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Abstract

This thesis attempts to do three things. Firstly, it attempts to bring a new
contribution to knowledge about fixed idiomatic expressions in English, by demonstrating
that the overall meaning of such expressions need not always be conveyed by the
presence of lexical words. Linguistic observation of natural and authentic language use
has shown the existence of fixed idiomatic expressions consisting solely of grammatical
words and possessing a particular overall meaning. Some of these expressions commonly

Jound in everyday informal communication (written and spoken) are “this and/or that”,

“either or”, “round and round”, “ups and downs”, “on and off”’, etc.
Secondly, the thesis will seek to illustrate through descriptive analysis that fixed
expressions consisting solely of grammatical words can be called “units of meaning”,

using Sinclair’s (1991a) position regarding form and meaning. Thus, a part of the thesis

will be devoted to investigating the lexico-grammatical behaviour of such expressions.
The analysis focuses solely on prepositional clusters, whose frequent usage in informal
spoken and written communication makes them suitable for investigation. These
prepositional clusters are composed of prepositions or words that can function as
prepositions, and formed as a result of the common syntactic patterns in which they
occur. Besides analysing cluster patterns that are composed solely of prepositions or
words that can function as prepositions, other clusters which are composed of

prepositions with adjectives/adverbs and nouns are included in the investigation, for

purposes of comparison. Hence, the prepositional cluster patterns analysed in this study

are:.

a) Prep+and+Prep (egs. ins and outs, up and down),

b) Prep+Prep (egs. round about, upside down, inside out),
c) Prep+Adv/Adj (egs. at most, at least),

d) Adj/Adv+Prep (egs. excited about, worried about, angry about),
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e) Noun+ Prep (egs. reason for, request for, excuse for) and
f) Prep+Noun (egs. by mistake, by chance, by coincidence).

In examining the lexico-grammatical behaviour of prepositional cluster patterns,
I have applied linguistic principles from both Corpus Analysis and Cognitive Semantics.
This approach, which combines two fields of linguistics, lends more depth to the analysis.
While principles of Corpus Analysis are useful in determining common meaning usages
and grammatical functions of prepositional clusters, principles of Cognitive Semantics
are able to extend the interpretation of the meaning usages, with regard to metaphoricity.
Consequently, I will utilise the principles in both fields to suggest a semantic
representation of all the prepositional clusters analysed in the study, based on a
superordinate classification rather than on a network one.

The third and final part of the thesis seeks to apply the lexicogrammatical
findings and the linguistic principles used in the study to pedagogy. More specifically,
these findings, together with the linguistic principles of Corpus Analysis and Cognitive
Semantics, have been utilised to construct activities which demonstrate a particular ELT
methodology, which I have termed Investigative-Oriented Learning (IOL). IOL is meant
to address the limitation of Communicative Teaching in developing investigative
questioning in language learners. The aim of I0OL thus is to empower learners with skills
of Conscious Investigation which may enable them to be sensitive to patterns of language,
and to their idiomatic and metaphorical meanings and grammatical functions.
Prepositional clusters, which illustrate idiomaticity and metaphoricity in authentic

language use, have been used as an example of language patterns to illustrate the

methodology behind IOL.
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Chapter 0: General fields of study, points of focus and

definitions

0.1 Introducing the fields of study

This research will investigate the phenomenon of prepositional clusters from

three perspectives. It will focus on:

e the lexicogrammatical aspects of prepositional clusters using linguistic principles

from corpus analysis ,

e the syntactic and metaphorical relationship between the prepositional constituents of

the clusters using principles from cognitive semantics

e the need for a suitable classification of prepositional clusters due to the limitations of

traditional network models of lexical categorisation

e the effectiveness of using linguistic principles of corpus analysis and cognitive
semantics as an approach to activating language awareness about language patterns

The investigation of the four aspects given above will cover the fields of corpus
linguistics, cognitive semantics and language awareness. A discussion of the main
principles used and reviews of work conducted for each field can be found in Chapters
1, 3, 4 and S respectively. There is also a discussion of the tension that exists in using
both collocationist and cognitive approaches in the analysis of prepositional clusters.
This tension derives from the opposing views of both regarding what a unit of meaning
is. The collocationists view meaning as being a phrasal unit based on investigation of
the lexical environment surrounding a node. Cognitivists on the other hand, regard

meaning as deriving from the prototype meaning of single words. References to this



tension between the collocationist and cognitive perspective about the unit of meaning
as well as the validity of both approaches in the analysis of prepositions can be found
in Sections 1.3, 1.6.1-1.6.2, 3.1 and 3.2.1. It is appropriate at this point to devote the

rest of this chapter to a discussion and definition of the terms that will be used in the

thesis. The terms that will be defined are lexical word, grammatical word,
preposition, prepositional cluster, idiom, grammaticalisation, lexicalisation,

fixedness/fixed expressions and network model of lexis.

0.2 The status of prepositions as lexical or grammatical words

One of the ways in which this thesis attempts to set itself apart from others in
the investigation of idiomatic expressions is in its endeavour to give a better

descriptive account of prepositional usage by integrating collocationist and cognitive

approaches rather than claim that one approach is more valid than the other. The
validity of using both approaches in this thesis can be justified by the fact that the
subjects of investigation are not idiomatic expressions composed of constituents
where their status as lexical words is not questioned. In the case of idiomatic
expressions composed of prepositions, the status of prepositions as lexical or
grammatical words is at doubt. This issue of the validity of applying both approaches to
the study of prepositional clusters will be discussed in Sections 1.3.1 and 1.6.2-1.6.3.
According to Carter (1998b:8), grammatical words are known as “functional
words”, “empty words”, or “functors” which come from a small and finite class of
words — pronouns, articles, auxiliaries, prepositions and conjunctions. Lexical words

on the other hand, are also known as “full words” or “content words” and include

nouns, adjectives, verbs and adverbs: “They carry a higher informational content



....and are syntactically structured by the grammatical words” (Carter 1998b:8). This
difference between grammatical and lexical words is also supported by Finnochiaro

and Brumfit (1983: 127) and Stubbs (1986a):

“Lexical words are nouns, main verbs, adjectives and adverbs. Grammatical words are
anything else: pronouns, conjunctions, articles, prepositions, auxiliary and modal
verbs. There are many tests to distinguish these two classes, but very briefly it can be
stated that lexical words comprise large open sets with hundreds and thousands of
members in common use, whereas grammatical words comprise small closed classes

with only a few (less than around 20) items in common use”  (Stubbs, 1986a: 115)

Biber et al (1999: 55) give a more detailed distinction between grammatical and

lexical words. To them, lexical words are “words that remain in the information-dense
language of telegrams, lecture notes, headlines, etc....They often have a complex
Internal structure and they can be the heads of phrases.” Function words on the other
hand serve two main roles which are “indicating relationships between lexical words
or larger units or indicating ways in which a lexical word or larger unit is to be
interpreted”.

While the above definitions seem quite unambiguous in distinguishing
between lexical and grammatical words, the distinction is not as clear cut as it seems
in the case of prepositions. There seems to be no agreed definition of a preposition of
whether a preposition is a lexical or grammatical word. Quirk and Greenbaum (1987:
143) do not refer to their status at all as a lexical or grammatical word, simply giving

a general definition of a preposition as “expressing a relationship between two

entities, one being that represented by the prepositional complement...And of the



various relational meaning, those of place and time are the most prominent and easy to
identify”. Biber et al (1999: 74) also seem to have no clear definition of prepositions,
simply referring to them as “links which introduce prepositional phrases”. They
however illustrate their findings through corpus evidence that prepositions are
borderline cases of lexical word class membership. On the one hand, there are
prepositions which have an independent referential meaning such as up, down, in, with,
etc, as in the examples: Up the ladder, in September, down the stairs, with one hand.
Biber et al call these kind of prepositions free prepositions. On the other hand, free

prepositions can also function as bound prepositions where the choice of preposition
depends on the some other word preceding it, for example, a verb to form a
prepositional phrase or multi-word unit. Thus we have: start up a business, fall in love,

cut down a tree, part with your money. Also, there are many other multi-word unit

sequences which according to Biber et al are complex prepositions which “function
semantically and syntactically as single prepositions” (Biber er al 1999: 75). Some
examples' of multi-word sequences are two-word sequences like such as, apart from,
ahead of, depending on, according to, along with, etc, and three-word sequences like as
far as, in exchange for, as distinct from, by means of, as opposed to, in accordance with.

The phenomenon described above about prepositions being free or bound to
other words brings us back to the problem of whether to analyse prepositional
meaning from a cognitive or collocationist perspective, and the related problem of
whether they are lexical or grammatical words. This ambiguity of prepositions as

having lexical or grammatical status has led to them being termed and classified in

many studies according to which status adequately fits the conceptual framework

' Examples taken from Biber et al (1999: 75)



chosen for their investigations. In many studies, prepositions have been classified as
Prepositional forms (P-forms), prepositions, particles, adverb, locative auxiliary,
stative predicate, predicator, modifier, preverb, adprep, verbal adjunct, aspect marker,
satellite, intransitive preposition, transitive adverb.

The present study however, is not overly concerned with choosing a particular
status for prepositions in order to fit a specific conceptual framework. Since it has
been highlighted quite convincingly from corpus evidence by Biber et al (1999:74)
that prepositions have the ambiguous status of having borderline lexical membership
while at the same time qualifying as functional words, it is justifiable that the analysis
of prepositional usage should focus on the types of linguistic approaches that can give
an adequate description of their usage. For purposes of this thesis, I feel that both
collocationist and cognitive perspectives are valid in investigating this usage based
on the finding that prepositions can have both free and bound meaning. However,
since this thesis will also consider the application of collocationist and cognitive
principles of analysis to language teaching, I will classify prepositions as non-lexical

words (using Stubbs 1986a: 115 definition of functional words) for the sake of not

disrupting traditional pedagogical references to prepositions as grammatical words.

0.3 Prepositional clusters as idioms: Institutionalisation, non-compositionality and
interpretation
Since it has been illustrated by Biber et al (1999) through corpus evidence and

from observation of our own language use that prepositions in English form many

multi-word sequences, this section will deal with the issue of prepositions and fixed

eXpressions.



Psycholinguistic studies, especially those conducted by Pawley and Syder
(1983) and Nattinger and DeCarrico (1992) have shown that language consists of
prefabricated chunks and is patterned (see Section 1.3-1.3.1 for a more detailed
discussion on the relationship between psycholinguistic and collocationist
approaches). Using this observation, it can also be illustrated that much of the
prepositional usage found in everyday written and spoken English also occurs in
prefabricated chunks (see Section 2.0 for corpus evidence), in the formation of phrasal
units or fixed expressions. Some common examples of fixed expressions that
prepositions form are up and down, in and out, ins and outs, round about, inside out,
down under, etc. The term fixed expressions has been referred to by other names —
“phraseological unit” (Gldser 1988), “word combinations” (Alexander 1978, 1987)
and “phrasal lexemes” (Lyons 1977) - all with slightly different distinctions. For
purposes of this thesis, I will use the term fixed expressions as an umbrella term used
to classify terms such as idioms (kick the bucket, spill the beans), compounds (waste-
basket, civil-servant, self-praise, round-about), binomials (make or break, more or
less, here and there, come and go, ups and downs), phrasal verbs (make up, turn up)
and strong collocations (rancid milk, rice bowl, green fingers, by chance, reason for,
happy with). The central concemn of this thesis will be to investigate prepositional
meaning and structure in these categories of fixed expressions, namely, binomials
(e.gs. ins and outs, ups and downs, round and round, out and out, through and
through, etc) compounds (e.gs. inside out, round about, down under, etc) and strong
collocations (e.gs. by chance, reason for, angry with/at, etc). 1 have not included
phrasal verbs in my investigations since a comprehensive study on them has already

been conducted by Hunston, Francis and Manning (1996) in their book Collins



Cobuild Grammar Patterns 1: Verbs. Thus, I will term all binomials, compounds and
strong collocations which comprise prepositional constituents as prepositional
clusters.

My claim regarding prepositional clusters is that this particular type of fixed
expressions has been under-studied with regard to its overall meaning usage (most of
which are idiomatic) and its syntactic structure (see Section 1.2 for further details
about previous studies conducted on fixed expressions)’. It is my conviction that
principles in corpus analysis and cognitive semantics are accurate in being able to
describe these aspects adequately. Furthermore, since psycholinguistic observations
and corpus evidence (see Section 2.0) have demonstrated that most prepositional
usage 1s bound to other words rather than being free, my aim is also to highlight this
erroneous treatment of prepositions in many English coursebooks for foreign learners.

However, before embarking on the above investigations, it is necessary to
discuss to what extent prepositional clusters exhibited idiomaticity and to define what
an idiom 1s. According to Moon (1998: 5), there are two definitions of an idiom. An
idiom can be “a particular manner of expressing something in language, music, art, so
on, which characterise a person or group”. On the other hand, an idiom can also be “a
particular lexical collocation or phrasal lexeme, peculiar to a language” in which
Sinclair’s (1987) idiom principle is observed to operate (see Section 1.3 for a further
discussion of Sinclair’s open and idiom principles). Fernando and Flavell (1981),
Fernando (1996), Cowie (1988) and Glédser (1998) however have a narrower

definition of an idiom. Gliser (1998:125) defines an idiom as “a particular kind of

? Except for some studies conducted by Vestergaard, 1977; Lindner, 1981; Hawkins, 1984; Herskovits,
1986; Rastall, 1994; Boers, 1996; Boers and Demecheleer, 1998; O’Dowd, 1998 which have focused

on single grammatical words, little research has been done on idiomatic expressions consisting solely
of grammatical words such as prepositions.



unit which has syntactic and semantic stability, and may carry connotations, but
whose meaning cannot be derived from the meaning of its constituents.” There is a
general agreement amongst all three that idioms are indivisible units of meaning,
whose components cannot be varied or varied within limits (see Fernando 1996).
Cowie (1988) and Fernando (1996) give the examples of kick the bucket, spill the

beans, etc, and call them pure idioms where the overall meanings of the expressions

are not transparent. Fillmore et al (1988) uses the term formal idioms to refer to semi-

grammatical structures such as Noun I to Noun 2. These structures form the basis of

lexico-grammatical frameworks for corpus analysis.

According to Fernando (1998), phrases which exhibit idiomaticity have
habitual and predictable co-occurrence of specific words like idioms but unlike idioms
have a “narrower range of word combinations” (Fernando 1996: 4). However, the

distinction between idioms and idiomaticity is not clear cut as there seems to be a

continuum from non-compositionality to compositional groups of words. According

to Bolinger (1977: 168):

“There is no clear boundary between an idiom and a collocation or between a

collocation and a freely generated phrase — only a continuum with greater density at

one end and greater diffusion at the other... " (Bolinger 1977: 166)

Fernando and Flavell (1981: 19) support this position and say that:

“Idiomaticity is a phenomenon too complex to be defined in terms of a single

property. Idiomaticity is best defined by multiple criteria, each criteria representing

a single property” (Fernando and Flavell 1981: 19)



While Fernando highlights later in 1996 her position that in the end, all idioms show
idiomaticity the difficulty of differentiating between idioms and idiomaticity is still
very apparent. There have been other studies conducted on fixed expressions and
idioms based on early phraseological models developed from the perspectives of
semantics, where the concept of word is explored (see Hockett 1958; Makkai 1972,
1978), lexis, where concepts such as collocation are colligation explored (see Firth
1957; Mitchell 1971; Sinclair 1987, 1991a, 1996), syntax, where transformational
grammar is used to explain the underlying syntactic structure of an idiom (see Katz
and Postal 1963; Weinrich 1969, Fraser 1970; Katz 1973). Later phraseological
models have attempted to integrate some of these earlier perspectives by analysing
fixed expression and idioms from functional, psycholinguistic and collocationists
perspectives (see Pawley and Syder, 1983; Fillmore, Kay and O’Connor, 1988; Willis,
1990; Kennedy, 1991; Cowie, 1992; Nattinger and DeCarrico, 1992; Dirven, 1993;
Lewis, 1993, 1997; Moon, 1994, 1998; Gibbs, 1995, Nicholas, 1995; Fernando, 1996;
Foley (ed), 1996; Lazar, 1996; Goatley, 1997, Hudson, 1998; Stubbs, 1995, 1998;
Radman, 1997). There is a more detailed discussion on the more current approaches in
Section 1.3 and 3.2. However, for purposes of this thesis, I will take the position that
most prepositional clusters exhibit idiomaticity based on three criteria:
institutionalisation, lexicogrammatical fixedness and interpretation.

According to Bauer (1983: 48), when a fixed expression such as a string or
formulation becomes institutionalised and develops its own specialist meaning, it is

accepted as a lexical item in the language. Pawley (1986: 103) expands on this



concept of institutionalisation and says that such a lexical item is called a lexeme’.

According to him, lexemes are:

“common usages, holding some degree of status in the language community as
official expressions for particular purposes — as standard labels for standard ideas,

as recognised speech formulas for carrying out certain social acts, and so on..."”

(Pawley 1986: 103)

I would like to suggest that the institutionalised and specialist meaning that a lexeme
has, when applied to strings or units implies idiomatic usage.

In the case of prepositional clusters, it is possible to consider them as
idiomatic lexemes or lexical units which have “common usages” based on Bauer
(1983) and Pawley’s (1986) criteria of institutionalisation. This is because it can be
attested from corpus evidence (see section 2.0) that binomials with antonymic
constituents such as up and down, in and out, ins and outs, binomials consisting of
repeated constituents, up and up, over and over, through and through, compounds
inside out, upside down, down under, and strong collocations by coincidence, happy
with, angry at/with are part and parcel of authentic spoken and written English with
their own idiomatic meanings. Note that in the previous section, I considered single
prepositions as being non-lexical words but in the case of prepositional clusters, the
status of the unit becomes that of a lexeme since the whole unit has an overall stable

and fixed meaning. All the expressions can be considered to have undergone the

3 Sinclair (1996: 75) uses the term lexical unit rather than lexeme to refer to a string of words, i.e. “a

single independent meaningful choice of words™ usually phrasal, which conveys only one particular
meaning sense.

10



process of lexicalisation by virtue of the fact that the individual cluster which
consisted of non-lexical items (single prepositions) had now developed a fully
referential and established meaning in English. I will deal with this issue of
considering the prepositional cluster as a lexical unit of meaning in chapter 2 by
1llustrating that the overall unit has an established meaning compared to its single
prepositional constituents.

Pawley (1986) also uses the lexicalisation criterion of a *single-word
synonym” to consider if a word can be considered a lexeme. In the case of

prepositional clusters with binomial constructions with antonymic constituents such
as ins and outs, ups and downs or those with repeated constituents such as over and
over, by and by, through and through and compounds such as upside down, inside
out, down under, a single word or near synonym can be substituted for each idiomatic

meaning of the cluster. For example, ins and outs can be substituted with the word
“complexities” or “details” depending on the context, and similarly upside down can
be substituted with the word “inverted” or “chaotic”, once again, depending on the
context. Based on these two cases as well as all the examples given, prepositional
clusters which are binomials and compounds once again exhibit lexicalisation and can
be considered idiomatic lexemes according to Pawley’s “single word synonym”
criterion. However, when dealing with examples of prepositional clusters formed from
strong collocations such as by chance, reason for, suspicious of, etc, problems arise.
These phrasal units, firstly, do not have an overall institutionalised and idiomatic
meaning and secondly cannot be substituted with single-word synonyms. In such
cases, these particular kinds of prepositional clusters formed from strong collocations

should not be considered idiomatic lexemes according to the criterion laid out by

11



Bauer (1983) and Pawley (1986). What these counter examples do show instead is
that prepositional clusters exhibit varying degrees of idiomaticity on a continuum with
binomials and compounds showing the highest degree of idiomaticity and strong

collocations showing the least.
While the criterion of institutionalisation might illustrate the presence of
“frozen strings” (see Moon 1998: 7), it does not however indicate whether all frozen

strings qualify as idiomatic as seen in the previous case of prepositional clusters with
strong collocations. Moon (1998:7) suggests that the criterion of lexicogrammatical
fixedness be used as another means of determining idiomaticity. According to Moon
(1998: 7), lexicogrammatical ‘ﬁxedncss 1s the “formal rigidity of units” with regard to
“preferred lexical realisations and often restrictions on aspect, mood or voice. With

regard to prepositional clusters, corpus analysis (see Chapter 2 and Sections 3.6-3.6.3)

will show that all the prepositional clusters analysed (binomials, compounds and
strong collocations) exhibit syntactic restrictions (e.g. the cluster in and out had to be

preceded by a dynamic verb or be-verb) and lexical preferences (e.g. the preposition

at has a semantic preference for adjectives or adverbs which belong to the domain of
ability or emotion — hopeless/good/useless + at, shocked/surprised/astonished + af).
Thus by using Moon’s (1998:3) criterion of an idiom as “a particular lexical
collocation or phrasal lexeme, peculiar to a language” in which Sinclair’s (1987)
idiom principle is observed to operate, prepositional clusters can be considered
idiomatic in this light.

It should be noted that because prepositional clusters as units exhibit syntactic
restrictions and lexical preferences, these units exhibit grammaticalisation, which

according to Hopper and Traugott (1993: 4) is “the process by which a content word

12



assumes the grammatical characteristics of a function word”. In the case of
prepositional clusters, I will interpret “content word” as referring to “lexeme” as it has
been discussed in the previous paragraphs that prepositional clusters are idiomatic
lexemes based on Pawley’s (1986) criterion of lexemes as having institutionalised
meaning. Thus, in the cluster ins and outs, this lexical unit functions as a noun since it
1s also preceded by the determiner “the” and followed by the preposition “of” (e.g. the
ins and outs of the matter). Similarly, the compound inside out as a lexical unit,
functions commonly as an adverb since it is preceded by a dynamic verb or be-verb
(e.g. was wearing his shirt inside out).

Hopper and Traugott (1993: 49) claim that the process of grammaticalisation
(1.e. the shift from lexical to grammatical structure) is more common than the process
of lexicalisation (i.e. the shift from grammatical to lexical structure). In the case of
prepositional clusters it has been illustrated that these clusters are able to undergo
lexicalisation by virtue of their non-lexical constituents (using Stubbs 1986a: 115
classification of prepositions as functional words) having an overall institutionalised
idiomatic meaning (e.g. ups and downs). Once they are established as lexical units,
the clusters are able to undergo grammaticalisation by virtue of the lexical unit
assuming the grammatical characteristics of a function word (e.g. ins and outs
functioning as a noun). (see Sections 2.1.1 and 2.2.1 for a more detailed analysis of
the grammatical functions of some prepositional clusters). I would like to suggest that
this bi-directionality is unique only to prepositional clusters due to their dual status of
having strong referential meaning but at the same time being classified as functional

words.

13



The last criterion I will consider for idiomaticity is that of interpretation.
According to narrower definitions of idioms, non-compositionality i.e. when a string
is considered in its entirety, is an important criterion for idiomaticity. As mentioned at
the beginning of this section, linguists such as Fernando and Flavell (1981), Fernando
(1978, 1996) and Cowie (1988) have stressed that idioms cannot undergo meaning
interpretation derived word by word from the string. As Glédser (1998) emphasises, an
1diom should be “a particular kind of unit which has syntactic and semantic stability,
and may carry connotations, but whose meaning cannot be derived from the meaning
of its constituents.” Thus, according to Gliser, kick the bucket and raining cats and
dogs are idioms by virtue of the fact that their meanings are opaque. If we were to
apply the above criterion to the interpretation of prepositional clusters such as over
and over, ups and downs, through and through, it is quite obvious that the overall
meanings of these clusters are not opaque when considered non-compositionally. In
fact, the overall meanings are quite clear if interpreted modularly from the meanings
of the individual prepositional constituents. Using this criterion, prepositional clusters
could not be considered as idiomatic. However, there are many counter-examples to
this criterion to show that there are many idiomatic expressions in English which do
not obey the criterion of non-compositionality. Some examples are U-turn, explode a
myth, drop names, where meaning interpretation relies on the listener’s ability to
relate literal meaning with the metaphorical, based on his or her knowledge of the
world. In fact, Moon (1998: 8) herself admits that “the concept of non-
compositionality is problematic. It is essentially idiolectal and synchronic”.

Since non-compositionality is too a rigid criterion to define idiomaticity, there

needs to be another criterion which take into account cultural and cognitive aspects of
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language, such as the phenomenon of metaphoricity. Idiomatic language contains
many metaphorical allusions which are very commonly used in everyday
communication, deriving from basic conceptual metaphors. Studies by Lakoff and
Johnson (1980), Lakoff (1987), Reddy (1993) and others in the field of cognitive
semantics have demonstrated that various aspects of metaphorical constructs such as
“Anger is heat” are realised in idiomatic expressions such as hot under the collar, hot
and bothered, make someone’s blood boil, blow one’s top. The application of
conceptual knowledge about the nature of things to the interpretation of non-literal
meanings such as metaphors, in which the target expression can be traced back to the

source domain of knowledge about the world, gives rise to the metaphorical allustons,

and hence 1diomaticity in expressions.

In the case of prepositional clusters, especially binomial (ups and downs, ins
and outs, etc) and compound constructions (upside down, inside out, etc), the
connection between the metaphorical and conceptual meaning is quite obvious. Since

prepositions have universally well known spatial and referential meaning, the

association between these conceptual meanings and their metaphorical ones are quite
clear. For example, as Lakoff and Johnson (1980) have demonstrated, the spatial
meaning of the prepositions up and down have clear associations with “good” and

“bad” respectively, as well as other meaning extensions related to “good” and “bad”
like “high social status” and “low social status” resulting from cultural and social
biases. Thus, with reference to the prepositional cluster ins and outs, meaning
interpretation of this expression in the sentence “Our marriage has its up and downs”
1s aided by the strong link between the spatial concepts of the prepositional

components and their real-world associations, giving the overall meaning “good times
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and bad times”. Other binomial and compound prepositional clusters follow this
same process of metaphorisation, thus resulting in the expressions being termed
as idiomatic. It must be noted however that not all prepositional clusters, especially
those formed from strong collocations follow this target-to-source process of
metaphorisation. In the cases of by coincidence, happy with, angry at, 1t has already
been discussed at the beginning of this section that since they cannot undergo
lexicalisation, nor can they be substituted with single word-synonyms, they should not
be considered lexemes or lexical units. Furthermore, they cannot undergo the
metaphorisation process since the target-to-source domain cannot be traced and for
this reason should not be considered idiomatic expressions. A more detailed
investigation of the metaphorisation process in meaning interpretation is given in
Chapter 3, especially Section 3.10 and 3.11.

In short, prepositional clusters which are binomials with antonymic or
repeated prepositional constituents and compounds are idiomatic expressions with
regard to the criteria of institutionalisation, lexicogrammatical fixedness and meaning
interpretation. Those which are strong collocations are simply “frozen strings” (see
Renouf and Sinclair, 1991) and cannot be considered as holistic units because they do
not fulfil all three criteria. Although, it has been shown that they do exhibit

lexicogrammatical fixedness, they do not possess an overall institutionalised meaning

and cannot undergo the metaphorisation process of target-to-source domain.

0.4 Prepositional clusters and network models of lexis

Since principles in cognitive semantics have illustrated that there is a strong

link between the referential meanings in prepositions with their real-world

16



associations (see Herskovits 1986; Lakoff 1987; Rauh 1991) much work in
lexicography has been devoted to classifying the wide array of prepositional usages
(see Brugman 1981; Lindner 1981; Rudzka 1986; Cuyckens 1991; Schultze 1991;
Rice 1992, 1993; Sandra and Rice 1995). Most of these works were based on what
was called lexical networks which according to Sandra and Rice (1995: 89) were
“structures which graphically represented the relations among usages as a function of
distance and interconnectedness”. Put simply, a lexical network was interpreted as a
structure with a centre and a periphery. This structure was “congruent with the
cognitive linguistic assumption that categories are organised with respect to a

prototype” (Sandra and Rice 1995: 90). The properties of lexical networks are

described in further detail by Rice (1993):

“Most such networks have the following properties: related senses radiate from a
core or prototypic meaning: the nodes in such a network represent different senses
which vary according to the particular syntax or semantics of the lexeme in a given
application: the nodes are interrelated and the strength of the relation between
different sense is understood in terms of the distance between nodes and the

directionality of links..."” (Rice 1993: 207)

Some network models on prepositions which follow Rice’s (1993) description
are given below:
a) Fig. 1: A hierarchical network (based after a typical dictionary entry),
b) Fig 2: Idealised radial category (after Lakoff 1987),

c) Fig 3: Actual network proposed for over (Lakoff 1987: 436)

d) Fig 4: Growth of a network (Langacker 1987)
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e) Fig 5: Network model for prepositions (Rice 1993)
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In Fig 1, the nodes represent distinct subentries, each of which has its own
subentries. The problem here is that each of the various major senses of the
preposition are taken to be unrelated and homonymous but this is not really true since
there are prepositions such as over and beyond which both fall under the “above and
across’. In English, we have sentences like The helicopter flew over the river and The
helicopter flew beyond the river where the prepositions over and beyond can be
interchangeable and are in a sense related since they both relate to a position that is

“above and across”. In the hierarchical model in Fig. 1 however, over and beyond

would be classified as unrelated prepositions.
In Fig. 2, Lakoff’s (1987) idealised network centres on “a radial structure

anchored in the centre by a single prototypical sense”. He applies this radial structure
to the preposition over in Fig. 3, where its multiple spatial meanings are represented.

While the hierarchical model in Fig. 1 analyses a vertical or top-down interrelation
between nodes, Lakoff’s model analyses a horizontal interrelation between the nodes.
According to Lakoff, “each node represents an image-schema and adjacent nodes are
related through image-schematic transformations”. While this model seems to be
beneficial in trying to relate extended meanings of a preposition with its central
meaning, it is however unclear how what criterion 1s used to determine the core senses
of a preposition like by which has a few meanings (e.g. ‘to show the person or thing
that performs an action’ —*“attacked by a dog” , ‘not later than — “be here by four o’
clock”). Furthermore, the model is unable to illustrate how abstract uses of the
preposition (e.g. the association between the referential meaning of by as “near” and
by in the idiomatic expression by the way) are related. The inability of the model to

show the criterion for relation between core senses as well as core and related senses
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are what Sandra and Rice (1995) criticise as vague representational conventions. They
add further that “like the hierarchical dictionary-type network, radial networks are
overly specific about the top or centre of the network but overly vague about the

periphery or how the network has come to assume its current static shape.” (Sandra

and Rice 19935: 9)5).

Langacker (1987) tried to remedy this weakness by constructing a network
(see Fig. 4) which allowed the possibility of “network growth” where there was a
“small taxonomy of node types which allow(ed) for multiple prototype nodes,

extensions and schemas”. This model attempts to reconcile the hierarchical model in
Fig. 1 with Lakoff’s (1987) idealised model by allowing for network growth in the
vertical and horizontal dimensions. The advantage of this kind of construction is that
it tries to integrate and classify the core and extended usages of a given preposition
(taken from the perspective of the hierarchical model) as well as tries to interrelate the
wide range of usages with one another (taken from the perspective of the radial
network model). In Fig. 5, Rice (1993) applies Langacker’s (1987) model to construct
her own representation of prepositions where she assumes that “each prepositional
form is a complex category with internal structure representing a consortium of
individual cases”. Thus, in her model, “schema nodes, labelled (S), represent
abstractions over individual cases with prototype (P) or extension (E) nodes
representing separate sub-cases or actual usage tokens” (Rice 1993: 209).

The network model proposed by Rice (1993) seems the most detailed in its
construction out of all the four described. It has the advantage over the rest in its
attempt to accommodate a) various core senses, b) core and related senses, and c¢)

multiple related senses, using a Schema — Prototype - Extension structure.
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While the discussion above has focused on network models of representation
for single prepositions, one limitation of these is that it does not take into account
psycholinguistic observations that language exists and is processed by language users
as prefabricated chunks and not as single words (see Pawley and Syder, 1983,
Nattinger and DeCarrico, 1992). Although the network models given above are
applied to lexemes and prepositions, there seems to be a view however that these
lexemes have to exist as single words. The view that a lexeme can be a phrasal unit of
meaning (see Sinclair 1987, 1991a, 1996) has been disregarded. With regard to
prepositional clusters which exists as phrasal lexemes which convey idiomatic
meaning, the network models suggested above might not be able to accommodate

expressions such as up and down, ins and outs, inside out, down under, through and

through where the metaphorical relationship between the prepositional constituents

have to be accounted for.

In Chapter 4, especially in Section 4.4, I will discuss in greater detail the
limitations of previous network models in disregarding the issue of phrasal lexemes
such as prepositional clusters as well as the neglect of clear criteria in deciding the
relationship between core senses and, core and extended senses. The limitations can
be summarised into four main ones: a) a lack of clear methodological principles for
the identification of core meanings, b) an ambiguity about how the core or referential
meanings relate to the extended ones due to a lack of criteria, c¢) the disregard for the
existence of phrasal lexemes, d) with regard to prepositional clusters, the absence of a
model to classify the syntactic and semantic relationship between prepositional
constituents in the clusters. These limitations will be discussed at greater length as

well as a proposal for a superordinate categorisation of prepositional clusters based on
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Rosch’s (1978) prototype categorisation. The proposed categorisation will focus on
syntactic and metaphorical criteria used to restrict membership and prevent ill-formed

clusters.

0.5 Conclusion

I am aware of the existence of many innovative and influential lexico-
grammatical and cognitive studies in the past ten years which have discussed in
greater detail than I have, the concepts of lexical and grammatical words, fixed
expressions, idiomaticity and metaphoricity. Most of the studies were contributed by
Sinclair (1991a, 1996), Renouf and Sinclair (1991), Moon (1994, 1998), Hunston,
Francis and Manning (1997), Stubbs, (1995, 1996, 1998), Hudson (1998), Rauh

(1991), Dirven (1985, 1993), Sandra and Rice (1995), Boers (1996) and

Lindstromberg (1996, 1998). These studies have applied principles of meaning
analysis founded in corpus linguistics or from other fields of linguistics such as
cognitive semantics. While the above studies have contributed immensely to our
present knowledge about language use and usage, the focus of each has been on single
lexical words, phrasal units consisting of lexical words or single grammatical words
(e.g. single prepositions) and delexicalised words.

The present study, while contributing also in its general aim to the area of
knowledge about language use, usage and idiomaticity, and also applying similar
principles used in corpus linguistics and cognitive semantics as the above studies, is
however, different from them in a number of ways:

a) it focuses on phrasal units of fixed expressions used in English, composed

solely of grammatical words such as prepositions (which I have termed
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prepositional clusters) rather than single words. These phrasal units have been

selected according to common syntactic patterns that they are usually found
in. The rationale for selection will be highlighted in the background reviews and
preliminary setting in Chapter 1.

b) it does not restrict meaning analysis of idiomatic usage solely to one area of
linguistics but combines principles of both corpus linguistics and cognitive
semantics for a more detailed exploration of structure and patterning in fixed
expressions. This detailed exploration using principles in corpus linguistics and
cognitive semantics an be found in Chapters 2 and 3 respectively.

c) it seeks to illustrate a semantic representation and categorisation of phrasal

units of fixed expressions composed solely of grammatical words, like
prepositional clusters, which is different from traditional network representations
used in many lexico-grammatical studies. The categorisation I am proposing will
show how the surface level (referential spatial distinctions) and deep level semantic
distinctions (abstract conceptual relationships) between various prepositions are
responsible for their formation as a phrasal unit or cluster. A full discussion and
illustration of this categorisation as well as its advantages over traditional network
representations will be discussed in Chapter 4.

d) it will propose a new language awareness component called Conscious
Investigation that is not developed in Communicative Teaching as well as the
teaching approach required to activate it. Classroom tasks designed using the
approach focus on observations about the lexico-grammatical behaviour of
prepositional clusters together with the application of linguistic principles from

corpus analysis and cognitive semantics. The justification for the proposal and the
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investigation of its efficacy in activating skills of descriptive awareness about
language usage are detailed in Chapters 5 and 6 respectively.
Based on the above features of my study, I have constructed a general

hypothesis which summarises the aspects of language and areas of investigation that I

am interested in and will be exploring. This genei‘al hypothesis is given below:

General Hypothesis:

Research on “conventionalised form/function composites” which are
found in natural language communication has focused almost entirely on those
consisting of lexical words. However, there exist prefabricated chunks of
language or fixed expressions, composed solely of grammatical words, which
have not been investigated. One example of this kind of fixed expressions are
prepositional clusters which could have a linguistic identity different from their
components in terms of grammatical distribution and idiomatic meaning usages
(some of which are metaphorical). Such features which have been derived from
linguistic observation of language use could be taught in the language classroom

as part of a process of Investigative-Oriented Learning,.

Since the general hypothesis covers quite a few aspects of language, it will be
directed and hence verified by a series of sub-hypotheses, investigated at various
stages of the research. This method of approach was undertaken to give my study

structure and guidance. A full outline of this study, is now given in the next few

pages, summarising the stages of research and various sub-hypotheses that have

steered this work.

24



$C
-¢ 391dey) w1 pajedusoaul are sasayjodAy-qns 931y3 2y} Jo suIpuly dYJ, ‘du0 diseq dY) pue SurueIW PIPUIIXI IY) UNAM)IQ SIdYJeul INUBUIS TOW 0D
JO anIIA £q ‘Jedriogde)dwr paIIpISucd SI YIIYA SUIUEIW PIPUIIXI UE O)Ul PIULIOSUEL} Iq UBD J)SN]I jeuonisodazd ay) jJo Surnedmn [eneds diseq

Y} YOIA 0 JUIJXA 3) o spuadap )1 ‘os[VY *dqeInnsqns si uruedu Jud[eAmnba jo aseayd 1o pIom € YIIYM 0) 33133p oY) uo sapaa AydLioydejdu

‘sny { ‘uoneulLIojsuel) pue A)[IqeInnsqns - LI} om) uo spuddap sisnpd [euonisodaid jo Sypuiogdejow Jo 33139p oY ], 7 SISINYI0UAY-qNS

“UIRWOP [EIIXI] JOrI)Sqe uowwod & pue digsuonejaa [eduioydejow [enydaduod € - SUOHIPUOD OM) WO PIse(q ST UOLILID

SIYL *J13)sn]d Jeuonisodaid v Jo UONEWLIO) Y)Y UI SIIOYD JUININISUOD IANRIdsold Jo WONIIPAS J0) WOLIILD B SISIXI I ], :qT SisayjodAay-qng
*J3)SNPY © Suneald ul [eJUdWNIISUI 3 0) SE 0S SPIOM JIY)0 YIIA SI)ELIO0[[0D

Suoa)s (S)WI0J YOIgM (S)HUdWI[d JUINJISUOD B S)SIXD 319Y) ‘sny ], "SHuIN}Suod reuonisodoad om) pue auo jJo pasodwod surdped jenonisodaid

ul JI)Snpd ¥ Jo uoneurioy Y Surjjeusis 10§ dqisuodsax Supurdyed dndeIUAS Y Ul (5)HUIN)SUOD SUISNd0J JSIXd AIIY ], BT SISAYodAy-qng
syazouoduiod

i39M)2q_SAI[SUOne[d JuTuids pue suliLid)ed JJITJUAS 0) DUIIPAT YHM S1)Sn [euonisodald Jo sonusdold dy) ojul UOHESHSIAUL JIYLIN ¢ I0E)S

‘84215112 puonisodatd paj[ed 9q YUOJoudy
M suoissaidxa paxy jo spury asoy], ‘suonisodaid se uonouny os[e Yorym spiom pue suonisodaid jo Apsjos pssodwod suOISsa1dxa paxiy 03 90UdIdJAI
ym g 193dey) ur umoys oq [Im sisayjodAy-gns siy) Jo uonednsaAu] rednioydeldow oq ULd SIUIUEBIW JEWOIP] I5IY) JO dwI0§ gesn guluedul
J1)BUIOIPI PUE WOI}OUNJ [Ed)BW M EIS Jo SuLId) Ul s)uduodunod J19y} Wolj JPUNSIP ST AIYM 51udpl JNSINIUI] B 9ALY A7) ISnEIIq Suruvawl fo spun
pa1apisuod aq ued suonisodasd ay1] spiom pednewwmeisd yo pasoduod suoissdadxa paxy Jo IZensue] Jo SHUNYD pA)JeIHqeEJII] :7 sisajodig-qng

JUTUEIW JO S)IUN 218 SPIOM [EINEWWEIS JO pasoduiod suolssatdxa paxiy Jey) uoljedyysng :7 Ioe)§

1 399dey) Ul PIsSNOSIp 9q [[IM UONRAISSGO SIY ], *SpIom [ednemmel3d Jo A[9jos pasodurod 3q os[e ued A3 J, “Sp1om

[e21x3] Jo pasodwod 3q A[LIESSIIIU JOu PIdU UWONEIUNWUI0D IFenFue] [ein)eu ul )SIXI Jey) suoissazdxd paxy 1o a3engue] Jo SHUNYI pIjediqe)dry




9¢

1 Ja3dey) ur punoj a1e suonjesijdde oy “Apngs jussaid a3 woly asire pinod jey) suonedsijdde axmny swos Junudsaid Aq Yoreasal oy} apnjouod [|Im J3¢e)s sI

UOISNIUO)) PUE MIIAIIA() :/ I0EB)Q

‘g Iaydey

1 UOAIS s1 Apnys wooIsse[d & U0 paseq sSulpulj sy} pue sisayodAy 9A0qe Y3 JO UOIIBDIJLIAA S} UI PIA[OAUT SaINpadold ay) Jo podal y *saaysn]d [euonisodaid

2 §ons suoIssaIdxd JPBWOIPI UWOWUIOd JO UONINIISUOD JIJIeJUAs pue sdgesn [edrroyde)owr 9Y) Jo SUIUILI] pue SuUIYded) 3Y) y3noly) parmnboe ac
1ed SJIYS 9594 [ ‘Sunuswniddxy pue SuisisaygjodAH “3udijoN se yons ‘aonesnsiAu] snosuo)) ul pasmbax Sunjuiy} 3A1EB1SIAUL JO S[[DYS SUIdO[IAI
o} (1'1)) Suigoea], aSenSue] aanediunwwo)) uey) yoeoidde ue sjqeims aaow st (JOI Suluded] pAWILIQ dAnedNsdAu] i¢ sisayjodiy-qng

310d31 MI00ISSED Y - WOOISSE]) '1TA oY) ul 'JOI sulA[ddy : [esodoid ay) SUnSdJ, -9 958)S

"UOIJEOIUNWILIOD [eINJeU Ul pasnh Se ‘AJI0LIOYde}d
10 32139p pue suorpuny ‘sagesn dNRWOIP! JIAY) UO paseq ‘asn aFen3ue] Jo swdped pue SAINONDS UOWWOD JNOGe ssouareme dANALIOSOp ® SuldOjaAdp JO $S9001d

2 : uone3nsaAu] snorosuo)) Jo juswdoraaap ay) ul Suruonssnb aA1B31SIAUI JO S[[INS Y SjeAlOR UR) Yoroxdde siy) jey) a33deyd o) ul pajsad3ns aq [[IM J] “osn

o3enSue] jnoqe ssauaseme Joyung e sdojaasp ysym ‘yoeoidde Surures) pue Suiyoes sfenue] € (JO]) Surured] pajusuiQ aARe31saAu] Jo [esodold enjusas

OY) 0} Ped] USY} [[IM UOISSNISIP Y, “SunjuIy) SAIIe3IISIAUL JO S[[IYS oY) YIIm slowed] a3engdue] dinba 03 Anjiqeut sj1 ‘repnonred ul ‘Jusuromoduwrd o3engue] Jo

anssi oY) Suissaippe ul (11)) Suryoes] 9FenSue] 2AIEIIUNWIIO.) JO SUOIIBIIWI[ SWOS 0] DUIDJI YIIM G J193dey) ul passnosip aq [[Im dIysuone[al 9A0qe 3
s19)snd [euonisodard 03 dUIIYII

EIDIUS [}IM SSOUIIEME IJENOUE] PUE SIJUEBUIIS IANIUCO0D “SISAJEUE SNAI0D JO SI[ADULIA J)SINoU]] U9oam)o( dAifsuonejal v sUEINUIO) G 908}§

‘p Ja)dey) ur uaa1g oq 1M suonyisodaid oj3uis Jo suonejuasaidar y1omiau Juasaid Jo SISSAUNLIM ) JO UOISSNISIP € “OS[Y € pue T $35e}S WI0IJ INOIARYSQ
[eoneunueIS-001X3] 1191} Inoqe sSuipulj uo paseq ‘pasodoid aq jjim Suisogdazes ajeurprordadns e Jursn s1s)snjd [euonisodaid Jo uonejussaidar onuewSS Y

SI3)SNPO [EUONIS0U3.1G oUISLIOSIIE ) P IoE]}Q



Chapter 1: Preliminary Setting and Reviews

1.0_Perceptions about language

Recent studies in corpus linguistics have shown that intuitions about language
use are not always the best way in understanding the nature and structure of the
language itself. For many years, traditionalists have sought to describe language based
on intuitive perspectives and not from facts. This has lead to many misleading notions
about language, the main one being that language is divided into two aspects - form
and meaning - thus leading to grammar and vocabulary being taught independently

from one another in the language classroom. The assumed division between form and

lexis has been shown to be erroneous from work done by linguists such as Sinclair

(1991a, 1996), Halliday (1991), Leech (1991), Stubbs (1995, 1996, 1998), Moon

(1954, 1998), etc, who have all shown that they are inextricably linked, contrary to

previous intuitions. Sinclair especially has established his own position regarding

meaning and form, asserting that:

“each meaning can be associated with a distinct formal patterning...There is no

distinction between form and meaning...[The] meaning affects the structure and this

is..the principle observation of corpus linguistics in the last decade...” (Sinclair,

1991a: 6-7)

From the above quote, it is clear that any change in grammatical choice causes

a change in the lexical choice, and vice versa, consequently affecting the unit of

meaning. This assertion about meaning is provocative because it claims that:
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“every sense or meaning of a word has its own grammar...each meaning can be

associated with a distinct formal patterning...” (Sinclair, 1991a: 10)

thus, attempting to show the existence and inter-relation between the syntagmatic and
the paradigmatic axes, which according to traditional perspectives, did not exist
before. Thus, this inter-relation between the syntagmatic and paradigmatic axes is
shown when the syntagmatic axis, which shows the combination of words -
grammatically and simultaneously - prospects certain other words on the paradigmatic

axis, whilst grammatically opening up certain classes of words on the paradigmatic

axis (see Bonelli, 1996).

1.1 Facts about language: the emergence of fixed expressions

The evidence presented by Sinclair (1991a, 1996) and other corpus linguists in
recent years with regard to grammar and lexis, and the bound relationship between the
syntagmatic and paradigmatic axes in meaning analysis, has formed the basis of a
more accurate description about the nature of language. More importantly however, it

has contributed to useful insights about genuine language use. One of these useful

insights which has resulted from the observation of genuine language interaction is the
use of prefabricated chunks of language, employed by native speakers in
communication. Over the years, prefabricated chunks of language have also been
given many labels; ritualised language, lexicalised sentence stems, fixed expressions,

idiomatic phrases, etc and have been classified into various groups (see Nattinger and

DeCarrico, 1992; Fernando, 1996; Moon, 1994, 1998). Becker (1975), Bolinger
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(1976) and Pawley and Syder (1983) however, were the first to suggest that these
prefabricated chunks of language are responsible for the native speaker’s ability to
convey his meaning through expressions that are grammatical and also nativelike, as
well as his ability to produce fluent stretches of connected discourse. The mastery of
these prefabricated chunks of language is the foundation of fluency, naturalness,
idiomaticity and appropriateness and has been a puzzle to many researchers of

language acquisition over the years. However, recent corpus studies investigating the
use of prefabricated chunks in communication, using Sinclair’s positions about form

and lexis, units of meaning and flexible multi-word units, have come close to solving

this puzzle about nativelike selection and nativelike fluency.

1.2 A comment about studies on fixed expressions, idiomaticity and metaphorici
Whilst corpus studies and other works related to fixed expressions,
idiomaticity and metaphoricity have attempted quite successfully to isolate, describe
and classify huge numbers of prefabricated chunks of language or conventionalised
utterances formally, semantically and pragmatically, there are three limitations

about these studies that should be noted:

o Firstly, the vast majority of these studies have focused on fixed expressions

composed of lexical words, thus endorsing the widely held view that conceptual,
idiomatic or metaphorical meaning can only be conveyed through lexical words.
However, everyday observation about natural language use shows this notion to be
only partially true. Idiomatic and metaphorical meaning can also be expressed by

fixed expressions consisting solely of grammatical words. This observation forms

the basis of the first stage of my study:
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Stage 1: Observed linguistic phenomenon

Prefabricated chunks of language or fixed expressions that exist in natural
language communication need not necessarily be composed of lexical words.
They can also be composed solely of grammatical words.

For purposes of this thesis, I will make use of Stubbs’ (1986a) definition of the

difference between grammatical and lexical words. Thus:

“Lexical words are nouns, main verbs, adjectives and adverbs. Grammatical words are
anything else: pronouns, conjunctions, articles, prepositions, auxiliary and modal verbs.
There are many tests to distinguish these two classes, but very briefly it can be stated that
lexical words comprise large open sets with hundreds and thousands of members in

common use, whereas grammatical words comprise small closed classes with only a few

(less than around 2() items in common use”’ (Stubbs, 1986a: 115)

Using the above definition, I have thus managed to find some fixed expressions
composed solely of grammatical words from the following categories:

a) prepositions or phrases derived from words which function also as prepositions

e.g. in and out, ins and outs, up and down, ups and downs, over and beyond, round

and round, inside out, in for, out to, efc

b) demonstrative pronouns e.g. this and/or that

¢) adverbs or phrases composed of words which function also as adverbs e.g. here and/or
there, now and then, now and again, above and below, etc

d) conjunctions e.g. either..or, neither...nor

It is also possible to have fixed expressions composed from combinations of

grammatical categories such as:
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a) adverb or adjective + preposition e.g. all for, much of, except for, etc

b) adverb + adverb e.g. very much, very little, much more, etc

¢) adverb + conjunction e.g. all but, in that, etc

d) preposition + adjective e.g. in all, etc

(Note that all the words listed in the examples above are considered grammatical
according to Stubbs’ (1986b: 33) Function Word List).

The fixed expressions above are commonly found in both written and spoken
English. Their formation as a result of combination with other grammatical words
create a fixedness in structure and even an idiomatic or metaphorical meaning.
However, there are many other examples of fixed expressions found in authentic
language combination. Below are examples taken from a concordance search which
reveals the innumerable fixed expressions which are found in English, composed of
prepositions, which are grammatical words according to Quirk et al’s (1985), Stubbs’
(1986a, 1986b), Finocchiaro and Brumfit’s (1983) as well as Carter’s (1998b)

classification of grammatical categories. The examples below are taken from the

tagged CANCODE' corpus.

sHave] got {VPpast] one [M]. In [T] and [Cand] around [T] the [Dt
n= local [Jbas]) venues [Npl] in [T] and [Cand] on [T] the (Dthel

FpastHave] trekking {VPpres] to [T] and [Cand] from [T] the {Dthe
und (A] thirty two to thirty on [T] and [Cand] off ([T] thirty [M)]
orward [A]l+ Right [VI]. +during [T] and [Cand] after [T] the [Dth
] of {T) communication [Nsg] to [T] and [Cand] from ([T] Eastern |

[VFpast] back [A]) there [A]) for [T] about [A] three [M] or (Cand]
] I [Ppers] think [VFpres] from [T] now [A] on [A} I [Ppers] thin
f [T) door opens split [Nsg] in [T] about [A]) fifteen (M] differe
VFpast] in [T) price [Nsg] from [T] about [A] two (M} pound [Nsg)
o [M] pound {Nsg] twenty [M] to [T] about [A] three [M] quid [Nplé679

something {Pind] in [A] in [T] general [Jbas] terms ([Npl] ab
better {Jcomp] times [Npl] for [T] certain ([Jbas] ones [Npl] the

e [VI]) Of [T) course [Nsg]. Of [T]) course [Nsg] means [Npl] I [P

1 [VI] you [Ppers) about [A] Of [T]) course [Nsg] in [T]) a [DPa] mi
nd [{Cand] yeah {A). Well [A] in [T) fact [Nsg] in [T] the [Dthe]

' CANCODE is an acronym which stands for Cambridge University Press and Nottingham University
Corpus of Discourse in English. Refer to Chapter 2 for further details about CANCODE
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Da) bit [Nsg] cold [Nsg] . +for [T] about [T] another ([(Dind] thir
fly (VI] to [T) Dublin [Nsg] in [T] about {[T] half {Dpre] an (Da])
stHave] the [Dthe] lot [Nsg] up (T] in [T] the ([Dthe] north [Nsg]

[VFpresBe] backing [VPpres] out [A] of ([T] this ([(Pdem]. It's er Y
j]. We [Ppers] went (VFpast]) in [A)] to [T] the [Dthe] little [Jba
[Nsg). Whereabouts [Awh]? Just [A] outside [T] Exmoor [Nsg] was
[Ppers]) 'll [VFmod) end ([VI]) up [A] with [T] broken {[VPpast] legs
VFpast] a [Da] runner [Nsg] out [A] of [T]) the [Dthe) door ([Nsg].
n (VFpres] sort [Nsg] of [T) in [A] between [T] jobs [Npl] and [C
ries [Npl) going [VPpres] round [A] about [T] erm (Aintj) people

d] very [A]+ Mm [Aintj). +happy [Jbas] with [T] it [Ppers]. Yes [
perfectly [A] confid= confident [Jbas] in [T] his [Pposs] flight
y [(Ppers) find [VI] so [A] good [Jbas]+ +in {[T) New {Nsg] Zealand
hands (Npl] are [VFpresBe] full [Jbas] of [T] flour [Nsg] and [Ca
FpastBe] never [A] any [A] good [Jbas] at [T] manoeuvring [VPpres
] the [Dthe)] wine ([Jbas]). Safer [Jcomp] for [T] us [Ppers] all
Pould [VFmod) be [VIBe] simpler [Jcomp] for [T] you (Ppers) I [Pp
orm [VI] to [T] the [Dthe] best [Jsup] of [T] your ([Pposs] abilit
in [T] the [Dthe] sort [Nsg] of [T] equivalent [Nsg)] of
] just [A] hear ([VI) a [Da] lot [Nsg] of [T] screaming ([VPpres] a
] that (Prel] bag [VFpres] full [Nsg)] of [T] oranges [Npl] in (T)
There (A] 's [VPpresBe] plenty [Nsg] of [T] repetitions (Npl} th
[VEpresBe] there [A] a [Da] lot [Nsg] of [T] unemployment [Nsgl] u
[A]. laughs Yeah [Aint]]. Loads [Npl] of [T] nuns [Npl]. Yeah {Ai
esBe) from [T] all [Dpre] sorts [Npl] of [T] people [Npl]. There

[A]=Adverb, [Cand]=and, conjunction, [Nsg]=Noun, singular, [Npl]=Noun, plural,
[Jbas]=Adjective, base, [Jcomp]=Adjective, comparative, [Jsup]=Adjective,
superlative, [Nsg]=Noun, singular, [Npl]=Noun, plural, [T]=preposition

e the second failing is that, although innovative works on language teaching have
shown quite convincingly that language items in English can show a particular
usage and meaning according to the words around them (see Willis, 1990; Lewis,
1993, 1997 for details on the Lexical Approach), unfortunately, they have focused
on the frequent and idiomatic usage of single words and not phrasal units of
language. It 1s my view that the focus on single words does not reflect the true
nature of language communication, which employs the use of chunks of language,
and not single words to fulfil the everyday communicative functions of life (e.g. to
express one’s feelings, intentions, apologies, requests for information, etc).

the third failing is that, although there already exist research studies that have
isolated a vast number of conventionalised utterances and classified them

according to the discoursal functions in language use (see Pawley and Syder: 1983,

Nattinger and DeCarrico: 1992, Moon: 1994, 1998, Fernando: 1996) by listing all
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utterances (answers and replies) relevant to a particular discoursal function
(greetings, farewells, inquiries, etc), I fear the implication of such works would be

misleading for language learners if applied in the classroom. Firstly, the notion
would be encouraged that all language situations which exist in language
communication are structured and problem free. Secondly, a behaviouristic ideal
would 1nadvertently be endorsed by teaching formulaic and ritualised
communication. By giving a non-native speaker a list of formulaic utterances, we
do not really encourage his awareness of how and why some utterances are more
appropriate to the context than others which express a similar meaning. This
awareness 1s a true reflection of his or her real communicative abilities or
competence, not the knowledge of their literal meanings My final concemn
regarding works which list all conventionalised utterances in English, is that there
Is an unintentional tendency to treat all language utterances as consisting of
discrete language items. Logically, it is not possible to prescribe and specify all the
various fixed expressions to be used for all types of written and spoken contexts.
This is because there are socio-cultural aspects such as the level of formality, types
of participants, levels of relationship, etc, that influence language use in a
particular situation, and this makes it almost impossible to capture language use as
a collection of discrete items. A possible detrimental repercussion for language
learners that might result from my three concerns, is that any form of creative
expression may be restricted from learners. By creative expression, I mean the
ability to express a particular discoursal function which is as contextually

appropriate as a commonly used formulaic expression. Secondly, learners should
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not be restricted in making creative use of stylistic effects for texts that continually
rely on such expression e.g. poetry.

The general shortcomings mentioned above of works on fixed expressions,
idiomaticity and metaphoricity, make it essential to construct a better framework
which reflects the linguistic phenomenon of how fixed expressions are used in
language but at the same time, does not encourage a behaviouristic ideal in language
learners. Furthermore, the framework must be applicable to the language classroom,
promoting a simple awareness of meaning usage in fixed expressions.

It is my view that an organising framework which can fulfil some of the above
conditions, can be developed through the use of simple syntactic structures or word
patterns. The only works so far that have used this framework, are that done by

Hunston, Francis and Manning (1997), Hunston and Francis (1998) who have focused

entirely on verb patterns in their books Collins Cobuild Grammar Patterns 1: Verbs
(1996) and Collins Cobuild Grammar Patterns 2: Nouns and Adjectives (1998) where
they have classified various verb patterns into meaning groups. However, before
explicating the value of such an organising framework, it is only fitting that there is a
discussion about some general approaches that have been used in the study of fixed
expressions, especially with regard to idioms and idiomaticity.

The next section will set a theoretical grounding for this chapter by providing

a discussion of some important works done on fixed expressions from the perspectives

of structural, functional and collocationist approaches.
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1.3 Review of work done on_fixed expressions: Structural, functional and

collocationist perspectives

Some of the earliest and most extensive studies done on fixed expressions
were by Makkai (1972, 1978) who worked on identifying idioms and attempted to
separate 1dioms from non-idioms. Makkai’s 1972 study advocated four criteria (1972:
58) for identifying idioms (a unit of at least two morphemes), which permitted no
gradation between idioms and non-idioms. When classifying idioms, he identified two
types: idioms of encoding and idioms of decoding (1972:38). Idioms of encoding
were “phraseological peculiarities” or “phraseological idioms” (1972: 56) with
collocational preferences and restrictions (e.g. the use of “at” in “he/she drove at 70
mph ). 1dioms of decoding were “misleading lexical clusters” (egs. hot potato, fly off
the handle). Makkai analysed the latter type of idioms as belonging to either the
lexemic or sememic area of idiomaticity (1972:117). Lexemic idioms were problems
of lexicogrammar and semantics whereas sememic idioms were problems of
pragmatics and socioculture. Thus, phrasal verbs, pure idioms and opaque compounds
(cgs. forefinger, blackbird) were lexemic idioms but proverbs and formulaic greetings
were sememic idioms. In his 1978 study, Makkai attempted to unite lexemic and

sememic idiomaticity as a characteristic of a linguistic universal. He said that:

“There is a universal principle at work which unites lexemic and sememic
idiomaticity: it is, on the one hand, the...phenomenon of semantic change from the
concrete toward the abstract and, on the other hand, the related...phenomenon of
psychological taboo repression with resultant obsessive repetition in adjacent

semantic senses. These two principles together seem to be responsible for providing

the cognitive and the unconscious force and motivation for the linguistic
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mechanism of multiple reinvestment in which these two forces are realised in

language on the overt level... " (Makkai: 1978:445)

Makkai elaborated further that as a result of uniting lexemic and sememic
idiomaticity, idioms then follow a gradation from the metaphorically translucent
forms (e.g. “go up” in “you’ll go up from associate to full next year”, meaning
“promoted”) to entirely opaque ones (e.g. “white elephant” meaning “useless or

unwanted property”)

Makkai’s 1972 and 1978 studies had the merits of being detailed in their
investigation of the structures of fixed expressions but had two short comings. Firstly,
his 1972 study on criteria for identifying idioms did not take into account idiom
constructions which are phraseologically peculiar such as kingdom come, by and
large, happy-go-lucky. The second shortcoming was based on his claim in his 1978
study where he claimed that idiomaticity is an empirical language universal because
of the fit between “complex lexical material and the noncomplex lexemes of a
language” (1978: 444). Makkai’s claim was based on only one example from Chinese
where he illustrated that the word “quickly” derived from “horse” plus “back”.
However, this principle while being possible for monosyllabic languages like Chinese
might not operate in non monosyllabic languages like English, for example, in which
fixed expressions in general are phrasal and the overall meaning is not always derived
from single words (e.g. red herring, kick the bucket, off hand, etc).

Fernando’s (1978, 1996) studies on idioms and idiomaticity are similar in
approach to Makkai’s as being structuralist, in the sense that the classification

criteria for idioms are very specific, precise and do not allow for gradation. However,
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while Makkai’s identification criteria for idioms was based on the concept of
stratification grammar, in her 1996 study, Fernando adopts a classification which uses
contextualisation as one of the main criteria for distinguishing between idioms and word
combinations showing idiomaticity.

She claims that, although at a superficial level, idioms and idiomaticity are
related by virtue of “predictable co-occurrence of specific words™ and that all idioms
are idiomatic, at a deeper level, idioms show a narrower range of word combinations
than idiomaticity. Thus phrases like kick the bucket and French courage are defined as
idioms on basis of their lack of lexical substitutability or variability in their
components - * boot the bucket, *kick the pail, *Greek courage, *French bravery, etc.
Furthermore, idioms can also be defined by their fixedness in sequence so that there is
no recombinability - *rain dogs and cats, *leap before you look, etc. Most
importantly however, is the fact that the constituent parts of the idiom do not bear any
semantic opacity in relation to the overall meaning of the phrase. For example, the
constituents of the idiom rain cats and dogs have nothing to do with the overall
meaning of the 1diom which means “heavy downpour”. In other words, a non-native
learner of English would not be able to guess the overall meaning of the idiom just by
looking at its constituent words because the idioms is what we term semantically
opaque. In contrast, idiomaticity is seen in word combinations such as in
conventionalised multiword expressions which show a high degree of lexical
variability like in stale milk, stale bread, stale story catch the post, catch my drift,
catch my breath, etc where there are many other possibilities of nouns and noun

phrases occurring with stale and catch .
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The features of idioms and multiword expressions showing idiomaticity
(habitual collocations using Fernando’s terminology) discussed above however, are
not as clear cut as it would seem. Fernando later identifies two other types of idioms -
semi-idioms and literal idioms all positioned along a continuum between *Pure Idioms
at one end and Habitual Collocations at the other. Howarth (1998) has expanded on
these classifications.

Fernando’s 1996 study has its shortcomings. Firstly, her extensive
classification of the various kinds of idioms and those expressions showing
idiomaticity seems rather confusing because examples of the different variants of
idioms she has identified demonstrate a constant reciprocal overlapping. For example,
it is difficult to properly differentiate an idiom like explode a myth as being semi-
literal, literal or as a habitual collocation. As a semi-idiom, it fulfils the criterion of
having a special co-occurrence relation in the sense that the literal constituent
“explode”, in combination with the non-literal constituents “a myth” has an overall
meaning “to reveal a fallacy”, but only in the combination “explode a myth®.
However, the idiom can also be classed as literal by virtue of it sharing a similar and
commonly used syntactic structure (V + NP) as catch the post or run a business which
are both classed as literal idioms by Fernando. Conversely, catch the post and run a
business can be classed as semi idioms instead of literal idioms since their literal
constituents “catch” and “run” are not usually used in this way and have a special co-

occurrence relationship with the non-literal constituents “the post” and “a business™ to

2 The definitions of pure idiom, semi-idiom and literal idiom are given below:

a) pure idiom: a type of conventionalised, non-literal multi-word expression

b) semi-idiom (Weinrich 1969; Cowie 1981): has one or more literal constituents and at least one with
a non- literal subsense, usually special to that co-occurrence relation and no other

c) literal idiom: meets the salient criterion for idioms: invariance or restricted variation. They are
however, less semantically complex than pure and semi-pure idioms.
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mean “to mail a letter on time” and “to oversee the administration of a company”
respectively. Furthermore, a literal idiom such as addled brains/eggs can be classed as
one of habitual collocation (e.g. blue film/movie) since the constituent “addled” can
only co-occur With limited lexical items like “brains” and “eggs”, thus showing
restricted lexical variance between the constituents of the idiom. It is clear that a cover
term should be used to condense the other sub-categories of idioms (semi, literal) and
those of Habitual Collocations such as conventionalised multiword expressions.

Fernando’s continuum between Pure Idioms and Habitual Collocations could be

simplified to:

Pure Idioms €% Conventionalised Multiword Expressions<€—» Free Expressions
-—— >

where the two continua are inter-related by an essential middle component
“Conventionalised Multiword Expression” which links the larger continuum between
“Pure idioms” and “Free Expressions”.

Whereas the above approaches by Makkai and Fernando can be considered
structuralist in their focus on the intrinsic features of fixed expressions, another
interesting approach to the analysis of fixed expressions is through psycholinguistics.
This approach relies on the linguistic observation of communicative behaviour
between speakers of a language, in which language is encoded in chunks rather than
word by word. Early studies on the relation between fixed expressions and
psycholinguistics were conducted by Corder (1973), Hakuta (1974) and Wong-
Fillmore (1976) who all analysed, from a psycholinguistic perspective, phrasal units

of 1diomatic expressions which they termed holophrases, prefabricated routines and
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patterns, and formulaic speech respectively. Later, an influential article by Pawley and
Syder (1983) elaborated on the above studies of phrasal units. Pawley and Syder
attempted to explain the link between the language behaviour of speakers in
producing prefabricated chunks of language and their mental processing abilities.
They highlighted the puzzles of nativelike selection and nativelike fluency: the ability
of the native speaker to convey his meaning through expressions that were not only
grammatical but also nativelike and the ability to produce fluent stretches of
connected discourse when human capacities for encoding novel speech in advance or
while speaking was severely limited. Consequently they argued that in order to
account for such language behaviour, one had to take into consideration that in
addition to the native speaker’s grammatical knowledge, he also had a “fluent and
idiomatic control” of the language. They then suggested that such control relied on his
or her knowledge of “sentence stems” which were “institutionalised” or “lexicalised”.

Thus a lexicalised sentence stem, according to them was:

“a unit of clause length or longer whose grammatical form and lexical content is

wholly or largely fixed, its fixed elements form a standard label for a culturally

recognised concept....”  (Pawley and Syder 1983; 191)

In short, an utterance would be considered native-like if it contained a lexicalised
sentence stem where there were permissible expansions and substitutions.

While still keeping the focus on prefabricated chunks of language, Nattinger
and DeCarrico (1992) however expanded the focus by discussing extensively in their

own study how chunks of language were used from discourse perspectives, as means
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of fostering relationships between speakers. Their work highlights the use of a large
number of prefabricated chunks of language employed by native speakers according
to the social context. These chunks are pre-assembled and of varying sizes.
Furthermore, they are formulaic since they serve fairly predictable functions e.g.
evaluating, advising, analysing, etc dependent on the social situation. Thus, examples
of formulaic chunks given are: time and time again, if I were you and the higher X,
the higher Y and they would be familiar utterances heard in recognisable social
situations where the utterances serve a particular function like that given above. Other
examples would be e.g. “Nice/pleasure to meet you” in an informal introduction or
“you’re welcome” in response to “thanks”. Nattinger and DeCarrico term the pre-

assembled formulaic chunks of language described earlier as lexical phrases, which

they further define as lexico-grammatical units that:

“exist somewhere between the traditional poles of lexicon and syntax,
conventionalised form/function composites that occur more frequently and have

more idiomatically determined meaning than language that is put together each

time...” (Nattinger and DeCarrico, 1992: 57)

It is clear that for lexical phrases to exist “somewhere between the traditional poles of
lexicon and syntax”, they would have to lie in a continuum between short, relatively
fixed phrases such as in the of (midst, middle) and longer variable phrases
such as if I could , then I would , etc which act as basic frames

(syntagms) allowing potential lexical and syntactical entries to act as fillers in the

slots (paradigms). The basic frames will thus use the principles of “syntagmatic
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simplicity” and “paradigmatic flexibility” which acts as a kind of cognitive processing

model.

The model derived from a psycholinguistic perspective to demonstrate that
language 1s strongly patterned has led to a rethinking of what constitutes the basic unit
of meaning disambiguation. In this aspect, there exists debate as to whether a basic
unit of meaning 1s phrasal (i.e. a group of set words, a collocation) or a single
orthographic word. Principles behind cognitive semantics deal with the notion of
prototype theory (see Rosch 1973, 1975, 1978) which is responsible for explaining
how metaphorical meaning is constructed through mental concepts, realised through
single words 1n language (see Lakoff and Johnson, 1980; Lakoff, 1987; Sadock, 1993;
Reddy, 1993; Rumelhart, 1993; etc). A large part of the thesis is also devoted to the
application of cognitive semantic principles in the construction and disambiguation of
meaning in compounds and irreversible binomials (Malkiel, 1959; Birdsong, 1995)
such as prepositional clusters. However, a more detailed discussion regarding the
relationship between cognitive semantics, metaphoricity and meaning disambiguation
will be given in Chapter 3. For the moment, I will concentrate on demonstrating the

views of the collocationists.

In dealing with idioms, works conducted by collocationists such as Cowie

(1981, 1988, 1992), Sinclair (1987, 1991a, 1996), Moon (1994, 1998) and Hunston,
Francis and Manning (1997) indicate that a unit of meaning is usually phrasal.

A clear example of this is Cowie’s (1981) article which differentiates between
a collocation and an idiom. He implies from the very start that for him, language
exists in chunks. In his article, Cowie gives a narrower definition of a collocation than

that originally postulated by Firth (1957). For Cowie, a collocation is defined as “a
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composite unit which permits the substitutability of items for at least one of its
constituent elements”. According to this principle, an idiom would have non-
substitutable elements whereas a collocation would. Thus, an idiom would be
regarded as “lexically invariable”. Consequently, the differentiation between
collocation and idiom is important for ESL/EFL learners because it enables them to
see the distinction between collocations like capture/grip one's imagination or
explode a myth/belief where there are substitutable elements and idioms like kick the
bucket, spill the beans or even the idiomatic expression wage freeze where according
to Cowie, the expressions are immutable.

Cowie’s differentiation between a collocation and an idiom distinguishes
between the two terms which have traditionally been generalised as “fixed phrases”,

but also allows further study to be done on the varying degrees of substitutability or
extent of frozenness that constitutes the formal properties of both. In the case of
collocations, Cowie has discovered that there are certain collocability conditions
which determine whether a collocation is restricted in its range or relatively open.
These collocability conditions can be lexical and/or syntactic restrictions and
automatically influence even the semantic fields to which these collocations belong.
For example, in run, the collocational spread (business, company, away, etc) 1s much
wider in its semantic field in comparison to explode (myth, belief, idea, etc) where the
range of semantic fields is more limited. Thus, the term “composite element”,
originally introduced by Mitchell (1971) and used by Cowie, allows this analysis of
collocational spread by observing which substitutable elements are responsible for the

degree of variability or frozenness in the composition of the element. Such semi-fixed

combinations of collocates however are not without boundaries and Weinreich (1969)
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asserts that these boundaries are semantically restricted. Some of these semantic
restrictions are caused by the figurative meaning (the verb element) e.g.
catch/take/tickle somebody’s fancy or context where particular verbs can only be used
In a specialised context, e.g. foot the bill, curry favour.

Semantic restrictions of the sort mentioned guide the selection process of
potential lexical choices on the paradigmatic axis to fill in the slots provided by the

syntagmatic axis. Cowie demonstrates the selection in the diagram below:

(not) entertain (the) | idea
notion
suggestion
proposal

doubt
suspicion
Whilst the various restrictions (figurative and context) guiding the co-
occurrence of words in the composite unit of a collocation seemed clear enough, 1t 1s
found that these restrictions also control the categorisation of idioms. Although it is
clear that the parts of an idiom cannot be substituted and are thus immutable and that
the “semantic interpretation...is not a compositional function of the formatives of
which it is composed...” (Fraser, 1970:2), there is evidence from idioms that their
semantic interpretation can be derived from their constituent parts in examples like do
a U-turn, change gear where the figurative meaning becomes the literal meaning,
These idioms are of course different from bury the hatchet, kick the bucket, burn one’s

bridges etc, which are semantically opaque and whose meaning cannot be derived

from looking at its constituents.

Like Cowie, Sinclair’s (1987, 1991a, 1996) works were based on the same

notion that the unit of meaning is phrasal. The three studies he conducted expanded
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on Cowie’s study of collocation but sought to form interrelationships between lexical

collocation, syntactic and rhetorical structures. In his 1987 study, Sinclair bases his
claims on Halliday’s (1961, 1966) model where Halliday postulated that lexis was the

“most delicate grammar. Sinclair c¢laborates on Halliday’s notion of lexis and later
observes that there 1s an "overlap between patterns of lexis on the syntagmatic axis
and semantics on the paradigmatic axis". This overlap is demonstrated by him
convincingly through corpus evidence (examining upward and downward collocates)
of how a lexical item like back can form many syntactic frames with a multiplicity of
word classes allowing many potential lexical items to be slotted into these frames,
thus deriving many meaning senses for back. The two main principles at work in the
process of this derivation of meaning is the open choice principle and the idiom

principle. The open choice principle basically is:

"a way of seeing language text as the result of a very large number of complex
choices. At each point where a unit is completed (a word or a phrase or a clause), a

large range of choice opens up, and the only restraint is grammaticalness...

(Sinclair, 1987: 320)

In simple terms, the open choice principle allows what is called the "slot-and
filler" model, similar to the one used by Nattinger and DeCarrico (1992), which
assumes that the text is a series of slots which have to be filled by lexical items which

are constrained by grammatical rules. Thus, all language is believed to be

communicated through this principle and all grammars operate according to this open

choice principle.
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The idiom principle on the other hand asserts that:

"..words do not occur at random in a text, and that the open choice principle
does not provide substantial enough restraints. We would not produce normal

text simply by operating the open choice principle." (Sinclair, 1987; 328)

The principle sheds light on how language is ordered in a certain way and not as
chaotic as implied in the open principle. There are available to the language user a
large number of constructed or semi-constructed phrases or prefabricated chunks of
language. These semi-constructed phrases or chunks of language are however
analysable into collocative and syntactic segments, showing rigid phraseology,
although the phrase or clause itself could constitute a single choice to the language
user.

Following Sinclair’s 1987 idiom principles, the notion of using collocational
frameworks to investigate patterns of meaning became an important criteria in corpus
linguistic observations. Furthermore, the use of corpus evidence to validate linguistic
observations became significant in understanding the nature and structure of language
such as in grammar and vocabulary (see Sinclair, Fox ef al, 1990). One of the earliest
works on collocational frameworks which demonstrated the inter relationship between
lexis and grammar was conducted by Renouf and Sinclair in 1991. Their article
describes a framework which was created to observe how common grammatical
words combined with one another. The framework is also referred to as discontinuous
pairings and the ones that Sinclair and Renouf have chosen e.g. “as + ? + as” consist

of a sequence of two words “positioned at one word removed from each other”. To
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select the common patterns of co-occurrences between grammatical words, an
analysis of the strength of collocation for each composite making up the grammatical
sequence was used from the statistical measure of upward and downward collocation
for each composite. This involved measuring the strengths of the collocates to the left

and right of the lemma. Analysing the strength of each composite is useful in

determining whether

= a particular composite(s) or none of them is responsible for the selection of lexical
words from a pool of potential lexical entries surrounding the grammatical
sequence or

= a particular lexical word in the span is responsible for the selection of this

particular grammatical sequence.

A recent work which has also made use of collocational frameworks to investigate
some phraseological tendencies in the core vocabulary of English is that by Stubbs
(1998). In an article, Stubbs explores how a single lemma or word-form shows strong
expected patterns of co-occurrence (see also Stubbs, 1995). He demonstrates through
corpus evidence how the “lexical attractions” has a variable word span to the left and
right, which is not determined by syntactic boundaries but through lexical,
grammatical, semantic and pragmatic relations between constituents. The
interrelationship between these three aspects are based on Sinclair’s (1996) principles
of analysis of phrasal units of meaning (collocation, colligation, semantic preference

and prosody) and from his 1991 position regarding lexis and meaning. In 1991,

Sinclair postulated that:
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“...each meaning can be associated with a distinct formal patterning... There is ultimately no
distinction between form and meaning...(The) meaning affects the structure and this is... the

principle observation of corpus linguistics in the last decade...” (Sinclair, 1991a:6-7)

It is from Sinclair’s principles of linguistic analysis to corpus evidence that
Stubbs (1998) investigations are based. Stubbs also suggests through his corpus
findings that there is a need for a model “which represents the balance of variation and
norm in language use” and adds that a probabilistic model based on Sinclair’s
principles will have implications for several areas, namely connotation, textual
cohesion, competence, performance, lexis-grammar relations and language learning.
These areas of investigation will however rely on the use of corpus evidence in the
studies conducted. A discussion on the use of corpora, its advantages and
disadvantages especially in language teaching will be dealt with in greater detail in

Chapter J.

1.3.1 Some general applications of the collocationist approach

Collocationist investigations and corpus evidence have been applied in the
important area of textual cohesion. Two studies 1n that area were conducted by Moon
(1994, 1998) and Hudson (1998) where the linguists focused on the development and
interaction of words in expressions and how they acquired meaning through the

interactions with textual and contextual references. However, while Moon’s 1994

study analysed fixed expressions in general, Hudson’s was confined to that of fixed

expressions involving complex adverbs.

Moon’s 1994 study focuses the reader’s attention on the paradigmatic

properties of frozen expressions and their role in interaction. Whilst work has been
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done on the typology (lexical structure and degree of frozenness) and syntagmatic
properties of fixed expressions, Moon prefers to highlight the interaction between the
lexical choices on both the syntagmatic and paradigmatic axes i.e. how each lexical
entry on the paradigmatic axis is selected as a potential choice based on the “nature,
content and development of a text”. How each of these potential choices is eventually
selected would be a “meaningful choice” (See Sinclair, 1987: 321) made in the eyes of
the speaker or writer of the text.

To demonstrate the interaction between the lexical choices on the syntagmatic
and paradigmatic axes, Moon bases her text on a newspaper article from The
Guardian (4th June 1988). She classifies various types of fixed expressions into:

1) metaphors (idioms, institutionalised metaphors),

2) formulae (fixed strings which are “decodable” and have pragmatic meaning),

3) anomalous collocations (collocations that are grammatically ill-formed, restricted
or that use a word that is unique in the combination),

4) others (proverbs and phrasal verbs)

as well as the textual functions of each of these types of fixed phrases. The five textual

functions are:

1) informational

2) evaluative

3) organisational

4) modalising

5) speaker’s reaction to extra-linguistic situations

(See Moon, 1994: 125)
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[ agree with Moon that fixed expressions are lower-order components which

contribute to specific higher-order or macro-functions of Halliday’s (1978) framework

such as those listed above. However her position that:

“...the selection of a fixed expression is nearly always as significant with respect to
the interpersonal component either directly because it is communicating an
attitudinal point or a reaction, or less directly, because it lexicalises a mitigation of

the message or pre-emption of disagreement...” (Moon, 1994: 127)

has its limitations. Moon’s text was taken from a newspaper article which from the
genre of reporting shows many fixed phrases of the interpersonal component such as
attitude, evaluation, etc. Her analysis was thus based on a particular genre and could
not be considered representative as a description of all language behaviour. If we were
to consider a wider range of texts, we could find texts which reveal only the ideational
component (information, organisational) and not the interpersonal component. Such
texts are found in instruction manuals (recipes, DIY manuals), bus and train time
tables. Fixed expressions can also be found in the form of collocational frameworks
(see Sinclair 1991a) using grammatical or functional words e.gs. “a spoonful of”,
“turn off the mains” which serve to convey only ideational but not interpersonal
functions of the text.

The subject of Hudson’s (1998) book 1s her study of how the development of
the component words in expressions and development of the expressions as a whole
are influenced by an interaction at three levels: discourse (pragmatic inferencing),
conceptualisation (salience reduction) and realisation (fixedness). Using her case

study of some fixed expressions involving complex adverbs, Hudson attempts to show
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that expressions acquire new meanings through the above three interactional
processes. Firstly, there is pragmatic inferencing at the discoursal level which then
progresses to the next stage where there is semantic and phonetic reduction, so much
so that the meanings supplied by individual components of the expression are beyond
conceptualisation. At the final stage, the whole expression thus becomes fixed and
invariable although orthographically it might consist of more than one word. Hudson
also claims that the individual components of an expression show features which
make them easily grammaticalised whilst the expression as a whole, is available for
lexicalisation® (egs. common-sense, cupboard, fishwife, limestone, etc),
grammaticalisation® (e.g. “while” as a temporal connective) and pragmaticisation’
(e.g. “indeed”). Her analysis shed; light about the usage of these complex adverbs in
everyday interactions and about the way in which the meanings of these complex
adverbs can be further disambiguated using “textual and contextual references within

and beyond the utterance”. Her investigation rests on the following two assumptions:

i) Fixedness criteria can be set up in terms of a single set of variability constraints
only if the expressions under investigation are of similar structure (she quotes
Quirk and Mulholland, 1964). Since complex adverbs do not have uniform

structure, such a set of variability constraints cannot be used as criterial evidence

for fixedness.

* Writer’s own examples
* Writer’s own example
> Writer’s own example
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11) Notwithstanding the first assumption, the identification of variability constraints

can be used as a selective device whereby potential complex adverbs might be

recognised.

I find the attempt by Hudson to redefine fixedness in the use of a selective or
focusing device for the purposes of complex adverbs questionable. For-an expression
to be fixed, there must be some basic aspect of immutability or patterning framework
in the composition of the expression as a whole (see works by Renouf and Sinclair,
1991; Fernando, 1996; and Cowie and Mackin, 1975; Cowie, 1981, 1992), at least
within the cline of fixed expressions detailed in Nattinger and DeCarrico (1992). A

fixed expression should not be based on any particular selective device such as the

keyword all chosen by Hudson in combination with other lexical items, but on some
form of patterning. If not, there would be no difference between a collocational phrase
where there is too much of a “collocational spread” encompassing many semantic
fields and that of a fixed expression where the idiomatic meaning is more or less
restricted in usage. For example, in Hudson’s data, it is difficult to see why all this
time, all over the field, all my heart, are termed fixed expressions and not simply
collocational phrases like all afternoon, all along, all skin and bones, all the world, all
kinds, all the advantage. There is no invariable constituent made up of a particular
patterning in form (e.g. Prep+(and)+Prep, V+Prep, Adj/Adv+Prep) or “predictable co-
occurrence of specific words” (egs. not only X but also Y, ifI X, then1 Y, the ...er X,
the ...er Y, as... as), except for a focusing device - all. In short, the items in Hudson’s

study which are taken for analyses - all, combined with words which have non-salient

meaning (not prototypical in meaning)- time, right, heart, way, fronts, sides, while,
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means seem to have no appropriate basis of their selection in the formation of fixed
expressions, except that they consist of mainly lexical words. For purposes of clarity
to the reader, there should be some explanation at least as how and why these non-
salient words were selected: perhaps based on e.g. some discoursal topic or semantic
field. Non-salience itself as a criterion seems too general and ambiguous since it
encompasses lots of other delexicalised words with non-prototypical meanings
besides those mentioned above.

Another important application of the collocationist approach to language
behaviour is the issue of communicative competence. Yorio (1980) was one of the
first to claim that since idioms and routine formulas formed the basis of most

communication and “organise(d) reactions and facilitate(d) choices, thus reducing the

complexity of communicative exchanges” (1980: 434), that the selection of material
for the teaching of conventionalised forms — “need, usefulness, productivity, currency
and frequency, and ease” (1980: 437) - should deal with the development of skills
such as grammaticality, appropriacy and effectiveness, which are skills essential in the
development of communicative competence. In fact, Sinclair (1991b) asserted that
some the skills required for communicative competence relied on understanding how
language was used. These skills included subliminal mastery of phraseology, received
information about grammar and lexis, strict linguistic inference (including textual
inference) and aspects of culture. On the other hand, Yorio (1980) emphasised mainly
a kind of competence that promoted a “linguistic repertoire” rather than the a
“linguistic grammar” according to John Gumperz (Gumperz, 1966: 97-113). By
linguistic repertoire, it is meant that the language learner develops a knowledge of the

range of applicability of his utterances according to the situation. This is preferable to
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possessing a knowledge of “linguistic grammar” which is being simply able to
produce these utterances. The distinction between linguistic repertoire and linguistic
grammar 1s similar to that of Saussure’s langue and parole used in Hymes (1971)
argument about the nature of communicative competence.

In terms of language teaching, since there is strong evidence of the link
between collocationist investigations and psycholinguistic approaches, a model which
allowed easy access and retrieval to conventionalised utterances as well as
demonstrated how a variable expression is made up of a simple compositional
structure could be used as a means of activating language awareness in learners about
language behaviour., This model shown below relies on the intersection between the

syntagmatic and paradigmatic axes and condenses the above argument.

paradigmatic flexibility paradigmatic flexibility

Cduld pask the salt

Would cloge the window
<4————Modal—you ——nor-¥YP o r

(syntagmatic frame)

A model like the one above would help fluency in speech since there is easy

and efficient retrieval of prefabricated phrases. Thus, attention is directed towards

more important stretches of discourse which might help speakers and hearers make

sense of the information given at a textual level instead of at word or sentential level.

This kind of language behaviour is supported by Becker(1975:72) who agrees that

since the use of lexical phrases is pervasive in speech, it could only imply that:
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“..the process of speaking is compositional. We start with the information we wish to
express or evoke and we haul out of our phrasal lexicon some patterns that provide

the major elements of this expression...” (Becker, 1975:72)

In the application of the above model to language learning, two of the most
innovative study aids based on corpus evidence which were designed to demonstrate
how language that is patterned can be analysed using Sinclair’s (1991a, 1996)
principles are by Hunston, Francis and Manning (1996) in their books Collins Cobuild
Grammar Patterns 1: (Verbs) and Collins Cobuild Grammar Patterns 2: (Nouns). In
their 1997 article which was based on their book Collins Cobuild Grammar Patterns
1: Verbs published by HarperCollins in 1996, the writers sought to combine grammar
and vocabulary which are conventionally taught as separate areas in language
learning. The principle behind the approach is clearly a collocationist one which sees
lexis and grammar as being inextricably bound (see Sinclair: 1991a, 1996 and Stubbs:
1996, 1998). The writers further add that since “all words can be described in terms of
patterns” and that “words which share patterns also share meaning”, they propose a
lexical approach to teaching language in which teachers are encouraged to use patterns
which combine both grammar and vocabulary. They also assert that collocationist
principles are a more efficient way of organising language patterns. Furthermore,
important aspects of language learning such as comprehension, accuracy, fluency and
flexibility are applied by students, subsequently reducing the mental load of

remembering vast amounts of grammar rules and vocabulary.
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The approach taken by Hunston ef al which combines aspects of grammar and
vocabulary using patterns in words emphasises the organising principle behind most
lexical approaches to teaching and learning (see Willis, 1990 and Lewis, 1993, 1997).

While the discussion in this section has dealt with some general applications
of collocationist principles, the thesis also sets out to apply these similar principles
with an integrated focus of a) analysing patterning in fixed expressions consisting of
prepositions and consequently b) applying the findings pedagogically to language
teaching and learning. Hence, it would be appropriate from this point onwards to
focus on the prepositional cluster; a particular kind of idiomatic fixed expression
which has been formed by patterning. The next section will concentrate on its status

as a type of binomial or compound word.

1.4 Prepositional clusters as Binomials

According to Malkiel’s (1959), a binomial is defined as:

“the sequence of two words pertaining to the same form-class, placed on a identical

level of syntactic hierarchy, and ordinarily connected by some kind of lexical link”

(Malkiel, 1959: 113)

In the light of the above definition, prepositional clusters such as up and down,

in and out, ins and outs, over and over, on and off, etc, could be considered binomials
since the constituents found in each cluster - up, down, in, out, over, on, off - belong to

the same “form class” of prepositions and are all connected by the lexical link and.

The clusters given are idiomatic lexical units with literal meanings which can be
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deciphered compositionally since the examples given contain prepositions with strong
spatial concepts (see Section 1.7 for a more detailed discussion on the tension between
collocationist and cognitive semantic perspectives with regard to meaning
disambiguation). However, what is of interest in this study is that some prepositional
clusters such as up and down, in and out, down and out, up and about, out and about,
out and away, over and beyond, above and beyond, etc, are what Malkiel terms
“irreversible binomials” since the prepositional constituents can only occur in a fixed
order, are frozen in that arrangement and as a result could be considered formulaic.
While there are prepositional clusters which are irreversible binomials such as those
illustrated above, similarly there are those that are reversible such as on and off and

those that have a repeated prepositional constituent such as over and over, on and on,

through and through, by and by, etc.

Malkiel hypothesises various rules to explain how one item becomes more
dominant than the other in binomials including those of thyme and alliteration, sound
distribution, priority in direction, cultural ranking, etc. However, Carter and McCarthy
(1988: 25) point out that in some cases, the ordering in binomials can be language and
culture specific. They give the example that the expression come and go in English
contrasts with French aller et venir. Birdsong (1995), on the other hand, suggests that
word order in binomials could be influenced by the interaction of three factors
(processing constraints, iconicity and markedness). In the case of binomials for
example, iconic principles rule that the first constituent depends on the speaker’s own
directional bearing. Thus, one would say here and there, back and forth and similarly,

in the case of prepositional clusters, up and down, over and beyond, up and about,

where the first constituent is based on the speaker’s first directional movement. This
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iconic principle has been grounded on Lakoff and Johnson’s (1980: 132)

characterisation of the “me-first” orientation.

It 1s probably valid that the ordering of prepositional constituents in a cluster

does demonstrate some of Malkiel (1959), Lakoff and Johnson (1980) and Birdsong’s
(1995) principles, however it is not within the scope of the thesis to discuss this issue
at great length. A more detailed discussion on binomials in general can be found in
Malkiel (1959), Makkai (1972), Fillmore et al (1988: 507) who use the term “paired
parallel phrases”, Lambrecht (1984), Lakoff and Johnson (1980) and Birdsong (1995).

Another issue that needs to be highlighted in this section is the debate about
whether the iconic principles proposed by Birdsong (1995) would be useful in the
teaching and learning of binomial expressions. Birdsong claims that it is the
interaction of linguistic criteria (e.g. phonological, semantic and markedness
constraints) as well as psycholinguistic criteria (e.g. iconicity and processing
constraints) that should be taken into account in the teaching of lexicalised forms such
as binomials since they tap L2 “speakers’ intuitions” and are favoured by native
speakers in L1 settings.

On the one hand, I agree that Birdsong’s iconic principles will make it easier
for students to remember and disambiguate the meanings of binomial expressions that
consist especially of words with strong spatial (see previous examples) concepts or
marked concepts such as good and bad, sweet and sour, etc. The constituents of
binomial expressions of the above examples are antonymic as well as others such as
here and there, in and out, come and go, up and down. However, I also agree with
collocationist investigations that the modular approach deriving from Birdsong’s

iconic principles does not reflect two important characteristic about language. Firstly,
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psycholinguistic investigations have illustrated that language consists of prefabricated
chunks and by virtue of this, the binomial expressions given above exist as whole
expressions and not single words. Secondly, binomials expressions are idiomatic and
according to collocationists, their overall meaning should be disambiguated as phrasal
units interacting with other words in the same lexical environment.

While I have touched on the tension that exists between the modular and
collocationist approaches in the previous section and will highlight it again in various
parts of this study, it 1s appropriate that I highlight my own position regarding this
tension between the two approaches. I am convinced that both approaches are equally
valid and tenable when seen from two perspectives. The modular approach focuses
on the internal relationship that exists between the constituents in a binomial, e.g.
how iconic principles give rise to antonymic, synonymic or repeated constituents and
how these principles influence word order within the binomial. The collocationist
approach on the other hand focuses on the external relationship of the overall
binomial expression with other words in a surrounding context, thus giving rise to the
phenomenon of idiomaticity and metaphoricity.

It is also my view that both approaches are equally valid and beneficial for
teaching and learning purposes where the relationship within the binomial expression
as well as the relationship between the expression and its lexical environment are
investigated. Which approach the teacher chooses will depend on his or her
pedagogical aims. One pedagogical aim could be to raise awareness in language
learners about the meaning usage in fixed expressions in which the collocationist

perspective is suitable. Another pedagogical aim however could be to raise awareness

and help students remember various binomial expressions by observing the
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relationship that exists between constituents in fixed expressions which have very
marked concepts. In this case, the modular approach is more suitable than a
collocationist one. It is with both pedagogical aims in mind that I have approached my
study of prepositional clusters where 1 will investigate the relationship of the
prepositional constituents within the cluster as well as the external relationship of the
overall cluster with other words in the same lexical environments in order to analyse
idiomatic and metaphorical meaning. The rationale behind integrating both
approaches in my study is to activate a kind of descriptive awareness about structure
and usage in fixed expressions such as prepositional clusters. This issue will however

be discussed in greater detail in Chapter 5.

1.5 Prepositional clusters as compounds

While the above discussion has demonstrated that there are examples of
prepositional clusters which can be classed as binomials, the discussion will now
focus on other examples of prepositional clusters which are formed as a result of
compounding. One similarity that a binomial shares with a compound is that
sometimes in compounds, their constituents come from the same form class (e.g.
bookstore (Noun + Noun)). However, unlike a binomial, a compound 1s “devoid of a
link and conjoined” (see Malkiel 1959: 139). Also, compounding or composition
according to Bauer (1983: 11) is “roughly the process of putting two words together to
form a third”, which is not the case in binomials. I would like to suggest that
prepositional clusters can also be formed from such a process in the sense that when

two prepositions are “put together” they form a new word in the sense that a new

meaning is formed. For example, the clusters upside down, round about, inside out
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and down under can be considered compounds by virtue of the fact that a new
meaning is formed derived from the spatial meaning of the two constituent. Besides
the formation of prepositional c\:lusters from two prepositions, other cluster
compounds can also be formed when the two constituents, not of the same form class
are conjoined, for example in depth, down payment (Prep + Noun), put-on, drop out
(Verb + Prep), over achieve, out do (Prep + Verb).

The wide range of binomial and compound examples of English prepositional
clusters discussed here and the previous section demonstrates that even within the

clusters, there exists a wide range of patterning.

As one of the foci of the thesis is to evaluate the efficacy of applying a
pedagogical framework in language teaching based on patterning and metaphoricity in
prepositional clusters (see Chapter 5), it is not within the scope of the thesis to provide
an exhaustive survey of prepositional patterning. Some examples of prepositional
patterning can however be found in Section 3.10. See Marchand (1969), Adams
(1973) and Bauer (1983) for a more detailed discussion of patterning in English word-

formation.

1.6 Prepositional clusters as the object of study

The following sections will now discuss the rationale behind selecting

prepositional clusters as the object of study. The selection is discussed from three

perspectives; pedagogical, collocationist and psycholinguistic, and cognitive.
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1.6.1 From a pedagogical perspective

My interest in prepositional clusters as examples of binomials and compounds,
in particular, those of the pattern Prep + and + Prep and Prep + Prep, was sparked
from a pedagogic encounter, when two EFL students that I had been teaching asked
me for the meanings of some prepositional cluster expressions they had heard native
speakers of English commonly use and had discovered in the course of watching
television. The expressions they were curious about were over and beyond, ups and
downs, out and about, ins and outs and on and off They had tried to decipher the
meanings of these prepositional expressions themselves by looking up dictionary
entries listed for the individual prepositions that made up the expression. However,

they were confused by the myriad of different prepositional usages that the dictionary

had listed. The difficulty encountered by my students in finding out the meaning of
common prepositional expressions prompted me to make a quick survey of some
popular English Grammar coursebooks. I picked the Collins Cobuild English Guides
1: Prepositions (1991), Advanced Grammar in Use by Hewings (1999) and a
dictionary - Collins Pocket Reference English Dictionary (1992) - to find out how

prepositions were usually taught or listed. I found that the meanings of prepositions

were usually taught/listed as:

1) having a basic spatial or temporal meaning such as “location in space and time” for
the preposition at, “above” for the preposition over, “from within” or “away” for

the preposition out, etc
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2) i1diomatic phrases which comprise one or two lexical words, in which the
prepositions were a part of e.g. have a down on (to have a grudge against), keep an
eye on, down- to-earth, on the downgrade, out of date, out of pocket, etc

3) common compound constructions involving prepositions e.g. go downhill,
downtrodden, downpayment, outcry, outcast, outbreak, etc

4) phrasal verb and prepositional phrase constructions e.g. draw (it) out, mucked up,

step up, take off, put up with, fix (it) up, etc

Most times, fixed prepositional clusters involving prepositions in combination with
other prepositions or words that could function as prepositions, were not listed except

for more well-known binomials and compounds like ins and outs, upside down, inside out

and down and out.

Another reason for my choice of selecting prepositional clusters in this study
derived from a cursory survey I carried out of some popular English grammar
coursebooks which showed that fixed prepositional clusters did not form part of the
content. What formed the content for the topic on prepositions was their basic spatial
and temporal usages. However, some modern language coursebooks, like Collins
Cobuild Grammar of English (1995) by Willis, English Vocabulary in Use
(1997,1999) by McCarthy, O’Dell and Shaw, and English Vocabulary in Use (1997)
by Redman have gone a step further by showing how single prepositions take on

different meanings when used in various contexts, as well as their idiomatic usages,

formations (e.g. binomials, see McCarthy et al, 1997: Unit 77) and collocations. The
focus once again though, is on single prepositions and not phrasal units of

prepositional clusters. In this regard, Hunston, Francis and Manning’s (1996) and
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Hunston and Francis’ (1998) works on verb patterns were very influential in my
decision to study fixed prepositional expressions from common structural patterns
which they are found in. Some of these patterns form binomials and compounds such
as Prep + Prep, Prep + and + Prep, Prep + Adj/Adv, Noun + Prep, etc, which have
been isolated as a result of observing idiomatic expressions like round about, up and
down, ups and downs, in and out, ins and outs, on and off; etc. Like Hunston et al I
was also interested in using patterns as a means of encouraging comprehension,
accuracy, fluency and flexibility in language learning. However, to these four aspects
of language learning, I would like to add a fifth - awareness. By this I mean an
awareness of common structures and patterns, based on idiomatic usages, functions
and metaphoricity which are derived from natural authentic communication. I refer to
this kind of awareness in my research as Conscious Investigation, because it promotes

investigative questioning (see Chapter 5).

1.6.2 From a collocationist perspective

My decision to use grammatical patterns and hence prepositional clusters was
also largely influenced by a conviction that the “pre-assembled formulaic chunks of
language” that Nattinger and DeCarrico (1992) referred to did not necessarily have to
comprise some lexical words as many studies on idiomaticity (e.g. Moon, 1994, 1998;
Fernando, 1996; Gibbs, 19935) have suggested in order to qualify as examples of pre-
assembled language. Prepositional clusters could also qualify as pre-assembled
formulaic chunks of language, by virtue of their meaning usages (some of which are
idiomatic) and their collocational relationship with words in a particular semantic

environment. This has been demonstrated through the use of corpus evidence in
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section 1.2. Furthermore, the grammatical functions of these fixed prepositional
expressions could also vary in some respects from that of their composites as the
examples in the next section 1.6.3 will demonstrate. Based on these observations,
prepositional clusters could be considered lexical units of meaning. A discussion of
this claim will be fully detailed in Chapter 2 as well as in Appendix X, using

principles of corpus analysis.

1.6.3 From a cognitive perspective

I had observed based on my own usage of prepositional cluster expressions
that the idiomatic usage of the overall cluster could be different from the prepositional
components that made them up. The difference in idiomatic usage could be a result of
metaphorical extensions of the basic spatial or “prototypical” meaning of the
composites as cognitive semantic principles would illustrate (see previous section and
Chapter 3). The following examples demonstrate how these metaphorical extensions
are derived from their composites. They also illustrate the differences in usage and
grammatical function between single prepositions and prepositional clusters as
mentioned briefly in Section 1.5.2:
in_out:
1a) He is going in the building (spatial meaning : towards 1nterior of, preposition)
1b) He is going out of the building (spatial meaning: towards exterior of, preposition)

in and out:

1c) Breath in and out.(metaphorical extension of in, out :shows repeated action, adverb)
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ins and outs:

1d) He knows the ins and outs of the matter (metaphorical extension of in, out:

details and complexities, noun)

down, out:

2a) She walked down the stairs (spatial meaning: towards lower position, preposition)

2b) She walked out of the house (spatial meaning: towards exterior, preposition)

down and out:
2¢) It’s incredible how a down and out railroad became so famous (metaphorical
extension of down, out: shabby and forgotten, adjective)

2d) Nobody loves you when you’re down and out (metaphorical extension of down,

out: defeated, adverb)

It is clear from the examples above, that the disambiguation of the overall
meaning in the prepositional cluster can be derived compositionally since the
prepositional constituents have strong spatial concepts attached to them. This claim
will be investigated in greater detail in Chapter 3 and other examples of prepositional
clusters with strong spatial concepts can be found in Appendix X.

I am aware of the tension that exists between the collocationist and cognitive
perspectives on meaning disambiguation in idiomatic expressions. This has been
discussed briefly in Section 1.3 and will be mentioned again in Section 1.7 and
explicated in greater detail in Chapter 3. This issue however has not been touched on
here as the aim in this section is to 1llustrate how prepositional clusters can be viewed
from two quite different perspectives. Suffice it to say for now that precisely because

of the tension existing between the two perspectives, prepositional clusters are an

interesting object of study.
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Since Section 1.5 has focused on the rationale of how prepositional clusters

can be interesting objects of study from three perspectives, it would now be fitting to

present some reviews of recent work done on prepositions.

1.7 Review of some general work conducted on prepositions

In proportion to work carried out on fixed expressions composed of lexical
words, there has been little if no work (to my knowledge) on fixed prepositional
clusters. However there has been much work conducted on single prepositions,
focusing on some prepositions. The lack of work on fixed prepositional clusters could
be due to the reason that prepositions have always been an area of difficulty due to
their anomalous nature with regard to meaning (see the discussion in Section 0.2).
There is no consensus even amongst linguists whether prepositions do or do not have
any meaning as a result of their strange variability in various contexts. For example,
we say on Monday but in February, on the right but in the centre. However, we also say
in honour of in connection with, etc. It is quite clear from the examples that
prepositions show a strange variability in their positions with other grammatical
classes in a sentence, contributing to a confusion of what their actual meaning could
be. As a result, most studies conducted on prepositions have tried to investigate their
meaning from various perspectives, ranging from a) structural, generative grammar
where the focus has been on their categorisation, collocations with other parts of
speech, syntactic functions (see Fraser 1976; Aarts 1989), b) semantic-syntactic
perspectives where prepositional objects are examined in relation to the clause
according to syntactic constraints and semantic continuity (see Vestergaard 1977), c)

semantic-pragmatic perspectives (Bolinger 1971; Ping Chen 1986) where the focus
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has been on the relationship between prepositional meaning with elements of
information so as to give particular discoursal functions and d) cognitive principles
where spatio-directional meaning of prepositions are extended to various mental

domains of reference, thus giving rise to multiple meanings or polysemy (see

Brugman 1981; Hawkins 1984; Lakoff, 1987).

To 1illustrate how prepositions have always been an area of difficulty, Rastall

(1994) highlights the anomalous nature of prepositions and the reasons for this. He

asserts that:

“...50 long as we restrict ourselves to the expression of simple spatial relations and movements, the

teaching of prepositions in English presents relatively few problems..."” (Rastall 1994: 229)

However in everyday language interaction, it is clear that the above statement does
not hold true, as prepositions are found not only to refer to spatial positions and
movement, but also with certain fixed combinations with words such as on account of,
in connection with, in danger, under threat, etc. It is clear that these fixed
combinations involving prepositions do not refer to space and movement. In fact, the
information value of these prepositions is nil and Rastall refers to then as “dummy”
grammatical forms. These dummy grammatical forms cannot be replaced by any other
element in the fixed combinations given above and serve no significant function or
meaning. To remove the anomalies of prepositional usage, Rastall suggests that
“regularising tendencies corresponding to the communicational usefulness” of

prepositional usage are already at work. Three such regularising tendencies are:
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a) the disappearance of communicationally redundant prepositions e.g. play football

versus play at football
b) using the same preposition for groups of semantically related signs, it is not clear
what Rastall means by semantically related signs but I think he refers to meaning
groups of the same sense egs. threat to, danger to, hazard to, risk to, menace to, etc
c) the extension of the range of some prepositions over others egs. the decision by

the UN (of), the success by the team (of), the action by the government (of), the

criticism by the opposition (of), etc

Based on the evidence that he gives about the anomalous nature of

prepositions and the regularising tendencies at work with regard to communicationally
redundant prepositions, Rastall suggests that the learning of prepositions, especially

those which are communicationally redundant, should be done in a given context or
through grammatical simplification. Some examples are the explanation for the
decision/he explained the decision.

While Rastall’s evidence showing the anomalous nature of prepositional usage
is quite convincing but I do not agree that the “dummy” prepositional forms he
suggests cannot be replaced by any other element in the fixed expressions given. For
example, the preposition in found in the expression in danger, can indeed be replaced
by out of to form the expression out of danger. The latter expression does indeed have
a different meaning from the previous one.

Another point that I find lacking is his attempt to suggest some learning

strategies for “communicationally redundant” prepositions, based on this state of flux

and the regularising tendencies. He mentions but does not elaborate on how “the
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whole prepositional array should be learned in the given context”. Such an approach is
not feasible since it is difficult to create a particular genuine context - written or
spoken 1n which a communicationally redundant preposition would occur.

Rastall approach to analysing the meaning of “communicationally redundant”
prepositions by investigating context and lexical environment is collocationist in its
approach. However, Lindstromberg (1996) attempts to defy modern collocationist
views about the interpretation of a phrasal unit of meaning by claiming that there is “a
strong tendency for every word to have a single “general” meaning” (Lindstromberg:
1996: 225).

He uses a cognitive perspective in his article, citing Charles Ruhl’s (1989: 6)
arguments, Brugman (1981, 1988), Lakoff (1987) and Lakoff and Johnson’s (1980)

work on prototype theory to linguistics as evidence to support his contention.

Lindstromberg’s assertion that:

“the tendency is for individual words, even ones so common and so variably usable as
prepositions, to have a relatively small number of related meanings which combine with

meanings of other words in a more or less modular fashion to form overall meanings”

(Lindstromberg: ibid.)

forms the basis of his hypothesis that prepositions in fact have a “relatively small

number of related literal meanings”, and there exists one which is psychologically
“prototypical” or the “best example”. Also, the rest of the literal meanings taken on by
the prepositions are actually extensions of this prototypical meaning. Using his

prototype theory, Lindstromberg thus proceeds to suggest that classroom teaching of

prepositions can be systematic if the following learning points (LPs) are observed:
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1) using schematic pictures or icons

2) clarifying meaning by considering how semantically-related prepositions may

differ in meaning
3) relating late-taught senses to those learned earlier
4) clarifying metaphorical extensions.

I quite agree with Lindstromberg’s claim that words have a general
prototypical meaning, which 1s true when one considers that prepositions like in, owt,
up, down have a strong prototypical meaning which comes from their spatial and
temporal orientation. If one considers single lexical words, evidence is even stronger
for his claim. I agree that even metaphorical extensions or figurative use of this
particular lexical word derive from a basic prototypical meaning:

Let us use rise as an example:
The sun rises in the east...
His meteoric rise to President...

It is clear from the two sentences above that the meaning of “meteoric rise” is
derived from the first sentence showing the prototypical meaning of “rise” as
“ascend”.

While I agree in general with his prototype theory, this theory however cannot
ascribe meaning to all language items in English, especially examples like phrasal
verbs. It is clear that the overall meaning of a phrasal verb is completely different
from its constituent parts. For example, the meanings invoked by the phrasal verbs
“put up” and “carry out” 1n the respective sentences:

Mary put John up for the night...(to give accommodation)

We have to carry out her proposal...(proceed with)

71



cannot be derived in a “modular’®

fashion by using the prototypical meaning of the
components - put, up, carry, out in the phrasal verbs, as suggested by Lindstromberg.
Furthermore, in the case of fixed expressions such as idioms, it is highly unlikely that
one is able to infer the meaning of kick the bucket or French leave by using the
prototype or modular method.

Even in the case of prepositions with weak spatial concepts that Rastall terms
“communicationally redundant”, such as by, about, beyond, meaning disambiguation
cannot rely only on prototype theory but perhaps on observation of their usage using
corpus principles of analysis. An example to show that Lindstromberg’s prototype and
modular principles for meaning disambiguation need to be improved on is the word
“by”. Assuming that the preposition by does have a prototypical meaning which is
“along”, how then would one explain that the meaning of the expressions by and by
(soon) is different from the prototype meaning of by as “along”. Furthermore, it is
unlikely that one is able to infer the meaning of by and by from the composite module
by’ unless we attach a common metaphorical association to the word by as meaning
“soon”. Then it would make sense to say that “by and by” means “in a short time”
coming from the combination of a prototype meaning and common metaphorical
association of the word to give the overall meaning of “by and by” as “along soon”.
Lindstromberg does acknowledge that by “does not have a meaning in one context”

but fails to explain how its association with other composites in fixed expressions

generates a completely different overall meaning.

® K8vecses and Szabé (1996) however have discussed “regular” meanings of phrasal verb particles as
well as the Cobuild and Cambridge Dictionaries of Phrasal verbs.

" other fixed expressions involving by are by and large, come by where their overall meaning cannot be
inferred from their composites
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The collocationist and prototype approaches to disambiguating prepositional
usage advocated by Rastall (1994) and Lindstromberg (1996) show a theoretical

tension. While Rastall cla