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Abstract

Distributed, computer based communication is becoming established within many working
environments. Furthermore, the near future is likely to see an increase in the scale, com-
plexity and usage of telecommunications services and distributed applications. As a result,
there 1s a cnitical need for a global Directory service to store and manage communication

information and therefore support the emerging world-wide telecommunications environ-
ment.

This thesis describes rescarch into the design of distributed Directory services. It addresses a
number of Directory issues ranging from the abstract structure of information to the concrete
implementation of a prototype system. In particular, it examines a number of management

related i1ssues concemning the management of communication information and the manage-
ment of the Directory service itself.

The following work develops models describing different aspects of Directory services.
These include data access control and data integrity control models conceming the abstract
structure and management of information as well as knowledge management, distributed

operation and replication models conceming the realisation of the Directory as a distributed
system.

In order to clanfy the relationships between these models, a layered directory architecture 1s

proposed. This architecture provides a framework for the discussion of directory 1ssues and
defines the overall structure of this thesis.

This thesis also describes the implementation of a prototype Directory service, supported by
software tools typical of those currently available within many environments. It should be

noted that, although this thesis emphasises the design of abstract directory models, develop-

ment of the prototype consumed a large amount of time and effort and prototyping actvities
accounted for a substantial portion of this research.

Finally, this thesis reaches a number of conclusions which are applied to the emerging

ISO/CCITT X.500 standard for Directory services, resulting in possible input for the
1988-92 study penod.
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Abstract

Distnbuted, computer based communication is becoming established within many working
environments. Furthermore, the near future is likely 10 see an increase in the scale, com-
plexity and usage of telecommunications services and distributed applications. As a result,
there 1s a cntical need for a global Directory service to store and manage communication

information and therefore support the emerging world-wide telecommunications environ-
ment.

This thesis describes research into the design of distributed Directory services. It addresses a
number of Directory issues ranging from the abstract structure of information to the concrete
implementation of a prototype system. In particular, it examines a number of management

related issues conceming the management of communicanon information and the manage-
ment of the Directory service itself.

The following work develops models describing different aspects of Directory services.
These include data access control and data integrity control models conceming the abstract
structure and management of information as well as knowledge management, distributed
operation and replication models conceming the realisation of the Directory as a distnbuted
system.

In order to clanfy the relationships between these models, a layered directory architecture 1s

proposed. This architecture provides a framework for the discussion of directory issues and
defines the overall structure of this thesis.

This thesis also describes the implementation of a prototype Directory service, supported by
software tools typical of those currently available within many environments. It should be
noted that, although this thesis emphasises the design of abstract directory models, develop-

ment of the prototype consumed a large amount of time and effort and prototyping activities
accounted for a substantial portion of this research.

Finally, this thesis reaches a number of conclusions which are applied to the emerging

ISO/CCITT X.500 standard for Directory services, resulting in possible input for the
1988-92 study period.



The goals of this thesis

This thesis describes the specification and implementation of a prototype Directory Service
supporting computer based communication within an Open Systems environment. The

Directory service 1s a specialised, globally distributed, database providing humans and appli-
cations with the information required in order to communicate. In particular, it manages a
distributed, global name space for communication entities and supports the management of

commuunication information shared between many cooperating organisations and services.

This thesis explores a number of management issues relevant to the Directory service.
These issues concemn the management of directory information and the management of the

Directory service itself.

The need for a global Directory service has been apparent within the electronic mail com-
munity for some time and 1s becoming critical as the community continues to expand rapidly
[SIRB84). In addition, a Directory service is required to support other present day applica-
tions such as file transfer, remote login and remote job execution [SANT86]. Support is also
required for emerging applications in the area of Computer Supported Cooperative
Work (CSCW) such as group communication services and distributed office
systems [WILS88] as well as for many new applications in the future.

This obvious need for Directory services has been recognised by the International Standards
Organisation (1ISO) and International Telegraph and Telephone Consultative
Committee (CCITT) standardisation bodies. As a result, 1988 will see the introduction of the
first joint ISO/CCITT X.500 standard for Directory services [CCITT-X500]. Thas standard

should provide a basic service, sufficient to plug the current gap in communication require-

ments. However, many unresolved issues, particularly management issues, mean that 1988
X.500 1s unlikely to cope with a growing number of users and applications in the future.

Thus, 1988 marks a watershed for the study of Directory services when one can look back on
the culmination of previous work, in the form of 1988 X.500, and also look forward to those
issues requirning solution as the standardisation process enters the 1988-1992 study period.
The publication of this thesis 1s therefore particularly relevant at the present time.

The urgent need for a global Directory service has provided the motivation for this research.
The overall goals of this work are defined below:




1  The first goal 1s the specification of a distributed Directory service including mechan-
Isms supporting the management of information and the management of the service
itself. This requires the development of abstract models describing issues such as

access control, data integrity, directory configuration and replication.

2  The second goal is the implementation of a prototype Directory service using these
models. Prototyping is an integral part of the overall design process and aims to refine
the results of specification work. Furthermore, the prototype explores the use of
several software tools, typical of those available within many organisations today, for
constructing Directory services.

It 1s important to note that this research has occurred in parallel with the development of
X.500 during the years 1985-1988. This thesis assumes several past and present X.500 con-
cepts and models as the basis for new ideas. However, this research has taken a different
slant to X.500, adopting a more database oriented approach concentrating on management
and distribution issues beyond the scope of the standard. In contrast, the ISO and CCITT
work has required the specification of an immediately implementable model, resulting in
many of these more complex issues being postponed for future study.

The structure of this thesis

The goals of this thesis identify the need for both specification and implementation work
within my research. Specificaion work develops a number of abstract models and ideas
whereas implementation work concerns the realisation of these ideas using specific tools and
systems. In order to clearly present both these areas of work while preserving the separation
between the abstract specification and the concrete implementation, a layered directory
architecture is used to structure this thesis. The proposed architecture supports several
directory models at different levels of abstraction allowing a clear separation of 1ssues. Con-
sequently, the structure of this thesis 1s not based on the chronological progression of my
research, where specification and implementation occurred in parallel, but 1s based on the
logical top-down structure of the layered architecture. I believe that this facilitates a more
coberent presentation.

The layered architecture views the Directory as a distributed database and i1s denived from
general database architectures including the ANSI/SPARC centralised database architecture
[ANSI75] and the distributed architecture of Dean et al as used in the PRECI* distributed
database system [DEENS82]. Each layer of the architecture describes issues at a different
level of abstraction. Layers are therefore, generally, independent with higher layers
representing abstract user and application views of information and lower layers being con-
cermed with distribution and storage 1ssues.
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The top-down approach adopted by this thesis begins by examining issues belonging to
higher layers, such as the information model, access controls and data integrity, and
proceeds to discuss lower layer issues, such as the management of distribution, replication
and finally the implementation of a prototype using a number of specific tools. Thus,

management 1ssues are resolved within the early chapters and implementation work is left to
the later chapters.

The layered directory architecture and its relationship to subsequent chapters are described
In chapter 2. However, the following chapter descriptions should be sufficient to familiarise
the reader with the general structure of this thesis for the time being.

e  Chapter 1 examines the requirements of the Directory service and reviews a number of

existing nameservers. It also provides an introduction to naming issues and an over-
view of the 1988 X.500 Directory standard.

o Chapter 2 develops the specific layered directory architecture and explains its role in
structunng this thesis.

o Chapter 3 specifies the directory abstract information model and operations. These
form the basis of all later work.

o Chapter 4 examines the management of directory information and extends the basic

information model to include data access control and data integrity mechanisms.

o Chapter 5 discusses the distributed operation of the Directory service and specifies the
distribution of the abstract information model between a set of server applications
called Directory System Agents. It also develops a number of system management
mechanisms supporting navigation and distnbuted operations following system
reconfiguration.

° Chapter 6 concems the use and management of replicated information within the dis-
tnbuted Directory system. It considers the management of replication and its impact
on the work of chapter $.

o Chapter 7 describes a pilot directory implementation. It outlines the overall structure
of the implementation and the use of the RT/ Ingres Relational Database Mangement
System and /ISODE software tools in its construction. Although implementation work
is only considered within this chapter, the development of the prototype accounted for
a substantial part of the research leading to this thesis.

e Chapter 8 presents the conclusions of this thesis. In addition, 1t considers the implica-
tions of this work for the future development of X.500 and examines the role of Direc-
tories within a future general distnbuted management framework.
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Chapter 1

Introduction

This chapter provides the background to this thesis and aims to familianse the reader with
the general concepts and 1deas emerging from previous work in this area.

e Section 1.1 considers the role of the Directory service in supporting computer based
communication. In particular, it examines the characteristics of communication within
an Open Systems environment and demonstrates the need for a distnbuted Directory
service to store and manage the communication information required by cooperating
distnbuted applications and their users.

e Section 1.2 places this research into historical perspective by reviewing existing sys-
tems partially fulfilling the role of Directory services. It analyses their strengths and
weaknesses and indicates their limitations, particularly the lack of support for informa-

tion and system management.

° Section 1.3 provides an introduction to the critical issue of distnbuted naming and
reviews previous work in this area. It discusses human onented naming, compares
absolute and relative naming schemes and concludes by describing Aierarchical nam-

ing, used as a basis for the Directory service.

e Section 1.4 reviews the 1988 X.500 standard and informally introduces some of the
basic terminology and models adopted by this research. In addition, it lists some fun-
damental limitations of the standard.

e Section 1.5 clarifies the relationship between this thesis and the X 500 standard. In
particular, it indicates where current and previous X.500 concepts have been used as a
basis for this research.

1.1. The need for Directory services within the OSI environment

Successful communication is a fundamental requirement for the achievement of human tasks
and goals. The availability of computer networks has opened the door on a new era where
humans use computers to communicate in ways not previously possible. Electronic com-
munication via computer networks is well established and accepted within the computer



science academic environment and many institutions support electronic mail, news and con-
ferencing facilities. This usage is being extended to the business environment where, along
with document creation and storage facilities, computer based communication will constitute
a major part of the office systems of the future [PRINS87].

Humans require information before communication can occur. They need to know the
names and capabilities of the entities with whom they wish to communicate. They also wish
to locate services to help achieve tasks. For example, they wish to know the name of a new
contact within another organisation, the names of bulletin boards on a certain subject or the
joining procedure for a specific distnbution list. Applications also require information 1f
they are to provide communication services. In particular, they need to map the names of
entities onto application specific addresses.

The Directory Service i1s a globally distributed database for telecommunications services
fulfilling two main roles in supporting communication.

e It acts as an information provider, allowing both humans and applications to access

the information required for communication.

° It acts as an information manager, maintaining communication information in the face

of changes to users, networks, organisations and services.

The following sections observe trends within computer based communication (section 1.1.1)

and explain the need for a Directory service to play the two roles descnibed above (sections
1.1.2 and 1.1.3).

1.1.1. Trends within computer based communication

An increasing number of people are using distnbuted computer services to communicate and
achieve tasks within their working environment. The following are examples of user activi-
ties involving distributed computer services.

e Inter-personal communication via electronic mail.

e  Subscription to a bulletin board or news service.

e  Participation in a real time conference.

Each of these activities might involve the use of several cooperating distributed services or
applications. For example, subscnption to a bulletin board might employ the electronic mail
service to carry new messages to the board, involve a document storage service in maintain-
ing the messages on the board and might employ an authentication service to verify the iden-
tity of subscribers.



The following are examples of commonly available services*:

Examples of today's communication services

Genenc service Examples

Electronic mail
File transfer
Document storage

X.400, RFC-822
FTAM, Arpanet FTP
ECMA FRS

Telnet, X.29

JTMP

UNIX Talk/Wnte
USENET News

Remote login

Remote job execution

Real time conferencing/conversation
News/Bulletin Board

In addition to the services available today, several research groups are studying mechanisms
for integrating individual services into office systems environments and group communica-
tion frameworks {ISO-DOAS88, SMIT88, PANKS87, WILB88). In fact, a general model of
future communication is evolving where humans achieve tasks via the structured coordina-
tion of many communication services within their distributed environment. This work is
closely related to the topic of Computer Supported Cooperative Work (CSCW)
[CSCW86, WILS88]). One example group communication architecture, proposed by Bogen
and Weiss, illustrates the point. Under this model, users are supported by many services

which, in tum, are themselves supported by other services [BOG88].

The number and variety of communications services is also increasing and this trend i1s

likely to accelerate with the introduction of new technologies such as ISDN [END88].

Not only are the number and complexity of communications services increasing, but net-
work communities are rapidly expanding and communication already occurs on a global
scale. The number of communicating entities may reach billions as is presently the case
with the telephone network and communication will span international, cultural and organi-

sational bamers.

Much future communication may occur within an Open Systems framework allowing the
interconnection of information processing systems of different makes, sizes and ages show-
ing a high degree of autonomy in operation and management [ISO-OSI84). The Open Sys-
tems philosophy allows autonomous organisations to co-exist and cooperate in providing
network services. Thus, the different services employed by a user might operate under dif-

ferent managements, use different software and run on a variety of hardware.

*References are included in the bibliography.



In summary, one can observe the following trends in computer based communication:

e The size of communities is very large and expanding.

o Communication occurs on a global scale spanning international and cultural barriers.
e  Tasks may be achieved via the structured coordination of many cooperating services.

e The "users” of a service might be humans or other applications acting on the behalf of
humans.

e The number and vanety of services and service providers 1s increasing.

e Communication often occurs within an Open Systems framework of different
machines and applications under autonomous management.

1.1.2. The information required for communication

Communication using distributed services requires information conceming the names, loca-
tions, environments and capabilities of communicating entities and services. The volume
and diversity of this information will be very large for communication in the environment
descnbed above. This point is illustrated by considenng the information required to use the
telephone service and extending to the case where a number of more complex services are

supporting communication tasks.

The information required to use the telephone service

The telephone service 1s the best established telecommunication service available today and
has billions of subscribers distributed throughout the world. If one considers the use of the
telephone service, one observes the following requirements for information:

e The nitiator of a telephone call must know the telephone number of the intended reci-
pient. In many cases, this number is not known to the initiator and can be obtained
from an information service (the White Pages Telephone Directory). The information
service requires that the initiator identify the recipient by supplying enough informa-
tion to distinguish them from all other possible recipients.

e The telephone network requires information in order to provide the service. It needs o
know the telephone numbers of callers so that the network circuit switches can estab-
lish a connection between them.

e Use of the telephone service increases if subscribers are able to advertise themselves.
Users of the telephone service can query the Yellow Pages Directory to obtain the tele-
phone numbers of subscribers grouped under generic descriptions (e.g. Plumbers,
Electricians .. ). This generic information is not strictly necessary for the telephone



service to function but clearly encourages use of the service and allows users to iden-

tify the people with whom they wish to communicate. The yellow pages service
benefits both the users of the telephone service and the providers of the telephone ser-
VICE.

The information required for computer based communication

The following paragraphs abstract these observations and apply them to general computer
based communication as described above. The following are generally true:

e The user of a service requires information necessary t0 communicate via the service.

The names of other users are examples of this type of information.

e The services themselves require information in order to function. The addresses (net-

work locations) of subscribers are examples of this type of information.

e Information advertising the capabilities of the service and listing subscribers to the ser-

vice will increase its usage and benefit both service providers and users.

For example, use of a distribution list requires that subscribers know of its existence, know
the address of the list and understand its purpose. The application implementing the distn-
bution list requires information to determine whether an entity is allowed to use the list and
to determine the names and addresses of the list members for distnbution purposes. The
managers of the list will wish to advertise its presence to the intended audience and further-
more, information describing the purpose of the list will encourage its correct usage and
therefore benefit the subscribers.

The diversity and volume of the information required for future communication within an
Open Systems environment can be expected to be far greater than for the telephone service
alone. This 1s because of the greater number and complexity of the services involved. The
following paragraphs demonstrate the nature and diversity of this communication informa-
tion.

A communication entity can be thought of as any entity involved in a communication pro-

cess. This might include humans, application entities, groups and services. The table below

gives a few examples of communication entities and their communication information



Communication entities and information

persons names, addresses, titles, responsibilities
groups of persons | names, addresses, members
hosts names, addresses, capabilities
roles names, conventions
organisations names, addresses, descriptions
mailboxes addresses, capabilities

For example, a distribution list might be represented by a group of entities associated with

the following information, required by a mail or bulletin board service:

Example distribution list information

Name of the group

Names of members of the group

Description of the purpose of the group

Name of the person maintaining membership of the grour

In its role as an information provider, the Directory service must provide users with informa-

tion conceming the above kinds of communication entities.

Naming

Fundamental to the role of the Directory as an information provider, is the issue of naming
[WHIT84, SHOC78].

The name of each communication entity is of major importance. Names allow the
identification of entities and provide the basic handle to access their information. Without
the names of communication partners, communication would be impossible. For example,
sending an inter-personal message requires the name of the recipient. Subscribing to a bul-
letin board requires the name of the particular board. Consequently, the provision of a glo-
bal communication entity name space is a primary goal of the Directory service. This 1s dis-

cussed in section 1.3.

In summary, computer based communication requires information to ensure that users can
use the service, that the service can function and to advertise the scrvice and its subscribers

thus increasing use of the service.

There will be a large volume and diversity of this information due to the existence of many
different services having complex functionality. Furthermore, services will have a large

number of subscribers. One role of the Directory service 1s to provide its users with this



information. In particular, this involves the provision of a global name space for communi-
cation entities.

1.1.3. The management of information

The second major role of the Directory service concems the management of communication

informaton.

Communication information reflects the state of real world communication entities and is
vital to successful communication as described above. The management of communication
information descnibes its consistent update to reflect changes to real world entities. For
example, changing the address of a host, the name of a person or the administrator of a dis-
tnbution list. Without its correct, consistent update, this information would soon become
invalid and communication would break down.

To understand the nature of the management problem, consider current approaches to the
storage and management of communication information. At the present time, the informa-
tion utihsed by a service is usually stored in a specific service information base. Individual
informaton bases vary in size, distribution and complexity and are usually maintained on an
organisational basis by a small group of administrators. For example, at Nottingham, the
mmdf mail service [KING84] relies on routing tables, maintained in individual message
transfer agents, and the remote login service [DDN-TELNET] utilises host information
stored 1n local textfiles.

There are many problems with this approach to the maintenance of communication informa-
ton. One problem concemns the general lack of support for information management within
the individual information bases themselves. Solutions based on editing textfiles and tables
exhibit the following drawbacks:

e They do not scale to large volumes of information.

e They do not provide access control and data integrity mechanisms, recognised as
essential for supporting the correct update of information within general purpose data-
base systems [DATE77].

A second major problem concerns the lack of cooperation between different service infor-
mation bases. In an environment where many services cooperate to achieve tasks, a single

update to information may affect many information bases. For example, changing a person’s

name may affect a mail service, bulletin board service and real-ime conference service. The

lack of cooperation between information bases results in the following specific problems:

e Services do not share common information and cooperation is therefore impeded.



e  There is no mechanism ensuring that an update to one information base is consistently
propagated to all other affected information bases.

e Each information base supports its own access protocol with similar functions being
reproduced many times. This is a waste of effort.

The classes of problem described above may be summarised by the phrases: lack of

scale and lack of coordination. These issues will become critical as the size of the user com-

munity and number of services grows.

The Directory service provides the solution to these problems by maintaining a globally
unified information base accessed by many services. The management of communication
information within a single Directory service solves the problem of coordination. Further-
more, the Directory should be designed to operate on a global scale. In order to facilitate the
global management of communication information, the Directory should support the follow-
Ing:

e A data access control mechanism controlling the legality of updates.

e A dataintegrity mechanism controlling the validity of updates.

e The definition of management policies reflecting real world policies.

Support for the management of information is a major goal of this thesis and these issues
will be defined and discussed in later chapters.

In summary, the consistent management of communication information is vital to the opera-
tion of communication services. At the present time, management is typically achieved by
ad-hoc methods within a variety of service information bases. This results in problems of

scale and coordination.

A major role of the Directory service is to unify these discrete service information bases into
a single, global Directory Information Base. This requires mechanisms supporting the con-
sistent management of communication information on a global scale.

The previous sections have described two major roles of the Directory service in supporting
computer based communication. The first is that of an information provider, allowing com-
munication entities to retrieve the information necessary to establish and support communi-
cation. The second is that of an information manager, facilitating the distnnbuted manage-
ment of communication information on a global scale. The following section demonstrates
that previous work in this area generally ignores this second role. Consequently, the

management of communication information will form a major aspect of this thesis.



1.2. A review of existing systems

The need for a global Directory service has been recognised for several years, particularly
within the electronic mail community where user friendly naming and the management of
name spaces have been important issues [WHIT84, SIRB84]. The development of electronic
mail has required the evolution of naming techniques and the expansion of naming schemes

to global proportions. The growth of naming schemes has encouraged the development of
simple Directory systems called nameservers which, as the name implies, are primarily con-

cerned with the naming (and addressing) of mail users and other mail entities in a distnibuted

environment. The following list of nameservers and Directory servers includes many still in
use today.

Nameservers

Grapevine [BIR81]
Clearinghouse [OPP81)
BIND [TER84a]

The CSNET Nameserver [LANE3]
The NRS [LARS823a]

ECMA TR-32* [ECMA-TR32)
Thorn [KIL87a]

QUIPU [KIL88b, KIL38c]
Hesiod [DYERS87]

The following sections briefly describe and compare three of the above nameservers and
conclude by drawing together their common and imponant features. The three nameservers
are the Clearinghouse, BIND and the CSNET Nameserver. Although intended to solve the

naming problem within different environments, these three exhibit several common features
as descnbed below.

The purpose of these reviews is to to place this research in a familiar context and introduce
the reader to fundamental concepts. Terminology will be formally defined i1n later chapters.

1.2.1. The Clearinghouse

The Clearinghouse nameserver was developed by the Xerox corporation in the early 1980s
to solve the problem of naming and locating objects in a distributed environment [OPP81].
The nameserver is intended to support several applicatons, including electronic mail, and

*This is really a specification of which there may be many implementations.



has to deal with a variety of information conceming different types of object. Examples of

objects are machines, workstations, fileservers and people as well as groups of these,
represented by distribution lists.

Each object has a name, distinguishing it from all other objects, which may be used to
access the information stored about the object. Names are distinct from addresses describ-
ing the physical location of objects. The name to address mapping is a fundamental Clear-
inghouse service. However, the Cleannghouse also allows objects to be located and
accessed via generic groupings such as printer or workstation. The service is implemented
by a set of physically distributed servers and the Clearinghouse design specifies methods of
locating and replicating information 1n a globally distributed environment. The following
sections describe specific aspects of the Clearinghouse design in greater detail.

Naming

All Cleannghouse objects are named under the same convention regardless of type and thus
share a common namespace. The namespace describes a three level hierarchy where the
world of objects i1s divided into organisations and then subdivided into domains and finally
local names. These divisions are logical and do not reflect the physical or geographical loca-
tions of objects. Each object has a distinguished name consisting of a character stnng of the
form L@D@O0O, where L 1s the local name, D the domain name and O the organisation
name. An example name space 1s shown in figure 1.1 below. Distinguished names are
unique and unambiguous. This means that each object has exactly one distinguished name
and each disinguished name descnibes exactly one object. In addition to its disunguished
name, an object may have one or more aliases providing alternative, but still unambiguous,
names for the object. Aliases are syntactically identical to distinguished names.
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D

L

(Steve@CS.Nott) (Julian@CS.Nott)

Figure 1.1: An example Clearinghouse namespace.

The Clearinghouse is capable of locating an object given its distinguished name, one of its

aliases or a partial name match which can be expanded to a full three level name.

Properties and Operations

In addition to its name, a Clearinghouse object contains a set of properties representing 1ts
physical charactenistics such as addresses, capabilities, passwords and descnptions. A pro-
perty 1s an ordered tuple consisting of a name, type and value. For example, a "person”
object might have the property, <Password, individual, bananas> representing their real
world password. There are two possible values of the property type: individual, indicating
that the property value is atomic (i.e. an uninterpreted block of data), or group, indicating
that the value is to be interpreted as a set of names. An object may possess an arbitrary
number of properties including several properties with the same name. The following exam-

ple shows a possible "person” object.

Steve@CS@Nottingham -> {
<Title, individual, "postgraduate student”>
<Password, individual, "bananas”>
<File server name, individual ,"shenff{@CS@Nottingham">
<Printer names, group, "beth@CS@Notungham”,"anadex@CS@ Nottingham™> }
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The basic functionality of the Clearinghouse is to map names to sets of properties. In addi-
tion, the Cleannghouse allows clients to create and manipulate names and aliases, retricve
and mampulate individual propertics of a named object and manipulate names in group pro-

perties. Set operations allow a client to determine whether a name belongs to a set of names

and to add and delete themselves (or other names) to and from sets.

The Cleannghouse provides searching facilities allowing a client to retrieve the names of
those objects containing specified properties. Searching implements a set of properties to set

of names mapping, loosely described as generic naming (i.e. naming generic sets of objects

by specifying common properties).

Enumerate operations allow clients to explore the name space by returning the names of all

objects belong to a named domain or all domains belonging to an organisation.

Access Control

The functionality descnbed above is supported by the Clearinghouse access control mechan-
ism goverming which users may perform which operations. This mechanism preserves the
integrity of information by ensunng that all updates are legal and that only permitted clients
can perform operations. The access control mechanism recognises two classes of user:
domain system administrators and general users. Administrators have the ability to explore
the name space, creating and deleting new names, aliases and properties. General users have

more restricted abilities to read and manipulate individual properties and members of sets of
names.

The access control mechanism is implemented by Access Control Lists (ACLS) stored within
the properties of objects. An ACL associates a set of names with some named operations. It
1S Interpreted as giving permission for any of the named objects (typically persons) to per-
form any of the specified operations on the property.

Distributed Operation

The Clearinghouse name space is partitioned among a set of physically distributed server
applications known as clearinghouse servers. There are three types of cleannghouse server
called organisation, domain and local servers. These are responsible for subsets of organi-

sation, domain and local names respectively.

A clearinghouse server is able to perform those operations accessing names for which it is
responsible. In addition, it may supply clients with the names of more responsible clearing-
house servers. The routing of operations requires that servers know of each others existence

and responsibilities. Clearinghouse servers are arranged so that they can always route
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quenes hierarchically. This is possible if each server knows the name of its parent and each
domain or organisation server knows the responsibilities of all its siblings. This arrange-

ment means that a client need contact a maximum of four Clearinghouse servers during the
execution of an operation.

More than one clearinghouse server may be responsible for an object, leading to the possibil-

ity of conflicting updates when the name or properties of an object are simultaneously
modified at different servers. The Clearinghouse supports an update mechanism resolving
conflicts by the use of timestamps. This mechanism guarantees to bring eventual consistency
to Clearinghouse information although transient inconsistency, where different versions of

an object temporarily exist at different servers, is possible and is considered acceptable.

1.2.2. The Berkeley Internet Name Domain Server (BIND)

The Berkeley Internet Name Domain Server (BIND Nameserver) was developed at Berke-

ley, University of California, to provide a uniform means of naming and locating resources
in the UNIXT internet community with the aim of providing a more transparent and less
troublesome computing environment [TER84a]. The protocols and information structure
utilised by the BIND nameserver are specified in the RFC 882 [MOCKS83a] and RFC
883 [MOCKS83b] Request For Comment documents and the BIND software has been widely
adopted throughout the Arpanet to implement a large scale distributed name service. Due to

the size and age of the Arpanet, BIND is perhaps the most established and tested nameserver

available. In additon, several projects have considered its extension to support greater func-
tuonality [DYERS87].

The resources managed by BIND include named objects such as hosts, user mailboxes and
server ports occupying a common, hierarchical namespace. Users are provided with opera-
tons to interrogate the name service. These support the mapping of names to properties and
also the completion of partially specified names. Some versions of BIND support operations
for the remote maintenance of information. However, this is generally left as a local matter.

BIND does not support a dynamic, user level access control mechanmism.

Responsibility for the management of the namespace is divided between a set of distnbuted
server entities called nameservers. These cooperate to resolve quenies and provide the user
service. Like the Clearinghouse, BIND is therefore a distnbuted system.

The following sections describe specific aspects of the BIND nameserver in greater detail.

+ UNIX is a trademark of Bell Laboratones.
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Naming

The BIND nameserver maintains a hierarchical, tree structured name space. A node of the
trec represents a domain responsible for naming its immediate children (sub-domains). Leaf
nodes of the tree represent resources as described above. Each node is identified by a label
and the name of a domain is thercfore the concatenation of the domain labels from the root
of the tree to the named domain. These labels are written from right to left and separated by

dots. Labels must be unique within the same domain ensuring that each name unambigu-
ously denotes just one node of the naming tree.

Unlike the Clearinghouse which supports a three level naming hierarchy, BIND allows its
naming tree to be of unlimited depth. This is shown in figure 1.2.

=2
GMD
] e

(Steve . AMIGO.CS.Nott.GB)

(Julian. AMIGO.CS Nout.GB)

Figure 1.2: An example BIND namespace.

Nodes of the naming tree are grouped 1nto Zones representing administrative boundaries and
authorities for the namespace. Zones also affect the physical distribution of information as
will be descnbed later.
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BIND supports a basic name to resource mapping. In addition, some versions include the

functionality to complete partially specified names and map resource information to names (
Inverse Queries ) although this is not generally supported.

Resource records and Queries

The characteristics of a resource are represented by a set of resource records fulfilling the

role of Cleannghouse properties. A resource record has the following structure:

n

Figure 1.3: Structure of a BIND resource record

The owner specifies the name of the resource to which the record belongs. The type
specifies the generic type of information represented by the resource record. For example,
host address (A), mail destination (MD) or authoritative name server (NS). The class
specifies which of two formats the record takes. The possible formats are Arpa Internet (IN)
and Computer Science Network (CSNET). Qlass is a historical anomaly supporting the dif-
ferent information syntaxes of the two major networks served by BIND. The value
represents the value of this information type for this specific resource. In addition to the
above, each resource record may be associated with information specifying its length and

"time to live". The following example shows a set of resource records associated with a
specific resource from figure 1.2.

BIND resource records

MD - CS.NOTT.GB
MF
A .

CS.NOTT.GB
CS.NOTT.GB
CS.NOTT.GB

COSMOS.CS.NOTT.GB
10.1.0.32

The most advanced implementations of BIND support three types of query for the retrieval

of resource information.

A standard query allows a user to specify the owner, type and class of some resource

records and retumns those records matching the query. This corresponds to a name to
set of properties mapping.
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ping, sometimes referred to as generic naming.

o A compietion query allows a user to specify a partial domain name and returns the set

of resource records matching the completed name. Completion queries provide users
with the ability to search the name tree.

Some versions of BIND support operations facilitating the update of information. However,
most versions maintain information via local protocols accessing text files of resource

records at a given host. These files are loaded into a nameserver during initialisation.

Distributed operation
The realisation of the BIND name service is divided between two classes of entity:

o A nameserver 1S a database application at a host, responsible for a portion of the name
space.

e A resolver presents the BIND interface to a user and manages their dialogue with the
name Service.

Thus, the complete BIND service 1s realised as a set of nameservers, collectively storing the

entire naming tree, and a set of resolvers representing BIND clients.

The name tree is divided into zones, distributed between nameservers so that each name

server 1S authoritative (responsible) for one or more zones. In addition, a zone can be held
by more than one nameserver.

There 1s one primary name server maintaining the master copy of each zone. All other
name servers containing the zone are secondary name servers for that zone (they may be
primary servers for other zones). The division between primary and secondary name servers

supports a single master update procedure for the information belonging to each zone.

Name servers are organised hierarchically so that a name server, not authoratitive for a

query, may use the hierarchy to return the name and address of another name server which
might be authoratitive. Thus, queries are navigated in a distributed fashion.

A resolver is responsible for managing the distnibuted navigation of a query until it reaches
an authoratitive nameserver. Resolvers manage navigation via several name servers which
either returmn the results of the query or the name of another nameserver. Thus nameservers
do not interact directly to resolve user queries. However, they might interact to circulate
updated zone information. The interaction between resolvers and nameservers 1s shown in
figure 1.4.
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Figure 1.4: Interaction between BIND resolvers and nameservers.

1.2.3. The CSNET Nameserver

The CSNET has been developed to provide network services to research groups throughout
the USA. It allows users to connect to the Arpanet, Telenet or Phonenet networks and com-
municate via the US Department of Defence TCP and /P standard protocols [DDN-TCP].
The CSNET Nameserver has been developed at the university of Wisconsin to aid users in
locating resources and sending electronic mail via the CSNET [LANS83]. The use of dif-
ferent naming and addressing conventions in each of the CSNET’s constituent networks i1s a
major hurdle to effective communication and the CSNET Nameserver is intended to free

users from the complexities of mail addressing under these different schemes.

The CSNET Nameserver provides a registry of information holding entries for all registered
CSNET users. These entries contain descriptions of user’s names, addresses and a number
of descriptive keywords such as mail addresses, phone numbers and passwords. The registry
is stored on a single host computer and interacts with users via an agent program resident at
their local host. Thus, unlike both BIND and the Clearinghouse, the CSNET Nameserver 1s

a centralised system.
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Each agent manages dialogue with the registry via a remote access protocol and provides the
user with additional functionality such as a local nickname space. Users may also interact

with the central registry via the electronic mail service. The centralised architecture of the
CSNET nameserver is shown in figure 1.5 below.

CSNET CSNET
I Interfaces l

Non

CSNET

Figure 1.5: The centralised architecture of the CSNET Nameserver.

The following sections describe specific aspects of the CSNET Nameserver in greater detail.

Naming

In order to identify a specific entry within a nameserver query, a user specifies a set of key-
words matching the information stored within the registry. This set of keywords i1s divided

into mandatory and optional keywords, interpreted in the following way:
e An entry matches the name if it contains all of the specified mandatory keywords.

e If more than one entry satisfies this criterion, the best match is the one also containing
the maximum number of optional keywords.

For example, the following list of keywords might name a registry entry:

mandatory: Benford Notungham
optional: Computer Science
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Keywords describe a flat namespace and sets of keywords may easily be ambiguous. How-

ever, the registry unambiguously denotes each entry by a unique identifier. Identifiers are
machine onented and are not intended for human use.

Once a user has identified an entry via a set of keywords, they may bind a nickname to the

entry for use in future quenies. Nicknames are local to each user and are maintzined in tables

within their agents.

Fields, operations and access control

Each CSNET Nameserver entry is structured as a sct of fields from the table below. Fields

are specified within the nameserver design and it is not possible for users to deine new types
of fields.

Nameserver entry fields
Key uniquely identifying the entry

UNIQUE ID

ACCOUNT CSNET account name for entry (user.host.site)

MBOX CSNET electronic mail address of entry owner
CSNPASS Password for changes to entry from other than home host
FULL NAME | Full name of entry owner

ADDRESS Post Office address of entry owner

PHONE Phone numbers of entry owner

MISC Miscellaneous information about the entry owner

A user may read and manipulate these fields by the following operations, providing general
read and update functionality for registry entries.

Maijor nameserver operations

Initiate nameserver query
Add a new entry
Remove an entry
Retumn a copy of an entry
Change a database ent

L

All entries within the registry are publically available for reading. However, there 1s a lim-
ited access control mechanism affecting the update of entries. The CSNET Nameserver
recognises three classes of entity for update purposes: The owner of an entry may register,
unregister or update the entry, the host administrator may maintain all entries registered for
a specific host and the site administrator may maintain all entries registered for a site.
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1.2.4. Summary of existing nameservers

The previous sections have described three nameservers responsible for the naming and

location of resources in a distributed environment. This section identifies the salient features

of these systems and concludes by considening the shortcomings rendering them unsuitable

for the expanding communications environment of the future.

1.2.4.1. Salient features

The basic function of a nameserver is to map the names of objects or resources onto sets of

their properties. The following features are common among existing nameservers.

Obijects of different types (e.g. users and hosts) are named under the same convention
and therefore inhabit the same namespace.

The namespace is often structured to facilitate the distribution and management of

naming. A tree structured namespace is the most common.

Each object has a unique and unambiguous distinguished name. In addition, an object

may often have a number of altemative names called aliases.

It is often possible to map from the properties of objects to their names (this is called

generic naming ).

Several systems allow the on-line update of information and a few support this with an

access control mechanism.

Both the Clearinghouse and Bind are distributed nameservers. The following are notable

features of their distributed operation.

Responsibility for information is divided between a set of servers.
Servers are arranged in a hierarchical fashion reflecting the namespace.
Servers exhibit a high degree of autonomy for the maintenance of information.

Servers may supply clients with hints as to which other servers can perform operations.

Servers may also interact directly for administrative purposes.

1.2.4.2. Limitations

The following paragraphs describe areas in which existing nameservers are limited. Many

of these limitations, particularly those concerning information management, become cntical
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