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Abstract

This thesis is a collection of four essays with main focus on testing for a unit
root under structural change, and on the behaviour of power-enhancing unit root

tests that have recently emerged as a solution to the well-known power deficiency

of traditional such tests. New tests and variants of commonly applied ones are
introduced in response to the need for reliable statistical techniques in modelling
economic series over time.

The first essay explores the possibility that a time series may change struc-
ture from trend-stationarity to difference-stationarity, or vice versa as has been
recognised by economists for several years. Taking difference-stationarity as the
null hypothesis, tests are developed for this possibility, where neither the loca-
tion nor direction of any possible change under the alternative hypothesis need
be specified. Application of these tests to series on consumer price inflation in the
G7 countries reveals evidence of a change from trend-stationarity to difference-

stationarity in the majority of these countries.

In the second essay we apply two elaboration principles of standard unit root

tests in the more flexible setting of testing for a unit root against the alternative

of stationarity around a smooth transition in linear trend. In comparison to
the standard case, the modified tests within this context generate only moderate

additional power, a phenomenon which appears to be related to the elaborate
nature of the trend function under the alternative. An empirical application of
the modified smooth transition tests to common macroeconomic time series in
the US economy leads to stronger evidence in favour of the smooth transition
alternative than do the unmodified tests.

In the third essay we show that more powerful variants of commonly ap-
plied unit root tests to panel data, seeking mean or trend reversion, are readily
available. Moreover, power gains persist when the modifications are applied to
bootstrap procedures that may be employed when cross-correlation of a rather
general sort among individual panel members is suspected. That such an ap-
proach can strongly influence inference is demonstrated through an application
to a panel of real exchange rates against the US dollar.

The final essay explores the behaviour of the power-enhancing unit root test

most widely applied in the empirical literature. The principle issue is that such



a test can have very low power for certain parameter configurations and sample
sizes relative to conventional unit root tests. A theoretical attempt is made to

identify these unsatisfactory cases relying on local to unity asymptotics, through

investigation of the relative efficiencies in the case of an unknown mean. Extensive

Monte Carlo results highlight the shortcomings of such a test under higher order

autoregressive processes and indicate preference for its existing rivals.
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Chapter 1

Introduction

The content of this thesis draws upon two important areas in econometrics, which
have jointly and independently played an increasingly important role in the search
of an optimal way to characterise the behaviour of economic time series, namely
unit root testing and structural change. How macroeconomic series evolve over
time has profound implications for economic theories purporting to explain eco-
nomic events, for econometric modelling strategies and for forecasting accuracy.

Thus, the need for reliable statistical techniques to characterise their behaviour

over time becomes 1mperative.

Unit root tests involve statistical techniques designed to distinguish between
deterministic and stochastic trends in observed economic time series. Tradition-

ally, empirical researchers have treated observed trends in macroeconomic and
financial time series as deterministic functions of time. Under this view, current
stochastic shocks have only a temporary effect on the long-run movement of a
series. Consequently, long-run forecasts from such a model may be expected to
be fairly precise as long as the trend is consistently estimated. Following the work
of Nelson and Plosser (1982), there was a general acceptance that most macro-
economic variables exhibited some form of stochastic nonstationarity - e.g. could
be modelled as unit root processes. In this case, current shocks have an enduring
effect on the evolution of the series; hence, long-run forecasts are expected to be
quite poor. Different conclusions are thus derived based on the interpretation
of observed trend behaviour of economic series, with a subsequent influence on

the way in which macroeconomic theorists view the working of an economy. Sig-

nificant contributions in this area include among others the work of Dickey and



Fuller (1979, 1981) and Phillips and Perron (1988), the well-known Dickey-Fuller
(DF') and Phillips-Perron (PP) unit root tests, respectively. The former are with
no doubt the most widely employed in empirical applications and they are the
type of tests we will concentrate on throughout this thesis.!

Structural change, although not given an exact definition in the literature, 1s

usually interpreted as changes of regression parameters in the underlying econome-
tric model. It is a phenomenon pervasive in economic time series relationships
particularly when investigated over a long time span, and it can be quite per-
ilous to ignore. Events like the great depression, oil price shocks, abrupt policy
changes could be responsible for any parameter shifts observed in the underly-
ing series. A structural change may affect any or all of the model parameters,
and these cases have different implications. A large number of statistical tests
have been developed to detect such changes dating back to the traditional Chow
(1960) test, which involves testing the null hypothesis of parameter constancy
against the alternative of a known break point a priori, under the assumption

of constant variances. The earliest tests for structural breaks in the economic

literature are for stationary variables and a single break. A number of later de-
velopments in this area involve tests that allow for more general alternatives of

structural change occurring at some unknown point in time, allowing also for

non-stationary regressors and even multiple breaks.

While the aforementioned areas have to a large extent evolved independently,
arguments related to the restrictive nature of the linear time trend under the
trend-stationary alternative and the adverse effect of changes in regression parame-
ters on traditional unit root tests, have sparked intense and active research over
the last decade in their joint investigation. Alternative, more flexible specifi-
cations of the trend function have been proposed including structural breaks,

Markov regime-switching and smooth transitions which have resulted in unit

root tests under various forms of structural change, the majority linked to shifts

in the trend function. We contribute to this strand of literature by proposing

1The Dickey-Fuller tests involve augmenting the underlying model with lag differences to

account for any correlation in the residuals, while the Phillips-Perron tests modify the statis-
tics using a nonparametric approach to obtain consistent estimators. Several simulation studies

(Schwert, 1989; DeJong et al. , 1992) have shown that the latter tests have serious size dis-
tortions in finite samples when the data generating process has a predominance of negative

autocorrelations in first-differences.



unit root tests against the alternative of structural change associated with a shift
in the (dominant) autoregressive parameter of the underlying time series, namely
a change in persistence. Although a number of studies are available that suggest
the possibility of a change of this form, not much attention has been given to
designing official tests for this purpose.

A separate important issue regarding traditional unit roots is their well-known
power deficiency. Research efforts in this direction have proved rewarding by
giving rise to unit root tests characterised by improved power, the majority of
which are modifications of Dickey-Fuller type tests. A pervasive concern in this
thesis is how these power-enhancing unit root tests behave when adopted in
a number of alternative settings. Specifically, we seek to investigate how two
such modifications perform when adopted in the context of testing for a unit
root under the flexible alternative of stationarity around a smooth transition in
linear trend. Subsequently we explore whether these modifications in the basic

time series case, when extended to the panel unit root testing setting, can result
in more powerful panel data unit root tests. We also aim to highlight certain
shortcomings related to the power-enhancing unit root test most widely employed
in empirical applications, the GLS test proposed by Elliott et al. (1996), which
in any case proves less powerful than the two elaborated tests we consider.
Thus, the original contribution of this thesis lies in the development of unit

root tests under a relatively well-documented, though under-explored in the test-
ing literature, type of structural change related to a change in persistence. In
addition to this, more powerful variants of commonly applied panel data unit
root tests are introduced. Such developments are oriented towards the need for
reliable statistical techniques in modelling economic series over time, in response
to which we also explore the behaviour of recently emerged unit root tests in

more flexible settings.

The outline of this thesis is as follows. In the second chapter unit root tests are
considered against the alternative hypothesis of structural change characterised
by “a change in persistence”. Such a term describes a change in structure of

a time series from difference stationarity, I(1), to trend stationarity, I(0), or
from I(0) to I(1). A number of studies have argued the likelihood of a switch

in persistence for particular time series. Taking the null hypothesis to be that



of I(1) throughout, Dickey-Fuller type tests are developed that are designed to
have power against the alternative hypothesis of a switch at an unknown point in
time, either from I(0) to I(1), or vice versa. Sequential estimation procedures are
considered for this purpose. In the most general case, it is not necessary a priori
to specify the direction of any possible switch under the alternative hypothesis.
In all cases, a consistent estimator of any break fraction results as a by-product
of the tests. Asymptotic properties of the test statistics are investigated both
under the null and alternative hypotheses. We report simulation evidence on the
performance of the tests in finite samples in terms of size robustness and power.
An application of the tests to consumer price inflation in the G-7 countries reveals
strong and consistent evidence of a change from I(0) to I(1) behaviour in the
majority of countries.

In the third chapter we explore and assess the performance of the more pow-
erful elaborations of unit root tests when the alternative hypothesis is that of
stationarity around smooth transition in linear trend. Smooth transition regres-
sion models have been employed to characterise the behaviour of a number of
macroeconomic series. They allow for a continuum of states between two ex-
tremes permitting a more plausible and flexible specification of the trend func-
tion, while they include the possibility of an abrupt structural break as a special
case. We demonstrate how the modified statistics are incorporated into the test-

ing procedure, and obtain estimated percentiles of the limiting null distributions
of the tests through simulation. Extensive finite sample Monte Carlo results
show that, although power gains are not as substantial as in the standard case
of the linear trend alternative, the use of the modified tests is worth the while
as it signifies extra power at the minimum cost of a little more computational
complexity. In particular, power gains are more prominent in the simpler case of
a smooth transition in the constant term only. An empirical application based
on US macroeconomic data suggests that the smooth transition hypothesis is an

attractive characterisation for a further number of series when using the modified

smooth transition tests compared to the unmodified tests.

The fourth chapter is concerned with unit root testing in the panel data con-

text, where a topic of increasing interest is whether or not the individual series

are generated by unit root processes. Such a concern has been expressed in the



literature on purchasing power parity, where the issue of interest is the possi-
ble mean reversion of real exchange rates. This issue can be addressed through
an extension of commonly applied unit root tests, such as the DF test or a La-
grange Multiplier test. We contribute to this strand of literature by showing that
power-enhancing elaborations of unit root tests in the single time series case,

maintain these power gains when applied in the panel data unit root testing con-
text. In particular, modified panel unit root tests are introduced starting from
the base case, where independence over panel data members can be assumed.
However, it is well known that dificulties, particularly spurious rejections of the
null hypothesis, can arise when individual panel series are generated by cross-
sectionally correlated innovations. An important special case, which is readily
dealt with through the subtraction of time-specific means is investigated. Re-
ported simulation results show that, while the modified panel data unit root
tests retain size reliability, they can produce appreciable gains in power. We
analyse a panel of series of real exchange rates against the US dollar and employ
the bootstrap to accommodate the heterogeneous nature of cross-section correla-
tion found amongst the innovations generating the individual time series in the
panel. We find through simulation that modified bootstrap tests retain the power
gains noted in simpler cases, and, moreover, that the application of these tests

yields appreciably stronger evidence against the unit root null hypothesis for our

data than do the unmodified tests.
The fifth chapter, provides a thorough investigation into the properties of the

most widely applied, modified DF-type test based on generalised least squares
detrending (GLS), that has emerged as a solution to the well-known power de-
ficiency of conventional unit root tests. While a number of studies address the

behaviour of such a test only limited detailed results are available to date, mainly

considering ARMA type models. Given the well-known autoregressive approxi-

mation to this class of models (Said and Dickey, 1984) and the importance of the
autoregressive structure in characterising key economic series, we explore the re-
liability of such a test under higher order autoregressive processes and under the

more natural alternative of ‘strict stationarity’. A theoretical attempt is made to
predict the low power that such tests appear to display relative to the DF test

for certain parameter configurations and sample sizes, relying on local to unity

O



asymptotics. This 1s achieved through an investigation of the relative efficien-
cies of the GLS and OLS estimators, in the case of an unknown mean. The
limiting results of the derived approximate relative efficiencies predict to some
extent this issue, through the localising parameter of the autoregressive struc-
ture. However, Monte Carlo simulations are required to uncover the significant
finite sample effects associated with the higher order autoregressive parameters.
Overall, the relative efficiencies of the mean estimator appear to predict power

well. In comparing power across alternative power-enhancing unit root tests in

this context, preference is clearly in favour of the alternative tests that appear
not to be affected by the shortcomings related to the GLS test, in that they

maintain correct size and superior power in all cases.

In the last chapter we conclude and provide some suggestions for future re-

search.
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Chapter 2

Tests for a Change in Persistence

Against the Null of Difference -
Stationarity with Application to

the Behaviour of Price Inflation

2.1 Introduction

Over the years the properties of important macroeconomic and financial time
series such as output, inflation rates and interest rates have been subjected to

scrutiny by numerous empirical studies, in an attempt to best characterise their
behaviour. To this end, a number of unit root tests have been employed, which
have arisen in response to the need for discriminating between deterministic and
stochastic trends in observed economic time series and thus investigating whether
the effect of current shocks is temporary or permanent respectively. The empirical
results have led many to accept the notion that a wide variety of economic time
series contain unit roots, and therefore, stochastic trends.

While unit root tests have served as the basis for testing the effect /persistence

of current shocks on the evolution of a series, the variation of the permanent
impact of shocks to a series 1s linked to the phenomenon of structural change.

Investigating the properties of economic series over a long time span it is unlikely

that no change in structure will have occurred. Major events of some form have



usually taken place during the period under examination, affecting the behaviour
of the series in one way or another. It is this observation that has motivated
testing for structural change, which constitutes another active area of research.
Contributions to the problem of testing for structural change have been made

by a number of authors. Brown, Durbin and Evans (1975) test for parameter
constancy against general alternatives, including the case of a single break, based

on recursive residuals. Ploberger, Kramer and Kontrus (1989) propose a test
based on successive parameter estimates rather than on recursive residuals to
test parameter constancy. Andrews (1993) develops likelihood-ratio, Wald and
Lagrange multiplier type tests of parameter stability against a one-time struc-
tural change with an unknown change point, limited to nontrending regressors.
Andrews and Ploberger (1994) extend the tests in Andrews (1993) to allow for
stronger optimality properties. Further statistics are proposed by Hansen (1992)
for testing constancy of the parameters against the alternative of sudden breaks
and of a gradual change. Chu and White (1992) consider tests of a trend sta-
tionary process against the alternative of a change in the trend function at some
unknown point in time, while Bai and Perron (1998) estimate and test linear
models with multiple structural changes occurring at unknown dates.

Unit root tests and tests for structural change have both played an increas-

ingly important role in the search for an optimal way to characterise the behaviour

of economic series over time. Of the literature to date when combining both the
aforementioned, it was Perron (1989, 1990) and Rapporort and Reichlin (1989)
who discovered that the usual unit root tests behave rather poorly against time
series whose mean or trend function might have undergone important structural
changes. They demonstrated how exogenous breaks in the series can lead to bi-
ased results in favour of difference stationarity. Since then, a number of studies
have emerged that endogenise the choice of the break date by making it data
dependent, including work by Banerjee et al. (1992), Zivot and Andrews (1992),
Perron (1997), Perron and Vogelsang (1992), Saikkonen and Liitkepohl (2002).

The majority of such work addresses the effects of structural breaks related to a

!Evidence from these studies reveals that when the date of the break is treated as unknown
there is less compelling evidence against the unit root hypothesis. The critical values of the

limiting test statistics are further out in the tail than those of the exogenous trend break
statistics, thus being harder to reject the null of a unit root.



change in the intercept and/or slope term of the trend function, on augmented
Dickey-Fuller (ADF) type tests.? To capture such changes various dummy vari-
ables are typically added to the regressions, while use of sequential and recursive
estimation methods is made to reveal the unknown break date.’

Further extensions in the same direction have been considered by Leybourne
et al. (1998) who test for unit roots against the alternative of stationarity around
a smooth transition in linear trend. Under the alternative, a smooth transition

function controls the transition between regimes. It incorporates no change and
an instantaneous change as limiting cases. A further form of structural change
popularised by Hamilton (1989) and considered widely in the literature thereafter,
involves the Markov regime-switching type. The structural model in this case
specifies the time series process of interest as the sum of a trend function the
parameters of which change according to an unobservable state variable that is
specified as a Markov chain, plus an autoregressive process with a root on the unit
circle, or possibly a stationary autoregressive process as in Lam (1990). However,
technical difficulties still remain in the case of testing whether the linear part of
the process does have a unit root or not and thus combining unit testing with
this form of structural change.

While the main interest in the literature when testing for a unit root against
the alternative of structural change has centered around shifts in the underlying
trend function, we concentrate in this chapter on a different type of shift, namely
a change in persistence. By change in persistence we refer to the phenomenon

whereby the series under investigation changes from a trend-stationary process,

1(0), to a difference-stationary, I(1), process or vice versa.

The issue of structural change characterised by change in persistence has re-
cently been addressed by Kim (2000). He maintains the null hypothesis of I(0)

throughout, and therefore adapts stationarity tests such as those of Kwiatkowski
et al. (1992) and Leybourne and McCabe (1994). We take a different approach by

adopting a null of I(1) and using test statistics based on the forward and reverse

An exception is the work of Saikkonen and Liitkepohl (2002), who in testing for unit roots
against changes in the trend function employ generalized least squares estimation rather than

augmenting the underlying model with lagged differences.
*The endogenous break literature has concentrated on testing the unit-root null against a

one break alternative. Lumsdaine and Papell (1995) extend this methodology by allowing for
a two-break alternative.
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Dickey-Fuller statistics, as advocated in Leybourne (1995). The problem, there-
fore, is that of testing for a unit root against the alternative of structural change
at some unknown point, with the selection of the break point determined from
the estimation procedure designed to fit to an observed series y; a representation
in which the series changes from stationarity to non-stationarity or conversely.
There are a number of studies available relating to the issue of a change in
persistence in key macroeconomic variables. Parker (1989) studies the persistence

of price shocks in the pre-World War I and post-World war II eras and finds that
inflation has greater persistence in the post war period. De Long and Summers
(1988) demonstrate the greater persistence of output in the post-WWII period.
Ball and Cecchetti (1990) find that as trend inflation has risen over the past
100 years, the persistence of changes in inflation has also increased, and they
fail to reject nonsationarity for most of the countries in their sample based on

post-War data. This corroborates the findings of Brasky (1987) that quarterly
US inflation evolved from a white noise process in the pre-World War 1 years
to a highly persistent nonstationary ARIMA process in the post-1960 period.
Brunner and Hess (1993) find evidence based on unit root tests that inflation is

an I(0) process for the period from 1947-1959 and an I(1) process for 1960-1992,
with results qualitatively similar using seasonally adjusted and non adjusted data.
They, thus, model inflation as containing a unit root subsequent to 1960 and as

stationary prior to this time.

The short term interest rate is another macroeconomic variable generally
agreed via empirical evidence as having followed a stationary, I(0), process during
1890-1910, whilst characterised as non-stationary over the period 1920-1933. Var-
ious studies have investigated this issue attempting to uncover the exact timing
and speed of such a break. Different dates have been characterised as potential
break dates depending on the dataset and method employed (see Fishe, 1991 and
Fishe and Wohar, 1990). Among these studies, Mankiw, Miron and Weil (1987)
employ switching regression techniques in the case of US and UK interest rates
and find a break in early 1915. Adopting a recursive method based on Bayesian
learning, Kool (1995) detects a switch to nonstationarity in late 1915 for the
UK and in late 1917 for the US, relating these dates to the start of interest rate

targeting. Newbold et al. (2001) develop a testing procedure to model the struc-
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tural break from an 7(0) process to an I(1) process based on the logistic function,
with a smooth transition taking place in both the intercept and the autoregres-
sive parameter. Using US and UK monthly and weekly nominal interest rates
over the period 1890-1934 they cannot reject the null hypothesis, I(1), for the
UK, while for the US data they can reject the I(1) hypothesis in favour of the
hypothesis that a structural change occurred from I(0) to I(1). Their best esti-
mate is of a rapid structural change occurring in 1917. Furthermore, Hakkio and
Rush (1991) consider the possibility of a change in persistence for the government

budget deficit.

Although the majority of empirical evidence indicates a change in persistence
from an I(0) to an I(1) process, the converse is suggested in studies like that of
Evans and Wachtel (1993) who employ a Markov switching model in the case of
US inflation. Their estimated Markov model that allows for a stationary AR(1)
process in one regime and a random walk in the other suggests the possibility of
structural change of the inflation series from a difference-stationary process back
to level stationarity in the mid 1980’s, coinciding with the collapse in o1l prices.

The rest of this chapter is organised as follows. In Section 2.2, we begin by
analysing the case where the direction, but not the location, of any change in per-
sistence, under the alternative hypothesis, is taken as given. Initially we consider
the situation where we permit in the J(0) phase stationarity around an unknown
mean, while in the I(1) phase first differences have zero mean. In detecting a
change from either I(0) to I(1), or I(1) to I(0) we use test statistics based on the
minima of sequential unit root tests. In doing this we are prompted by Banerjee
et al. (1992) - hereafter BLS - who advocated such procedures in the context of
testing for I(1) against the alternative of I(0) with a change in the deterministic
trend at an unknown time. Section 2.3 presents the limiting null distributions
of the test statistics along with the asymptotic properties of the tests under the
alternative hypotheses drawing on results derived in Leybourne et al. (2000).
It also follows that, when a break does occur, the point identified by the test
statistic (i.e. that at which a minimum occurs) is a consistent estimator of the
true break fraction. Based on these results the development of tests against the

most general and practically important alternative, where the direction of any

possible change is not specified a priori is taken up in Section 2.4. In particular,
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we show how the tests of Section 2.2 can be combined to generate what is, in
effect, a single test against a two-sided alternative of a change in persistence in
an unknown direction at an unknbwn time. In Section 2.5, Monte Carlo simu-
lations are undertaken to investigate the finite sample performance of the tests.
Finite sample critical values of the tests are given, while robustness of the tests
to residual serial correlation and error processes that depart from normality are
explored. In the case of the latter, the errors are assumed to follow Student-t and

chi-square distributions with five and three degrees of freedom, respectively. In

Section 2.5.4 power estimates are obtained and compared across the tests, while
results are also reported relating to the accuracy of the break point estimation.
Extensions of the tests involving further deterministics are briefly presented in
Section 2.6, where a drift is permitted under the null hypothesis, and correspond-

ingly stationarity around a linear trend is allowed in the I(0) phase of the series

under the alternative. Section 2.7 reports an empirical application to quarterly

CPI inflation rate series of the G-7 countries. Section 2.8 ends the chapter with

some concluding remarks.

2.2 Tests For a Change in Persistence:

Direction Specified

Initially, we concentrate on the case where, under the null hypothesis, the data
generating process is a driftless random walk. Under the alternative hypothesis,
a transition is permitted, either from a stationary first order autoregression (with

unknown mean) to a random walk, or from a random walk to a stationary first
order autoregression. The transition point is not assumed to be known.

Consider the following data generating process for a series of T' observations

on ;. The null is that vy, is I(1) throughout
Ut =Y-1+6€, t=12,..,T (2.1)

where ¢; is taken to satisfy the following assumption.
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Assumption 2.1. ¢; is a martingale difference sequence and satisfies E(e?]
Et—1y ) = 0%, E(|es]*|et=1, -..) = ki (2 = 3,4), and Sl:pE(|€t|4H|8t_1, ..) =K < 00

for some v > 0.

This assumption is standard in the unit root literature, see for instance BLS

and Stock (1994). It allows for lagged dependent regressors (e.g., autoregressive
models) and it implies that the functional central limit theorem applies to the

[7T]
partial sums of ¢, i.e. T~1/2 Z ee => oW (7), uniformly for 7 € [0, 1] .
There are two alternatives. One is that y; is 1(0) changing to I(1) at time 7*T

Yr = Q-+ pYi-1 T+ Et, t< 71T, p<l,
Y¢ = Yi-1T &, t> 1T, (2.2)

and the other is that 1, is I(1) changing to I(0) at time 7*T

Yy = Yt—1 + €4, t S T

Y = Qps7 + pYi-1 + &, t>1T, p<l,

(1 = p)yrr.

Q
-.]-l
N

|

We denote the null H}! and the two alternatives H{® and H;i°, respectively. This
definition of H{° ensures a “joining up” of the I(1) and I(0) parts of the series,

just as HY' does. This is precisely what would be achieved in a series that is
a time-reversed variant of (2.2) with (1 — 7*) in place of 7*. This seems to be a
reasonable practical requirement. Also, if it is not 1mposed, properties of tests

will obviously depend on the mean of the I(0) part of the series.

2.2.1 Tests Based on the Forward Series

We now consider the alternative hypothesis of a switch from I(0) to I(1); that

is, we require that, if H3! does not hold, then HY! must be true. Let 7 denote a

4 A similar definition is used in Banerjee et al. (1992). See the footnote to Table 3 of that
paper.
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possible break fraction. Define

dioe(7) = 1[t < 77T]

where 1(-) is the indicator function. We estimate the regression using the full

sample

Ay: = &(7)dioe(7) + ¢(T)dr0t(T)ye-1 + &:(7) (2.3)
1,2,...T

L
|

and construct the corresponding ¢-ratio associated with c?)('r) We denote this by
DF{,(7).? Since the break fraction 7 is not assumed known, Dickey-Fuller ¢-ratios
are computed for all possible 7, and we take as a test statistic that ¢-ratio least
favourable to the null hypothesis that the series is (1) throughout; that is, the
infimum over 7 of the Dickey-Fuller {-ratios. The test statistic is then

DF§,™ = inf DF(r)

where A is a closed subset of (0,1).° Tests of this sort that are based on the full

sample are termed “sequential” by BLS.

Since the last (1 — 7)T observations are taken under both the null and alter-
native hypotheses to be generated by an I(1) process, another possibility is to
apply Dickey-Fuller type tests to the first 771" observations, allowing 7 to vary.
Tests of this sort are termed “recursive” by BLS, in which case (2.3) is estimated
based on the first 7 fraction of the sample, that is t = 1,2, ..., 7T. The resultant
t—statistic DFY, (1) in this case is the same as the t—statistic, denoted tpr(T),

in BLS when there is neither a time trend nor lagged Ay, in their model, which

is based on the same regression as in (2.3).

*The subscript 01 in the statistic indicates that the test is for I(0) changing to I(1), and

the superscript f indicates that the test is based on the forward series ;.
°This type of trimming is standard in the literature when testing for breaks in order to

obtain well-defined limiting distributions.
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For the generating model as specified in (2.1), the recursive procedure is inef-
ficient, since in the ADF regression of (2.3) we use only the first 7 fraction of the
sample. It should be possible to estimate the variance of the innovations ; more
efficiently using the full sample and in doing so to improve the finite sample power

of the test. For this purpose, the analysis of this chapter restricts its attention

to the case of sequential testing.’

The estimated variance for the sequential test 1s given by

6°=716°+ (1 - 1)7°

where

If instead the alternative is H{°, we define

dOIt('T) = l[t > ‘TT]

and estimate the regression

|

&(1)dore(7) + ¢(7)do1e(T)ye-1 + () (2.4)
1,2,....T

Ay
t

over all 7 and construct the corresponding t—ratio associated with ¢(7). We

It should be noted here that neither the recursive nor the sequential procedures are con-

structed so as to permit alternative parameters that influence persistence other than p, to
change at time 7*7T. We would suppose that in the presence of such a change, recursive tests

would be less affected of the two, simply because they impose fewer restrictions. We leave this
issue to be investigated in future work.
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denote this by DFY (7). The test statistic is then

DF{y"™ = inf DFjy(r).

2.2.2 Tests Based on the Time-Reversed Series

As in Leybourne (1995), we define 2; = yr—¢+1 which is the time-reversed y; series.
Then, under H3!, 2 is still I(1) throughout and under H{°, 2, is I(0) changing
to I(1) at time (1 — 7*)T" , measured in reversed time. Similarly, under H7', 2, is
I(1) changing to I(0) at time (1 — 7*)T . This suggests we have another pair of
tests, based on the reversed series z;.

To test H}! against H;® we estimate the regression

Az = &(7)dioe(1 = 7) + ¢(7)droe (1 = T)2e1 + 7,(7) (2.5)
1,2, ....T
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