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Abstract

Desktop Virtual Reality (VR) is an easy and affordable way to implement VR technology
within an organisation. It provides an experience that can be shared by many people. and
its 3D, mteractive capability facilitates the communication of ideas not possible using
other media formats. There are a number of software toolkits available for the building
and programming of Virtual Environments (VEs), but very few resources that can help
developers acquire the skills and techniques required to give their VEs utility and
usability. This thesis reviews existing research into VE design with an emphasis on
interactivity and usability, and then uses a case study based approach to conceptualise the

VE development process and develop exemplar guidance tools.

The first group of case studies date from the early 1990s, with an emphasis on finding

ways to build VEs incorporating functionality. The experience gamed through these case
studies was used to discover the issues most relevant to the VE developer and report on
the techniques used to resolve them. Several models are then presented to explain these

techniques and relate them to the VE development context. For the second set of case
studies the emphasis moves to finding ways of making VEs more usable. Several
approaches are presented and turther conceptualisation results in a decision table based

guidance tool.

The third set of case studies was carried out within the framework provided by the Virtual
Environment Development Structure (VEDS), developed jointly by the author and other
members of the Virtual Reality Applications Research Team (VIRART) at the University
of Nottingham. In the light of this practical application of the framework and the
experience gained throughout the case studies, changes are made to the structure to make
it more accurately represent the actual process employed by VE developers. This version
of VEDS is then used to more effectively define the areas where VE development
guidance tools are needed. Using this information, and based on the experience acquired

and the techniques developed throughout this research, three exemplar tools are

presented.




Acknowledgements

Firstly, I would like to thank my supervisor, Professor John Wilson, for his guidance, help

and encouragement throughout my PhD.

I would also like to thank all the collaborators on the case studies, Sue Cobb, Mirabelle
D’Cruz, Sarah Nichols, Jo Crosier, Helen Hamnes, Victor Bayon, Helen Neale, and Rick

Barnes, many of whom have also provided me with help and guidance throughout this

research.

For all the help they’ve given me over the years I'd like to thank the people in the Virtual
Reality Applications Research Team, the Institute for Occupational Ergonomics, and
School4M at the University of Nottingham, especially Phillippa Scott, Harshada Patel,
Amanda Ramsey, Steve Kerr, Garreth Grithiths, Alex Stedmon, Beverly Norris, Pam

Soar, Lynne Mills and Anne Tigg. I would also like to thank the people at the Mixed
Reality Lab.

Fmally, I want to express my appreciation to my wife, Helen, and my children, Sam and
[saac, and the rest of my friends and family, for their patience, understanding and

encouragement, especially during the writing up period.

[l



Table of Contents

7 X0 1 1 o 1l I
ACKNOWICUGEMENTES . .cuuiiiiiiiiiiiiniiiteiiiiiienticieceecssctecssesesencrssrsssseasssssssessscsssssssssseossossosses |
Table Of CONENLES .cueuririiiiiiiiiineiiecteeienceetceecencrenceeesreiereerssorsecssessesssesssssssssssssssssssssssans 111
GIOSSATY Of TEOIIMIS ..cririiiiiniitireiinctnireneeecrneeneresssescssssssessessesssesssssssssssssssssosssssssssssnsssnsss \Y
Chapter 1  INtroductiOn.. . ciiiiiniieiiiiiiieciennirenereieenirteereiereesssesessssssessesssssssssrsessnsss 1
I.1  BACKGUrOURN...............ooveieiiieeee e e e, |
1.2 Defining the problem ....................coooveeeeeeemieeeeeeieieie e, 2
1.3 The technolog@y USEd................cccooueemmeieneee e 4
[.4  AimS QNA ODJECHIVES..............oooeeeieie e, 6
Chapter2 A Review of VE Development ISSUES .....ccueeeueiveniieeirrenerenicrencerenceeecenneees 8
2.1 TIPOAUCHION ... e, 8
2.2  Timeline of VE/VR eVOIULION ................cooviieiiiiiiiiieiiieeceeeeeeeee e 8
2.3  Formalised design process - Approaches to VE design as a whole ................ 11
2.4 INAVIQAUION ...ttt e, 20
2.5  Interface t00lS/MetAPDROFYS. .................c...ooeiimiiiiieiiiie e 22
2.6  Discussion of the Literature ReView ...............ccc..cccooviiiiiieiiiiiiiiiiiiiiiieiiineieannns 24
2.7  How can we give Structure to the Development of VES?...........cc..ccoovvveeiinnn.... 26
Chapter3  The Application of VE Design Ideas....c.cccceeveiencieiieciaccnecinecinncencennenes 36
3.1 INIPOAUCTION ... 36
3.2  Case Study One: Virtual Prototyping .............c...coouviiiiiiiiiiiiiiiiiiiieiiiiiiieeieen. 37
3.3  Case Study Two: The Virtual Factory...................ccc.oooeeeiiiiiiiiiiiaiiiiaaii 41
3.4  Case Study Three: The virtual ATM .....................ccoooniiiiiiiiiiiiiieeieeeeeee e, 46
3.5  Case Study Four: Applying virtual environment technology to a training
APPLICALION ... ettt et 35
3.0 DIESCUSSION ..o et 62
3.7 CONCIUSIONS ..o e ettt e, 75
Chapter4 A More Comprehensive Structure for the Development of VEs....... . 76
4.1 INIPOAUCHTION ... ettt /76
4.2 /6

111



). 1

INIPOAUCHION ... 80
3.2 Case study five: Building with virtual Lego .............................cciiiiiiiiiaiiin. 80
5.3 Case study six: Teaching Radioactivity.....................cooooiiiiieeeiieeeeeieieeai. 91
3.4 DIESCUSSION........ccoooeeeeeeeee e e e e, 103
3.0 CONCIUSTONS. ... 105
Chapter 6  Discussion and Development of VE design Guidance............c.......... 106
6.1  TNIPOAUCHION ... e e, 106
6.2  THhe CaSe STUAICS ..............cooeeiieiaeeeee e 106
6.3  The conceptualisation of the VE development process...............cc.cc...c.......... 108
6.4  The enhancement Of VEDS ............coo oo, 110
6.5  Exemplar VE development guidance tools......................c.cccoviiiiiiiiiiiiiiiin... 121
0.0  CONCLUSTIONS. ..o 134
Chapter 7  Conclusions and Recommendations for Further Research .............. 135
REECIEIICES cueeneninieieinitieiececeeceteceecentnceceerecsecessesersssssssssssscsesscsscnssecnssnssssnssossssscsssssnsses 138
- Y



Glossary of Terms

The author has used these terms throughout the thesis and has given some of them
specific meanings within the context of VE development. Many of them are explained in
greater detail 1n the chapters but are also defined here for quick reference.

Affordances — a property of an object (or other entity) that makes its function
apparent

Client — the person or body that commissions or requests the development of a VE
Desktop VR — a VR system that uses a PC monitor as the display device.

Functionality — the behaviours, dynamics and interactivity of virtual objects and
systems. Whilst including direct user interactions such as object manipulation,
functionality also includes indirect consequences of user interactions (e.g. virtual
machines performing semi-automatic operations), and autonomous processes (e.g. a

clock on the wall) within a VE.
GUI — Graphical User Interface
HMD — Head Mounted Display

Hybnd interface — a VE user interface that incorporates 2D and 3D components.
Often the 2D components are overlaid on or around a window onto the 3D

environment.

Input device — Piece of hardware used to interact with a VE, for example a joystick
OT @ MOUSsE.

Interaction — reciprocal activity, any action by the user that resulits in changes to the
VE that could be sensed by the user.

Manipulation — using the VR user interface to move or change objects ina VE.

Navigation — finding ones way, building up a mental map of an environment, using
that map to plan a route to a location, and then moving the viewpoint to that location.

Object — an entity in a VE, could be made up of many shapes.

Object behaviour — broad term to describe the properties and functionality of an
object that determine the way that the object acts.

Object dynamics — broad term used to describe movement of an object in a VE.
Picon — Picture ICON, used as part of a hybrid interface to provide feedback as to the
status of objects or systems in a VE.

Shape — an elementary component of a VE.

Topology — the relative positions and structure of shapes and objects in a VE.

User - a person experiencing a VE.

VE — Virtual Environment, a computer generated 3D interactive model.

VE developer - a person who creates the 3D models and programs the behaviours and
dynamics of a VE.

VEDS — Virtual Environments Development Structure

VET — a Virtual Environment Traming application.

Viewpoint — a position, usually controlled by the user, from which a VE 1s viewed
(see navigation). Sometimes known as a “camera .

VIRART - the Virtual Reality Applications Research Team, based at the University
of Nottingham

VR - Virtual Reality, the technology that 1s used to create and present VEs

WIMP - a 2D user interface incorporating Windows, Icons, Mice, and Pointers.




Chapter 1 Introduction

1.1 Background

As Virtual Reality (VR) technology becomes more widely used the question of ‘whether
and why we should use VR’ decreases in importance and is replaced by ‘where and how
should we use VR?” The author was a founder member of VIRART (the Virtual Reality
Applications Research Team) in 1991, and since then he has been developing virtual
environments (VEs) for industry, education and research purposes. As a part of this
process he has become familiar with many of the problems encountered during the
development of VEs and the techniques that can be adopted to solve them. Much of the
research undertaken at VIRART involves the identification and development of practical
VE applications within the limitations of the current technology. These applications are
implemented and evaluated in practical settings such as educational or industrial
environments. This applications oriented approach is driven by close collaboration with
client organisations, such as industrial companies (e.g. Rolls-Royce, Unilever and NCR),
educational bodies and charities. The process used provides the opportunity for iterative
development and evaluation of both individual applications and also of the overall
approach to VE development, via contact with users, either in the workplace or during
experimental programmes. In addition the extended practical programme has given great

opportunities to carry out fundamental research into the nature of VEs and mnto

understanding appropriate design.

This thesis documents a number of VE applications development case studies and goes on
to describe the techniques and strategies derived from those case studies. The case
studies mostly deal with the development of VE applications for education and traming in

which the author was not only the programmer but also played a significant role in the

specification and design.

———————— e e — - -
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1.2 Defining the problem

Many of the issues confronting the VE developer stem from the fact that the VR system

user mterface is different to the traditional 2D computer interface in a number of

significant ways. Using a traditional computer interface, the user interactions take place

from outside the 2D environment. With VE technology the user can be cognitively, if not

physically, immersed in the environment. This, and the 3D nature of the environment,

lead to a number of factors that the VE developer has to take into account.

.

In a VE the range of possible types of interaction is much larger than those available
on a traditional 2D mterface (which are mainly clicking on buttons with the
occasional drag of the mouse pointer).

In a VE points of interaction are likely to be representations of 3D objects. This leads
to poimnts 3, 4 and 5.

In the real world, these objects will have different interaction methods (buttons are
pressed, handles are turned or pulled etc). Many real world interaction methods (such
as applying your weight to open a swing door) will not be available in a VE because
ot the limitations of the VR system input devices. Therefore the implementation of
interactions in a VE often requires the design of VE viable interaction methods to
replace those used in the real world. This can result in inconsistent and/or non-
intuttive mteraction methods in a VE.

Interactions that appear to be available may not actually be available (some objects
that are included purely to improve realism will be non-interactive).

From the user’s viewpoint, points of interaction may be obscured or too distant or
small to be seen easily. Without being guided towards these points of interaction the
user may remain ignorant of their atfordances.

Compared with navigation in a WIMP (Windows, 1cons, mice and pointers)

environment, navigation in a VE can be non-linear, naturalistic, unstructured and

inexact. For instance, in a WIMP environment, navigation has very limited degrees of

freedom, usually only one; clicking on a button might bring up a specific dialogue
box, whilst scrolling down usually takes you to the next part of a document. Ina VE
the user can navigate with up to six degrees of freedom. making the outcome of anv

movement much less predictable, much harder to structure, more approximate. but

much more like real life.

Chapter | Introduction
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7. In a VE, navigation prior to interaction requires movement to the point of interaction
and then reorientation so that the point of interaction is visible. This is more difficult
for the user than the equivalent activity in a WIMP environment, where the point of
Interaction may be a button mside a dialogue box. Navigation requires the opening of
that dialogue box (most likely also done by clicking on a button). If the GUI
(graphical user interface) has been designed properly the dialogue box will open on
part of the screen that is visible to the user making it easy for the user to perform the
interaction. On the other hand, in a VE as 1n the real world, one has to move close
enough to an object to enable interaction. Then, in a VE but not necessarily in the
real world, one has to be able to see the object in order to interact with it (for a
specific example of this refer to section 5.3.2 of this thesis), 1.e. the user must turn to
face the point of interaction (it may be that with advanced haptic feedback devices
seeing the object may not be necessary for iteraction, but what is written here holds

true for the vast majority of current VR/VE user interfaces).

8. Compared with 2D GUIs, VE interaction metaphors will be more complex, retlecting
the more complex 3D nature of the user interface. For example, one of the criteria for
the design of a WIMP environment is the use of a mouse and a keyboard as input
devices. The outline geometry of a VE 1s often not designed at all but rather 1s a
model of an actual, real world location, and as such may not lend itself to being easily
interacted with in the real world, let alone the virtual.

The recognition of these and other differences between VR and traditional 2D user

interfaces led Herndon to conclude that - ‘Most have realised that 3D graphics

applications are significantly more difficult to design than their 2D counterparts’

(Herndon, Van Dam, & Gleicher, 1994). The general lack of understanding of the

demands of VE development has led to a situation where many VEs created are

inappropriately designed (typically they are visually impressive but dithicult to use). A

successful VE package will use VR technology to best satisty the needs of the

organisation and the user. VIRART, with technical development led by the author, have
adopted a multi-disciplinary approach incorporating not just an understanding of the
technology, but also an appreciation of the domain in which the technology 1s to be
applied and the characteristics and needs of the expected user population. This thesis
aims to integrate across and to build on that research, by using the experiences gained

from VE development case studies to provide structure and guidance for the VE

development process.
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1.3 The technology used

1.3.1 The Superscape Virtual Reality Toolkit (VRT)

Whilst the author has developed VEs using other VE development systems (e.g. V-Space
by Virtuality, and DVise by Division), the case studies covered by this thesis were all
developed using Superscape VRT. However, the experiences gained from these case
studies are largely applicable to other desktop, and to a lesser extent, immersive VR
technologies. The Superscape VRT is a VE development platform that runs on Microsoft
operating systems (initially DOS up until 1995, and then Windows 95, 98 and NT).
Whilst 1t can support immersive devices such as head mounted displays (HMDs) it
particularly lends itself to the creation of VEs for desktop or flat screen VR. Its provision
of simple collision detection and limited implementation of physical parameters such as
friction, in combination with 3D rendering algorithms borrowed from the computer
games world, make 1t a powertul tool for the rapid construction of functionally rich VEs
to run on low power computing platforms. The toolkit has three main components; the
shape editor (a 3D modeller), the world editor (where worlds are assembled and
functionality is added), and a visualiser, which is used to experience the finished worlds.
Other components are the image editor (used for creating and editing texture maps for 3D
objects), the sound editor (for adding sound to the VE), the resource editor (for the
creation of dialogue boxes), and the layout editor for the creation of hybrid user interfaces
(a combination of VE and traditional 2D interfaces, best used on desktop VR systems).

All of these VRT components use the same GUI format, making them easy to use.

1.3.2 VR system hardware

One of the advantages of desktop VR is that the hardware used can be a standard desktop
PC system with a few optional extras. This results in a low cost way of implementing VR
technology within an organisation. Also, over the last decade, the computing power of
the standard ‘off-the-shelf” desktop PC has increased faster than the processing demands
of the average VE. Nowadays it is unusual to find a PC that is not powertul enough to
render a well-designed Superscape VE. However, this was not always the case and in the
early days of this author’s work (using 486 PCs), maimntaining an adequate frame rate was

a major demand on the VE developer (this is documented later in this thesis).

Chapter 1 Introduction 3



Whilst a Superscape VE can be navigated and interacted with using the standard
computer keyboard and mouse, this can be supplemented by the use of an inexpensive
(about £20) joystick or the more expensive (about £500) spacemouse. Betore the
spacemouse was available the even more expensive (about £950) and less robust
spaceball was used. Other more standard hardware components used would be a
soundcard and speakers (if required), and a monitor. The quality of these components

being closely linked to the potential quality of the VE experience provided.
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1.4 Aims and objectives

The overall aim of this thesis 1s to develop structure and guidance for VE development by

looking at the application and user requirements in conjunction with the technical options

and constraints. This will be done through the identification and examination of the

developer and user i1ssues raised through a number of in depth case studies, the proposal

of VE development strategies, and the evaluation of VEs built using those strategies.

This structure and guidance should help to; improve VE utility, reduce time to build, and

increase the performance of the VE with respect to functionality and usability.

Specifically, the objectives of this thesis are;

1.

To use a case study based approach to establish the issues that are most relevant to the
VE developer.

To use the methods and techniques learned from these case studies to define models
for the various aspects of VE development, such that the process can be more easily

understood and thus improved.

. To review the existing Virtual Environment Development Structure (VEDS) through

its application during VE development case studies.
To use the results of this review, together with the models previously developed, as a
basis for the formulation of new sections to be added to the structure for the

development of VEs.

. To identity parts of the VE development process where extra guidance is required in

order to avoid VE design problems.

To create exemplar VE development guidance tools to help with specific aspects of

the VE development process.

This work will involve;

Chapter | Introduction

Descrnibing the technical limitations and trade-ofls involved in VE development.

Examining the users’ experience in a VE and the issue of VE usability (as against VR

system usability), and relating this to the VE development process.
Defiming a VE development structure.
[llustrating the need for guidance through case studies.

Producing guidance for the VE builder that enables them to get more from the VR

system, minimising the technical limitations and maximising the user's experience.




Within these objectives, questions addressed by this thesis are;
e How can VE development efficiency be improved?
¢ What are the requirements for successtul VE development?

e How should the components of VEs be categorised?

e What 1s the sequence of VE development (what activities are involved)?

e How can a VE be developed to match the expected users’ requirements?

e How can a VE be developed to achieve its purpose (match the client’s requirements)?
e What should be included in a VE (and what can be left out)?

¢ What type of tasks can be effectively modelled in VR?

e Do VE developers need guidance?

e What form should VE development guidance take (e.g. rules, hints, ideas, concepts)?
e How realistic should elements in a VE look?

e How realistically should a VE behave?

e How closely should the users’ actions in a VE match the equivalent actions in the real

world (what metaphors should be used)?

e What facilities should be provided outside or on top of the 3D display (e.g. buttons,

text boxes etc.)?

Chapter 1 Introduction ]




Chapter 2 A Review of VE Development Issues

2.1 Introduction

The first part of this chapter is an overview of the chronology of VE/VR evolution with
particular emphasis on the issues of this thesis, namely structured VE development.
usability and functionality. Later in the chapter, topics emerging from the chronological

review will be discussed in more depth along with other i1ssues from the literature.

2.2 Time line of VE/VR evolution

The first publication in which an author theorises about the concept of a computer-
generated environment was [van Sutherland’s ‘The Ultimate display’. He suggested that
in the future 1t would be possible for a computer interface to simulate an artificial space
in which the user’s position and movements could be tracked (Sutherland, 1965).
EUROGRAPHICS, the European Association for Computer Graphics, was formally
constituted in spring 1980, and therr first international conference was held in Geneva
that September. The first time the general public was exposed to VR was in 1982 with
the release of the movie “Tron’. It was a sort of adventure 1in cyberspace (a word not 1n
use at the time) in which a man gets trapped 1n a 3D computer game. The first 3D wire-
frame computer games (such as Battlezone) had appeared in amusement arcades about a
year earlier. In 1983 Myron Kreuger’s book Artificial Reality’ was published (Krueger,
1983), in which he made serious proposals as to how the technology could be developed
and implemented. 1984 saw William Gibson’s work of sci-fi fiction, ‘Neuromancer’, in
which he coined the term cyberspace (Gibson, 1984). In 1989 Jaron Lanier gave
interviews to the New York Times and other publications, using the term Virtual Reality
for the first time. The beginning of the 90s saw PCs becoming powertul enough to
render simple 3D environments in real time. There was now the potential for the
development of interactive VEs on desktop PCs, and Dimension International (later to
become Superscape) exploited this potential with the release of their Virtual Reality
Toolkit in 1991. The first Virtual Reality International Symposium (VRAIS) was held 1n

Seattle in September 1993.

Chapter 2 4 Review of VE Development Issues
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The first serious attempt to tackle VE usability and structured design guidance to achieve
this came about in 1994 when a *Workshop on the challenges of 3D Interaction’ was held
(Herndon et al., 1994). Discussions were held on the following topics:

— Application space

— Fundamentals of 3D interaction

— Psychology (perception, and evaluation of user interfaces)

— Conceptual design (user interface design)

— Current state of the art in 3D user interface research

— Non-traditional interfaces

Many 1deas were put forward, few conclusions were reached, but for the first time
questions were asked that would instigate the appropriate research. Recognising the need
to give structure and definition 1n order to increase understanding of the VE development
process, the group with which the present author is associated at the University of

Nottingham published the first version of their ‘framework for the development of VEs’
in 1996 (Wilson, Cobb, D'Cruz, & Eastgate, 1996).

Dissatisfaction with the term ‘Virtual Reality’ had been building up for some time within
the VE/VR community. It was a term that promised more than the technology could
deliver and distracted from the technology’s more practical and achievable applications.
John Wann summed it up well in 1996 when he said ‘Virtual Reality is an oxymoron that
is misleading and unnecessary’ (Wann & Mon-Wilhams, 1996). This was backed up the
following year by Davis when he said ‘The construction of virtual environments is best

seen as the construction of meaningful forms and experiences rather than as replication

of the real world’ (Davis & Athoussaki, 1997).

In 1997 the EPSRC started funding the INQUISITIVE (INcreasing Quality of User
Interfaces for Strategic Interactive Tasks In Virtual Environments) research project. The
collaboration between the Computer Science Department at the University of York and
the Rutherford Appleton Laboratory was set up to look at the design of user interfaces for
virtual environments, particularly in the domains of traiming and simulation. The group
are working towards the development of an interaction toolkit that will allow portability

and consistency across different platforms. Initially this toolkit will be developed for use

with the dVise and Maverick systems (Boyd & Sastry. 1999).

Chapter 2 4 Review of }'E Development Issues 9
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The first published attempt to give guidance to the VE development process came in 1997
with the publication of the ‘Taxonomy of usability characteristics in Virtual
Environments’ (Gabbard & Hix, 1997). At nearly 200 pages this covered the topics n
some depth, but still required developers to go in search of other sources to find the
specific usability guidance suggested. In the following year Kulwinder Kaur published
her doctoral thesis in which she presented her more self-contained but less comprehensive

‘Design advice tool for presenting usability guidance to VE designers’ (Kaur, 1998).

In December 1998 a workshop was held at De Montfort University in Leicester, UK, with
the title “The First International Workshop on Usability Evaluation for Virtual
Environments™ (abbreviated to UEVE’98) (Tromp & Fraser, 1998). This workshop
targeted VE user studies such as VE interaction, navigation, social interaction, presence,
general utility, and methods to perform VE user studies such as controlled experiments,

user observation, user reports, interface inspection, and design guidance.

In September 1999, the University of York hosted a workshop entitled “ User Centred
Design and the Implementation of Virtual Environments”. The aim of this workshop was
to provide a forum for discussing the development of VE solutions that are appropriate to

users’ tasks and requirements. The presentations covered the areas of modelling and
design of virtual environments, toolkit design for effective interaction, and problems and

1Issues involved in moving from virtual environment design to implementation.

Gabbard (1999) highlighted the continuing VE design problems by asserting that ‘The
vast majority of VE research and design effort has gone into the development of visual

quality and rendering efficiency. As a result, many visually compelling VEs are difficult

to use and thus unproductive.’ - and that - ‘Very few experts exist in user interaction
design and evaluation of VEs.’ (page 51). Two years later and the problems still persist
according to Fencott (In preparation) in which he states ‘Our understanding of VR as a
communications medium is not as well developed as the technologies of VR themselves.
Thus our ability to construct effective, user centred VEs is still very much reliant on
individual knowledge coupled with prototyping and incremental development. The

problem with such knowledge is that it is not generic and does not easily allow us to

apply it to other applications areas ... .
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2.3 Formalised design process - Approaches to VE design as a

whole

Over the last decade there has been much research into the development of toolkits to
facilitate the construction of VEs (e.g. DIVE, AVIARY (Snowden, West, & Howard,
1993), MASSIVE (Greenhalgh, 1997), SVE (Kessler, Bowman, & Hodges, 2000)) but
little research mnto how best to use these toolkits to build VEs that are usable, and even
less into how to implement the functionality required to give VEs the required utility.
Much research has been carried out to find low level solutions to VR system problems
(such as techniques to reduce VR system latency (Reddy, 1997)), and some research has
been done at the top level, looking at how the components of the VE should be brought
together to form a coherent virtual experience, e.g. (Tromp & Fraser, 1998), (Fencott, In
preparation). Low level research which could have great significance to VE developers
and VE usability 1s in the area of providing cross platform toolkits for the construction of
VEs (such as Boyd et al (1999)). This would allow VE developers to develop
applications with a consistent user interface regardless of the operating system, a facility
already available to those building 2D WIMP (widows, icons, mice and pointers) based

applications.

2.3.1 Categorisations and Frameworks

In a book chapter investigating the ways in which the user cognitively interacts with a
VE, Wickens (1995) suggests that partitioning VE systems into components gives the
designer more flexibility to configure a VE 1n a way that 1s most appropriate for its use.
This could allow designers to minimise time spent on less important components or omit
them altogether. He also finds that full fidelity 1s unnecessary and costly (in terms ot the
consequences of rendering at full fidelity on system performance) and that an analysis ot

the tasks performed by the user can lead to a decision as to which features need to be

modelled in the VE.

Ferwerda et al in Herndon (1994) concluded that the characteristics that 3D user
interfaces must have to exploit the perceptual and reasoning skills of users fall into five
categories: functional fidelity (as against full fidelity. 1.e. sufficient information should be

provided by the VE for user interaction to be successful), responsiveness (reduction of

lag), affordances (clues about how to interact with the VE), appeal to mental
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representations (making systems modelled within the VE appear and function in a way
that 1s familiar to the user), and multiple/integrated input and output modalities (using

more than just the visual channel for communication).

From their experience of developing VEs for industry, medicine and education, Wilson et
al (1996) published the first version of their ‘structured framework for building and
testing virtual environments’. This framework attempts to give structure to the entire VE
development process, from establishing the domain requirements through to evaluating
the finished VE application(s). This framework has subsequently undergone further
iterative development (D'Cruz, 1999; Wilson, 1997; Wilson, Eastgate, & D'Cruz, 2001)
and 1s now reterred to as VEDS, the Virtual Environment Development Structure. The
developments that have taken place have added detail to the framework; for example the
section on evaluation has been significantly expanded. The section covering VE building
has yet to be expanded to give the detail required to inform that part of the VE
development process. One of the aims if this thesis is the expansion of this section to
show how the activities of 3D modelling, world assembly and programming functionality

can be best applied to give the resulting VEs utility and usability.

Gabbard et al (Gabbard & Hix, 1997) have developed a framework that provides usability
design guidelines to aid VE developers 1n specific situations. This work attempts to bring
together the vast existing usability research in human computer interaction generally, and
apply 1t to VE design, whilst recognising that issues such as presence and realism are
extra factors when designing for VR/VE. Gabbard et al ofter 195 guidelines on VE
design 1ssues such as locomotion, object selection and manipulation, user goals, fidelity
of imagery, VE context, the use of metaphors, the use of agents (computer controlled
characters), as well as offering guidance on the physical aspects of the VR system. As
mentioned during the chronological review earlier in this chapter, in order to apply the
guldelines appropriately Gabbard et al suggest that VE designers should follow the
reference citations included in the framework to the literature source to find a fuller
coverage of the specific issues. This may not be easy to do when one 1s part way through
developing a VE. Further, multiple suggestions are often made, with the VE developer
left to decide which advice 1s most suitable. As such these guidelines might be more

appropriately used for finding solutions to problems arising during an evaluation stage of

a VEs development.
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In 1998 Kaur concluded ‘There are no comprehensive methods or guidelines for
considering user issues’ (Kaur, 1998). Kaur went someway towards improving this
situation by developing a set of 46 guidelines in the form of ‘design properties’ that used
a checklist approach to predict VE usability problems and suggest generic solutions.
These design properties covered interaction in VEs, specifically the areas of the user task,
spatial layout, viewpoint and user representation, objects, system initiated behaviour,
actions and action feedback. A hypertext design tool was developed incorporating 12 of
the guidelines and in a limited evaluation it showed good results in aiding object design
and the incorporation of cues. She concluded that more work was needed to give
guidance on the implementation of appropnate feedback. Taken individually, each of the
guldelines 1s well researched and gives good advice about what cues are required in order
to allow the user to understand and interact with a VE. However, the tool as it stands i1s
very limited and 1if it were extended to include all aspects of VE development 1t could
become unwieldy and difficult to use. This may be alleviated by a more rigorous use of
the capabilities of the hypertext system giving more cross-referencing, none of which is
incorporated in the current version. Also the tool has no flow between the various
sections and therefore does not guide the VE developer through the process. This leads
the present author to the conclusion that, as with the Gabbard and Hix Taxonomy
(Gabbard & Hix, 1997) this tool could also be more suitably used during the evaluation
stage of VE development.

In discussions at the First International Workshop on Usability Evaluation for Virtual

Environments (UEVE’98) (Kaur Deol, Steed, Hand, Istance, & Tromp, 2000), several

insightful observations were made.

e The (VE) design process needs to be understood betore proposing guidance.

¢ (Guidance would need to be quick and flexible to apply, and informal to complement
design practice.

e The reasons for the importance of applying the guidance should be included to
provide motivation to designers.

e Current successful games and VEs could be investigated to accumulate (VE

development) techniques.
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e Standards for VEs would reduce the learning needed to use a VE and allow users to

immediately recognise teatures, but could be restrictive on design and result in less

interesting VEs.
e User centred design should be encouraged.

o Usetulness and relevance of a VE application to an organisation should not be
overlooked.
[t 1s the present author’s opinion that the need to understand the VE design process, and
broader than that the entire VE development process, is the largest obstacle to the
efficient creation of successful VEs. Much of the research documented in this chapter has
looked mnto specific aspects of VE design, but with the exception of Wilson et al (Wilson
et al., 1996) (Wilson et al., 2001) none have looked at the VE development process as a
whole. If it 1s to be comprehensive 1t 1s hard to see how the guidance required can be
made to be quick to apply, flexible and informal, although it is easy to see that these
attributes are necessary for the guidance to be useful mn a practical situation. Including
the reasons for the importance of applying the guidance would tend to make the guidance
more cumbersome 1n use. As in other domains where the results of design processes are
released into the public domain (such as the car industry), VE developers already review
each other’s work and incorporate ‘good ideas’ nto their own VEs. As many VE
developers are also interested in 3D computer games they often borrow ideas from the
games sector as well. However if VE designers do not understand the processes that lead
to the efficient development of successful VEs they may be borrowing the wrong ideas
and techniques (such as ones that are suited to a different user population, or ones that
look ‘cool’ but have little practical value). Saying that ‘the usefulness and relevance of a
VE should not be overlooked’ may be understating the case. Making a usable
environment is only part of the story, a VE must be able to deliver at least some of the
features laid down in the VE specification in order to be usetul. A user centred design

approach can be a powerful way of ensuring that a VE 1s both usable by, and has utility
for, its intended user population (Neale, Cobb, & Wilson, 2000) (Cobb, Neale, Crosier, &

Wilson, 2000).

The guidance tools that do exist for usability seemed to be concentrated on attordances

and cues, with little discussion of the provision of feedback or broader 1ssues such as

navigation. The use of natural cues, language, symbolic signs (€.g. no entry).
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highlighting, ammations (e.g. to demonstrate actions), or using agents (e.g. to show the
user around) were 1deas suggested during discussions at UEVE’98. Against these
suggestions the naturalness of the VE should be maintained and a balance should be
reached between level ot detail and runtime performance. When discussing traditional
HCI guidelines, 1t was concluded that whilst some were relevant they needed adapting
before they could be applied to VEs (e.g. because they don’t take into account the VE

requirement of maintaining naturalness).

Smith (2000) observed that one problem confronting VE designers is that the object
geometry 1s designed and built before the object behaviour is considered. This results in
many of the objects being built with too much or too little detail for the intended
functionality, leading to time consuming remodelling of objects. He suggests that this is
the result ot the bottom up, technology led approach used to develop VEs, and that a top
down solution would be more appropriate. His approach was to draw up a tree diagram
showing a task based structural decomposition of objects, allowing a more comprehensive

understanding of the i1ssues to be tackled, before any geometry modelling takes place.

In recent work, 1deas from the computer games sector have been combined with theories
from the field of media studies to develop a Perceptual Opportunities (PO) model to help
guide the overall design of VEs (Fencott, In preparation). This model categorises VE
features into sureties, surprises and shocks. Sureties are features one would expect to find
in a specific environmental context, such as furniture or trees. Surprises are unexpected
features that are plausible and/or beneficial. Shocks are unexpected features that do not
benefit the VE but rather draw attention to the mitations of the implementation of the
technology and lead to a decrease in presence (e.g. rendering problems). Surprises are
further divided into three categories; attractors, connectors and retainers. Attractors are
features that encourage the user towards areas of interest, such as an animated object that
can be seen from a distance. Connectors enable the user to follow a course between
attractors and take the form of axes (paths), choice points (junctions) and deflectors
(designed to inhibit certain activities). Retainers are major points of interaction designed

to deliver specific objectives of the VE (the nature of which will be defined by the

purpose of the VE). During the VE design process a perceptual map of these surprises
can be drawn up that connects the various attractors, connectors and retainers to form a

coherent virtual experience. The actual VE can then be developed from this map. Whilst
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the present author considers some of the ideas to be flawed (for example, some
connectors are not going to be surprises) it can be seen that the use of this method could
lead to the creation of VEs where the activities are more integrated and coherent. It does

not, however, deal with the detail design of the activities themselves.

2.3.2 User-centred and participatory design of VEs

User-centred design employs the users during the testing or evaluation phase of the
development process, whereas in participatory design the users play the role of design
partners (Crosier, 2000). In VE development the process adopted is often half way
between user-centred and participatory with the users being involved at some level
throughout. In her work using a user-centred design approach for the development of a
Virtual City to teach lite skills to children and adults with learning disabilities, Neale
(1998) observed that “by involving users from the first stages of product development,
user abilities became apparent early on and usability difficulties were minimised’ (page
110). This should be equally true outside the special needs sector as there can be
significant individual differences within a VE user population especially with respect to
spatial abilities (Istance & Hand, 1998). When developing a VE science teaching
application for mainstream education, Crosier (2000) concluded that an iterative user-
centred design methodology is a suitable method for creating useful VEs that can be
successfully integrated into schools. Outside the education sector Gabbard et al (1999)
successfully employed user-centred design techniques in the development of a real-time
battlefield visualisation VE, concluding that the methodology had a major impact in
developing a VE to be both visually compelling and usetul for solving real world

problems.

2.3.3 Functionality

There is some reference in the literature as to the importance of using appropriate
functionality in VEs, for example, in order to exploit real world experience (Gabbard &
Hix, 1997), (Mason, 1996) but little on how to implement 1it. Kaur (1998) advocates a
need for (VR development) toolkits with better facilities for modelling complex
behaviours and suggests that it should be easier to comprehend functionality na VE
(than in a GUI), as it will be more naturalistic and less symbolic. This may be true if it 1s
possible to model the functionality in a comprehensible way, given that the functionality

being modelled may not be easy to understand in the real world. Object manipulation in
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VEs is a subject often researched and there have been a number of publications
suggesting methods of implementation (e.g. (Poupyrev. Weghorst, Billinghurst, &
[chikawa, 1998) and (Mine, Brooks, & Sequin, 1997)), but this research invariably
concentrates on methods by which the user can use the input device(s) to directly interact
with virtual objects, picking them up, carrying them, and placing them for example.
Other work has been carried out developing real time algorithms for constraint-based
modelling ot collisions between 3D objects (e.g. (Fernando, Fa, Dew, & Munlin, 1995)
and (Fernando, Murray, Tan, & Wimalaratne, 1999)). Very little research has been done
into the higher-level development required to implement functionality within a VR toolkit
(such as Superscape or World Toolkit), with a view to modelling the manipulation of
virtual objects using semi or fully autonomous processes such as virtual cranes or robots.
The 1ssues involved are ones of compromising between the programming demands of the
functionality itself and the rendering demands of visually representing the VE including
the functionality in real time using the available computing platform (Eastgate & Wilson,
1994). Eastgate et al used the examples of conveyer belts, forklift trucks and cranes to
show how a level of functionality can be implemented. As well as trade-ofls between
functionality and visual detail, specific 1ssues encountered were;

e Modelling of physical properties

e (Object boundaries and collisions

e Choosing between simulation and representation

e (Object hierarchies

e Modelling large numbers of dynamic objects

e Modelling interactions with, and between autonomous and/or semi-autonomous

ProcCcsscs

e Movement of objects over non-planar surfaces

This implementation of functionality was explored again in Eastgate (1997) and Wilson
(2001).

2.3.4 Relevant research from other disciplines

From the field of usability engineering, Nielson (1993) describes usability as having the

characteristics of being easy to learn, efficient to use, easy to remember. causing few
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errors, and subjectively pleasing. Whilst Preece (1994), describes usability as having a
number of factors including the interface, tasks and hardware, the needs, capabilities and

characteristics of the user, and the context within which a system is used. These

definitions of usability can be applied to VEs. However, despite the fact that there is
much design process guidance for human-machine system or human-computer
interaction, (e.g. (Newman & Lamming, 1995), (Sanders & McCormick, 1993).
(Sutchtte, 1995), (Wickens, Gordan, & Liu, 1998)) it has been frequently observed that
this guidance needs to be adapted before it can be applied to VEs (e.g. (Gabbard et al.,
1999), Isaacs in (Herndon et al., 1994), (Kaur Deol et al., 2000), (Wilson et al., 2001)).
As Gabbard states, “limitations and incompatibilities between GUIs and VEs may render
these methods inapplicable at best”. Further, the guidelines and models within the
human factors and “conventional” HCI communities have been criticised for being not
always useful or usable by designers, engineers or even ergonomists (Wilson et al., 2001).
Schaat Jr. (1998), as well as pointing out the differences between techniques required to
evaluate VEs and those used in other disciplines, goes further by arguing that there is a
need to make distinctions between various VEs themselves. For example transference is
of prime mmportance in a VE used for traimning but 1s of little importance in a VE used for
data analysis. These differences between VEs may well extend to usability for example,

where one VE consists primarily of navigational activities but another has mostly object

Interaction.

[t is hard to draw upon any similar development guidance in simulation design because
the range of technologies that fall within the definition of simulation 1s so diverse. At one
extreme are the flight (and similar) simulators, where the actual controls of the system are
physically built into the simulator as a ‘mock-up’, the experience 1s more real than any
VR system and the usability issues are the same or very similar to those for the real
system being modelled. At the other extreme are modelling systems that are command
line driven with text output, where no attempt at sensory realism 1s made. VEs have
sufficiently different attributes and purpose for their own structured development
framework and associated guidelines to be needed. Specifically these attributes are the
generic nature of the input and output devices (not designed specifically for an
application as they would be, for example, for a flight simulator). and the naturalistic, 3D.
interactive nature of the VE database itself. The purposes for which VEs are developed

are much broader than the training or system testing that simulators are usually used for.
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Of course there 1s sigmficant overlap between VR and simulator technologies, both in
terms of technology and applhcation. In fact the development of VR technology has made
personal simulators practical and affordable for everyday use (Ellis, 1995). Non-
graphical simulators can have a VR capability added to make the user interface more
naturalistic, or to give it a ‘man-in-the-loop’ capability (e.g. (Eyles, 1991)). but many of
these systems just have a graphical display of the simulation without giving any facility
for naturalistic interaction (Ellis, 1995). Alternatively, VR/VE technology can be used to

replace the expensive hardware interface of a ‘mock-up’ type simulator (e.g. (Wirth,

Sokolewicz, Bohm, & John, 1995)).

From the field of computer games an initiative has been started to develop a set of Formal
Abstract Design Tools (FADT) (Church, 1999), to give structure to the user’s experience
of a game. These tools attempt to group features of games into categories such as (user)
intention, perceivable consequence, and story. By building up this terminology, also
known as the Game Design Lexicon, 1t 1s hoped to facilitate collaborative design and
analysis, leading to better games and more satisfied users. Church has set up a forum on
the www.gamasutra.com website where game designers can suggest terms for the lexicon
and discuss them with other games designers. He hopes that ultimately, the currently
typical criticism and discussion of games (such as whether a game 1s ‘fun’) can be

replaced by more precise and effective communication.
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2.4 Navigation

User problems when navigating in VEs were summed up by Ruddle (1998) as being
users’ lack of knowledge of their position, their orientation and a VE’s structure, and a
general lack of famiharity with using VEs. As a result of an experimental study looking
into the use of a virtual compass as a navigational aid, he concluded that desktop VR may
cause specific navigation problems due to the fact that the user does not physically turn
their body when they change direction in a desktop VE (as they would in the real world,
in an HMD or 1n a cave). Of the 4 user problems 1dentified by Ruddle, the first three are
factors in navigating in the real world (replace the phrase ‘a VE’s structure’ with one
appropriate for the real world such as ‘the environment’s structure’). His terminology for
the fourth user problem he 1dentified, ‘the lack of famiharity with using VEs’ does not go
far enough to describe all the problems users have with the hardware input devices, the
various metaphors used to translate manipulation ot the mput devices into actual
movement within the VE, the narrow field of view provided by most display devices
(caves and reality theatres excepted), the monoscopic nature of most display devices
(stereo HMDs excepted), the low level visual fidelity provided by most VR systems, and
the lack of other sensory feedback (e.g. 3D audio).

Darken and Sibert (1996) compared different types of VE with varying levels ot
superimposed grids and maps to find out what effect this had on way-finding behaviour

(purposeful, oriented movement during navigation). Whilst concluding that more work
needed to be done they found that in general devices as simple as reterence points

improve navigation. In later work they recommend that VEs should be given an explicit
structure, dividing the world into small distinct parts, to allow the user to mentally
organise the environment (R. P. Darken & W. P. Banker, 1998). Other research looking
into the use of maps as VE navigation devices to ‘speed up the process of spatial
knowledge acquisition” was carried out by Istance (1998), who argued that more attention

should be paid to the individual characteristics of users with respect to their navigational

abilities.

[n their journal paper of 1998, Waller et al (1998) document a series of experiments
comparing VEs with 2D maps as methods of transferring spatial knowledge. Whilst their

results were not conclusive, their research went some way towards conceptualising VE
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navigation by dividing it up into interface (input and output devices) fidelity and
environmental (the VE itself) fidelity. This emphasis on fidelity as against usability
reflects the fact that they were interested in the use of VEs as a direct replacement for a
real environment without using the capabilities of VR technology to enhance

environments to improve usability (such as adding extra cues to aid navigation or

Interaction).

Neale et al (2000) suggest a number of ways in which the design of the VE can be
adapted to aid navigation especially for users with (real world) disabilities. These
methods mclude adding more cues such as arrows and signs to indicate the direction to go
to reach a specific target, and changing the layout of a VE to make reaching the target
easier, €.g. by increasing the size of corridors and doorways. These techniques have

advantages for VE developers 1n that they will not significantly increase the development

time of a VE 1n the way that providing a compass and/or maps could.

The methods of aiding navigation can be summarised mto three groups; providing a
compass and/or some form of map of a VE, providing better cues as to the location of
features within a VE, and changing the structure or geometry of a VE to aid navigation.
Each of these methods has its merits but their appropriate use will depend on the nature,
size and complexity of the VE and the characteristics of the user population. Further

conceptualising navigation in VEs could increase understanding ot the subject and lead to

more structured approaches to its implementation.

[-J
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2.5 Interface tools/metaphors

In the mtroduction to his paper reporting on the Workshop on the Challenges of 3D
Interaction, Herndon stated that ‘The most effective ways for humans to interact with
synthetic 3D environments are still not clear’ (Herndon et al., 1994). Later in the same
report, In a section on the fundamentals of 3D interaction, Mackinlay and Kettner (1994)
write that ‘The interaction techniques used in today’s 3D graphics applications to
manipulate synthetic objects and navigate through synthetic worlds are generally ad hoc
implementations of task dependant designs. Little work has been done to unify the wide
variety of techniques into a universally applicable set. There is, however, a feeling that a
general set of 3D interaction techniques will eventually emerge’. On the other hand,
[saacs et al (1994), in a section on user interface design in the same paper. contend that
user interfaces to 3D graphics applications must be tailored to suit their particular user
communities (architects, surgeons, designers etc, also novice or expert user of 3D
graphics iterfaces). On the subject of metaphors, Mackinlay and Kettner write that
‘Metaphors are something of a mixed blessing, however. For instance, if a particular
metaphor is interpreted literally by users, they may expect that their real world
knowledge of that thing will transfer into the synthetic world and that the interface will

thus require little learning. In all likelihood however, it will not transfer in full, since

metaphors are rarely implemented completely’ (page 3).

In 1995, in the introduction to their book ‘Virtual Environments and Advanced Interface
Design’, Barfield and Furness write about the attributes of an ideal medium, then go on to
look at the shortfalls in the current (non-VR) interfaces and how VEs can reduce but not
eliminate these shortfalls (Barfield & Furness 111, 1995). The limited field of view of the
displays, the methods of manipulation with the current input devices, and limited use of
3D visual, acoustic and tactile displays are the main shortfalls highlighted. They suggest
that these reduce the bandwidth of the flow of information between human and the
machine, limiting the technology’s capabilities as a ‘fool to extend our intellectual reach’.

Finally they list some of the issues that need to be resolved with respect to virtual

interfaces and VEs. These include;

o the “need to develop a theoretical basis for the work done in VEs. and a need to

develop conceptual models to assist the designers of virtual worlds
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o the ‘need to develop a solid understanding of the human factors design implications

of virtual interfaces’.

o the ‘need to develop languages, spatial and state representations, and interactive

heuristics for constructing virtual worlds’

They conclude by stating that there is a ‘need to design more natural and intuitive

interfaces to virtual environments’.

Recently, a significant amount of research has been done in America into developing
interaction techniques and user interface designs for immersive VEs (Bowman, Johnson.
& Hodges, 2001; Bowman, Kruijff, LaViola, & Poupyrev, 2001). This work was more

concerned with ways of using the hardware input and output devices and less concerned

with the design of the VE itself.

In a paper giving an overview of human factors issues in VEs, Stanney stated that
‘Research into the design of new VE metaphors - and, more importantly, guidelines to
develop such metaphors - is needed’ (Stanney, Mourant, & Kennedy, 1998). She goes on
to suggest that the constancies, expectations, and constraints elicited from interactions in
the real world should be designed mmto VE metaphors, and that this would potentially
result in a more intuitive mterface. However the present author is of the opinion that
whilst interactions in the real world may have some constancy, it is the lack of
consistency 1n real world interactions that makes it difficult to design a consistent and
intuitive VE user iterface. These mteractions include those related to navigation (e.g.
walking, jumping, sitting down), grasping and releasing objects, moving objects from one
location to another or reorienting them, applying one object to another (e.g. hammering a
nail), and activating a part of an object (e.g. switching on a piece ot equipment). This list
Is by no means comprehensive and each of these types of interaction requires unique (so

that the actions can be distinguished) metaphors that will also show wide variation in how

closely they match the equivalent real world activity.
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2.6 Discussion of the Literature Review

Many of the problems facing VE developers to date have not been conclusively addressed
by the literature. Apart from the general problems of improving VE usability. particular

problems are in the areas of designing VE functionality (especially interaction metaphors

and feedback), and structuring the VE development process.

A partial solution to these problems can be found in the employment of a user-
centred/participatory design methodology to tailor a VE to the (range of) usability
characteristics of the user population, and to iron out any usability and utility problems
shown up during evaluation. If the presently available, largely retrospective, guidance
could be replaced by more proactive techniques this may significantly shorten

development times by reducing the amount of VE revision required.

There 1s some disagreement 1n the literature about the implementation of interaction

metaphors, with some advocating consistency (e€.g. Mackinlay and Kettner in Herndon

(1994)), others arguing more towards faithful representations of real world interactions
where possible (e.g. Stanney (1998)), and others saying that the metaphors should be
tailored to the needs of the expected user population (e.g. Isaacs et al in Herndon (1994)).
It is the author’s view that interaction metaphors need to be developed that form the best
compromise between these three views, 1.e. matching the equivalent real world
interaction, being easy for the expected user population to carry out with the available
input devices, and maintaining consistency with other VE interaction metaphors 1n the
same VE (at least). The development of these metaphors will have to take mnto account
the sophistication of the /o devices available, the nature of the equivalent real world
interaction, and the aptitude of the user to both the real task and the virtual representation
of that task (including the /o devices of the VR system itself). This discussion about
metaphors can be extended to; whether to use non realistic elements in a VE, whether to
position some of the interface outside the VE (e.g. a hybrid interface with buttons and

icons). what level of realism should be built into a VE and what objects need to be
included in a VE.

The VE development process needs to be given more structure. This can be done by

defining and categorising the components of VE development and fitting them into a
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framework that shows their sequence and the relationship between them. This structure

should take into account the needs of the user as well as the specified purpose of the VE.

Whilst reviewing the literature for this chapter, it came to the notice of the present author

that the multidisciplinary approach required to develop VEs has led to a situation where
there 1s little shared terminology amongst developers and researchers from different
groups. For example, a developer from a computer games development background may
refer to a ‘viewpoint’, whereas a developer from a CAD background may refer to a
‘camera’. As each researcher conceptualises their own understanding of the VE design
process, another set of categorisations and theories, each with their basis in sound but

diftering human factors, computer science and/or multimedia research (etc), and each

with their own set of acronyms, 1s added to a disparate pool of knowledge. In an article in

Games Developer Magazine, Doug Church explains the need for ‘a shared language of
games design’ (Church, 1999). There 1s similarly a need for a shared language amongst
VE developers to enable them to communicate more effectively and thus speed up the
evolution of VE design. However, the present author recognises that a shared language
cannot be implemented overnight, even if all the relevant people agreed on its

desirability.

[t may be that once the issue of VE development structure has been tackled, it will
become possible to develop a form of guidance that can be used proactively, possibly in
conjunction with a user-centred design methodology, to help VE developers develop

useful and usable VEs and increase the efficiency of the VE development process.

IJ
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2.7 How can we give Structure to the Development of VEs?

2.7.1 Interfaces in VR system use

In order to give structure to the VE development process one has first to define the
context within which the VE developer 1s working. Figure 2.1 shows the author’s view of
the relationship between the user and the VR system on both the physical and cognitive
levels. At the bottom we have the VR system platform, which comprises of the hardware
and software necessary to process and render a real time 3D VE. At the top of the

diagram, and conceptually sitting upon the VR platform, is the virtual experience. The

J The virtual experience

Sensors +
effectors

Virtual
environment

. _ |
Cognitive | Physical
interaction | | interaction

S%lft\vrgre Hardware
database

| VR system |
platform

Figure 2.1. Interfaces in VR system use

user is within the virtual experience, and they are experiencing the 3D VE and the sensors
and effectors that allow them to see (hear and feel) and interact with the VE. Physically.
the user only interacts with the hardware sensors and effectors, there is no direct physical
connection between the user and the 3D environment. The VE database is stored in the
memory deep within the system unit. Cognitively however. the user should feel that they

are actually moving through the 3D space and manipulating objects within that space, 1.€.
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that they have presence in the VE. The user will however, be aware that they are doing

this via a synthetic interface, both in terms of the hardware and the sofiware.

2.7.2 The four building blocks of virtual environments

In order to understand how a VE is built it is necessary to understand what the
components of a VE are and how they relate to each other. There are many ways of
describing the contents of a VE. One of the simplest is to say that a VE consists of four
building blocks; topography, objects, behaviours and viewpoints. Here, the term
topography 1s being used to refer to all aspects of the layout of the VE. The objects
within the layout are made up of combinations of shapes, colours and textures. Some of

these objects may have dynamic or transient characteristics, which can be described as

behaviours. Whilst a VE can exist without any viewpoints, these have to be set up so that
a user can experience the VE. These four building blocks are not processed in any fixed
sequence. The specifics of the VE being developed will largely determine the order in
which the work is done, but it is common for the process to involve frequently switching
between object, topography, behaviours and viewpoint creation. It is therefore, in no

particular order that these building blocks are described in the following sections.

VE topography

Generally speaking VEs have naturalistic topographies in which the real world
characteristics of 3D space are reproduced. It is possible in a VE however, to create
unnatural topographies such as ‘portals’ or ‘teleports’ to distant parts of the environment,
or ‘tardis’ type structures, all of which are not currently possible in the real world
(Greenhalgh et al., 2000). The topography of a VE is structured hierarchically (see figure
2.2) such that objects at the top of the hierarchy have a location and orientation relative to
the VE as a whole. Objects lower down the hierarchy have locations and orientations
relative to their parents. This means that if an object moves around the VE, its children
will change location and orientation accordingly as if they are fixed to the parent. The

implementation of the topography is usually the most straightforward of the four building

blocks of VE creation.
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Figure 2.2. A logical model of the hierarchical structure of VE topography

Virtual objects

By referring back to the way these issues were tackled it is possible to start building a
picture of how virtual objects are created. In their simplest form objects have shape, size
and appearance. They may be made up of several child objects in which case they will
have their own internal topography. They may also have behaviours and dynamucs,

which will be covered later in this section. The procedure for the creation ot virtual
objects is shown in figure 2.3. The shapes are created using a 3D modeller. Some VR
toolkits (such as Superscape) have a shape editor built in. For other plattforms an external
3D modeller will be required and the shapes created will have to be imported into the VR
application. At this stage the shapes will consist of a number of flat facets. The number

of facets used to create the shape has implications for the VE. particularly the rendering
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speed (Eastgate & Wilson, 1994).

| _ | Shape _
The simplest way of rendering a - —:}T _ .[—30 modeller ]
| Size l T

shape 1s to give each facet a colour.

More complex visual effects can ‘ Colour S‘l
be achieved by applying textures to — | l
Textures ‘ !
the facets to create visually —— | ,[ Appearance |
¢ L . . {Shading — T
realistic objects. This also has l
implications for the VE similar to v v
Simple object C I bject
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shading across several facets can v |
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realistically, although the geometry R
: : K f
1s still made up of flat facets. ?er;]edceri,g I
Having given the shapes the err;rs ]
required appearance they can now | Finished object l

be assembled, if required, to make Figure 2.3. The procedure for creating a virtual

more complex objects. Earlier object

monitoring of the number of facets

used and the number and resolution of the textures used should help to produce an object
that does not require too much processor power to render. However at this stage it is
prudent to visually check the finished object looking for redundant facets or textures that
are unnecessarily detailed. Different VR platforms have their own techniques for sorting
the object facets for rendering. Some of these techniques are more efficient than others,
all are fallible, and so 1t is important to check objects for rendering errors. These errors
may be due to the way a shape has been constructed (e.g. the order in which the facets

were added), or the way the shapes have been assembled to make an object (e.g. forming

overlaps).
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Object behaviours and dynamics
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Figure 2.4. The choices available to the VE developer when giving objects behaviours
and dynamics

Figure 2.4 shows how an object’s behaviours and dynamics will be derived from its
function and properties. These behaviours and dynamics can be categorised as
interactive, autonomous, linked, or ‘no behaviours’ (these categories will be discussed n
more depth later in this section), and manifest themselves as changes in location,
orientation, size, shape, colour, sound emitted, function or properties. It a behaviour
results in a change in function or properties of an object (e.g. a car runs out of fuel) this
will result in a change in the object’s behaviours and dynamics as represented by the
feedback loop in the diagram. As explained in the previous section, building virtual
objects gives them size, shape and appearance. In the real world, objects also have other
inherent properties such as mass, centre of gravity and coeflicients of restitution. To give
all objects in a VE these and other inherent properties would be very time consuming and
largely unnecessary. It is common for most objects in a VE to have size, shape and
appearance as their only attributes. Other properties will only be assigned to objects
where they are needed. Ina VE it is also possible for an object to have unnatural inherent

properties, such as being invisible, or being enterable whereby objects can enter Or pass

through another object.

As well as inherent properties, objects can also be given function. such as a door that
opens when the handle is turned. These functions will often be in response to user

interactions. but they could also be in response to the behaviours of other objects in the
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VE, or entirely autonomous (e.g. performing a certain function after a pre-determined
amount of time has elapsed). Sometimes the dividing line between object function and
object properties is difficult to define. From the VE developer's viewpoint this is not
important as these properties and functions will need to be programmed in similar ways

and can all be considered under the umbrella terms of behaviours and dynamics.

The behaviours and dynamics of objects can be split into four types. The first group is
interactive behaviours. These can be either direct or indirect, for example, when a light
switch 1s switched from the ‘off” position to ‘on’ position, the interaction with the switch
s direct, but the interaction with the light, which changes its appearance, is indirect. The
second group can be split into transient and continuous autonomous behaviours. An
example of a continuous autonomous behaviour would be a virtual clock. An avatar
performing a sequence of activities would be a transient autonomous behaviour. The
third way i which virtual objects behave 1s in the ways in which they can be linked to
other objects. This can best be explained by example. The windscreen is rigidly fixed to
a car. The wheels on a car are fixed, but have one (rotational) degree of freedom. A
second vehicle attached by a towrope has many more degrees of freedom but s still
linked. The car passengers are enclosed by the car. An automatic garage door 1s not
mechanically linked to the car but its behaviour 1s determined by the position ot the car.
The final category of ‘no behaviours’ is worth mentioning because it means distinctly
different things in the real and virtual worlds. In a VE, an object that has no behaviours
or dynamics assigned to it can hang in a fixed position and at a fixed angle in mid air with

no means of support. In the real world this would be considered to be extremely strange

behaviour.

There are many forms of object behaviour. They can change their location (or speed),

orientation, shape, size or their colour (or texture). They can also change their function or
properties (for example a door can become locked), in which case their behaviour and

dynamics could take on a completely different type and form.
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Viewpoints and navigation

A viewpoint onto a VE can either be attached to an object (such as a human form) or not

attached to an object and therefore free to view the VE from any point and at any angle

(see figure 2.5). Viewpoints can also be egocentric, i.e. looking from within an object. or
exocentric, 1.e. looking from a point not within an object. An exocentric viewpoint can
still be attached to an object such that it moves with it, but views the world from a point
not inside that object. Thus an exocentric viewpoint could be set up that tracks a moving
object whilst viewing it from above (a birds-eye view). Alternatively an exocentric
viewpomt can be set up that i1sn’t attached to any object and can therefore have total
freedom of movement, with the ability to pass through (non-enterable) solid objects such
as walls. This type of viewpoint is sometimes referred to as ‘ghost mode’. However.
both attached and unattached viewpoints can be constrained by the number of degrees of
freedom (DOF) they have. Any viewpoint can have DOF ranging from none, where the
viewpoint 1s completely fixed, up to six (three angular and three linear. see figure 4.5).
which allows the viewpoint complete freedom of movement. It is common for unattached
viewpoints to have six DOF, or five where the facility to roll is removed as this can be
confusing for users and is of limited use. The DOF of an attached viewpoint is the
combined total of the DOF of movement of the object and the DOF of the attachment of
the viewpoint to that object. For example the DOF of a railway train object on a straight
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Figure 2.5. Types of viewpoint and their freedom of movement

track is limited to forward and backward (z-axis) movement. The attachment of the

viewpoint to the train could in addition allow rotation about the vertical (y) axis (so that
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the user can look at objects to the side of the track). The total DOF available to the

viewpoint 1s therefore two, linear z-axis and rotational y-axis.

For a viewpoint to remain egocentric it must constrain the user to viewing the world in a

way defined by the type of object that the viewpoint is attached to. The DOF of the object

will be the result of setting up its behaviours as discussed in the previous section.
Depending on the programming of the object, this may result in the constraint of the
methods of movement and navigation available to those that would be possible by that

type of object in the real world. For the viewpoint to remain egocentric, no linear DOF of

attachment should be set up, as this would allow the viewpoint to move to a position

outside the object. Angular DOF of attachment however, will not result in the viewpoint

becoming exocentric (provided that the centre of rotation is correctly configured), but

they may not be consistent with the behaviour of that type of object.

2.7.3 The VE experience

The tour building blocks of virtual environments describe the contents of a VE but they

do not explain how the user fits in. The section on interfaces in VR system use (figure

2.1) showed that the user interacts physically with the hard ware user interface, but
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Figure 2.6. The user’s VE experience
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cognitively with the VE itself. In order to better develop VEs that are usable we need to

look in more detail at the cognitive user interface and the way in which a user experiences
a VE (figure 2.6).

Every user of a VE will be an individual with their own aptitude for the tasks and their
own objectives. These characteristics will determine what activities a user performs, or
attempts to perform in the VE, and the success of these activities may lead to the user's
objectives being met. The VE developer however, does not work for the user. but rather
for a client. This client may in fact be the user, but often the client will be the user’s
employer, or have some other relationship with the user. The client may have overall
objectives for the VE, which differ from some, or all of the users’ objectives. The job of
the VE developer 1s to ensure that the client’s overall objectives are met, but this can only
be done by being mindful of the potential users’ characteristics. The user’s objectives
will be met, firstly if the required facilities have been programmed into the VE, and
secondly 1f the user’s motivation and aptitude are strong enough to enable them to employ

the correct methods to perform the required activities within the VE.

The user’s aptitude for the tasks will partly be influenced by their relevant experiences in
the real world and in VEs. This aptitude will affect the decisions made by the user when
using the VE, which, in turn will determine the methods used to carry out the activities
within the VE. However the user will only carry out activities where they are motivated
to do so, and some of this motivation will come from the objectives they had when they

entered the VE. The activities performed will largely consist of exploring and carrying

out tasks, which the user does via the user mterface.

The user interface will afford some visual and audio cues as to what might be possible in
the VE. These cues will influence the decisions made by the user, some of which may be
the result of guesswork based on previous experience as well as the cues provided. More
fundamentally the user interface determines what means are available tor the user to carry

out the activities. These means commonly include observation. navigation and

Interaction.

The motivation to perform activities in the VE mayv be enhanced by the nature of the VE

itself, giving the user excitement and pleasure and keeping them interested in the content
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of the VE. As the user acquires experiences within the VE, these will help to increase

their aptitude for the tasks and improve their subsequent decision making.

To summarise this from the developer’s point of view; as well as understanding the
reason for building the VE, the developer has to be aware of the characteristics of the
expected user population. These characteristics include the users’ previous relevant
experience, their aptitude for the technology and the task, and their own personal
objectives when using the system. Based on this understanding, enough stimulation. 1n
the form of information, and opportunities for interaction, has to be provided to motivate

the user to perform activities in the VE 1n order for the objectives of the VE to be met.

S
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Chapter 3 The Application of VE Design Ideas

3.1 Introduction

In this chapter four case studies are presented. They are chosen from work carried out
between 1992 and 1996, where the author was the principal developer. During the
development of these VEs an attempt was made to increase understanding of the VE
development 1ssues. This involved the application of the models developed in the
previous chapter, the further categorisation of VE development issues arising, and the
development of new models representing VE development processes. This formalisation

of the VE development process could then be used to develop new approaches to VE

design. A summary of the case studies can be found 1n table 3.1.

name ing bodies
Virtual Rapid
study 1 | prototyping | Prototyping | and testing facility

Research
Grour
Case The virtual
study 2 | factory
Case A virtual NCR
study 3 | ATM
interface, hybrid

EPSRC,
Case PC network | EPSRC
study 4
display

HSE

card
replacement

Table 3.1. A summary of the case studies examined during the exploration of

development 1ssues

Description of Main design issues
application

Interactive 3D design | Import/export of
other file formats,

object manmipulation,
user mterface

Context. cues and
feedback, mput

devices, navigation,
object manipulation,
rendering speed

Exemplar VE used to
demonstrate the
possibilities atforded
by VE technology to
industrial users. Was
also used to research
the potential side
effects of using VR
technology

Training basic
maintenance tasks on
an ATM or cash-point

Context, cues and
feedback,
development time,

focus vs. distraction,
object manipulation,
realism, rendering
speed
Context. cues and
feedback,
development time,
focus vs. distraction.
input devices, object
manipulation, user

Traming a user to
replace a PC network
card
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3.2 Case Study One: Virtual Prototyping

3.2.1 Introduction

A close relationship between the Rapid Prototyping Research Group (RPRG) and
VIRART at the University of Nottingham, gave us an opportunity to explore the
feasibility and potential value of combining these two emerging technologies (Gibson.
Brown, Cobb, & Eastgate, 1993; Wilson et al., 1995). Two main advantages of
combining VR and Rapid Prototyping (RP) were anticipated. First, is the ability to
interact with a virtual prototype in a way not afforded by a CAD model. The way a
component behaves 1s a fundamental characteristic, and to be able to test this behaviour at
the 3D model stage could shorten the design process. Secondly, is the ability to view and

test a virtual prototype in an appropriate context. This could allow the designer to see

whether a component fits physically, functionally and aesthetically with the rest of the

system for which 1t 1s being designed.

It was apparent that, at that time (1992), VR technology was not capable of fulfilling a
wide range of RP needs and by working with RP experts we first needed to establish what
aspects of RP could be enhanced with the use of VR. We then needed to choose
particular applications that could act as good mitial feasibility studies. Assuming that the
applications chosen would include some kind of real time design changes to a prototype,
we would also need to develop a suitable tool to do this within the VE, or more

specifically, within the Superscape Visualiser.

3.2.2 Choosing the applications

The first product chosen was a water thermostat housing from a car engine. This was
chosen mainly for its familiarity as it had been used by the RPRG as the subject for many
experiments in the past (Dickens, Cobb, Gibson, & Pridham, 1993). The real product
would be conventionally made from a casting in one piece. The virtual model was built
up from five shapes, grouped together, and given facet lighting to add depth to 1its
appearance. The major need identified was for some sort of tool that allowed the model
to be reformed rapidly. in (almost) real time, from its surface representation. thus

providing a range of designs for assessment. These designs could potentially be assessed
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for functionality, ease of maintenance, economy of material use, manufacturing and so

OIl.

T'he second product chosen was the front panel of a personal computer system unit. This
was chosen as an example where the switches, displays, and disc drives each had their
own criteria for optimising their position and size within the layout of the panel. The
components were made up of blocks which, along with blanking plates (used to cover
unused disc drive bays) were all slotted together to make a model of the front panel.

Other PC components (monitor keyboard and mouse) were then added to allow the design

team to visualise the design in the context of the entire system.

3.2.3 Developing the Gyrotool

We needed a tool that would enable users to manipulate the virtual prototypes. This tool

would need to have the facilities to:

e select object, section or area being manipulated

e choose type of manipulation (e.g. expand or move)
e choose direction of manipulation

e select coarse or fine manipulation (or step size)

e display current status

At that time we had not seen a suitable tool in any VR system. The Superscape system
did not incorporate any object manipulation tools into its Visualiser; the Superscape
World Editor was restricted to a user interface requiring numerical mnput of object size,

position etc. The author had to devise a suitable user interface and make 1t work within
the limitations of the Superscape Visualiser, and this tool had to be a true 3D device that
would exploit the unique facilities ottered by VR.

Objects within a Superscape VE are based on an orthogonal system of axes. Objects have
their size and position defined by X, y, and z co-ordinates, so manipulation of these
objects is also defined orthogonally. Also, manipulations to objects can only be made at
the shape level or above in the Visualiser (point and facet manipulation can only take

place in the Shape Editor), so objects that are to be manipulated need to be split into a

sufficient number of shapes to permit the anticipated manipulations.
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Based on these requirements and limitations we decided to base our tool on a system of x.
y, Z, axes which moves around with the user, maintaining a consistent orientation within

the VE and a consistent position within the user’s viewpoint (figure 3.1). At each end of
each of the axes are buttons that always orient themselves towards the user. These are

marked X, y, z, at the positive end of the axes, and are blank at the negative end. They are

POS It 1ON

Fos i1t 1on expand
b 4 | 1} 4 shrink !

Y - co lour
Z | context

Figure 3.1. The thermostat housing with the Gyrotool and display

._

the main means of manipulating shapes within the VE. Because of this tool's ability to re-
orient itself correctly, regardless of the relative and absolute angles and positions of the
object, viewpoint and the tool itself, we decided to call it the Gyrotool. Coupled with this
Gyrotool is a display window that shows which shape is selected for manipulation, the
current position and size of the shape, the type of manipulation, and the step size. This

window also maintains a consistent position in the user’s viewpoint.

Clicking on a shape within the VE (using the PC mouse) selects it for manipulation.
When the shapes are created in the shape editor it is important to give them meaningful
names as the selected shape’s name appears in the display. To the right of the shape

name is the step size. For early trials this was set to either Imm or 10mm. Clicking on

the current step size in the display toggles it. The available types of manipulation
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(position, expand, shrink, colour, context) are shown on the right of the displav in lower
case. When one of these 1s selected it changes to uppercase. Further selections supersede
earlier ones that revert to lower case. Once a shape and a type of manipulation have been
selected, clicking on the Gyrotool buttons will affect the selected shape. Some types of
manipulation do not have a directional element, for example, if ‘colour’ is selected
clicking on a Gyrotool button, this cycles the shape colour through a previously defined
palette of possible colours. When ‘context’ is selected the context of the object is made
visible (making the context invisible increased the rendering speed, allowing more design
productivity). If the manipulation type 1s set to one that aftects size or position, clicking
on the Gyrotool buttons moves, expands or shrinks the shape in the axis direction of the
Gyrotool button pressed. Size and position changes are limited by the collision
boundaries of neighbouring objects. Within a particular design some elements may be
constrained in some way (for example the disc drive has a fixed size). In these cases

appropriate constraints can be placed on those object attributes such that manipulated by

the tool 1s imited or removed.

U ) R

Chapier 3 The Application of VE Design Ideas 40




3.3 Case Study Two: The Virtual Factory

3.3.1 Introduction

As part of the MOVE (Manufacturing Operations in Virtual Environments) programme
(Wilson et al., 1995), in 1994 the EPSRC funded a study with the title “Applications for
Virtual Reality in UK Manufacturing Industry”. A major part of this research was a
“Workshop Demonstration of VR Application’. This required a demonstration VE to be
constructed that would illustrate the potential of VR as an interactive tool and as an
integrating medium. This would allow the workshop attendees, representatives from 17
UK industrial companies, hands on involvement in VR applications including structured
tutorials to allow participants to provide a formal evaluation of VEs and VR systems.
The attendees were also asked to complete questionnaires on the use of VR in industry.
This required the attendees to answer some questions about what they thought of the

demonstration application, giving the author an opportunity to gain valuable feedback on

the design of the VE.

The virtual factory was designed to show how VR might be used in several particular
applications, and to demonstrate the added value obtained by integrating a number of
applications in one VE. For example, changes made to a product design will have
implications on the manufacturing process, operations and end-user considerations. In
designing the virtual environment, emphasis was placed on interactive features and visual
demonstration of cause-efiect relationships between virtual objects and processes rather
than high-definition visually impressive graphics. Of course, the representation of an
entire manufacturing process to any great level of detail would require programming ot
an immensely complex virtual environment far beyond the resources available to this
study. In addition, we wanted the virtual factory to show what potential user companies

could build within reasonable time, capital and operational resources.

The virtual environment represents a manufacturing plant producing toy vehicles for 2-6
yr old children. The plastic body and roof components of the product are manufactured at
this plant using an injection moulding process. The user has the facility to modify the
product design in size and aesthetic qualities (figure 3.2). and is able to test the product s

suitability for different users (e.g. children of different ages). The injection moulding
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Figure 3.3. The injection mouldin
process, showing the components
moving down the conveyer belt.

Figure 3.2. The design and test facility

where the product, a child’s car, can be
modified.

process 1s modelled and can be seen in operation allowing the components to be followed
along the production line (figure 3.3).

The demonstration factory VE includes a design-manufacture-test facility to allow
demonstration and examination of a number of attributes of virtual environments
applicable to manufacturing, including:

e modelling in “virtual clay” - dimensioning, reforming and orienting, colouring.

e rapid prototyping through interactive design and test facilities.

e walkthroughs around a factory floor.

e rapid switching of viewpoints, at exocentric, egocentric and object-centred locations
e training, for operation or maintenance of equipment.

e visualisation of several stages in a manufacturing process.

e ergonomics assessment of “fit” between different user sizes and product dimensions.

The virtual factory was developed to highlight three of the main applications of interest to
industrialists as identified through a National Survey and Follow-up surveys (Wilson et

al., 1996). This allowed the demonstration to be divided into three modes: - factory
walkthrough, visualisation of a manufacturing process and design modification. These
modes formed three tutorials that each of the attendees had the opportunity to go through.
At the end of each tutorial stage the attendees <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>