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Abstract

Coll aborative physical tasks ar ethevorekiddg whas k
manipulate task artefacts under the guidance of a remote expert. Examples of such interactions
include paramedics requiring fieklrgery consults from hospitalrgeons, soldiers requiring
support from distant boraBlisposal experts, technicians inspecting and repairing machinery
under the guidance of a chief engineer or scientists examining artefacts with distributed
colleagues. This thesis considers the desigeafnology to support such forms of distributed
working. Early research in videmediated communication (VMC) which sought to support
such interactions presumed video links between remote spaces would improve collaboration.
The results of these studies hexer, demonstrated that in such tasks awitleo links alone

were unlikely to improve performance beyond that achievable by simpler-anlgidinks. In
explanation of these observations a reading of studies of situated collaborative working
practices sugests that to support distributed objémtussed interactions it is beneficial to not

only provide visual access to remote spaces but also to present within Hspdeskthe
gestural actions of remote collaborators. Remote Gestural Simulacradeaeed video
mediatedcommunication tools that enable remote collaboratorkoth see anabservably

point at and gesture around and towards shared task artefacts located at another site.
Technologies developed to support such activities have been critithedd;design often
fractures the interaction between the collaborating parties, restricting access to aspects of
communicationwhich are commonly used in goesent situations to coordinate interaction

and ground understanding.

This thesis specificallgxplores the design of remote gesture tools, seeking to understand how

remote representations of gesture can be used during collaborative physical tasks. In a series of
lab-based studies, the utility of remote gesturing is investigated, both qualitagxaltyining

its collaborative function and quantitatively exploring its impact on both facets of task
performance and collaborative language. The thesis also discusses how the configuration of
remote gesture tools impacts on their usability, empirically psing various gesture tool

designs. The thesis constructs and examines an argument that remote gesture tools should be
designed from a 6mi xed ecol ogi es®b perspecti\
engendered by 6fr act uaberaingeartoersam@ igieen acgessitanthewh i ¢ h
most salient and relevant features of communicative action that are utilised to-face

interaction, namely mutual and reciprocal awareness of commonly understoocfotjssed

actions (hanébased gesturegnd mutual and reciprocal awareness of-&skce perspectives.

The thesis demonstrates experimental support for this position and concludes by presenting
discussion of how the findings generated from the thesis research can be used to guide the
design offuture iterations of remote gesture tools, and presents directions for areas of further

research.
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There was speech in their dumbness, language in their very gesture.
The Winter's Tale (First Gentleman at V, ii)
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Chapter 1

Chapter 17 Introduction

1.1 Introduction

The pervasive nature of information and communications technology means that we are living

in an increasingly networked world. Consequently the sphere of influence aidivigual is
increasing exponentially, at any given time a person can be present in some form at multiple
global locations and advances in telecommunications technologies allow that sense of presence
to be felt in richer anregnolraer dea nvweirrscen nweanyts,.

ecologydé or 6Activity Landscapeb (as Kirsh,

telecommunication and computing devices that will link disparate people, spaces and resources
to support the proliferation of knowledgand expertise within global enterprises. A necessity

for common current working practices (Hinds and Kiesler, 2003).

That the development of communication devices should be towards making remote
interactions richer, increasing a sense of remote pressitsavell with an understanding of
human communication from an information theory perspecRve.f e r r AnrEcplogy of 6
Co mmu n i cthet infaynmation theorist Abraham Moles (192992) originally defined

communication as

fi e action of making aaorganism or system located at given point R partake in

the experiences (Erfahrungen) and stimuli of the environment of another
individual or system located in another place and time, by using the items o
knowl edge t hey (Mobks B75p.M9 common. 0O

He also stated that

fi T toansmit a message is to make more complex the gpaeesurrounding the
point of reception; it is to produce a miemgplica of the complexity created at

the origin of transmissioa(Moles, 1%6, p.196197)

Such a view of comunication is supported by more recent work which has explored the
situated nature of communicative behaviours inlomated interactions (Hutchins, 1995,
Robertson, 1999). This body of work has clearly demonstrated the importance to shared
activity of a whole host of contextually embedded physical representations ofarbal
behaviours and artefact manipulations used in conjunction with speech. These actions can
embody and imply a plethora of system state properties and communicative intentions,
forming an integral part of the collaborative development of -faskssed situational

awareness, and becoming crucial for smooth interaction and common understanding.

The intuitive belief that visual access to others was important for helping to understand them
was perhaps then the driving force behind the development of Widedated

Communication technologies. The benefits of these technologies, which are increasingly

t/



Chapter 1

becoming part of our OActivity Landscapesb®d,
inconsistentt best, with different studies showing different advantages and limitations of the
technologies (Finn, Sellen and Wilbur, 1997). For example, Williams (1997) demonstrated that

visual access improves understanding when collaborators come from differguistim
backgrounds and a -sphtedfvstdadi esmmbnidmadi ans
suggested that visual access can provide for new forms of interaction and increase sense of
presence between remote sites, with positive outcomes (see DandsBellotti, 1997 for

overview). However, experimental studies of videediated communication have
demonstrated that video access between remote spaces does always positively enhance task
outcome (Sellen, 1997). In certain situations vitbased communation devices are

inadequate. Consider for example the scenario below.

A Collaboration Scenario

The Paramedic arrives at the scene of the accident; jumping out of the ambulance he tries to
survey the scene. The ai filled with an obscuring oily smoke making it hard to make out
what lies ahead. As the Paramedic advances he notices twisted car wreckage littering the
highway, occasionally illuminated by small patches of burning fuel. Already, there are Fire
crews frantically running between the wrecks dealing with the fires and trying to deal with the
mounting tide of casualties. thhead a Firefighter pulls a person from the wreckage of a car,
laying them on the grass at the side of the road. The Paramedic ruasHicefighter and the
patient to see if he can help. The patient is bleeding heavily from an open chest wound. The
Paramedic knows from experience that pressure or dressings will not stem the tide of blood
and the patient will bleed to death in a mattemafutes unless there is something they can do.
There is something that could be done. If the Paramedic could only open the chest wound
slightly and locate the ruptured arterial structure and then clamp it, they could keep the patient
alive for long enougho get them to a hospital for more significant surgical intervention. The
Paramedicbs training however did not cover su
a consult from a surgeon. Logistically it makes most sense for the surgical teamitotetay
hospital and receive incoming patients rather than travelling themselves to the site of the

accident. So the question becomes, how can the surgeon be in two places at once?

Existing practice in such a scenario might find the Paramedic talking tioged via mobile

phone technology. The Surgeon wil/l have to wus
and she will have to talk to the Paramedic to guide both his eyes and hands. Increasing
development of technology has however meant that-lhégtavidth, streaming vide@nabled

phones, can give the Surgeon remote eyes, letting her see the situation for herself. This may or

may not help depending on how good at describing the Paramedic already is, and depending

on environmental factors which might keathe video image less than clear. But in this

situation the real problem arises when the Paramedic must use the clamp. The rupturing has

(
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occurred to the underside of one of several closely located branches of the exposed arterial
structure. In the confin the Surgeon must carefully use the Paramedic, she might have

vi sual access to the patient but this doesnoét
The Surgeonés instructions must be pretise, ec
in the process could be fatal. Unsure of the instructions and unable to understand the correct
alignment for applying the clamp the Paramedic loses valuable time systematically moving the
clamp through wvarious or i entliaetthis? Oslikeadhskd ng 06doc
wai ting for the Surgeonés confirmation or fee
fading more. Finding the slow progress frustrating the Surgeon wishes that rather than having

to reiterate her instructions she could thet Paramedic to move the clamp as she intends by
merely sayhiswgydTwhnl bt confidently and obser ve

show the correct angle.

The scenario above is just one form of collatioe task for which the use of communication
focussed on artefacts in the real world and the manipulation of those physical artefacts are the
overriding concerns. Other relevant examples could include bomb disposal experts receiving
external support anddaice, scientists ithe-field examining finds or specimens with the aid

of remote colleagues or maintenance staff repairing intricate equipment and machinery with
the support of an expert engineer. The common ground between all of these collaborations is
the fact that whilst one worker is situ with the task artefacts, the collaborative colleague is
elsewhere and in many of the situations given above the person who is remote to the task space
is the possessor of expert knowledge about the tasktefads. A principle component of
thesetaskshowever, is that they possems inherently physical nature, thare not software

based tasks arttierefore mutual and concurrent access to the artefacts for manipulation cannot
be granted, there is an inherent ragyetry to the interaction that is created by the very
corporeality of the task artefacts and the distributed nature of the working arrangement. And as
the scenario presented above demonstrates, this poses certain difficulties for current
technologies wheit comes to adequately supporting communication. Whilst a video link can
provide visual access it falls short @fojecting the forms of situated and embedded
communicative notverbal behaviours which have been shown to be of npbrtancen co-

locatedinteractions.

The work of this thesis then, set to explore such forms of interaction and the design of
technologies to support them, is situated within the sphere of Conrfpupported
Cooperative Work (CSCW), an area of research within computing andotie sciences

which has traditionally striven to understand how technology can be designed to adequately
support collaborative endeavour (Baecker,3)9®ore specifically within this field this thesis

is concerned with the study of Vidéddediated Commuigiation, and in particular adds to the

body of work seeking to explore how Vidébediated Communication systems can be
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improved upon to support distributed interactions in specifiaaliaborative physical tasks
This thesis is an exploration of how to develop technology whitsupport the forms of
interaction described above, studying the design and potential implementation of technologies
which allow for the remote representation of nambal behaviours andrtefact focused

actions in addition to providing visual access between spaces.

The rest of this chapter provides the research background and context of the thesis. It discusses
remote gesturing technologias tools to support collaborative physical tasktroducing the
currentstateof-the-art systems and briefly highlighting criticisms of their desi@m. the basis

of these criticisms and the perceived failings of current approaches a research problem is
constructed and t heolution efgshatpdem isyylioadheerassios f or
the thesis is then sketched out detailing the structure for the remaining chapters, explaining
how they address the central research questaondghe chapter concludes by detailing the

thesisbdébsscontribution

1.2 Research Background

The experimental work of Chapanis (1975) and Kraut et al (1996) systematically investigated
the performance effects of varying communication media used by dyads engaged in
collaborative physical tasks. Thesesestigationspresated the somewhat countentuitive
findings that audievideo links are rarely more effectivim terms of collaborative task
outcomesthan audieonly links between remote siteé\nd intriguingly neither form of
technologymediatedcommunicatiorbetween spaes can replicate the efficiency and fluency

of natural facdo-face interactions. The inherent problems of video links have been
consistently demonstrated in relation to the construction of collaborative physical action (see
Heath and Luff, 1992 an@averet al, 1993)Theconclusions drawn from this research usually
suggestthat the great failing of video technology supporting collaboration over physical
artefacts is its inability to adequately represent naturally occurring dei¢tiointing)
behavious. The classic example of this is an observation made during the (WiNiple

Target Video) study by Gaver et @993) In this study the experimenters noticed that whilst
watching and directing action in another room over a video link, participanidd
continually (unconsciously) point at items on their video scrediist using deictic pronouns

to refer to thistjnec thehansdnficghto direct thé attention of a remote
collaborator. Of course the remote collaborator was unaware of what the other was pointing at,
as they had no visual access to the poinbebaviour That humans express such a strong
desire to use newerbal communication comes as no surprise when one considers that studies
of collaborative working practices have revealed the subtle ways in which highly situated
communicative behaviours are used to structure interaction and guide task awareness
(Hutchins ad Palen, 1997). In many working situationesturing behavioutis used in

communication as itllows participants toconstructsimpler sentencse(Clark and Brennan,
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19971, which in conjunction with the expressive nature of the gesture itself aids the
devebpment of common understanding and the grounding of conversational references
(McNeill, 1992, Clark, 1995).

Research has thereforeeen conductedo extend the functionality of videmediated
communication systems so as to adequately support collabgrhirgeal tasks, by facilitating

the remote representation of gestures during interacfioese newemote gesture toolsave

been developing along differing lines in different research labs but all conform to the central
tenet of supporting the generatiand embedding, of some form of gestural simulacra within
remote task spaces, increasing the presence of remote collaborators within those spaces. Some

of these remote gesture toal® discussed further below.

Growing out of, and enriched by, a develgpbody of work concerned with understanding the
construction and use of collaborative shared visual environments (e.g. Krauss and Fussell,

1991, Fussell et al 2000, Kraut et al 2003, Gergle et al 20@&8ignificantstrand of research

(seeOu et al, 208 and Fussell et al, 2004) is the development of the Drawing Over Video
Environment (DOVE at CMU. This remote gestural simulacruallows a remoteexperd s
sketches t o be pasted over a | iResearch ihakeo f ee
demonstrated thhasuch remote gesture tools can significantly improve performance in
collaborative tasks over that achievable by awddeo only links (Fussell et al, 2004).

However, these benefits have not always been replicable, even with the same system (Kramer

et al,2006).When critically consideredhé DOVE systemhas certain features which would

arguably limit its benefits. The system usedigital penbased representation of gesturgich

potentially has lower bandwidth for the expression of Agrbal commuitationthan the use

of hands for gesturing. Al so, the DOVE syste
worker with aview (a separate VDU display) of mixed reality environmentsituated

externally to the immediate task spadé@rough thisview the worker can see a representation

of what the remote expedeesof the working task spage and they <can see t
gestures beingketchedver this live video feedWhilst this approach ensures that the worker

is implicitly aware of the remote expérs per spect i v etheoworket egethet a s k s |
difficulty of perceiving gestureslrawn over a video view of their work space which is

potentially at a subtly different orientation to their own perspective on the space. The Worker

must then havéo record and translate this information, making it relevant to theispective

rather than the representation of ittranslationprocess which arguably carries with it a
performance costThe relative impact of these issues on performance has not yet been

established.

Anotherstrand of research has witnessed the construction of increasingly novel technological
solutions to the remote gesturing problantluding GestureCam, GestureCar, GestureMan
and GestureMan with BRointing Stick (see Kuzuoka et al, 2008 2004). These systems all

utilise humarproxy robots, physically located in a remote working space, carrying and
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embodying the video link to the remote expert. They facilitate remote gesturing by allowing
the expert to remotely operate a laser point@iched to the robot that allows a remote gestural
simulacrum to be physically embedded in the actual working task spdhist these
technological solutions in themselves have been inherently interesting they make certain
assumptions about the successhef technologies without empirical suppdhey have yet to
demonstrate any actual performance benefits of their apprégelm a critical review of the
systems would highlighthe use of alaser dot pointeas the primary gestural representation.
This must have the lowest bandwidth for representation of gestural information out of any of
the currently used techniques, given its small presence, artificiality (we are at least relatively
used to using pen drawn lines to annotate and guide attention)cknoff [aermanenceiithin

the task spaceThe Kuzuoka work has however managed to make the interactions far more
mobile than any systesnsuch as DOVEwhich is possibly important given the possible
applications of such devicekater developments of the laspointer approach such as the
WACL system (Sakata et al 2003) have begun to explore the true value of mobile and light
weight remote gesturing systems, but have still been constrained by the limited use that can be
derived from such a simple representatid remote gesture. Again, the relative ability of such
low-bandwidth expressions of gesture to adequately support collaboration has not been
evaluated.

Critiques of the effectiveness oémote gesturéechnologiesin supportingartefactcentred
interactbns havdocussed on the concept fractured ecologiege.g.Luff et al 2003 Kuzuoka

et al 2004and Kirk et al 2005)in some respect acknowledging the role of remote gesture
representations in establishing O6edstibuedi es
working partnersThis concept postulates that key aspects of the desigmote gesture tools
create unsurpassable barriers to a coherent understanding of intentionalitpsande the
projectability of action between remote collaboratdracturing the process of interaction

between them.

As discussed previously, with DOVE style systems that promote the use of externalized
VDUb s, the site of gestur al interaction is
causing a fractur@as the Worker is required to resolve the discrepancies between gestural
instruction and their own task perspectives. Whilst laser pointer systems have traditionally
avoided this problem, by projecting into the taglace, they are themselves fracturing
interaction by the limited bandwidth capacity they have for the adequate expression of
intention through gesture. Understanding of
taskartefacts is severely impaired by such systems. It is clear thereforesmthatter gesture

tools as currently constructed are not without their problems, and despite the proposal that they
should improve performance in collaborative physical tasks beyond that achievable with
standard forms of videmediated communication, this hast yet been proven conclusively.

Equally the myriad design options for constructing such systems have not been adequately

of
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compared and in the face of significant criticism it is clear thadeségn is potentially

necessary.

1.3 ProblemStatement and Research Hypothesis

This thesis therefore seeks to address the problems highlighted in the previous section. The
fundamental research question can be phrasecha® can technologies be built to improve

remote collaborations for physicakstest hat dondét fracture ecol ogi es
but make tk interactions as close to the presumed optimal standaréhceto-face
communication as possibleSpecifically, this research question can be broken down into

several sulissues, whichthe thesis seeks to address. Firstly, it seeks to understand and
evaluate how and whsemote gesture toolsan benefit performance oollaborative physical

tasks exploring the ways in which such communication devices might be superior to standard
videome di ated communications. The thesis also se
ecologyd of communication, exploring how inte
tools influence this process. The thesis also strives to explore the relativigsbhehehe

various system design choices that can be made, assessing whether location of gestural output

or format of gestural representation influences the efficacy of the system. In doing this the

thesis also develops a fuller understanding of theaftemote gestural action in collaboration

addressing the issue of how communicative behaviours influence task performance.

In addressing these issues a research hypothesis is proposed and evaluated. Previous research

has argued that the presence of diohmwius ecologies in such working collaborations is

inevitable (Kuzuoka et al 2004), and the role of communication tools is to mediate between the
ecologies without fracturing interaction. Referring back to the quotes of Abraham Moles (page

1), this thesisej ect s such a notion. Mol esd® conceptio
effective communi cat ipatake io theeexperiesces (Brfahiumgenfand t h e r
stimuli of the environment of anotiter and t hat t ocmakeomore bomglex then e mu st
spacetime surrounding the point of receptin it is with these points
proposes the notion of the oO6mixed ecologyo. /
device design assumes that rather than linking and mediating betwees #pat¢echnology

should seek to construct a unified environment in which both parties can collaborate.

When collaborators are remotely engaged in communicative acts concerning some object
focussed interactiont is hypothesised thatheir performancewill be optimised if they
communicate using a mixed or shared ecology communicaticagagementThe mixed or

shared ecology supports communicationusyng technology taive collaborating partners

access to the most salient and relevant features of coroativei action that are utilised in

faceto-face interactio t her eby conforming to Mohamehy desir
mutual and reciprocal awareness of commonly undersiadichly complexobjectfocussed

actions (hanébased gestures) and mutaald reciprocal awareness of taglace perspectives.
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It is proposed that a mixed ecology therefore has more ability to successfully relay those
contextually embedded physical representations which have been shown to be of importance to

collaboration in shred ecologies.

1.4 Thesis Overview

The following thesis chapters address the research problem discussed above. The ensuing
section briefly outlines the content of each of these chapters demonstrating how they evaluate
the design of remote gesture toagplore the role of gesture in remote communications and
how they consecutively build an argument for a mixed ecologies approach to designing
communications support for collaborative physical tasks.

Chapter?2 [Literature Reviewlfocuses on reviewing previs research in this area, taking the
study of workplace communication, and in particular videsdiated communication, as a
starting point, and drawing out the development of remote gesture tools within this context.
The chapter describes in detail tstete-of-the-art in remote gesture tools and discusses the
evaluatory studies that have been performed with tidma.chapter reveals thdtese studies

have eventually lead to the realisation tteahotegesturerepresentatiomnd shared access to
views on &askspaces is important but have also highlighted that attempts to provide these
things do not always work armnlead toa fractuiing of the interaction between collaborators.
Observations from this literature review are used to articulate areas fwrftesearch which

form the basis for the specific research questions of the thesis.

Chapter 3 ResearchMethodology and Dispositionforms a hypothesis on the basis of

evidence from the literature review thhe best way to support collaborative physieaks is

to create mixed ecologiesvhich are environments thairoject key features of facto-face

interaction mutual and reciprocal awarenesshahdbased gestureend mutual and reciprocal

awareness of taskpace perspectiveIhe chapter highlightthe specific research questions

which must be addressed to evaluate this hypothesis and discusses the appropriate
methodologies for approaching ethsubject. The chapter concludes by presenting and

di scussing the 06mi x e dprotetgpewhichgfgred the basid systeme st ur i
used for the experimental studies reported in later chapters.

Chapter 4 Bome Effectsf Remote Gesturingresents two experiments which demonstrate
how remote gesturing can improve aspects of performanamllaborative phgical tasks

when compared to standard videediated communication links. The first experiment
examines base performance metrics, including task completion time and cognitive effort,
whilst the second experiment demonstrates the positive impact on leafgjagturing during

remote instruction. Taken together the studies also demonstrate some subtle effects of remote
gesturing on the relative perceptions of first time collaborators. The studiparticular

highlight that the use ofiews of thehandsemtedded in the task spaseemseneficial as a
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gestural representatipdiscussingthis in terms of a mixed ecoligs approach bustressing

the need for direct comparison with other method®pfesenting and locatirggstures

Chapter 5 [How Best to Cotisict Remote Gesturegjresents two further experiments which
address the issues of how to locate and represent gestures during remote collaboration,
evaluating the relative benefits of the differing system configurations employed by current
systems. Theirfst study examines the impact of changing orientation on gesture insertion into

a space, demonstrating that this counéuitively has minimal impact on collaboration. The
second experiment addresses the issues of gross gesture location (presemntethevitsk

space or external to it) and gesture format (digital sketch vs. unmediated view of hands vs.
hands and sketch). The studies demonstrate support for a mixed ecologies approach and
highlight a key issue of designing fogciprocal views of taskgpaceswhich is discussedn

detail

Chapter 6 [The Communicative Functions of Gesturimgles the argument of the thesis onto

the examination of exactly how gestural representations influence collaborative performance.
By performing a finegrained videeanalysis of scenes of interaction from the earlier
experiments a praxiological account of gestural representations is revealed. A qualitative
understanding of the gestural phrases used is developed and the varying methods of gestural
communication, for eaclspecific medium (hands and sketches), is elaborated, creating a
taxonomy of gestures and gestural uses. Through a comparative critique of alternative gestural
representations the strengths of using unmediated views of hands as the gestural representation

are articulated.

Chapter 7 [HowGesturelnteracts withLanguage]extends the analysis of the functions of
gestural interaction to investigate how gesture use affects collaborative language. Again
utilising fine-grained analysis of video data from previotrgals, this time utilising a
conversation analytic strategy combined with quantitative analysis of language patterns, earlier
work is reexamined. The analysis reveals both the various means by which gesturing aids the
achievement of grounding during aorative discourse and also its role in structuring the
interactions. This further reveals the importance of remote gesturing in collaborative physical
tasks and provides important evidence of how gesturing influences the temporal course of
grounding behdours. This influence of gesturing on the time course of interactions is
discussed in detail as it has significant implications for any future deployments of remote

gesture technologies.

Chapter 8 Conclusionk concludes the thesis by summarizing and evaluating the evidence for

a mixed ecologies approach to designing support for collaborative physical tasks and presents
answers to the research questions posed. It then discusses the implications of this for the
design, deployment and development of remote gesturing technologies, articulating a program

of future work to address issues raised by the thesis research.
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1.5Thesis Contributions

Having articulated the structure of the rest of the thesis and discussethédhesis will
address the research area it is pertinent to conclude this introductory chapter by detailing the
overall contributions that the thesis makes. The main contribution of this thesis is a thorough
understanding of human factors as they refatéthe design and use of remote gesture tools.

Specific contributions include:

1 A thorough discussion of the requirements of studying remote gesture tools, including

an evaluation of appropriate methodologies

1 A set of guidelines fodeployingremote geste tools, covering environmental, task

focused and participatriented factors

1 A set of guidelines fodesigningremote gesture tools, focusing on the identification

of key criteria for collaboration, and the elimination of fractures in interaction

1 A set of experimental comparisons of different remote gesture tool designs,

illustrating relative impact on both physical performance and communication
1 A taxonomy of remote gestures (in various media) and their communicative uses

1 A deeper understanding of theofpntial) role of remote gestures in collaborative
physical tasks, focussing on their integration with naturally occurring collaborative

speech patterns

1 A discussion and evaluation of aixed ecologiesrationale for dsigning

communications devices

1 Indication of areas of further importance for future research and development

These thesis contributions have directly extended the body of research in the design and
development of remote gesture tools. In a continuing process the work has been disdemina

to a wider audience through presentation and publication.

The thesis work has thus far been presented for discussion at:

§  The Doctoral Consortium of the"9European Conference on CompuSmpported
Cooperative WorkECSCW)2005(Paris France

T Aconference workshop entitled &é6Giving Help

Support Probler ol vi ngé at Ubicomp 2004 (Nottingha

-10-
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T An agenda setting wor kabdraiopesand-Bé €e bt abodor asi
part of the UK eSocial Science pgram (invited talk)

1 University of Bath, Department of Psychology, Seminar Series (invited talk)

And the work has also been published in pesiewed conference proceedings at (see
Published Works section before acknowledgements for full references):

1 The Conference on Comput&upported Collaborative Learning (CSCL 2005) (Kirk
and Stanton Fraser, 2005)

1 The European Conference of ComptSempported Cooperative Work (ECSCW 2005)
(Kirk, Crabtree and Rodden, 2005)

1 The ACM Conference on Human Factors in CormgutSystems (CHI 2006, 2007)
(Kirk and Stanton Fraser, 2006 and Kirk, Rodden and Stanton Fraser 2007)

The publications are based directly on the key study findings taken from various sections of
the ensuing thesis chapters.

-11-
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Chapter 27 Literature Review

2.1 Introduction

The purpose of this literature review is to provide some background to the ensuing discussions
and investigations concerned with the development of remote gesture tools. Tiee bagpts

by first highlighting a growing concern for the understanding of how collaborative
environments are constructed to represent embodied collaborative actions and then continues
by describing what other research has been performed in efforts tarsopmmunication and

in particular communication around collaborative physical tasks. In doing this the chapter
presents the evolution of remote gesture tools from their basis in simple extensions of video
mediated communication through to the staifi¢he-art systems that are currently being
explored. The evaluation of these presented studies highlights the areas of inadequacy of
current approaches to remote gesture tool design. The discussion highlights current critiques of
these systems and begins th®qgess of articulating where and wiexisting literature is
lacking in turn suggesting areas for further reseaictan effort toraise answerable research

questionsn chapter 3.

2.2 Ecologies ofCommunication in the Workplace

There is a growing bodyf@esearch work which takes as its focus the uncovering of the fine

grained processes of interaction and coordination that take place in modern workplaces. Old
models of workflow and task analysis have been marginalised as they have rightly been
critiqued for their lack of applicability owing to their failure to engage with and represent

actual lived in working practices as they occur in actual working contexts (Bannon, 1991).

From diverse disciplines there is a growing concern to understand how the edhpratitices

and actions of workers as they are physically presented in a collaborative working environment
constitute a communicative act that i's at onc
activity and a resource for the development and manipualatf collaborative task awareness.

Although the language used to describe these activities may differ by the disciplinary
orientation of study authors, the principles of understanding the situated nature of embodied
cognition and its relevance to collabtive work remain the same. Examples of relevant works
include Suchmandéds (1996) study of an airlinec¢
(1996) study of the London Underground contro
practices of neurosgery teams. Additionally, of particular importance is the work of Ed

Hutchins in developing the concept of distributed cognition (Hutchins, 1991, 1995), which as a
framework sought specifically to redress the imbalance of traditional cognitive science
paradigms which focused purely on cognitive processes as internal phenomena. Through his

discussion of distributed cognition Hutchins attempted to develop the notion of cognitive

-12-



Chapter 2

processes as being embedded in task artefacts, state representations andtoalastions.

The studies in Hutchins (1995) of ship navigation teams and Hutchins and Klausen (1997) of
airplane cockpit crews supported the growing understanding that the processes of
communication in a collaborative physical task are far more subtlecamplex than might

otherwise be presumed. Hutchins and Palen (1997) studied training sessions in an aircraft

si mulator and after observing the complexity

remarked:

iGestures and t he 1$pndlistenersardreodmally tbodghtoy s peake
of as providing context for the interpreta
speech are all combined in the construction of complex multilayered

representations in which no single layer is complete or coherent byfitsed ( p p .

23-24)

And added further that, awareness of physical embodiments and cognitive representations

within the space

fédemonstrates the creation of a compl ex
composed through the superimposition of several kinds wétsne in the visual

and auditory sense modalities. Granting primacy to any one of the layers of the
object destroys399t he whole. o (pp. 38

For Hutchins and Palen (1997):

i Co mmu n i belavtiorsvae the representations by which a socially

di stributed cognitive system does its work.

This belief in the development of muléiyered communicative environments which embody
cognitive processes resonates strongly with the embodied cognition wdidnbRobertson

(1997a, 1997b) and her study of the embodied practices of working design teams. Robertson
demonstrated that the very physicality of the designers, embodied within the workspace, was a
cultural and communicative artefact of the workspacegramess of which was of primary

i mportance to collaboratorsé understanding of
The work of Robertson is particularly interesting as her motivation is the desire to support
these design activities remotely, taxonomy strives to articulate those embodied practices
which are critical to supporting the design process. Efforts to successfully design tools to
support collaborative physical tasks in other domains (such as those presented under the scope
of this thesis) would do well then to consider which aspects of embodied practices it is sapient

to support in distributed working arrangements.

The following sections of this chapter explore some of the avenues that have been investigated

in efforts to construct extly these kinds of richer communicative environments.

-13-
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2.3 Studies of VideeMediated Communication (VMC)

The bedrock of this thesis is an exploration of Vidéediated Communication (VMC), as this

is an integral aspect of most remote gesture tools, aaccéstain extent remote gesture tools
could be referred to as an advanced form of \M@ essence VMC technologies are tools
that provide collaborators with visual access to remote spaces. The technologies of VMC have
been iteratively developed over mapgars, with the earliest explorations occurring in the
early 19706s (e.g. Chapanis et al , 1972). A
provided by Finn (1997), itself a chapter within the definitive work on VMC by Finn, Sellen
and Wilbur (1997) wich presents studies from the leading strands of research within the field.
This section of literature review attempts to provide a brief overview of the technologies
encountered in the field, and the analytical approaches to evaluating them that have bee
adopted, discussing some of the conflicting findings that work within the area has generated
and attempting to distil some conclusions about the overall efficacy of VMC as a tool for

supporting groupwork.

2.3.1Technologies for VMC

A pertinent point tcstart this overview of VMC is to familiarize oneself with the technologies
used to provide the visual access to spaces. Angiolillo et al (1997) providel@ptinstudy of

the technical components in VMC systems, briefly discussing how technologicakfaty
impinge on their usability. But rather than focus specifically on the technological
requirements, as given the exponential growth in processing power of comthagngpidly

alter, it is perhaps more sapient to consider the general technokogimalof VMC.

There are roughly six approaches to VMC which have evolved thus far and been evaluated in
research studies (the first five are discussed in Finn, 1997), showing a natural progress and

development over time. These forms are:

I Fixed line, CCTV¢losed caption TV) based systefused primarily for experimental

purposes in early studies of VMC)
1 Videoconferencing systenisupporting formal group meetings)

1 Desktop based videmonferencing system&upporting both formal and informal

contactthrougv i deo | i nks presented on onebs deskt

1 Mediaspaces (which incorporated multiple reconfigurable video links between

distributed people, spaces and resources)

2 This is not to say that all remote gesture tools are based entirely on the principle of using
video technology, as some clearly use non vidased methods for the remote presentation of
gestures. However, a video feed of the remote task space will alveayscluded in the
apparatus for the Expert to view what is happening at the remote site and to guide their own
gestural actions, so there is at least an asynchronous video link between spaces.
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1 Videcasdata technologiegessentially these could be considered as a regression to
simpler commnication links but actually represent a fundamentahiiek about the
role of visual resources in the communicative process based on observations from
previous research)

1 Mixed Reality (live video in virtual worlds)
These differing forms of technology $hide considered each in turn.

The early research work which utilised CCTV ironically had higher fidelity links than much of
the later work performed with VMC systems. Because of the hardwired nature of the links
however, they were constructed purely fapleration as a future development of technology

and not evaluated as a deployed communication tool. Therefore the studies associated with
such technologies are largely experimentalbdabed studies which sought to compare various
facets of performance der differing media conditions (e.g. Chapanis, 1975, Short, Williams
and Christie, 1976, Williams, 1977, Rutter, Stephenson and Dewey, 1981).

Later work moved on to consider Ovideoconferer
O0ro-ttabdl ed6 Tymcally in thess systems each conference room was equipped with a

large screen monitor and one camera (usually held above the monitor). On the monitor a group

of colleagues could see the other office to which they were connected and therefore the other

group of colleagues at that site. Examples of such systems include the ISDN and LiveNet
syst ems reported in O6Conaill, Whittaker and
Whittaker, 1997), and the video teleconference rooms discussed in Tang and(188&¢s

Such systems did become adopted by large mitétimultinational corporations and in many

respects became thiee factoform of VMC for many users (for example the XTV system at

Xerox, discussed by Sellen and Harper, 1997).

Beyond the studies ofipporting large group meetings a focus began to be drawn on desktop
videoconferencing, providing viddmased access to multiple participants at a variety of
different locations. One particular system, the Hydra model (Sellen, 1992, 1995, see figure
2.1), tends the use of videoconferencing to multiple sites, whilst striving to keep intact
processes of spatial awareness. In the Hydra system each collaborator was presented on a
dedicated unit, which combined a small video screen with an integrated carisesmatled

spatially relevant information concerning focus of attention to be represented by the head

movements of collaborators as they turned to focus on each participant.
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Figure 2.1 Hydra system (taken from Sellen, 1992)

Contrary to the somewhamique approach of the Hydra model most desktop based video
conferencing systems employed a strategy of Pigtupcture (PIP) presentation of
collaborative participants (see figure 2.2, as seen in the DVC prototype of Isaacs and Tang

1993, Tang and Isaa, 1993 and Isaacs and Tang, 1997 and the PIP component of the study in

Sell en, 1995) . This is commonly referred to a
only the wupper portion of each coll aboratorés
Incidentally this model was also used in the videmferencing systems mentioned above and

also in the early CCTV linked studies. Interestingly respondents in the Sellen (1995) study
reportedly claimed they preferred PIP because of the smoothetaking the lack of

inappropriate interruptions, whilst providing good support for selective listening and attending

to others). As an extension to this talking heads model however, as systems such as the DVC
prototype mentioned above were located as a part ofdés&top PC system, it became

possible to directly incorporate data sharing applications, and other collaborative editing
software (an obvious limitation in the Hydra concept). This moved communication away from

being purely discursive, towards supportmgre objecfocussed interactions. Equally as the

location for VMC had changed, so too did the parameters under which it was used, whereas
videoconferencing had previously been a formal activity taking place in a dedicated room, the
provision of desktopVM i ncr eased the potential for more
Whittaker, Frohlich and O6Conai I I, 1997 for
communication). This move towards a more informal base for VMC recognises the research
studies which ad suggested that there was a potential for vimbsed technologies to support

informal interactions, which were seen to be extremely common and a driver for collaboration

in the workplace (Fish, Kraut, Root and Rice, 1992, Fish, Kraut and Chalfonte, R880

1988, Kraut, Root, Fish and Chalfonte, 1990, Kraut, Galegher and Egido, 1990).
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Figure 2.2 the DVC prototype of Isaacs and Tang (1993)

It is this notion of supporting the informal aspects of everyday communication which was
behind the nextonceptual step in VMC technology, the media space (see figure 2.3). Media
spaces were attempts to integrate video connectivity into the very architectural construction of
working spaces, providing everesent and rapidly reonfigurable video links betves

distributed spaces, people and resources. Several systems were constructed that explored this
model of interaction including the Cruiser system at Bellcore (Fish, Kraut, Root and Rice,
1993), CAVECAT at Toronto (Mantei et al, 1991) including the laterkwof the Ontario
Telepresence Project (Moore, 1997), the Media space at Xerox PARC (Bly, Harrison and

Il rwin, 1993) and Eur oP ARCOG s-Vide&ABhEronment (Gavert ( Ra Vv e
et al 1992). These systems frequently employed connections of differgnt types to many

different locations, connecting individual offices to networks of other offices or establishing
relatively pehrarvaeseht ( Dodrfiishk et al , 1996) or
video windows between the common areasisfritbuted workplaces (Harrison et al., 1997).

To help boost the connectivity of users many systems employed modifications which allowed
informal glances to be made into vidisoked spaces, sometimes on a random basis (e.g.
Portholesi Dourish and Bly, 192), other times user controlled (e.g. Montagpart of the

DVC system at SunSoft, Tang and Rua, 1994, Tang, Isaacs and Rua, 1994). Systems
developed in this manner clearly have strong implications for privacy and in many cases this

was studied and sugdess for modifications to the technology were mooted (Bellotti and

Sellen, 1993).
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Figure 2.3 A media space (showing two connected nodes)

The use of media spaces has not however, become common place. This may be for several
reasons, despite the facaththose who have used them seemingly have come to love them
(retrospective analysis tending to exhibit some nostalgia, Bellotti and Dourish, 1997), the
potential investment in technology required to establish a media space infrastructure may be a
limiting factor. Equally the systems themselves as presented in the earlier works tend to have
certain limitations concerning the scope of access that is provided to remote spaces. It has been
argued that in many instances what is required of a video link bespaees is not the talking

heads communication link, that many of the media spaces supported, but also access to objects
of interest (Heath, Luff and Sellen, 1997). Similar to the extensions made to the dadktmp
conferencing models what was requiredrafdia spaces was access to shared artefacts, but the
apparent problem was that users required access to physical objects in spaces, or at the very
least shared views of physical objects. Research has suggested that increasing access to a
remote space byncreasing numbers of camera views within a given space (such as having
dedicated objeebriented views does not improve collaboration (Gaver et al, 1993, Heath, Luff
and Sellen, 1995), as such multiple views gives rise to discontinuities in orientatisn. Th
concern however, with ensuring that views of not just collaborators but objects of interest are
being shared, marks the change from media space research which was concerned with an
understanding of using technology to support social networks, to dewgltgrhnology to

support tasks, using shared video as data. Specific examples of this use of video collaboration
can be seen in Nardi et al (1993, 1997) with their studies of neurosurgery teams. This notion of
using the verbal channel as the primary catnfitw interpersonal communication and the video
channel as a secondary conduit for supporting shared access tespaesks an underpinning
feature developed in many applications concerned with supporting distributed collaborative

work which will be dscussed in later sections of the literature review.

The most recent developments in VMC have moved towards an integration of the physical and

digital. The basic aspects of using video to link spaces have not progressed but the notions of
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how this can be tegrated within a working space have come under scrutiny. In particular the
work to develop a Mixed Reality Architecture seen in Schnadelbach et al (2006, see figure 2.4)
has striven to explore how multiple vidéoked nodes can exist within a virtual seacreating

social networks and space for informal interactions mediated through access to a virtual world.
Equally the development of Mixed Reality Boundaries (Benford et al 1998, Koleva et al 2000,
2001) has demonstrated how links between virtual enwviemts and physical environments

can be constructed and then traversed, extending the notion of howmédkated

communication links spaces.

Camera and Microphone

Live Video

Figure 2.4 Mixed Reality Architecture (Boundaryrom Schnadelbach et al 2006)

2.3.2Analytical approaches b VMC

Along with the many different technical approaches to establishing VMC there have been a
variety of analytical approaches taken to their evaluation, showing changes in both focus of the
research and types of questions that were asked. This hasbefentied to the form of
technology that has been investigated. Sellen (1997) argues that there are principally four main

approaches to the evaluation of VMC systems that have been encountered.
1 Experimental studies

9 Living with technology

-19-



Chapter 2

 Field studies

1 Hybrid approaches

2.3.2.1 Experimental studies

The earliest adopted of these analytical traditions in the study of VMC was the experimental
analysis. Studies that adopted this approach were often derived from psychological
perspectives on data collection ahlysis and could reasonably be described as reductionist
in approach, requiring firm control over variables and therefore being suited -tiagald
analysis and the forms of VMC that utilised fixed link CCTV systems as discussed above.
Mostly the studiesn this area aimed to establish the base efficacy of VMC in measurable
ways, often comparing it against faeface communication, or contrasting alternative system
designs, such as the provision of audio versus video connections (Chapanis, 19786jart diff
qualities of video provision (Ob6Conaill et al
split into three groups, those that focused on the task outcome benefits of VMC, those that
focused on the effects of VMC on communication process ande thbat took a

multidimensional approach.

Of those studies that focussed on the task outcomes of VMC use most demonstrated little
support for the role of video in remote collaboration. The Chapanis st{Cliegpanis et al

1972, Ochsman and Chapanis, 197#aganis, 1975), the BT (British Telecom) works of
Short, Williams and Christie (1976) and Williams (1977) and the work of Gale (1989) all
failed to generate significant performance enhancements from the provision of video links
between spaces as collaboratwere engaged in collaborative tasks. From their manipulations
of the modality of communication the studies all firmly believed that the audio channel was the
communicative conduit of most importance in collaboration. An interesting note however,
from the Gale (1989) study was that despite its lack of observable impact on performance and
despite participants saying that they never used the video channel during communication, the
study observed that users did in fact heavily utilise the video mediunfreapebntly focussed
attention on it, if only in micraylances, the author suggesting that use of a video channel was

perhaps so pervasive that users were unaware that they were using it.

A large number of studies have alternatively focussed on how VMCrappaaffects
communication process and structure during <co
(1993) considered specific aspects of VMC system desdggnonstrating that use of a VMC

technology (when compared to fammeface interaction) leads tmore formalised turtaking,

fewer interruptions, giving a more lecture like interaction, these findings are extended and
confirmed in O6Conaill and Whittaker (1997) .
quality is extremely high there are likely to ti#ferences between fade-face and mediated

communication, with VMC unable to replicate the fluent interactions oftiaéace meetings.
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The studies demonstrated however, that higher quality VMC improved the process of
communication making it more likaceto-face interaction. These findings support and extend
the earlier work of Cohen (1982) who compared fmeface communication with a
PicturePhone Meeting Service (PMS) system. The results of this work also demonstrating that
more mediated communiian lead to more formalised tutaking, and suggesting that
participants preferred fade-face interactions (slightly) as it was better for discussions
facilitating more speaker exchanges. Sellen (1992, 1995) compared different forms of VMC
with both face-to-face and audio only communication. She explicitly compared PIP, Hydra and
LiveWire (which used audibased video switchinfy so participants were shown the image of

the current speaker only) VMC systems. Where Sellen noticed higher levels of itberiap
faceto-face interactions she has argued that rather than being problematic (as users tend to
prefer faceto-face communication) thegre indicators of interactivity and therefore are a sign

of more fluent interaction.

Overall then these studies ieh have focussed on the communicative process impact of VMC
have remarked on how it fails to replicate the speech patterns observed -to-faoe
interaction. But they have tended to remark on the general efficacy of VMC as a tool,
suggesting that highdidelity visual information improves collaboration making it more like

faceto-face meetings.

Several studies of VMC from the experimental tradition have however taken heed of the
comments of Monk et al (1996), who suggested the need for multidimensional analysis in
CSCW, considering that both task outcomes and communicative processes should be
examined to successfully determine the adequacy of VMC technologies. A primary example of
this multidimensional approach can be seen in the body of work represented by Anderson et al
(1994, 1997) and DoheHgneddon et al (1997). These studies which usedthé -d e nel s o
VMC technology of Smith et al (1991) investigated the use of VMC technologies in
collaborative problem solving. They studied both task performance and dialogue,

demonstrating that dialogues in VMC are more like fmeface than audi@nly dialogues,

suggesting that VMC users didnot need to prov

was presented visually as it would be in apcesent interaction. In line with the other studies

of communicative process discussed above, the Andetsainstudies also demonstrated that
VMC leads to more interruptions than audon |l vy i nt eractions (thus
improved support for fluency). Improving VMC connections to include full eye contact did not
however make interaction the same asfaeface communication, key interactional aspects

that faceto-face communication retains were still absent. Degrading video quality and
introducing audievideo delays was shown to significantly impact performance, but it was the
delays in the audio chaaehthat were observed to have the most impact. Consequently, when
these dialogue effects were combined with the analysis of task outcomes, it was demonstrated
task outcome was unlikely to be effected by the use of a VMC connection. Audio channels

could pravide equally high quality collaboration, but the pattern of language to achieve the
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same results would differ. One of the conclusions that the Anderson et al work suggests is that
task oriented video views may have had significantly more impact on thdy stsults, the

talking heads model that they employed being of comparatively little benefit.

In another multidimensional study Olson, Olson and Meader (1997) again tested various
communication conditions, measuring outcome, satisfaction and processeslitts of the

study however seem somewhat confused, with-fadace interaction sometimes being worse

and sometimes being better than remote collaboration in terms of outcome success. The results
also apparently suggested that there was no advantagllittgy remote video to remote audio
connections in terms of outcome success and a video channel appeared to have little impact on

the structuring of task processes, but the presence of video did impact on user satisfaction.

Williams (1997) expanded the areslightly by demonstrating how the utility of video
connections could differ by the level of conflict involved in a task and also discrepancies in the
linguistic background of collaborators. The results considered both aspects of visual behaviour
and subgctive preferences, showing in particular that a loss of visual presence in a connection
can make it harder to establish understanding in collaborations with collaborators of differing

linguistic backgrounds.

Daly-Jones, Monk and Watts (1998) studied VM@mparing audievideo and audialone
conditions but eschewing the conventional measures of task outcome, opting instead for
measures of conversational fluency and interpersonal awareness. Importantly they included a
shared editing tool for the task, andended the collaboration to consider not just petsen
person communication but pdo-pair collaboration, wherein there would be discussion both
between sites and within sites. The authors argued that video results in more fluent
conversation especiallwhen there are more than two people at each end, although this is
somewhat obvious given that the video will inevitably support the remote representation of
awareness and make it explicit that collaborators at a remote site are talking amongst
themselvesln dyadic interactions, it appears that auditory cues suffice, for mediating fluent
interactions. Measures of presence and awareness of attentional focus were rated as much

higher in the video conditions.

These experimental studies have therefore yiekle@riety of often conflicting results that

have at times suggested the importance of the video channel to remote collaborations but at
other times denied its importance. The results of the studies can however be difficult to
compare as they do often eggathe users in a variety of different experimental tasks, which
potentially utilise very different aspects of interaction. The results do however seem to
consistently suggest that in most cases regardless of task, the audio channel is of primary

importane to successful synchronous collaboration.
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2.3.2.2 Living with technology

Another analytical traditional in the study of VMC technologies is very much tied in with the
development of the media spaces discussed above. In most instances these heasile perva
technologies were deployed and evaluated at the site of development. They were playthings in
the research labs of those scientists who were constructing them, and as such the longer term
situated evaluation has tended towards the ethnographic andsowodogical methods of
analysis, exploring the theme of the-@eolution of users and technologies over extended
deployment (in most cases over several years). This is perhaps in line with the general research
aims of these systems as discussed abovehwinere distinctly focused on the development of
social networks and a reinvestigation of what it meant to construct a working environment
linked through video technologies. Explicit measures of task outcome were therefore at odds
with the research goal8¢llotti and Dourish, 1997). Such an approach to evaluation can be
seen in the studies presented in Bly, Harrison and Irwin (1993), Adler and Henderson (1994),
Harrison et al, (1997), Moore (1997), Mantei et al (1991), Buxton, (1997), Dourish (1993),
Dourish and Belloti (1992), and Gaver (1992). In all of these studies there is a desire to report
the experiences of working in what is considered a new form of working environment. Other
analytical traditions, such as the experimental approach, had presumuettlbof VMC where

it extended existing working practices, merely facilitating distributed access to current
practices, which therefore meant that direct comparisons with other models of communication
such as fac¢o-face or audio only were perfectgcceptable. For the investigators of media
spaces, approaching the evaluation from a living with technology perspective however, the
media space afforded interactions and working practices which were markedly different from
existing models of interactionnd were therefore considered to be incomparable. But as
suggested previously a research goal such as examining how a media space can foster a sense

of co-presence in a distributed environment does not easily lend itself to experimental analysis.

2.3.2.3 Reld studies

This notion however, of living with a developing technology is rightly critiqued by Sellen and
Harper (1997), who demonstrate that the very fact that those investigating the media spaces
had a vested interest in the work they were preserBieigg the developers of the technology

they obviously had a certain impetus to portray the work from their own lab in a positive light,

it is far from objective. But perhaps the most pertinent point made by Sellen and Harper (1997)
is the observation thahe media spaces were being deployed and evaluated from within tech
company research labs. These were largely not systems deployed and evaluated in actual
everyday working environments (although the Ontario Telepresence Project stands as an
exception and id offer evaluations of deployed technologies in -nesearch lab contexts,
Moore, 1997). Therefore many of the natural tensions and resistances to technological

intervention that might otherwise be encountered in a working environment and which might
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impinge on the usability and adoption of media spaces was never fully explored. This is
perhaps a pertinent reason why such technologies were never widely adopted throughout the
corporate world. The study presented in Sellen and Harper (1997) does atteeapess this
imbalance by relocating the site of evaluation of a media space technology in what could be
described as a field study, evaluating a media space deployment in a working group outside of
a research lab. This field study demonstrated interediffeyences between the use of media
spaces and more formal videonferencing rooms which had hitherto not been considered.
The study explored the different cultures of practices observed with each VMC environment

and observed the organisational tensiwh&ch drove adoption and use of these systems.

This move to a more fieldtudy based analytical approach brings with it a greater ecological
validity than that observed in the molieed with technologytudies. There were however

early studies in nemeda space environments which could also be characterised astfiely
approaches to VMC evaluation. The work of Isaacs and Tang (1993, 1994), in particular,
demonstrated the ongoing development and evaluation of the DVC prototype as it was used by
working groups at SunSoft. Whilst it could be argued that fldly evaluations could be
critiqued because of the potential lack of applicability to situations outside of the working
context studied, there are benefits to the approach. There are the abowmedebénefits as
compared to the lived with technology studies, and in comparison with experimental
approaches there are benefits in that such studies have increased ecological validity and
recognise the impacts of many different social processes on ¢he ass6 per cepti ons
technology, and potentially also tend to evaluate more realistic working tasks. The work of
Isaacs and Tang (see lIsaacs and Tang, 1997 for overview) demonstrates a natural
understanding of these tensions and successfully combirestight control of the
experimental approach to data collection and analysis with the ecological validity of evaluation
in a field study setting, as Sellen (1997,

|l aboratoryéo6.

In an exemplar study, Tang atghacs (1993) demonstrated that their DVC prototype did not
increase overall levels of interactive communication, but it did impact on the process of
communication. They showed that patterns of usage in experimental analysis of actual working
teams showetkductions in the numbers of email messages sent, reductions in phone use and a
possible reduction in fae®-face meetings. This use of the DVC prototype was however
observed to be entirely dependent on the presence of the video channel being acééssible.

the DVC was used it was noted that it facilitated interactions more liketddeee
interactions than those observed during use of visederence room meetings. Interaction
through the DVC prototype was observed to be more fluid, with interngtiaore common,

and a more informal attitude being taken, with participants being more likely to attend to
additional tasks such as checking and reading emails. Some of the experimental observations
did observe however that high quality audio was far neoitecal than high quality video, to

establishing coherent communications. These forms of experimental findings perhaps
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demonstrate more reliable results than the earliebéaed experimental work, as they are
tightly controlled studies, but of actual vking technologies being evaluatedsitu in actual

working groups.

2.3.2.4 Hybrid approaches

The final analytical approach considered by Sellen (1997) is the hybrid approach which
combines psychological and sociological analyses. She includes in ttdgoma the
conversation analytic techniques of the work of Heath et al (1997) and Gaver et al (1993) on
media space environments, which takes as its focus a much more specific behavioural analysis
of communication, focusing less on the social world andenoor behaviour at a local level in

a media space interaction.

The strength of this micranalytic approach is that common behavioural practices during
interaction could be observed and compared with existing understanding and observations of
comparative blgaviours in other notechnology mediated settings. It is the most detailed
analysis method for understanding the process of naturally occurring communication, and
through its application to VMC use developed awareness of the processes by which
collaborates organised their interactions through a VMC medium and the processes by which
they established mutual awareness and negotiated practices of engagement (Heath and Luff,
1991).

It is this hybrid approach which utilised conversation analytic methodologieshwvas
perhaps the first body of work to fully understand the impact of gesture (realised not just
through hand gestures, but also through gross postural shifts, head nods etc.) on the
accomplishment of grounded understanding, and interaction structuimgVMC
environments. But the work also highlighted an important awareness of the asymmetries in
interaction that VMC engendered, which were not otherwise present in other interactional

mediums such as fade-face interaction. These asymmetries it waguad arose because of

two key factors, firstly o6recipients having |
the otherd and secondly that 6an individual 6s
otherd6s i mmediate eimei rionndmevntdu@am desr mibneds ty t
movements such as gestures in order to secure

p.336). This was particularly clearly expressed in the MTV (Multiple Target Video) studies of
Gaver et al (1993). &ause of their close analytical approach to understanding the
mechanisms of interaction they were able to discern and articulate the difficulties that users
were encountering in the MTV | and Il prototypes. With MTV | patterns of usage
demonstrated thahithe task focussed interactions the view of the collaborators face was rarely
used, being eschewed in favour of more object focussed camera views. However, despite this
tighter focus on objects for manipulation it was also apparent that there was af loss o

orientational awareness and difficulties for collaborators in tracking trajectories of attention
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whilst the participant remote to the site of action switched between multiple views of the task
space on one monitor, presumptions about reciprocity of @etigps could not be made which

was reflected in extended verbal processes of establishing-asthtdishing engagement after
views were changed. In MTV Il multiple monitors replaced the switching mechanism, and this
revealed a wider pattern of camereewir usage, and mu c h more fre
demonstrating that the physical process of switching views was hugely relevant to the tasks
examined but had been made too costly in the earlier prototype. MTV Il still suffered
limitations however, as analystdf the language used during use indicated that it was still
giving rise to difficulties in ascertaining relative mutual perspectives on the task space and it
failed to adequately support mutual awareness of gestural actions. These breakdowns in
interactionwhich could be decoded by detailed analysis of the videtage of use of the

VMC tools allowed a much richer understanding to be developed of how interaction was
structured during collaboration, an understanding that was potentially unachievable in the
more traditional experimental analysis techniques, or the more broadly defined social

implications research of other analytical approaches.

2.3.3 Conflicts and conclusions for VMC

Some studies have tried to explain how VMC works or is limited in effeatefgrring to
concepts such as 6soci al presenced (Short et
1981) or O6media richnessd6 (Daft and Lengel, 1¢
cuelessness and lack of social presence can be explhined di srupti ons i
conversational processes6 (ibid, p.127) broug
duplex audio and delays in transmission. They argue that media richness is determined by
access to these conversational processes. Ruatding of the conflicting findings of the works

detailed above would suggest that a simple statement of the efficacy of VMC or an attempt to
describe how it wor ks in ter ms of media ric
conversational h @ wvisual enedivens & indufficteint.uRerhaps the most
compelling discussions of the efficacy of VMC centre on an understanding of what it is that

video is used to communicate. The studies above demonstrate that in many instances when
available at low costyideo will be used by collaborators. Subtle social processes will be

engaged in and negotiated using visual cues concerning hard to communicate factors such as
emotional engagement and attentional focus or relative orientation to task artefacts. Whilst

there is a natural preference for the ability to guide actions using these visual cues it is rare that

this has a significant impact on collaborative performance. The studies above through and
through demonstrate the minimal requirement for any successfuateecollaboration in a

synchronous task is the provision of high quality audio connections. The lack of efficacy of

video for performance outcomes was perhaps most succinctly demonstrated in the Chapanis

(1975) work, and it is worth noting that in thosediés it was the talking heads model of
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VMC that was utilised, sensitivity to subtle social enhancements of visual communication had
little bearing on the task at hand. However, if the visual channel had focussed on the task space
then maybe the results whl be different. The studies presented above suggest a divide in
terms of whether VMC is useful based on the task properties engaged in during collaboration.
For tasks or interactions primarily social in nature video links need only be of the talkiry head
kind, but when collaboration is object focussed the vi@edata model of VMC appears to

show increased efficacy for a video channel in communication.

The limitations in this use of videmsdata have however already been demonstrated in the
works of Gaver et al (1993) and Heath, Luff and Sellen (1997). Primarily the asymmetric
access to the video representations and the problems this engenders for supporting awareness
of mutual orientation to and mutual interaction with critical aspects of the vidacada the

key downfalls of the videasdata model of VMC.

2.4 Shared Visual Spaces

Parallel to the work on the development of VMC technologies has been an ongoing
investigation into the efficacy of providing shared visual spaces for collaborative’ tAk.

by Krauss and Fussell (1990, 1991) concerning the development of mutual knowledge and the
construction of shared communicative environments  for increasing communicative
effectiveness, sought to explore the applications of a developing understasfditing
processes of achieving grounded conversation to the design of communications technologies.
Through their experimental analyses Krauss and Fussell began to understand how task
focussed language evolved during its interactive use during collabot@ke The evolution

of referring expressions and the developing awareness of common referents was demonstrably
shown to be significantly effected by the resources used to establish communications. If a
shared visual environment was enabled it was ofbseiwed to be of significant support to the
smooth establishment of such critical communicative processes. From the foundations of this
work a new research focus was derived that sought to understand how best to construct shared

visual environments for clalboration.

Studies such as Fussell, Kraut and Siegel (2000), demonstrated that whilst a shared visual
context was important in collaborative tasks, current vid@mmunications technology was
potentially inadequate to establish such environments, atdeasificient fidelity to support
interaction to levels observed in fatteface communication. In a study of interactions
concerning remote help in computing tasks, Karsenty (1999), extended this argument by

demonstrating that to support any given taskas crucial to determine which features of the

% Note that this is qualitatively different from VMC, althdui of course is concerned with the
presentation of visual information it is more akin to the videdata approach in VMC and is
more concerned with the effects of providing visual access to salient features of collaborative
tasks.
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vi sual environment were critical to support. I
based on screen focussed activities that a sh
sufficient to improee communication beyond that achievable by awdily means (a feat

shown to be wachievable in other studies, e.g. Chapanis, 1975). In further efforts to
understand the science behind how people are supported in collaborative tasks through the use

of shaed visual spaces Darren Gergle extended the body of work at Calhelgie through

several timely studies. For the completion of these studies Gergle developed a puzzle task
paradigm (see figure 2.5 below) which required a Helper to guide the action&/afkar in

the assembly of a puzzle piece diagram.

Worker View Helper View

Wark Area Puzzle Fleoes Worker freg Purle

4 L A 4

work area staging area view of worker's target area
work area

Figure 2.5 The Puzzle task developed by Darren Gergle (from Gergle et al 2006)

A task such as the 6puzzle taskdéd is a form of
various investigations ofanguage use (see Glucksberg et al. 1966 for the first use of this
technique). This approach was reportedly taken to allow systematic manipulations to be made

to the shared visual environments such that various parameters of their construction could be
emgrically compared.

In their early work on the subject (Kraut, Gergle, and Fussell, 2002, Gergle, Kraut and Fussell,
2004a) the CMU group demonstrated that the presence of a shared visual space significantly
improved performance on the collaborative puzakk. The presence of delays in the visual
feedback received by the Helper and the difficulty in the task they were completing (influenced
by how easily shapes in the space connected and whether the colours of the pieces remained
consi st ent eterminedsdiacasy in thedta®k. Dethying the visual update reduced the
benefits of the shared visual space and degraded the performance and the shared visual space
was shown to be of more use when the shapes were more visually complex. Gergle, Millen,
Kraut and Fussell (2004) extended this finding by demonstrating that when the talk in
collaborative tasks is mediated by tésed chat (such as Instant Messaging), persistence of

the text messages improves task performance but less so than access to dssizrgohce.

When access to the shared visual space is denied, the role of persistence of text messages

becomes even more significant, especially also when objects in the task are hard to describe.
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The results suggested further that a shared visual $pabe optimum route for efficiently
establishing grounded interactions. In an effort to explain this finding later work (Gergle,
Kraut and Fussell, 2004b) demonstrated, in a complicated sequential analysis, how visual
actions within a shared space canused to replace elements of dialogue that would be
necessary in the absence of visual feedback. In efforts to ground verbal instructions, Helpers
require confirmatory feedback that instructions have been understood, carried out and more
importantly carriedout successfully. In the presence of a shared visual space much of this
explicit checking and confirming work (often carried out through direct questioning and back
channelling of semverbal responses) is dropped, in favour of a reliance on the visual
feedback. Such behaviours conform to the principle of least collaborative effort (Clark and
Brennan, 1991).

I n the CMU groupds most recent work (Gergl e,
presented which have shown the differential impact on pagnce of varying levels of delay

to visual feedback in shared visual spaces and the influence of the dynamics of the visual
environment when interacting with such delays. Put simply the research work demonstrates
that serious time delays prevent collaboratfrom establishing situational awareness of the

task, they are not mutually aware of the current state of task artefacts and this inhibits task
performance. However, a small amount of visual delay was not problematic. The point at
which visual delay diccause a problem was seen to vary as a function of how complex the
visual environment was, increasing complexity (generated by dynamically changing the
colours of the pieces being manipulated) resulting in increasing delays in feedback affecting

performane much sooner.

A significant offshoot of this shared visual space work can be seen in two papers, Ou, Oh,

Yang and Fussell (2005) and Ou, Oh, Fussell, Blum and Yang (2005). These works use
Gergl eds puzzl e t ask paradi gm ptedg sanalyyese dtulre
collaborative tasks. Working to potentially extend the functionality of the DOVE system (Ou

et al 2003) by incorporating automatic camera view switching, determined on the basis of
parsing Helpersdé | angua g ag thatstlee sydtam doesgnotoeed | ab or
physical manipulation to change camera view by the Helper during use. These studies showed
some (limited) support for the notion that patterns ofggee were highly systematic during

the puzzle task and could be predictedthe basis of what the Helpers were saying at any

given point. Such a finding supports the notion that different aspects of a task are supported by
different elements of a shared visual space, which can vary by the dynamic visual environment

of the task but also by the very stage of the interaction that is to be supported. Given the
constraints on the usability of multiple task views (see Gaver et al, 1993) and the bandwidth
intensive nature of such seps it is perhaps an advantage to be able to aitorand

dynamically present multiple feeds of video information. Such a system could dynamically

create a shared visual environment that feeds to a Helper, the optimum visual resources at any

given time, reducing the costly need to search between mu#igsgeens and the costs of
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supporting such data intensive communication. This is at least the conclusion drawn in the Ou
et al studies. However, this largely ignores the complexity of actually parsing spoken
language, and brushes over the large amount afcimacy that the presented system
demonstrated. The technology design also fundamentally assumes that visual saccades and
general visual attention follows changes in speech pattern and not the other way around, which
unless empirically tested and demonistyasshown to not be an issue of concern is potentially

going to significantly hamper use of such a technology.

Despite being an interesting exploration of the ways in which shared visual environments
should be constructed, this work on shared visual sgacé®wever, fundamentally flawed.

Quite acknowledgedly the work takes a reductionist approach to communication, hoping to
distil key properties of communicative environments that influence behaviour. The approach
taken creates a highly artificial workinlgcommunication task, which has significantly little
similarity to any current collaborative tasks in which users might wish to engage. A primary
point of contention is the use of the term collaborative physical task. Original conceptions of
the term (Krait, Miller and Siegel, 1996) were concerned with tasks which were inherently 3
Dimensional in nature, tasks which resolutely occurred in the real world. This term it appeared
was used to differentiate between the types of technology required to suppertasies, with

the already researched technology, to support mddar@nsional software based tasks. The
puzzle task paradigm used is clearly-Bithensional software based task, so not at all similar

to the types of tasks referred to previously as colative physical tasks. Despite this the
results of the studies are discussed in relation to the development of technologies to support
such nopsoftware based collaborations. Stepping aside from this issue for a moment, if one
takes the studies at facelug, the results as presented are also somewhat expected. Findings
which demonstrate that visual delay impairs performance, were also predicted by the research
literature (e.g. Clark and Brennan, 1991) but are also supported heavily by common sense.
Explaining the reasoning behind this may be of interest to some but is fundamentally
something which most technology designers would assume as a given, and try to avoid. And
this issue of avoiding the problem of visual delay is not actually a significant omeagny
considerable research effort in other fields over many years has lead to the rapid development
of increasingly high bandwidth communications technologies, as such problems of visual
delay in communications channels are just not a significant issuell¥cthe findings that a

more complex visual environment interacts with this problem, are again common sense. The
ways in which this complexity was generated for the studies however, has significant lack of
validity. In the studies above the puzzle elaeméeing assembled dynamically changed colour
during the task, occasionally on a high frequency rotation. What process this represents in the
real world is somewhat questionable, physical artefacts for collaboration not normally
changing significant vislgroperties to the extent that it is difficult to describe what they are

during use. As such these discussions of the parameters of shared visual environments which
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effect performance appear to be devoid of significant implication for the actual deptoyinen

technologies to support collaborative physical tasks.

2.5 Collaborative Design

Having previously considered the extensive research into dideed communicatioand the

provision of shared visual spaciss clearly apparent that there are certdéficiencies in

such modes of communication, when they are intended primarily to facilitate the coordination

of group working activitesRe sear ch activity was expanded fro
19906s to wunderstand ho wfaclitpte syechrenicitg omwattuhl be de
remotely located group work. One sphere of the working world that appeared to need such
technological developments most, was the design world, where increasingly, within large
international companies, design experts wexgired to collaborate despite being based in a

variety of diverse company locations. Considering the visual nature of design work, and the
importance of collaboration in the creative process, design teams therefore posed a particularly
salient focus forCSCW research. In the following sections | will outline the observational

work that was conducted to elicit the working practices eprasent design teams and then

discuss the technological innovations that were proposed to meet the requirementgeaf remo

located design teams.

2.5.1 Observation studies of design teams

Many of the CSCW systems that were created to support collaborative design were based on

the work of John Tang, and his observational studies of design teams which formed the basis

for his PhD thesis (Tang, 1989), and can be seen written up in several papers (see Tang &

Lei fer, 1988 and Tang, 1 9 9 1-pased in@racjoh analysis r k , w h
methods, analysed small design teams (3 to -resent designers) as they atfged to

complete one of several designs tasks, all of which focussed on the-manhime interface

design for an interactive computeontrolled system, whilst using a shared drawing artefact

such as a large notepad or white board. The interaction anahethods used (based on

Goodwin, 1981 and Heath, 1986) focus on the analysis of the interactions among participants

and the artefacts in their natural working enyv
analyse the interactions using a predeteech framework of actions and functions. The three

actions were Listing, Drawing and Gesturing and the corresponding three functions were

Information storage, ldea expression and Interaction mediation.

From his observations Tang noticed several key presesscepresent design activity which
have a bearing on the design of collaborative design tools; a) collaborators use hand gestures in
a significantly complex system which allows them to encode and convey a variety of different

types of information; b)he processf drawing images is often more important than the result,
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and conveys meaning in itsé very act,; c) t he
mediation of communication and collaboration processes within the group; d) there are a
variety of concurrent, different activities that take place within the drawing space and e) the
literal spatial layout of the drawing space in relation to the collaborators has a role in

structuring their activity.

This seminal work of Tang has been extended bthén research, which is reviewed in a

paper by Bekker, Olson & Olson (1995). In a series of studies (see Olson, Olson, Carter &
Storrssten, 1992, Ol son, Ol son, Storrssten &
extensive observational data of desigams was collected. Bekker et al (1995) use data from

these studies in an analysis of the role of gestures, specifically to inform the design of
groupware systems for designers. Using a coding system derived from the work of Ekman &
Friesen (1969) and Madill (1992), Bekker et al (1995) assigned the gestures they witnessed

to 4 categories, Kinetic (related to modelling an action), Spatial (related to an indication of

size, distance, location etc.), Point (a form of deixis) and Other (all other gestufitsngoin

the above categories). The studies demonstrated that gestures rarely occurred in isolation and
were often sequenced into patterns, 4 common
(sequences of kinetic gestures), List sequences (commonly atsslogiith pointing gestures

and similar to written bullet points), Contrast sequences (also associated with pointing, but

used to separate speech items conceptually) and Emphasis sequences (largely composed of the

Other gestures, where emphasis was netatealspeech item).

Bekker et al. (1995) observed several key characteristics of gesturing in design meetings,

which were:
1 Many gestures are very brief
I Gestures are often unconsciously synchronised with speech
I Gestures often occur in sequences
I Gesturing isften procedurally linked to activities such as drawing

I Gesturing sometimes occurs whilst the gesturer is mobile and acting through an

interaction sequence

1 Gestures often have complexD2or 3D trajectories which are important to their

meaning

1 Gestures @ embodied in their spatial environment in relation to other people and
artefacts and a knowledge of the spatial environment is often relevant when decoding

them

1 Gestures sometimes refer to imaginary objects, which can then exist throughout a

meeting, andnay be referred to and interacted with by third parties
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1 Gestures can refer to gestures in the past

Having observed and acknowledged the prevalence of gesturing in design meetings, Bekker et
al (1995) go on to discuss the implications of this forabegruction of systems to support
designers. They consider several different forms of technical support for design meetings. The
first being electronic device support for meetirigswhich participants are epresent. Bekker

et al argue that when designerasnuse their own interface to view a shared object many of
the critical social processes of gesturing are impdtdfurther discussion of this issue see
Tatar, Foster and Bobrow, 1991f)a designer wished to point at something on the design their
hard gesture would be visible to only themselves, to counter this many of the available
systems have telgointing capacity(see Hayne, Pendergast and Greenberg 1993 for a brief
review of such systemshowever Bekker et al, argue that this is a weak forigesturing as

many of the kinetic and spatial movements possible with hands are not possible with a tele
pointer. To counter these limitations Bekker et al suggest the use of collaborative electronically
supported public displays such as electronic whitedtxyavhich add computer support to the

design process but do not impede the benefits -piresent interaction.

In remote design sessions where participants are ngiresent videaonferencing is
sometimes used. Bekker et al argue that this is diffiedtuse of the loss of spatially relevant
information between participants, but they argue that virtual reality techniques perhaps stand to
alleviate such problems by reintroducing spatial relationships to remote meetings. Bekker et al
however are uncleaas to the specifics of how virtual reality technology might affect such
spatially significant activities as gesturing. Later work by Fraser (1998) however has

extensively considered this issue.

Clearly Bekker et al feel that gesturing is of vital impoc&in collaborative work, which they
take as a given fact considering their evidence of its prevalence in design meetings. They argue
that for any groupware system to be adopted successfully by design teams it must suit the way

they work and consequently@port the adequate transmission of gestural information.

2.5.2 Commune: A shared drawing surface

One early system which was developed in an effort to support such gestural activity in
collaborative design work, when collaborators are remote from onbeanatas the Commune
system (Bly and Minneman, 1990 and Minneman and Bly, 1991). Commune (see figure 2.6
below) was based on the understanding (derived from Tang, 1989 and Bly 1988) that the
process of creating, referring to and using drawings was astampdo the design process as

the resultant images themselves. The system was therefore built to provide designers with
access to a shared drawing space, utilising the metaphor of a drawing pad. Each collaborator

had a stylus which could be used for cuisased gesturing or for making pstyle marks on
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the shared surface, natural verbal interaction was maintained through the use of telephone
links. This approach was shown to be of benefit to collaborators in design meetings,
effectively facilitating somef their primary requirements in collaboration. Bly and Minneman

noted that even such a relatively simple system allowed the fluid interweaving of gesture, talk
and drawing interactions. Problems observed with use of the system however, centred on the
useof such a simplified tool (i.e. a cursor) as the primary medium for gesturing. Cursors, it
was reported, were unable to represent the complexity of gesturing behaviour observed with
hands and fingers. Equally it was not always possible to disambiguateepneincidental
movements of the cursor and actual intended gestures, and perhaps for these reasons, in several

instances naturally occurring hahdsed gestures were used, despite the fact that such

behaviours could not be transmitted to the collaboratargjes.

Figure 2.6 Commune Drawing surface from Bly and Minneman (1990} (&ftiipment, right

T resultant sketch appearing on surface)

Initial instantiations of Commune were improved by increasing the possible number of
collaborators from two tthree users (Minneman and Bly, 1991). It was expected that such an
extension would reveal new interaction problems, given that little was understood about the
differences between triadic and dyadic collaborations. These worries were however,
unfounded, ashere were no observed problems with extending the range of users, all
collaborators being able to easily identify who was sketching or gesturing at any given
moment (cursors and lines were of course different colours for each participant and most
drawingspace activity was coordinated with concurrent language). An interesting observation
of Commune use, centres on the inclusion of fdaeg video links between the remote sites.
Although observably not used directly for the task, there was anecdotal evitteicthe
presence of video links actually improved engagement with the task and the collaborative
action. When video presence was not enabled it appeared that collaborators felt increasingly
able to move within themselves and to not actively participatd interact with the other

collaborators.
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2.5.3 VideoDraw: A video interface for collaborative drawing

In concurrent research also being conducted at the Xerox Palo Alto ReSeantetn(along

with the Commune project), rdwsystemguastddvaopeg.ar | vy 1
VideoDraw (Tang and Minneman, 1990, 1991a) gr
and took an alternative approach to supporting design activity to that of the Commune project.
Working exclusively in video collaboration, \@dDraw sought to create a shared drawing

surface that allowed the remote representation of not just sketched images but also the hands

and arms of the sketcher as they were producing the drawings (see figure 2.7 below).

Figure 2.7 Schematic of VideoDraystem from Tang and Minneman (1991a)

By allowing collaborators to view a Ilive wvid
consequently draw over those video images (these resultant sketches in turn then being
captured and passed back to the linkedkat@tion) collaborators could not only produce and
share drawings but also collaboratively construct them. The communication environment was
made all the richer for the ability to use naturally occurring forms of-baiséd and pebased
gestural behaviourThis approach conveyed most of the benefits of a system such as
Commune but improved on the paucity of the gesturing medium achieved in that system.
Problems did however occur with use of the system. The relative thickness of pens and small
size of the sreensused meant that the drawing space was rapidly filled and previous content
had to be repeatedly removed. The removal process was hampered by-tlirediioinal

access that collaborators had to the shared sketches, each collaborator could onlyoremove
indeed really interact with, the elements of the shared sketch that they themselves had
produced. Coupled with this access issue is the fact that at no point was any computing
technology involved, so many useful features of compaitbed design, sucas the ability to

save images or open and include designs from existing files, were not available, limiting the

scope for use of such a system.
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2.5.4 TeamWorkStation: Towards a seamless shared workspace

Extending the work of VideoDraw was a Japanese sydiar collaboration known as
TeamWorkStation (Ishii, 1990, Ishii and Miyake, 1991). Interested in developing technologies
for collaboration which would situate themselves comfortably within existing working
practices, Ishii, sought to explore how technglaguld be designed to negotiate the cognitive
seams that highlighted separations between private and shared objects and tools. Ishii based
elements of the design of TeamWorkStation on the principles espoused by Grudin (1988), with
his belief that if usersvere forced to utilise unfamiliar tools to access technologies then those
technologies would never be successfully adopted. To this extent TeamWorkStation was built
as a tool to facilitate group interaction and collaboration, as and when necessary;autdch

allow people to engage in dmbc collaborative design work whilst retaining use of their
favourite tools for design, be they computer software based, or paper based. TeamWorkStation
is essentially a bricolage of technologies, in which users have tvem private PC monitor

for digital content but also a second monitor, seamlessly linked to the first, which is a shared
space for all collaborators. Content can be dragged and dropped directly from private space to
the public space. The public space atspported faceiew video feeds of all the current
collaborators and contained a facility to present images from a desktop camera (held over a
sketch pad) on each desk. This video feed could then be overlaid in the shared space with
ot her s & v inthges of digitad cbstentoor applications opened by other collaborators

in the shared space (figure 2.8 below shows some examples of TeamWorkStation).
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Figure 2.8 The TeamWorkStation of Ishii and Miyake (1991)

TeamWorkStation clearly is an advancemienthe VideoDraw system in that it retains all of

the function of that system, yet situates it within a more realistic collaboration environment
(i.e. it is held alongside existing desktop working arrangements, rather than being-a stand
alone unit for cdhboration) but extends the functionality to incorporate digital content as a
shareable media, that can actually be, in some limited form at least, integrated wdlilyitedn
content. Evaluations of the TeamWorkStation (Ishii and Miyake, 1991) have howeve
highlighted certain limitations. Despite the ability to record and store the resultant shared
images that can be created, as images are produced there is not equal access to the information.
Similar to VideoDraw elements that are collaboratively produaee held as layers in a
collaborative construction, with individuals only having access to manipulate those aspects
that they themselves produced, this is not an optimum arrangement. Equally evaluations
reported difficulties engendered by the poor quatif the video links and the fact that
gesturing or sketching behaviour when performed collaboratively had to be coordinated by
watching feedback of sketching actions on a video monitor rather than at the actual site of
sketch production (as per VideoDraw)
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