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Abstract

It is widely agreed that hydrogen, a clean, renewable fuel which produces

only water as a by-product when reacted with oxygen in air, can and must

be used to replace fossil fuels for applications across all sectors if global tar-

gets for greenhouse gas emission reductions are to be met, and the harmful

effects of the climate crisis are to be mitigated and reversed. However,

many of the technologies associated with the lifecycle of truly green hydro-

gen are still in their infancy. Production still relies heavily on fossil fuels,

and electrolysis alone cannot be expected to cover the entire capacity re-

quired for their replacement, while the storage of hydrogen commonly uses

very high-pressure compression (up to 700 bar) with large associated costs

and safety concerns. This thesis therefore looks to investigate materials

which may provide alternative methods in each case, namely solar water

splitting photocatalysed by titanium dioxide for production, and solid-state

storage of hydrogen in intermetallic compounds.

These investigations are performed with core-level, X-ray-based spectro-

scopies, which can be used to effectively probe the surfaces of materi-

als, providing detailed information about the constituent elements and the

chemical state of the system. However, these analytical techniques gener-

ally require ultra-high vacuum conditions, while reactions of materials for

solid-state hydrogen storage often occur at ambient pressures and above.
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A solution to overcome this so called “pressure gap” is therefore required

for their effective analysis.

It is for this reason that, in this thesis, a novel differentially pumped multi-

stage transfer device was designed to enable the rapid transfer of a sample

from reaction to analysis conditions, such that the measured results of anal-

ysis techniques including XPS could more accurately represent the actual

behaviour of a sample under those reaction conditions. A ‘proof of con-

cept’ study was performed to display the unique capabilities of the system,

in which argon ion sputtering was used to create defective states in the

surface and sub-surface layers of a titanium dioxide crystal. The defective

crystal was then moved to the reaction chamber of the device, where it was

exposed to the atmosphere in an attempt to heal the defects. It could then

be transferred back into position for XPS analysis within just 5 minutes

for observation of the healed titanium states.

The surface of a high entropy alloy, (Ti0.65Zr0.35)1.05MnCr0.8Fe0.2, with po-

tential for applications in hydrogen storage, has been investigated with

X-ray photoelectron spectroscopy and Near-edge X-ray absorption Fine

Structure spectroscopy before and after exposure to conditions associated

with hydrogen activation. A surface oxide layer seen on the as-received

alloy was reduced when heated to 650oC under vacuum for 30 minutes.

After another sample of the alloy was heated to the same temperature in

1 bar of hydrogen, only chromium and iron appeared to reduce to metallic

states, while manganese was seen on the surface in significant amounts in

the form of Mn3O4 and MnO. It is suggested that this sacrificial oxidation

of manganese may allow chromium and iron to remain in reduced metallic

states to provide a pathway for the dissociation of the hydrogen molecules

and diffusion of hydrogen atoms into the bulk for activation.
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Finally, a combination of X-ray Photoelectron spectroscopy, Near-edge X-

ray Absorption Fine Structure spectroscopy and Resonant Photoemission

spectroscopy was used to investigate the interactions between titanium

dioxide, in the form of nanoparticles, and a gold crystal surface. The

two materials are commonly combined for use in solar water splitting for

the production of green hydrogen, so an improved understanding of the

interactions and charge transfer dynamics may aid in the further devel-

opment of the technology. Through analysis of the measured spectra and

the core-hole clock method, no evidence of charge transfer between the two

materials was observed on the timescale of the core-hole lifetime. Argon

ion sputtering of the deposited nanoparticles did however appear to show

a reduction in their size, providing a potentially unexplored method of in-

troducing quantum confinement effects into the semiconductor for possible

improvements in efficiencies of titanium dioxide photocatalysed devices for

solar water splitting.
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1.1. XPS AT ELEVATED PRESSURES

1.1 XPS at Elevated Pressures

1.1.1 XPS and the “Pressure Gap”

XPS may be used to characterise atoms and identify elements in a sample,

as well as providing information about the chemical state of a system [1–4].

The sample itself is irradiated with X-rays by a direct process; the X-ray is

absorbed by an atomic electron which is in turn emitted from the sample.

The kinetic energies EK of the ejected electrons are measured, and the

binding energies EB can be calculated from the equation

EB = hν − EK − ϕ (1.1)

where hν is the energy of the incident X-rays and ϕ is the work function of

the spectrometer used. The binding energy of an electron is characteristic

of the element, orbital and chemical environment of the atom from which it

was emitted, while the recorded intensities enable quantification of elements

[3]. The technique is described in great detail in Section 2.1.

Electrons have a strong interaction with atoms at typical electron energies

used in XPS (100 eV – 1000 eV), giving them a mean free path on the

order of only several monolayers [5]. In fact, the number of electrons emit-

ted decreases exponentially with depth [6]. XPS therefore has exquisite

surface sensitivity, with a sampling volume extending from the surface to a

depth of around 50-70 Å [7]. The surface of a sample represents a discon-

tinuity between one phase and another, thus it has different physical and

chemical properties than the bulk of the material. Many problems asso-

ciated with modern materials can be solved only by understanding these
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1.1. XPS AT ELEVATED PRESSURES

surface properties and the interactions that occur there [3]. For example,

this understanding has allowed for the investigation of the interfaces of

Li-ion batteries [7] and for the emergence of solid-state hydrogen storage;

further investigation could help to enable its optimisation and large-scale

commercial use.

An issue with XPS as an analytical technique is that it requires UHV con-

ditions (pressures below 10−9 mbar) in order for measurements to be taken.

The main reason for this is to keep the sample clear of impurities, which will

disrupt measurements. Another reason is that the photoelectrons emitted

following irradiation of the sample are strongly scattered by gas molecules,

and have a very short mean free path. Inelastic scattering is the primary

contributor to the attenuation of the recorded signal I which, compared to

the signal I0 at pressure p0 under vacuum conditions, has the relationship

I ∝ exp (−σdp) (1.2)

with d the distance that the electrons travel in a gas at pressure p, and

σ the scattering cross section, which depends on the chemical composition

of the gas phase. As an example, electrons with 100 eV of kinetic energy

in 1 mbar of water vapour have a mean free path of around 1 mm. This

is much shorter than the few centimetres of the typical working distance

between a sample and the entrance to the electrostatic lens system of an

electron analyser [2]. A solution, to what is known in surface science as the

“pressure gap” [8], is therefore required for the use of XPS in experiments

that require elevated pressures for reactions to proceed.
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1.1. XPS AT ELEVATED PRESSURES

1.1.2 Ambient Pressure XPS

XPS at ambient pressure (APXPS), often called high pressure XPS to

distinguish it from the vacuum-based technique, was initially introduced in

the early 1970s [9]; the instrument used, and new ones produced over the

next decade, employed a differential pumping scheme. In these schemes,

shown in Figure 1.1, several pumped stages are connected only by small

apertures, allowing for a downward pressure gradient to form from the

sample chamber to the analysis chamber. This has allowed the sample

compartment to be at pressures up to around 1.3 mbar [10, 11], while UHV

conditions were maintained in the analyser, and enabled the investigation

of the interfaces of vapours and liquids [9, 12], of vapours and solids [13],

and of liquids and solids [14].

Figure 1.1: Differential pumping schemes (a) without and (b) with an electro-
static lens system for focussing the electrons into the entrance slit of the analyser.
In both cases the pressure decreases from p0 in the sample chamber to p3 in the
analyser.

It can be seen in equation 1.2 that, in the reaction chamber of a differential

pumping scheme, the distance d between the sample and the entrance aper-
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1.1. XPS AT ELEVATED PRESSURES

ture is the only property that can be adjusted, and in this case decreased,

in order to reduce the attenuation of the electron signal; the scattering

cross-section σ is characteristic of the experiment and the pressure p is

sought to be as high as possible. This distance must, however, remain ap-

proximately equivalent to two entrance aperture diameters, to prevent the

pressure drop across the aperture from affecting the reactions occurring at

the sample surface [2]. A smaller sample aperture diameter thus allows for

a smaller sample to aperture distance, and so reduced attenuation. Fur-

thermore, the smaller entrance aperture reduces gas flow into the pumping

system, allowing for larger secondary apertures between stages. This in-

creases the electron collection efficiency of the analyser without sacrificing

the achievable pressure differential across the stages [2]. The key factor

in optimising the technique, however, is found to be the size of the pho-

ton spot targeting the sample; a smaller photon spot allows for a smaller

aperture diameter, and so a smaller sample to aperture distance to reduce

attenuation of the detected signal by electron scattering.

It is for this reason that the development of APXPS was greatly accelerated

by the advent of third-generation synchrotron facilities in the early 2000s

(the use of synchrotron-based X-rays has the key advantage of providing

a smaller photon spot size [2, 15]) and by the improvement of laboratory-

based APXPS instruments over the past two decades. In 2013, using a

tightly focussed, high flux, synchrotron-based X-ray source, the diameter

of the entrance aperture to the differential pumping stages of an APXPS

system was able to be reduced from 1 mm to 50 µm. In addition to allow-

ing for a smaller sample to aperture distance, so reducing the attenuation

of the signal, this lowered the gas flow into the analyser by a factor of

400, thus increasing the pressure limit in terms of differential pumping by

the same amount. Despite being relatively simplistic in that the pumping
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1.1. XPS AT ELEVATED PRESSURES

stages lacked an integrated electrostatic lens system, spectra were obtained

at sample pressures as high as 130 mbar [15]. The electrostatic lens sys-

tem was first introduced in 2002 [16], as a method to optimise differential

pumping without a loss of signal. The electrons are focussed onto to the

aperture planes, thus preserving the acceptance angle whilst allowing for

small apertures and increased differential pumping. The majority of instru-

ments introduced after this have made use of some form of a differentially

pumped electrostatic lens system [2]. The technique of differential pump-

ing, as used during this project, is described in more detail in Section 3.2.1.

1.1.3 High Pressure Cells and Sample Transfer

In many cases, it is useful to understand how reactions occur at pressures

higher than atmospheric. For example, there have been numerous studies

into the behaviour of catalysts at higher pressures [17–21], which are dis-

cussed shortly. Meanwhile, as an example application, the target pressure

range for on-board vehicular hydrogen storage is stated as 5-12 bar by the

United States Department of Energy [22]. In order to use XPS to study the

reactions occurring between hydrogen and other substances at these higher

pressures, different techniques must be explored which allow a sample to be

quickly transferred from a high pressure to a UHV environment, without

removing the sample from the controlled atmosphere. A broad selection

of devices and their important properties as described in the literature are

shown in Table 1.1.

A commonly used method makes use of a high pressure cell, which allows

the sample to be exposed to reacting gases before the cell is evacuated and

opened, exposing the sample to the UHV environment for analysis. In some

cases, the pressure inside the cell is only as high as atmospheric, providing
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1.1. XPS AT ELEVATED PRESSURES

Table 1.1: Summary of key properties of devices described in literature for the
analysis of samples after reactions at elevated pressures. High Pressure Cells
and Sample Transfer are represented by HPC and ST respectively.

Name of Year Device Max Volume of Time to
Lead Author Description Pressure (bar) Reactor (ml) Analysis

Reijnen [23] 1990 HPC + ST 0.01 n/a 20 s
Kahn [21] 1974 HPC 1 571 n/a
Kuhrs [24] 2001 HPC + ST 1 4 n/a

Laegsgaard [25] 2001 HPC + ST 1 500 n/a
Du [26] 2018 HPC + ST 1 1000 n/a

Goodman [8] 1979 HPC + ST 2 n/a 5 mins
Moshfegh [18] 1988 HPC + ST 2.67 320 5-7 mins
Wang [20] 1992 HPC 5 45 1-2 mins

Ludviksson [19] 1995 HPC + ST 15 30 Several mins
Polaschegg [27] 1979 ST 30 20 1 min
Blakely [17] 1976 HPC 100 30 30 mins

an alternative means of carrying out APXPS [24, 28]. These systems may

be cheaper and easier to implement into existing laboratories than a dif-

ferentially pumped electrostatic lens system, but have the disadvantage of

not providing in-situ measurements.

The first significant use of a high pressure cell in 1974 enabled the study

of catalytic reactions on platinum single crystals at both UHV and at-

mospheric pressures [21]. The device makes use of a moveable cup which

encloses the static sample in an analysis chamber. A seal is formed with

a gold O-ring, which may endure only 20 repeated uses, while the volume

of the cell is 571 cm3. Similar devices that have followed have more com-

monly used cheaper copper gaskets or Teflon O-rings, and had reaction cells

with far smaller volumes. It is important that the cells within which the

reactions take place are as small as possible. A bigger sample surface-area-

to-reaction-cell-volume ratio results in enhanced detectability of products,

with less contamination by impurities, while also reducing the time taken

for detection and pump-down [17]. Once sealed, the pressure inside the

cell can then be increased to 1 atmosphere while UHV is maintained in the

analysis chamber. The pressure can then be reduced, and the cup removed
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1.1. XPS AT ELEVATED PRESSURES

to expose the sample to UHV conditions for analysis. This device was

an important step in beginning to bridge the gap between traditional and

new analytical tools for heterogeneous catalytic studies, allowing for UHV

analysis of a sample following a reaction at an elevated pressure, without

exposure to the external atmosphere.

A similar arrangement was presented a couple of years later [17], but al-

lowed for the investigation of catalytic reactions on small surface area sam-

ples over a far wider pressure range. In this case, the sample is mounted

such that it can be rotated 180o at any pressure; it can be cleaned with

an ion gun before being rotated for measurements to be taken by low-

energy electron diffraction (LEED), Auger electron spectroscopy (AES),

and thermal desorption. Although the apparatus was not used here for

XPS measurements, it had the capability to do so given the correct at-

tachments. This rotation at high pressures of up to 100 bar is enabled by

a Teflon-sealed rotary element. Manipulators on conventional UHV sys-

tems are bellows-sealed, and only built to sustain 1 bar pressure. Once

the sample has been cleaned and pre-reaction surface analyses have been

performed, a small high pressure cell with an internal volume of 30 cm3

encloses the static sample and engages a copper sealing gasket. Gases may

then be pumped into the cell at pressures of up to 100 bar. This appears

to be the highest pressure used with this type of device, and was done so

in order to simulate conditions utilized in equivalent industrial processes

such as Fischer-Tropsch synthesis, hydrocarbon reforming, and coal hydro-

genation. Once the reaction has proceeded for the desired time, the cell

is opened and evacuated. The sample can be in UHV conditions within

around 30 minutes, and surface analyses may be performed. An important

feature of this apparatus is the ability to remove and replace a sample with-

out disturbing the UHV conditions. This saves a lot of time in experiments

9



1.1. XPS AT ELEVATED PRESSURES

Figure 1.2: ‘High-hat’ sample mounting which enables sample heating by elec-
tron bombardment. The heating filament is kept in UHV conditions to reduce
the risk of damage by corrosive gases. (H) high-hat like structure; (KA) Kalrez
ring; (E) electron bombardment; (G) gold; (Tc) thermocouple; (T) ring used for
sample transfer; (I) isolation [23]

with several samples, a problem which may also be overcome by mount-

ing a selection of samples on a linear feedthrough into the UHV chamber

[25]. As is the case with the majority of these types of devices, the desired

sample temperature is achieved with resistive heating. Another option is

heating by direct radiation, but this can increase the risk of side reactions

and pressure changes occurring [17]. A different method of sample mount-

ing has been used which allows heating by electron bombardment [23]; the

‘high-hat’ shaped structure, depicted in Figure 1.2, is able to withstand

high pressure, has a low thermal conductivity to prevent damage to sealing

O-rings, and most importantly allows for corrosive gases to be used without

risk of damaging the heating filament, which is kept in UHV conditions.

With each of these devices, analysis of the gaseous products is done by

either gas chromatography, mass spectrometry, or a combination of the

two.

The paper written on the device described in [17] has been cited over a

hundred times, with similar devices being used with slight adaptations to
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suit their individual experiments. One significant example is a device which

makes use of sample transfer, as well as a high pressure cell, to again inves-

tigate the effects of a small surface area catalyst on the hydrogenation of

carbon monoxide [29]. This was a common theme for many similar papers

in the period spanning from the late 1970s to the early 1980s, showing the

economic importance of this industrial process at this time. In this case,

once the reaction cell has been evacuated of gases, the sample is moved into

the UHV chamber for analysis by AES. This transfer allows the sample to

go from reaction pressures to UHV conditions within less than 5 minutes.

This is a marked improvement on the previously described device, although

the maximum reaction pressure in this case is only 2 bar. This set up and

its achieved experimental results have been cited hundreds of times, with

the same set up being used for further studies of single crystal catalysts

[30].

A device described in 1992 uses similar methods to study catalytic reactions

at pressures as high as 5 bar in the high pressure cell [20]. In this case, the

reaction cell is designed such that it can mount directly onto an existing

UHV system, thus eradicating the need for an extra rigid vacuum chamber.

The cell itself is a cylindrical cavity in the end of a stainless-steel rod, but

again is moved to seal over the static sample, with a cell volume of 45 cm3.

After reaction inside the cell at up to 5 bar of pressure, the cell can be

evacuated such that the sample is ready for analysis in just 1-2 minutes.

This is the shortest time achieved by a device with this type of arrangement,

but did involve introducing a sudden heavy gas load to a turbomolecular

pump, which could result in damage.

Another device makes use of a static high pressure cell, and a moveable sam-

ple [19]. The sample is mounted on a stainless steel electrical feedthrough

tube with an outer-diameter of 0.75 inches. This is attached to the end of
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1.1. XPS AT ELEVATED PRESSURES

Figure 1.3: Diagram of device which makes use of sample transfer into a high
pressure cell. The seal of the cell forms when the sample is fully inserted, with the
sample mounted on a protruding electrical feedthrough. The distance between
sample and seal helps to reduce the diffusion of impurities onto the sample.
(A) sample; (B) valve to turbo pump, (C) turbo pump; (D) Teflon seat; (E)
retainer ring for Teflon seat; (F) turbo pump; (G) valve to second turbo pump;
(H) aluminized bronze insert which forces self-alignment of rod; (I) gate valve;
(J) 4.5 inch conflat flange on UHV chamber; (K) 2.75 inch conflat flange; (L)
valve to gas sources and chromatograph; (M) to gas handling system and gas
chromatograph; (N) 1.33 inch conflat flange; (O) VCR fitting with a Cu gasket;
(S) 0.75 inch-o.d. stainless steel Ceramaseal electrical feedthrough tube [19].

a 1.00 inch outer-diameter transfer rod, such that the sample can be driven

from the analysis chamber into the static cell. This setup then allows for a

seal between the end of the transfer rod and a Teflon seat to form the wall

of the cell, with the electrical feedthrough protruding into the cell itself,

and is shown in Figure 1.3.

This protruding feedthrough is a unique feature of this device, providing a

large enough distance from the seal to the sample, over which impurities

are unable to diffuse during prolonged use. The use of Teflon, as opposed

to another metal, gives the advantage of being easier to maintain after

repeated uses than it would be for an all-metal seal, as well as being cheaper

and requiring smaller forces for sealing. When the cell was filled with 10

bar of hydrogen, UHV was maintained in the analysis chamber, and there
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were no measurable amounts of impurities on the sample. This method still

requires pumping into the cell after the initial seal is made, and evacuation

of the cell before the seal is released, thus taking several minutes for the

sample to be exposed to UHV after the reaction.

In 1979, a device was presented that utilises sample transfer, differential

pumping, and a static high pressure chamber [27], as opposed to a re-

tractable a high pressure cell, with the paper explicitly claiming to have

improved upon the methods described in [17]. A ground sample rod, with

a recess for the sample, is passed through a series of differentially pumped

Teflon and Viton sealing ring systems. By connecting two sealing ring

systems in series with a differential pumping stage in between, a pressure

differential of 16 orders of magnitude can be obtained. After a reaction at

up to 30 bar in the preparation chamber, the sample can be transferred

into the UHV chamber for analysis by AES in less than 1 minute; the

key advantage of this device over any of those previously described is that

pump-down of the reaction chamber is not required before the sample is

moved to the analysis chamber. When the sample is inside the reaction

chamber, the apparatus benefits from the relatively small internal volume,

equal to 20 cm3. For high temperatures, the sample is again heated by

resistance, and since it can be mounted horizontally, there are no special

requirements for granulated samples. The paper claims several advantages

over the work in [17], in addition to the obvious reduction in transfer time

between pressure regions: the preparation chamber is able to be flushed

before the sample is in place, this prevents undesirable reactions between

the sample and the now saturated chamber wall; the lifetime of the seal-

ing system is lengthened by the lack of complex mechanical manipulation;

the preparation process can be interrupted at any time, and the sample

transferred to the UHV chamber for mid-reaction analysis. The latter
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1.1. XPS AT ELEVATED PRESSURES

advantage is utilised for the repetitive monitoring of catalyst surface com-

position, again for the hydrogenation of CO, with the same equipment set

up [31]. Despite these advantages, the sample transfer device was only

used in a handful more experiments [32]. A potential reason for its lack

of use may have been due to the level of impurities able to reach the sam-

ple through this setup. In fact, Polaschegg, an author on this paper, had

previously patented a similar device, but with a different layout [33] with

the main purpose of preventing the transfer of impurities into the analysis

chamber. In the patented device, the positions of the analysis and reaction

chambers were switched. This means that the sample rod does not have to

pass through the reaction chamber in order to reach the analysis chamber,

where it might otherwise absorb a considerable amount of gas onto its sur-

face. The rod itself then also has a detachable section, such that when the

sample is withdrawn from the reaction chamber into the analysis chamber,

the part of the rod exposed to reactant gases may be left behind in the

sealing system located between the two chambers. These differences are

demonstrated in the schematics shown in Figure 1.4.

Despite its apparent advantages, this arrangement may be more difficult

to install on an existing apparatus, and this may be the reason that it was

not used by Polaschegg in the future device.

It would seem that the majority of devices for UHV analysis of elevated

pressure reactions make use of a high pressure cell, where a seal forms

around a sample before the cell is filled with reactant gases. After the

reaction has occurred, the gases are pumped away and the pressure lowered,

such that the seal can be broken and the sample exposed to the UHV

conditions of the analysis chamber. The time between the reaction finishing

and the analysis taking place is therefore limited by the pumping speed

available. These high pressure cells, however, tend to be relatively easy
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Figure 1.4: Simplified schematics showing the rod and chamber arrangements
for the analysis of a previously prepared sample. i) The analysis chamber is
furthest from the atmosphere [27], ii) The positions of the analysis and reaction
chambers have been switched, and a detachable rod section incorporated, in an
attempt to reduce the diffusion of impurities onto the sample [33]: (A) analysis
chamber; (B) reaction chamber; (C) differential pumping stage; (D) external
drive at atmospheric pressure; (E) sample recess; (F) detached section of sample
rod.

to attach to existing laboratory apparatus, potentially saving on cost and

time for implementation when compared to larger devices with multiple

chambers.

One of these larger devices is the differentially pumped sample transfer

mechanism that was previously described [27]. It boasts the significant

advantage over the other devices that it overcomes the limit of pumping

speed, by not requiring pumping down at all. It could be argued that this

device has not been thoroughly proven experimentally, with only a few uses

outside of the original presentation. However, with an appropriate method

for overcoming the associated high impurity levels on the sample, such as

an increased diffusion distance [19] or a rearrangement of the setup [33],

this device has the most potential for the rapid analysis of a sample after

a reaction at an elevated pressure, in particular at intermediate pressures

up to around 30 bar. If even higher pressures are required, a device similar
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to that with the moveable cup and static sample [17] might prove more

appropriate, although the higher pressures would be achieved by sacrificing

the short time for analysis.

One problem not addressed by the differentially pumped sample transfer

device [27] is the lack of capability to analyse an air-sensitive sample. For

example, a metallic sample will form an oxide layer on the surface when

exposed to air, which may affect the reaction of interest in the reaction

chamber. This is also the case with many metal and intermetallic hydrides,

a problem that is addressed in this thesis. The reason for this is that sample

mounting takes place in the open atmosphere. There is therefore no means

of transferring the sample from an inert glove box, for example, into the

reaction chamber without air exposure. For the other devices described,

a ’vacuum suitcase’, making use of mechanically operated air-lock systems

[34, 35] or even a more complex disposable membrane [36], can be used such

that the sample is transferred into the reaction chamber under vacuum.

1.2 Solid-state Hydrogen Storage

Global demand for energy is ever rising and, conversely, fossil fuel reserves

are depleting. These non-renewable sources of energy also contribute to

vast amounts of greenhouse gas emissions, which have extremely harmful

long-term effects on human health and the environment. To mitigate and

reverse these effects, fossil fuels must be widely replaced by a greener and

more sustainable fuel in the near-future. Hydrogen is a clean, renewable

fuel which produces only water as a by-product when reacted with oxygen

in air. One of the key issues that must be addressed, however, to enable

the mass-adoption of hydrogen in many of the key sectors, is associated
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with its storage. Despite having an energy density (J/kg) more than twice

as large as common fossil fuel, gasoline, hydrogen also has a significantly

lower volumetric density (kg/m3) at normal temperature and pressure,

such that it requires around 4 times more volume than gasoline to store

the same amount of energy [37]. For longer-term storage applications,

such as stationary hydrogen storage used to balance seasonal supply and

demand fluctuations, there is little restriction on space, and so high volu-

metric capacities are not a necessity. However, for on-board applications,

especially in light vehicles, space is limited such that high gravimetric and

volumetric capacities are required; the system targets stated by the United

States Department of Energy (USDOE) are 0.065 kg H2/kg system and

0.050 kg H2/L system respectively [22], as shown in Table 1.2. In existing

commercial vehicles, gaseous hydrogen is stored on-board at either 350

or even 700 bar, incurring significant costs associated with the need for

tanks to safely withstand these excessively high pressures [38]. Another

option is the use of cryogenic compression, through which capacity targets

may be met with lower pressures, but the extremely low temperatures

required (∼20 K) again make it impractical and expensive. Solid-state

storage, dealing with lower pressures and more convenient temperatures

in line with the USDOE targets, appears to show the greatest potential as

a permanent solution with a reduced safety risk and lower associated costs

[39].

There has been much research into how the targets for on-board uses can

be met through solid-state storage, with a wide array of materials inves-

tigated. However, simultaneously obtaining all of the desired properties,

such as high gravimetric capacities, fast reaction kinetics, full reversibility

and good cycling stability, all at near-ambient pressures and temperatures,

is proving a tremendously difficult task [38, 39].
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Storage Parameter Unit Ultimate Goal
System Gravimetric Capacity kg H2/ kg system 0.065
System Volumetric Capacity kg H2/ L system 0.050

Operating Temperature oC 40/60
Min/Max Delivery Pressure bar 5/12

Cycle Life cycles 1500

Table 1.2: Summary of some of the key targets for on-board hydrogen storage
systems set by the US Department of Energy [22]

Two main types of storage materials exist, those that store hydro-

gen via adsorption and those via absorption. Nanostructured materials

like carbon nanotubes and metal organic frameworks can store hydrogen

through adsorption of molecular hydrogen [40], offering potential safety

benefits related to the lower pressures of the systems, but suffering from

very low densities which can result in inefficient hydrogen storage [39].

Metal hydrides are instead chemical storage systems, which absorb atomic

hydrogen into the interstitial sites within the material [41, 42]. The focus

of this thesis is on metal hydrides and their derivatives, such that the

adsorbing materials are not described in further detail.

1.2.1 Metal Hydrides

Conventional metal hydrides consist of a singular metal which reacts with

hydrogen, absorbing it into interstitial sites between the metal atoms in

the bulk. The reversible reaction of hydrogen with a generic metal M is

described by

2M + xH2 ⇌ 2MHx (1.3)

where the forward reaction (hydrogenation) is exothermic and the reverse

(dehydrogenation) endothermic. The process, in both directions, consists
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Figure 1.5: Generic pressure-composition isotherm (PCI) for
hydrogenation of a metal and dehydrogenation of a metal hydride,

showing the 2 phases present as the hydrogen concentration varies. This
figure is adapted from [42]

of 2 phases: the α phase is a solid solution of the metal and hydrogen,

the β phase is the metal hydride, while an intermediate mixture of the two

phases α + β is also present during the process [41]. The relationship be-

tween the hydrogen concentration, or hydrogen to metal ratio (H/M), and

the equilibrium hydrogen pressure is illustrated in the pressure-composition

isotherm (PCI) in Figure 1.5, where a clear plateau is seen as the hydrogen

concentration of the α + β mixture varies. The pressure of this plateau

is temperature dependent and equivalent to the equilibrium dissociation

pressure of the hydride, providing a measure of its stability [42]. In prac-

tice, the dehydrogenation isotherms are at lower equilibrium pressures than

the hydrogenation isotherms; this hysteresis effect occurs due to localised

defects and surface inhomogeneities [43] which affect the kinetics of the

reaction.

The effect of temperature on the individual isotherms is shown in Figure

1.6a; the isotherms lie at higher hydrogen pressures when the temperature

is increased. Figure 1.6b shows the associated generic van ’t Hoff plot, from

which thermodynamic properties can be calculated from the straight line

19



1.2. SOLID-STATE HYDROGEN STORAGE

plot with equation

lnpH2 = −∆H

RT
+

∆S

R
(1.4)

where ∆H is the enthalpy of hydriding (or dehydriding), ∆S is the entropy

change and R is the molar gas constant [41]. Values for ∆H and ∆S

can therefore be calculated from the slope of the line and the y-intercept

respectively.

Figure 1.6: (a) PCIs at different temperatures where T1 < T2 < T3 (b)
van ’t Hoff plot showing how hydrogen pressure and temperature are

related by the enthalpy and entropy changes of the reaction. Both figures
were adapted from [42]

Despite showing promise, singular metal hydrides have failed to provide

a means of meeting the USDOE targets, often with some of the targets

met, and others not. A prime example is magnesium hydride (MgH2).

Magnesium, a relatively cheap and abundant metal, forms a hydride with

a hydrogen storage capacity of 7.6 percent of the total weight of the hy-

dride (wt.%) [44]. This exceeds the USDOE target for on-board storage.

However, the dehydrogenation reaction requires an impractically high tem-

perature of ∼560 K at ambient pressure [45]. This is due to the extreme

thermodynamics of the reaction, owing to the strength of the bond be-

tween magnesium and hydrogen [44]. The slow dissociation rate of hydro-

gen molecules on the magnesium surface also results in slow kinetics of the

hydrogenation reaction [46]. These issues have been addressed for all metal
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hydrides using several methods, including varying the hydride particle size,

use of different preparation techniques such as ball milling, addition of cat-

alysts, and many cases of mixing with other metals and elements to form

new compounds [39].

1.2.2 Complex Hydrides

Complex hydrides combine lightweight metals such as lithium (Li), sodium

(Na), potassium (K) and calcium (Ca) with other elements such as alu-

minium (Al), boron (B) and nitrogen (N) to form alanates, borohydrides

and nitrates respectively. Showing promise with their ability to store rela-

tively large amounts of hydrogen, for example lithium borohydride at 19.6

wt.% [47], and release it at mild conditions [48], complex hydrides suffer

from issues with safety, decomposition into stable elements, high thermo-

dynamic stability and slow kinetics [49, 50].

1.2.3 Chemical Hydrides

Chemical hydrides contain no metals, typically consisting instead of lighter

elements [51], but have similar properties to complex hydrides in that they

store large amounts of hydrogen and release it relatively easily. An example

worth noting is ammonia borane (NH3BH3), which stores hydrogen at 19.6

wt.%. The hydrogen can be released via hydrolysis or thermolysis, but

the process produces the undesirable product of ammonia, which must be

separated from the hydrogen on-board in order to prevent poisoning of

the fuel cell [52]. Chemical hydrides release hydrogen irreversibly, and so

they are often used as one-way single use fuels [39], but since some exist

in the liquid phase, they may possibly be able to make use of the existing
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infrastructures currently used for gasoline [53].

1.2.4 Intermetallic Hydrides

Intermetallic hydrides combine the properties of the constituent metals

such that more desirable hydrogen storage characteristics are achievable.

One very early example of this was discovered over 60 years ago [54]; it

was seen that the intermetallic compound zirconium nickel (ZrNi) reacted

reversibly with gaseous hydrogen to form the ternary hydride ZrNiH3. The

alloy-based hydride combined the properties of the two constituent metal

hydrides, with its enthalpy of formation lying between those of the stable

ZrH2 and the unstable NiH. This is caused by the strong destabilizing effect

exerted by the Zr-Ni bond on the Zr-H bond, and leads to a reduction in

the temperature at which a plateau pressure of 1 bar is achieved to a third

of that for ZrH2 [42]. Commonly, the hydride will consist of a metal with

a high affinity for hydride formation and one with a lower affinity, denoted

A and B respectively, where the A metals have negative hydrogen binding

energies and the B metals positive [55]. The metals are combined to give

several compositions of alloys, including AB5, AB2, AB, A2B and AB3.

The most thoroughly researched AB5 alloy for hydrogen storage is lan-

thanum nickel (LaNi5). While the excessively high temperature of 1300 oC

is required to reach a desorption pressure of 2 bar for the standard metal

hydride LaH2, the intermetallic hydride LaNi5H6 reaches the same plateau

pressure at just 20 oC, therefore showing great promise for practical ap-

plications [42]. The kinetics of the reaction are so fast it has even been

used to catalyse the reaction of hydrogen with other materials [56]. It has,

however, failed to be used practically for hydrogen storage due to the low

storage capacity of just 1.4 wt.% and the high cost associated with the
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lanthanum itself (a rare earth metal) [57].

AB2 alloys, such as the widely studied TiMn2, are Laves phase alloys. The

three structures of Laves phases include cubic MgCu2 (C15), hexagonal

MgZn2 (C14) and hexagonal MgNi2 (C36), where in each case the A atoms

take up hexagonal positions and B atoms surround them in a tetrahedral

geometry [58]. While the unit block remains the same in each case (A2B4),

the stacking sequence varies; C15 alloys exhibit an a-b-c-a-b-c sequence,

while C14 and C36 alloys have a-b-a-b and a-b-a-c sequences respectively

[59]. Hydrogen is then stored within the interstitial sites at capacities

greater than that of LaNi5, generally in the range of 1.8-2.0 wt.%, and at

a lower cost [60]. The reversible hydrogenation occurs with fast kinetics

at mild hydrogen plateau pressures, and after a simple activation process

[60, 61]. Activation is the first time a material is hydrogenated, usually

requiring a higher temperature and hydrogen pressure than the proceeding

hydrogenation events. The methods of activation and further details are

discussed later in this Section. The lack of wide commercial use of AB2

Laves phase alloys such as TiMn2 is a result of difficulties associated with

the sloping plateau and large hysteresis of the PCI [61], as well as the sig-

nificant negative effect of contaminants on the hydrogen storage properties

[62].

AB alloys, TiFe the key example, store hydrogen reversibly in amounts

comparable to those of AB2 alloys [39]. TiFe has many desirable proper-

ties for hydrogen storage, but suffers from the fact that it requires extreme

conditions for hydrogen activation. The reason for this is that the alloys

have a low tolerance to oxygen poisoning and readily form a thin surface

oxide film on the surface, which acts as a barrier to hydrogen absorption

[63, 64]. This difficult activation process is particularly significant for TiFe,

since, once activated, it proceeds to react with hydrogen at near-ambient
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conditions [65]. For this reason, there has been much research into improv-

ing the conditions required for activation. Common attempts to overcome

the activation issue use optimisation of preparation techniques, such as the

use of ball milling [66, 67], and partial substitution of either Ti, Fe, or both

[68–72].

1.2.5 High Entropy Alloys

A high entropy alloy consists of five or more metals at near-equimolar ratio;

they are defined such that each element makes up between 5 and 35 at.-%

of the total alloy [73]. Favoured by the high entropy of mixing, HEAs form

solid solutions consisting of the metal lattice with electrons flowing within.

The structures formed are simple structures such as body-centred cubic

(bcc) or cubic close-packed (ccp), where the constituent metals are dis-

tributed randomly. This random distribution means that HEAs are heavily

disordered [74] such that they, by the ‘entropy-based’ definition, have con-

figurational entropy of at least 1.5R, where R is the gas constant [75]. Since

the lattice comprises several different metals, each with a different atomic

radius, there is significant lattice strain. It is known that increased lat-

tice strain allows for hydrogen to be stored within HEAs in relatively large

amounts [76], improving upon capacities of the binary hydrides of any of

the constituent elements [77]. Tunability is another exceptional feature of

HEAs; desirable properties may be achieved by selecting the metals present

in the alloy and their relative amounts [78]. For example, the electronic

structure, hydrogen binding energy and resulting hydrogen storage temper-

ature and pressure required for hydrogenation and dehydrogenation may

be targeted with careful selection of the constituent metals and their con-

centrations [75, 79]. Transition metals are often those selected in attempts
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to keep the hydrides lightweight and cheap when compared to rare-earth

metals [77, 79].

HEAs therefore show much promise for use in practical applications of

hydrogen storage [77], and as such there is significant research being done

in the search for the ideal combination of metals. One study suggested

three empirical criteria that should be adhered to when designing an HEA

in order to achieve desirable hydrogen storage properties [80]:

1. AB2-type atomic configuration – These are thought to have the most

potential for low temperature storage when compared to other candidates

such as AB and A3B2 systems

2. C14 Laves phase structure of the alloy and hydride – Explained previ-

ously as having the ability to store hydrogen reversibly with fast kinetics

at mild hydrogen plateau pressures, and after a simple activation process

[60, 61].

3. A valence electron concentration (VEC) of 6.4 - The VEC is defined

as the number of valence electrons per formula unit [81] and can be cal-

culated for an alloy with several metals by taking an average of the VECs

of the constituent metals based on their atomic fractions present [74]. The

VEC can have an influence on the properties of the alloy; for example, the

onset temperature for hydrogen desorption from a metal or alloy decreases

linearly with increasing VEC [74]. It is for this reason that metals such as

titanium and zirconium, with low VECs of 4 [82], usually form stable hy-

drides which can only release hydrogen at high temperatures, while metals

with high VECs of 9 and 10, such as cobalt and nickel respectively [82],

have low affinities for hydrogen. VEC is also a property which is far easier

to tune in HEAs than it is in binary or ternary alloys [55].
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It is important that these criteria are properly validated before future stud-

ies can follow the findings unquestionably, to prevent future potential ‘blind

spots’ where new materials are not investigated because they do not fit the

criteria perfectly. For instance, achieving an exact VEC of 6.4 significantly

reduces the number of metal combinations which may be used to form the

alloy. There are examples of materials designed to fit the criteria which

do show promise. One such material is described in the same study which

suggests these criteria; the HEA TiZrCrMnFeNi stored 1.7 wt.% of hydro-

gen reversibly at room temperature with fast kinetics and without the need

for activation, thus showing very promising signs for future practical appli-

cations, although the relatively low gravimetric capacity remains an issue.

Similarly, another study investigated TixZr2−xCrMnFeNi with x = 0.4, 0.8,

1.2 and 1.6 [55]. The VEC remains as 6.4 for each composition since Ti

and Zr have the same VEC value. The plateau pressure was found to in-

crease with decreasing amounts of Ti, with the alloys with x = 0.4 and 0.8

the only ones to hydrogenate and dehydrogenate near ambient pressure at

room temperature. They also expectedly stored similar amounts of hydro-

gen to TiZrCrMnFeNi, which essentially just had x = 1. In an example of

an HEA that does not fit the criteria, TiVZrHfNb, with a VEC of 4.4, was

investigated for its hydrogen storage properties [77]. The alloy absorbed

hydrogen at room temperature with a plateau pressure of 0.1 bar at a ca-

pacity similar to TixZr2−xCrMnFeNi with x = 0.4, 0.8 and 1. Therefore,

although the criteria can result in the design of materials with promising

storage properties, it appears not to be essential for all three criteria to be

met, and so may be problematic to suggest otherwise.

26



1.2. SOLID-STATE HYDROGEN STORAGE

1.2.6 Activation

As previously mentioned, activation can be a practical barrier for alloys as

hydrogen storage materials. The need for activation predominantly stems

from the fact that most alloys will react in air and form an oxide layer on

the surface, which must be removed before hydrogen is able to be absorbed

into the material [83–86]. For hydrogen to be absorbed into a metal or alloy,

it must first dissociate from molecular to atomic hydrogen. This occurs via

a reaction catalysed by metal atoms on the surface, after which the atomic

hydrogen is able to diffuse into the bulk where the hydride is formed [87,

88]. For AB5 alloys such as LaNi5, activation is easy, since the oxide layer

does not prohibit the reaction with hydrogen; the nickel atoms are available

to catalyse the dissociation reaction at the surface [89]. However, in most

cases the oxide layer acts as a barrier between the hydrogen molecules and

the metal atoms [83, 90]. The oxide layer itself forms when the material is

exposed to air and may also be introduced during preparation. The time

of exposure also increases the difficulty of activation, as the oxide layer

becomes thicker [87]. It must therefore be removed or altered, usually by a

high temperature; the layer becomes thinner and disintegrates when enough

energy is provided to break the metal-oxygen bonds, and the oxygen diffuses

away. Where the oxygen goes is subject to discussion, with some believing

that instead of leaving the metal as a gas, oxygen atoms diffuse into the

bulk of the metal [88]. This is particularly interesting in the context of

hydrogen storage, since bulk sites for occupation by hydrogen may instead

be occupied by this oxygen, such that the hydrogen storage capacity of the

material is reduced.

Temperatures and pressures required for the initial hydrogenation are far

higher than the operating conditions that follow [84], meaning that the

27



1.2. SOLID-STATE HYDROGEN STORAGE

activation step alone places extreme constraints on practicalities such as

vessel construction and safety management. For this reason, there have

been significant efforts to reduce the need for the extreme conditions to

activate intermetallic hydrides. One method involves the substitution of

one or more of the constituent elements. For example, for TiFe, a promising

hydrogen storage alloy with a difficult activation process, both Ti and Fe

have been partially substituted with other metals, successfully removing the

need for extreme conditions to enable the first hydrogenation [64, 91, 92].

Other attempts concern the methods used to prepare the alloys themselves.

Many mechanical preparation methods have been used successfully [93–95],

but perhaps the most promising preparation technique to enable activation

at ambient conditions is ball milling [96]. Ball milling is where a sample is

transferred to a container containing heavy balls that assist in size reduction

by continuous grinding [97]. This decrease in size of the alloy particles can

improve hydrogenation kinetics by providing more metallic surface sites for

hydrogen dissociation [98–100]. Dry ball milling of alloys can however cause

agglomeration and the formation of clusters, counteracting the reduction

in particle size. The addition of ethanol during the process has been seen

to reduce this effect; the ethanol helps to spread the sample and increase

the active surface due to its large polarity, as well as removing the oxide

layer due to its reduction ability, making the dissociation of hydrogen on

the surface easier [96].

The mechanism of activation of intermetallic hydrides is not yet fully un-

derstood, but can be investigated with analysis techniques such as XPS

in attempts to propose potential routes [96, 101]; quantifying the amounts

of each element in the surface layer as well as the oxidation states of the

metals before and after the activation process can help to suggest what

happens on the surface during activation that enables the first uptake of
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hydrogen. One such study is described in Chapter 5 of this Thesis.

1.3 Titanium Dioxide for Solar Hydrogen

Production

For hydrogen to be used as a truly green technology, all aspects of its

lifecycle, from production to use, must result in net-zero greenhouse gas

emissions. Currently, only a tiny proportion of global hydrogen production

is green; according to a report from the International Renewable Energy

Agency [102], at the end of 2021 just 4 % was produced with electrolysis,

with the rest produced using fossil fuels such as natural gas (46%), coal

(27%) and oil (22%). Further, since only around 33% of global electric-

ity was produced using renewable energy, it can be said that only ∼ 1%

of global hydrogen production at this time could be considered green, a

figure which remained true for 2022 [103]. The scale up of electrolysis us-

ing electricity from renewable sources is therefore a key priority if targets

for global hydrogen use are to be met; it is estimated that in order to be

on track for the Net Zero Emissions by 2050 (NZE) Scenario, by 2030 an

installed capacity of more than 550 GW of electrolysers is required [104].

This is a significant increase on the total installed capacity recorded in

2022 of around 690 MW. This rapid increase in capacity would also require

extremely large amounts of renewably generated electricity and enhance-

ment of the power grid. Additional options for net zero production include

‘blue’ hydrogen, where carbon capture and storage (CCUS) is used to re-

move emissions after hydrogen production with fossil fuels, and other green

technologies including solar water splitting, where hydrogen is generated

from the splitting of water using only solar energy. Like electrolysis, water
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is the only feedstock, making solar water splitting a sustainable and envi-

ronmentally friendly technology [105]. Devices used for this process have

commonly consisted primarily of silicon, but the high cost associated with

their complex production process has placed limits on commercial appli-

cations [106]. It is for this reason that lower cost alternatives are being

widely researched. One such material is titanium dioxide (TiO2).

Figure 1.7: First system, developed by Fujishima and Honda [107], to
achieve solar water splitting on a TiO2 photoanode.

With abundant reserves and reactivity with light and water without corro-

sion [105, 108], the use of TiO2 as a photocatalyst for solar water splitting

has been widely reported. The first evidence was shown by Fujishima and

Honda in 1972 [107]. The experimental setup is represented in a simple

diagram in Figure 1.7; a TiO2 photoanode was connected to a platinum

cathode via an external circuit, with an aqueous electrolyte completing the

cell. When UV radiation is incident upon the semiconductor photoanode,

electrons from the valence band are excited across the band gap of energy

Eg to the conduction band [109], leaving positive holes in the valence band;

the electron-hole pairs generated form the basis of photocatalysis. The

holes act to drive the oxygen evolution reaction (OER) by oxidising H2O
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molecules at the photoanode:

H2O+ hν −−−→ 1

2
O2 + 2H+ + 2e−

where the incident photon energy hν must be greater than the band gap

energy of TiO2 (3.2 eV [110]). Electrons flow from the conduction band

into the external circuit, while H+ ions produced by the OER reach the

cathode via the aqueous electrolyte, and the two combine at the cathode

to produce hydrogen through the hydrogen evolution reaction (HER):

2H+ + 2e− −−−→ H2

Adaptations to the system have been made in attempts to improve the

energy conversion efficiency (ECE), with TiO2 used in many forms such

as nanoparticles or thin films to maximise its surface area available for

light absorption [111]. However, the most important factors for improving

the ECE for photocatalysed solar water splitting involve the wavelength

of light that can be absorbed, and the separation and transport speed of

photoinduced charges [112].

Due to the relatively large band gap of TiO2, visible light is not able to

excite electrons from the valence to the conduction band of the semiconduc-

tor. This greatly reduces the efficiency upon absorption of solar radiation

since visible light makes up ∼ 46% of it, while UV accounts for just ∼ 4%

[109]. A solution to this problem is to ‘sensitise’ the TiO2 with a material

that is able to absorb visible light. The most common example of this is

seen in dye-sensitised solar cells (DSSCs) [113–115]. With a system based

on the first example of this device, known as a Grätzel cell [116], a dye on
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the surface of TiO2 absorbs visible light and injects the photoexcited elec-

trons into the TiO2 conduction band. Further examples use gold, instead

of a dye, in a similar capacity [110, 117, 118]. Initially this might seem

counterintuitive, since an interfacial Schottky barrier forms when gold and

TiO2 are in contact; the different work functions of the two materials in-

duce a space-charge region with internal electric field, bending the bands of

the semiconductor and introducing a potential energy barrier which must

be overcome for electrons to pass from the lowest occupied molecular or-

bitals (LUMOs) of gold into the TiO2 conduction band [119]. However, the

barrier may be overcome if localized surface plasmon resonance (LSPR)

bands form within the gold [120]. These occur when the frequency of

incident photons matches the natural frequency of the surface free elec-

trons, exciting energetically ‘hot’ electrons over the energy barrier [121].

These hot electrons have also been seen to display longer excited-state life-

times than those photogenerated directly within TiO2 via UV absorption

[122], again improving the ECE of the system. Although more expensive,

gold potentially provides a more robust alternative to the commonly used

ruthenium-based dyes, which have often been known to evaporate or leak

over the desirable lifetime a solar cell [123].

Photoinduced charge separation in TiO2 enhances ECEs by preventing re-

combination of the electron-hole pairs, which otherwise produces unwanted

heat and photons [110, 124]. Reduced recombination also leaves more

charge carriers available to perform their respective roles in the oxygen

and hydrogen evolution reactions. Gold has also been used to address this

issue [125–127], acting as a ‘cocatalyst’ by trapping photoexcited electrons

from the TiO2 conduction band and passing them into the external circuit.

The formation of an interfacial Schottky barrier is now beneficial, prevent-

ing the flow of electrons back into the TiO2 photoanode for recombination
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with holes [109, 112, 128]. Other noble metal cocatalysts have been used,

such as platinum [129, 130], and although a higher rate of hydrogen evo-

lution was achieved than with gold, gold is much less active in hydrogen

oxidation, a back reaction that must be avoided to maintain higher ECEs

for solar water splitting [131].

1.4 Aims and Structure of Thesis

The overall aim of the thesis is to use X-ray spectroscopies to investigate

materials for their potential applications in hydrogen storage and produc-

tion technologies. In the next Chapter, the underlying theory and utili-

sation of the experimental methods conducted throughout the thesis are

described and explained in detail. Chapter 3, the first experimental chap-

ter, describes the design and build of a novel device which aims to improve

the capability of UHV-based techniques for use in rapid analysis of mate-

rials after reactions at ambient pressures and above, built with solid-state

hydrogen storage materials in mind. The following chapter, Chapter 4,

then describes a surface study of a titanium dioxide crystal; performed di-

rectly as a ‘proof of concept’ for the device, the study aims to display its

unique capabilities. In Chapter 5, a high entropy alloy is hydrogenated for

the first time in an ‘activation’ process. The process is highly dependent

on surface interactions, such that XPS and NEXAFS may be used effec-

tively to observe changes to the alloy which occur as a result. The final

study in this thesis, described in Chapter 6, investigates the interactions

between titanium dioxide and gold, two materials commonly combined for

applications in green hydrogen production through solar water splitting. It

aims to further develop the understanding of these interactions, with the

two materials combined in a unique configuration.
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2.1. X-RAY PHOTOELECTRON SPECTROSCOPY

2.1 X-Ray Photoelectron Spectroscopy

2.1.1 Introduction

XPS is a surface sensitive analytical technique which has been used for

decades for the characterisation of elements and their environments within

a sample [1–4]. First developed by Kai Siegbahn and colleagues in the

1940s and 50s [132], the technique, also known as Electron Spectroscopy

for Chemical Analysis (ESCA), makes use of the photoelectric effect; a one-

to-one interaction between a core electron and an incident photon results

in said electron absorbing the energy of the photon, such that it can be

fully ejected from the sample it resides in. The photons used for these

ejections are in the form of X-rays, which are emitted from a source and

aimed directly at the surface of the sample. The ejected photoelectrons

are then detected, and their kinetic energies EK measured. The binding

energies EB may then be calculated from the equation

EB = hν − EK (2.1)

where hν is the photon energy of the incident X-rays. The binding energy

of an electron refers to the change in energy of the atom from its ground

state E0 to the state after the electron is emitted E+, such that

EB = E+ − E0. (2.2)

Since energy is conserved, the energy of the atom before and after the

emission is equal,
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E0 + hν = E+ + EK . (2.3)

Combining equations 2.2 and 2.3 gives equation 2.1 as a result. This is

however only applicable to measurements in the gas-phase, since other-

wise the work function of the sample ϕsa must also be included. This is

the potential barrier at the surface of the sample which the electron must

overcome for it to be emitted, and corresponds to the difference in energy

between the vacuum and the Fermi levels, EV and EF respectively. In the

gas-phase, the vacuum level is set as the reference of the electron energy at

which the binding energy is equal to “0 eV”, and often instead referred to

as the ionisation potential. Here, the electron is assumed to be at rest and

infinitely far away from the considered system [133]. However, with solid

samples, the Fermi level is used as a more convenient reference.

Therefore, from Figure 2.1, it can be seen that

hν = EF
B + Esa

K + ϕsa (2.4)

with EF
B representing the binding energy of the core electron and Esa

K the

kinetic energy of the photoelectron after leaving the sample. This value is,

however, different from that of the kinetic energy of the electron measured

by the detector Esp
K . Equally, the work functions of the sample ϕsa and

the spectrometer ϕsp are also different. A common Fermi level can be

established for both the sample and the spectrometer, but only with the

assumption that the sample and spectrometer are in good electrical contact.

This therefore cannot apply to measurements of the gas phase or other

samples which are electrically insulating and thus do not allow for charge

transfer between the spectrometer and the sample. Figure 2.1 therefore
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Figure 2.1: Energy level diagram for a sample in good electrical contact
with the spectrometer, such that the Fermi levels EF are aligned. The
binding energy of the core electron EF

B can be determined from the
measured kinetic energy Esp

K and the constant spectrometer work
function ϕsa.

shows that

Esa
K + ϕsa = Esp

K + ϕsp (2.5)

and so equation 2.4 then becomes

EF
B = hν − Esp

K − ϕsp. (2.6)

The binding energy of the photoelectron EF
B (more commonly written sim-

ply as EB) is therefore independent of the sample work function ϕsa, which

is desirable since it is not constant. The work function of the spectrome-
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ter ϕsp, on the other hand, is constant. This value can be set during the

calibration of the equipment, and with the energy of the X-ray photons

also known and constant, the binding energy of the photoelectron may be

calculated from the measured kinetic energy alone.

2.1.2 Detection of the Photoelectrons

Emitted electrons pass through an electrostatic lens system, where they

are decelerated by a retarding voltage Vi and focused through a slit and

into the analyser. The most common analysers, and all of those used in

this thesis, consist of two concentric hemispheres (Figure 2.2), each with a

set voltage, Vin and Vout. The difference between these voltages results in

an electrostatic force exerted on the electrons that are passing between the

hemispheres. For the electrons to pass all the way through the analyser and

reach the detector, they must have a centripetal force FC roughly equal to

that of the electrostatic force. This is related to their kinetic energy by the

equation

FC =
EK

r
(2.7)

where r is the radius of the arc along which the electrons travel. If the

centripetal force of the electron is too great or too small, it will instead

collide with one of the hemispheres. In an ideal scenario, the radius of

the detected electrons is given by R0 = (Rin + Rout)/2, where Rin and

Rout are the inner and outer hemisphere radii, respectively. The energy of

these electrons is known as the pass energy Epass, which is linked to the

hemisphere voltages and radii through the relationship
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e(Vout − Vin) = Epass

(
Rout

Rin
− Rin

Rout

)
(2.8)

with e the charge on an electron. In practice, the detected electrons will

travel along arcs with radii varying slightly from R0 and thus have energies

which vary from Epass, in the range of Epass±∆E. The detector, commonly

made up of a microchannel plate (MCP), a phosphorescent screen and a

charge-coupled device (CCD), is able to simultaneously detect all electrons

within this energy range. Epass is chosen by the user of the apparatus and

is acquired by deceleration of the photoelectrons in the lens system. The

value is selected based on the type of measurement required. Higher pass

energies allow for higher count rates, a wider range of electron energies to

be detected, and so decreased measurement times. This stems from the

fact that the range 2∆E is proportional to Epass and means that higher

pass energies result in a lower energy resolution. This is also related to the

geometry of the analyser used through the relationship

∆E

Epass
=

W

2R0
(2.9)

where W is the sum of the entrance and exit slit widths. Selected pass

energies will almost always lie within a range of 5 eV to 200 eV, with the

trade-off between measurement time and resolution the main consideration.

Desired kinetic energy ranges of the photoelectrons can then be probed by

scanning the retarding voltage in the lens system Vi and the voltages of the

two hemispheres Vin and Vout, such that equation 2.8 is always satisfied for

a chosen pass energy.
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Figure 2.2: Analyser and detector setup for the standard concentric
hemisphere analysers used in this study. Electrons emitted from the

sample are focussed into the analyser entrance slit, and those with kinetic
energies within the desired range will reach the exit slit for detection.

2.1.3 Surface Sensitivity

The surface of a sample represents a discontinuity between one phase and

another, thus it has different physical and chemical properties than the

bulk of the material. It is therefore useful to be able to analyse the surface

and its various interactions with other matter. Surface sensitivity is a key

component of XPS, and stems from the strong interaction of the photo-

electrons - at energies of those involved in XPS - with atoms. Although

the X-rays are able to probe into the sample in the micrometre range, only

electrons within roughly the first 50 to 70 Å are able to escape the sam-

ple and be detected [7]. The photoelectrons interact with matter mainly

through inelastic collisions; their inelastic mean free path λ(E) is a func-

tion of the energy of the electron. For elemental solids, this relationship

has been derived experimentally [5] such that λ = 143
E2 + 0.054E1/2. This is

often referred to as the “universal curve” since it is similar for most solids
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[134]. Similar relationships have also been derived for inorganic and or-

ganic compounds in reference [5]. The inelastic mean free path (IMFP) is

then defined as the average distance traversed by an electron between two

successive inelastic collisions [135]. It is also defined as the distance trav-

elled through a material which attenuates the electron intensity by 1
e
, such

that the exponential relationship for the measured intensity I of electrons

that pass through a material of thickness d is given by

I = I0exp

(
− d

λ(E)

)
(2.10)

where I0 is the initial intensity of the electrons. Electrons which escape with

no further energy losses give rise to peaks characteristic of the core orbital

from which they came, while those which do suffer losses, but are still

detected, contribute to the background of the spectrum. Characteristics of

XPS spectra are explained in more detail in Section 2.1.4.

A general relationship for the ratio of electrons emitted from a certain

thickness d is therefore given by

Id
Itotal

= 1− exp

(
− d

λ(E)

)
. (2.11)

The term ‘probing depth’ is often used to denote the thickness of the sample

surface responsible for 95% of the total detected electrons. The remaining

5% come from deeper within the sample [136]. By substituting this value

into equation 2.11 and rearranging, the simple relationship dp ≈ 3λ(E) is

obtained. As an example, for an electron energy of 1000 eV, the IMFP can

be calculated from the “universal curve” [5] to be around 2 nm, thus giving

a probing depth of approximately 60 Å. This relationship is, however, only
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true for the case where the sample surface normal is parallel to the direc-

tion of the analyser entrance slit (Figure 2.3). The general relationship is

instead given by dp ≈ 3λ(E) cos θ, where θ is the angle between the surface

normal and the entrance slit, such that the extra distance the electrons

must travel is taken into account. This angle can therefore be varied to

a “grazing” angle to alter the desired probing depth, with larger angles

leading to measurements of electrons which are on average emitted from

layers closer to the surface [137].

Figure 2.3: The thickness of the sample responsible for 95% of the total
detected electrons d decreases as the angle θ between the surface normal

and the analyser entrance slit increases, thus increasing the surface
sensitivity of the technique. The sample is represented by the gold

rectangle.

2.1.4 Interpretation and Analysis of Spectra

Electrons ejected from core levels have characteristic binding energy values

which show as peaks in spectra. In a generalised application of Koopmans’

Theorem, these represent the difference in energies of initial and final states

of the atom from which they are emitted [138]. As stated in Section 2.1.1,

the values can be calculated from the detected kinetic energies of the elec-

trons. For the most basic analysis, the calculated energies are compared
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to known values for the identification of elements present within the mea-

sured sample. However, initial and final state effects must be considered

for a more detailed analysis. Initial state effects include things that happen

before the photoionisation event, while final state effects include the way

in which the atom responds to it.

2.1.4.1 Initial State Effects

Chemical Shifts

Small shifts from the characteristic core level binding energies can show

the chemical environments of the atoms and their oxidation states. These

shifts in the positions of the spectral peaks are known as chemical shifts

and occur as a result of variations in charge densities and electronegativities

of the atoms involved. For example, for an atom bonded to one with a

high electronegativity e.g. fluorine, electrons will be drawn away from the

atom of interest. This leads to poorer screening of the core hole left after

photoionisation, such that Coulombic attraction will decrease the kinetic

energy of the electron leaving the atom. The spectral peak produced will

therefore lie at a slightly higher binding energy when compared to that if

the atom was not bonded to the highly electronegative neighbour, fluorine.

Photoionisation Cross-section

Each orbital in an element has a specific photoionisation cross-section,

based on its inherent properties, which determines how ‘visible’ it is to

the incident X-ray and thus the probability that the electrons within it

will interact. This affects the intensity of the measured spectral peak af-

ter detection. In fact, by using the known value for a given orbital of an
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element and incident photon energy, and dividing the relative area of the

peaks by that value, the relative amounts of each element at the surface of

the sample can be determined.

Example Calculation

Figure 2.4: XPS spectra showing the intensity in counts per second
versus the Binding Energy in eV for a clean TiO2 crystal. Ti 2p (left)
and O 1s (right) regions were measured with an X-ray photon energy of
1486.6 eV. Shirley backgrounds (dashed line) were subtracted from the
raw data to allow the areas under the plots to be calculated in each case.

As an example, XPS measurements were performed using a lab-based

monochromatic Al Kα source (photon energy = 1486.6 eV) and a Phoi-

bos 150 NAP hemispherical analyser on a clean titanium dioxide (TiO2)

crystal, for the Ti 2p and O 1s regions (Figure 2.4). After a Shirley back-

ground subtraction, a process described in Section 2.1.4.3, the areas under

the peaks of the Ti 2p and O 1s regions were calculated to be 22298 and

16950 arbitrary units respectively. At a photon energy of 1486.6 eV, the

photoionisation cross-sections of Ti 2p and O 1s are 0.1069 and 0.04004

Mbarn respectively [139, 140]. By dividing the area by the cross-section in

each case and comparing these values, a 1:2 ratio of Ti to O is found. The

calculation is shown below:

Ti : 22298/0.1069 = 208587.5...
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O : 16949.7/0.04004 = 423319.2...

∴ O/Ti : 423319.2.../208587.5... = 2.03... ≈ 2

2.1.4.2 Final State Effects

Spin-orbit Coupling

A key example of a final-state effect is spin-orbit coupling, which leads to

the splitting of peaks. Photoelectrons emitted from atomic orbitals with

an orbital angular momentum quantum number l greater than 1 - i.e. p,

d, f but not s – will have different kinetic energies dependent on their

spin vector s. For electrons, s = 1
2
, and so the total angular momentum

quantum number j = l ± 1
2
and depends on the spin of the photoemitted

electron. If the photoemitted electron spin is parallel to the orbital angular

momentum vector, the total angular momentum quantum number j = l+ 1
2
.

If the electron is anti-parallel, j = l− 1
2
. For this reason, the corresponding

XPS signals occur as spin-split doublets. As a result of Hund’s rules, the

electrons with parallel spin are more easily removed, and thus have higher

kinetic energies and lower binding energies than those with anti-parallel

spin [141]. The degeneracy associated with the interaction is equal to 2j +

1 and determines the ratio of the areas of the XPS peaks. All of the values

for each orbital angular momentum quantum number l are shown in Table

2.1. As an example, for photoelectrons emitted from a Ti 2p orbital, two

peaks representing Ti 2p3/2 and Ti 2p1/2 will be seen (Figure 2.4). The Ti

2p3/2 peak will be at a lower binding energy and have twice the area of the

Ti 2p1/2 peak.
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Table 2.1: Corresponding total angular momentum quantum numbers, degen-
eracy values and XPS peak ratios for given atomic orbitals

Atomic orbital j Degeneracy Ratio of Peaks
s (l = 0) 1

2
0 -

p (l = 1) 1
2
,3
2

2,3 1:2
d (l = 2) 3

2
,5
2

4,6 2:3
f (l = 3) 5

2
,7
2

6,8 3:4

Peak Shape

The shape of the peaks themselves is also important for the analysis of

spectra. Peak broadening due to experimental processes, including the

spectrometer and sample environment, leads to a Gaussian contribution

to the shape, while the inherent core hole lifetime, estimated from Heisen-

berg’s uncertainty principle, produces a Lorentzian contribution [142]. The

use of a convolution of these contributions, known as a Voigt function, is

the most accurate method when fitting the peaks. Although, to reduce

computational expense, these are usually approximated to give pseudo-

Voigts [143]. In some cases, the peaks may be asymmetric in shape. This

‘Doniach-Sunjic’ contribution occurs as a result of interactions between

conduction band electrons and the accompanying core holes [144], adding

an exponential tail to the higher binding energy side of the peak. A fi-

nite version of this tail with an arbitrary cut-off can be used reasonably

to include this contribution into the fit. This asymmetry is typically only

observed for metallic samples.

Auger Decay

Another final state effect is Auger decay. This is where, after the initial

electron emission, another electron in the atom decays to fill the hole left
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and stabilise the ion. In doing so, a photon is released which can give

energy to another electron within the ion to be emitted and detected in a

process known as “autoionisation” [145]. This secondary electron is known

as an Auger electron. A photon can also be emitted without transferring its

energy to an electron in a process known as fluorescence. Auger electrons

can be identified by their characteristic kinetic energies, and where their

peaks appear on a binding energy spectrum will depend on the photon

energy of the incident X-rays according to Equation 2.1.

Another form of Auger decay is known as Coster-Kronig decay. This occurs

when the core hole left after an Auger emission event is within the same

shell as the initial vacancy. In first row transition metal spectra, this leads

to a broadening of the 2p1/2 peak, but not the 2p3/2 peak. This difference

in widths of the doublet peaks is known as the Coster-Kronig effect. It

occurs due to the process being very rapid specifically for decay between

2p orbitals, and thus a decreased lifetime in the 2p1/2 core hole causes the

peak to broaden [146]. It should be noted, however, that this has more

recently been disputed [147], with the apparent broadening of the 2p1/2

peak in Ti instead attributed to the presence of XPS intensity distributed

over many unresolved final states for a Ti 2p1/2 peak core hole, dominated

by shake satellites which involve symmetry flip valence excitations. Super

Coster-Kronig decay, where instead two final state holes are within the same

shell as the initial vacancy, is also possible but is very uncommon and so

rarely a cause for concern. Photoemission, fluorescence, Auger emission

and Coster-Kronig emission are illustrated in Figure 2.5.
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Figure 2.5: Energy level diagrams for Ti 2p to show the movement of
electrons during (a) Photoemission (b) Fluorescence (c) Auger emission
(d) Coster-Kronig emission. Ti 1s, 3s, 3p and 4s orbitals have been left
out for ease of understanding. Filled and open circles represent electrons

and holes respectively.

Satellites

The appearance of satellites is another type of final-state phenomena ob-

served in the spectra. When photoelectrons leave the sample, they can

transfer energy to other electrons and excite them to vacant states of higher

energy. For instance, this can involve exciting electrons from the valence

band to the conduction band, or from the highest occupied molecular or-

bitals (HOMOs) to the lowest unoccupied molecular orbitals (LUMOs).

The loss in kinetic energy of the original photoelectrons causes peaks to

emerge at a higher binding energy than that of the main structure. These

are called “shake-up” satellites. If the excited electron is instead ejected

from the ion completely, it appears as a broadening of the core-level peak

or simply contributes to the inelastic background. This is known as a

“shake-off” satellite. For clean surfaces, and usually those of metals, the

emitted electron can excite collective oscillations in the conduction band.

These “plasmon excitations” appear as a series of satellite peaks on the
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higher binding energy side of the main photoemission peak that reduce in

intensity as the binding energy increases. In some cases where the chemical

environments cannot be easily identified from core-level peak fitting alone,

the satellite configuration may instead be used.

Sample Charging

For samples that are insulating, including metals with thick surface oxide

layers, emitted photoelectrons may not be sufficiently replaced by electrons

from the bulk, leading to a build-up of positive charge on the sample sur-

face. A Coulombic interaction with the emitted electrons then causes them

to have lower kinetic energies by the time they reach the detector. As a

result, spectral peaks shift to higher binding energies [136]. To correct for

this during analysis, the binding energy of each peak can be calibrated to

one with a known value from literature. The most common example, due

to its presence on almost all samples that have been exposed to air, is to

correct the adventitious carbon peak such that it lies at a binding energy of

284.4 eV [148]. Each other peak can then be corrected by the same binding

energy value that was required to move the observed adventitious carbon

peak to the reference value, such that the spectrum is calibrated.

2.1.4.3 Background

Peaks in an XPS spectrum sit on a background. This is formed of electrons

excited by the X-ray Bremsstrahlung radiation (produced as electrons are

decelerated in the anode of the X-ray source) [136] at lower binding energies,

and those inelastically scattered at higher binding energies. As explained

in Section 2.1.3, photoelectrons nearest to the surface of the sample are

likely to be detected without losses due to collisions, and so will form
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the characteristic peaks of the spectrum. Those deeper within the sample

will suffer kinetic energy losses and instead add to the background on the

higher binding energy side of the peaks. Since this is the case for each peak

on the spectrum, these inelastically scattered photoelectrons will cause an

accumulation of the background in a step-like structure as the binding

energy increases. For spectra to be quantitatively analysed, the background

must be accounted for via a subtraction. There are several subtractions

which may be appropriate, including linear and polynomial subtractions.

However, perhaps the most accurate and thus the most commonly used are

Shirley and Tougaard subtractions. The Shirley subtraction is an iterative

calculation between two points on the spectrum which assumes that the

background at a certain kinetic energy is proportional to the area of the

peak above that energy [149, 150]. Shirley subtractions were used in Figure

2.4 in Section 2.1.4.1. The Tougaard subtraction was not used in this thesis,

but differs from the Shirley method in that the background is taken over

the whole spectrum, as opposed to two selected points [150, 151].

2.1.5 X-ray Generation

For the laboratory-based XPS performed in this thesis, X-rays were gener-

ated using an Omicron DAR 400 X-ray source consisting of an X-ray tube

with a filament, that acts as a cathode, and an aluminium target anode.

In an X-ray tube, current is passed through the filament until it is glowing,

emitting electrons which are accelerated towards the anode by up to 20

kilovolts (kV). The electrons decelerate as they interact with electrons in

the target and emit X-ray photons as a result. The X-rays produced con-

tribute to a continuous spectrum of Bremsstrahlung radiation, as well as far

more intense emission lines characteristic of electron transitions within the
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aluminium via fluorescence (Figure 2.5b). For an aluminium anode, these

characteristic X-rays have a fixed energy of 1486.6 eV and are directed at

the sample using mirrors, lenses and sometimes a monochromator, while

the Bremsstrahlung radiation is minimised in the analysis chamber with

filters and windows [152].

Synchrotron radiation was also used as a source of X-rays in the studies in

this thesis. In simple terms, at synchrotron facilities, electrons are accel-

erated with a linear accelerator to relativistic speeds, before entering large

storage rings where they are controlled by many bending magnets. As these

electrons change direction, they emit electromagnetic radiation with high

a photon density [153], which are directed to beamlines located around

the ring. Here, photons of the desired energy are selected and used for

measurements in experimental endstations. With bending magnets alone,

radiation emitted is spread out into a flat horizontal fan, meaning that

only a small fraction of it will enter the beamlines. Instead, linear arrays of

short dipole magnets with alternating polarity provide a means of maximis-

ing the photon flux [153]. These are known as insertion devices, consisting

of wigglers and undulators. Working in much the same way, wigglers and

undulators force the path of the X-rays to oscillate such that a continuous

energy distribution of very intense radiation is produced.

Synchrotron radiation has several advantages over that produced using a

lab-based source. The most significant stem from the fact that the energy

distribution is continuous instead of discrete. For example, the tunable

X-ray photon energy associated with synchrotron radiation enables the use

of analytical techniques that would otherwise be impossible with discrete

sources. These include X-ray Absorption Spectroscopy (XAS) and Reso-

nant Photoelectron Spectroscopy (RPES), techniques that are described in

more detail later in this Chapter (Sections 2.2 and 2.3). The surface sensi-
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tivity of XPS can also be adjusted by using photons of different energies;

higher energy X-rays will enable electrons deeper within a material to gain

enough energy to escape a sample and undergo detection, effectively moving

along the “universal curve” previously mentioned. Due to the relationship

between the energy of the incident X-rays and the photoionisation cross-

sections of elements, the latter can be maximised by adjusting the photon

energy [139, 140]. Another advantage of synchrotron radiation is simply

the intensity of the radiation itself, the quality of which is only comparable

for lab-based sources if a very small photon spot size is combined with low

pass energy measurements. Unlike X-rays from laboratory based sources,

synchrotron radiation is also polarised. This means that XAS may also

be used to probe molecular orientation, due to the spatial distributions of

unoccupied molecular orbitals, and to probe along specific crystallographic

directions in the case of single crystals.

The facility used for the studies in this thesis was the MAX IV synchrotron

in Lund, Sweden. There are two storage rings at MAX IV, a 3 GeV ring

and a 1.5 GeV ring with respective circumferences of 528 and 96 metres. In

each case, the path of the electrons is precisely controlled with a complex

system of bending magnets and undulators. This precise path, as well as

the low pressures, and periodic accelerations applied to replace any energy

losses, enable the electrons to exist for long periods of time in these rings.

Two beamlines were used in this thesis, known as HIPPIE and FlexPES.

Located on the larger ring, HIPPIE uses an elliptically polarizing undulator

(EPU) as its X-ray source, while FlexPES, situated on the smaller ring, uses

a linearly polarizing undulator (LPU). The two beamlines are described in

full detail elsewhere [154, 155].
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2.2 X-Ray Absorption Spectroscopy

X-ray Absorption Spectroscopy (XAS) is another technique used for sample

analysis. Like XPS, X-rays are incident upon a sample, but as mentioned

in Section 2.1.5, the photon energy is varied instead of fixed, hence the

need for a synchrotron source. An XAS spectrum can be split into three

distinct regions, each specified by their relation to the absorption edge of

the element being probed. This is the energy at which there is a sharp rise

in the absorption coefficient of X-rays by the element [156], corresponding

to the incident photon energy which is equal to the binding energy of a

core-level electron [157]. The three regions are the pre-edge region, which

provides information on covalency and electronic structure, the near-edge

X-ray absorption fine structure (NEXAFS), which enables identification

of oxidation states and coordination symmetry, and the extended X-ray

absorption fine structure, which is associated with the ligands involved

[156, 158]. Only the NEXAFS were explored in this thesis. In NEXAFS,

the photon energy is swept across the absorption edge for an orbital of

interest, and when a photon energy matches that between an occupied

and an unoccupied energy level, it is absorbed by a core-level electron,

which is excited (Figure 2.6). This leads to another key difference from

XPS, which probes the occupied energy states of an element, as NEXAFS

probes unoccupied states. Since the photoelectron wavefunction is strongly

dependent on the potential around the absorbing sample, the position of

the absorption edge therefore changes as the charge of the absorber changes.

The oxidation state of the sample can therefore be determined from this

chemical shift in the edge position [158].

The decay events that follow absorption will lead to Auger or fluorescence

emission, previously seen in Figure 2.5, which can be measured in several
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Figure 2.6: Energy level diagrams to show the movement of electrons
during X-ray Absorption, Participator decay and Spectator decay. Filled

and open circles represent electrons and holes respectively.

ways:

1. Total Electron Yield – Upon Auger or fluorescence emission, a current

will therefore leave the sample, known as the drain current. This can be

measured to give the total electron yield. When this is mapped as a function

of the known photon energy, the spectrum produced provides information

on the unoccupied energy levels. A disadvantage of this method is that

all electrons other than the desired Auger electrons will also be measured,

leading to significant background contributions from inelastic collisions and

secondary electrons.

2. Auger Yield – The energy of the Auger electrons is measured using the

analyser and plotted as a function of the changing photon energy. The

data can then be integrated to produce an absorption spectrum. This

is a complex and slow method, requiring longer measurements for noise

reduction. However, it can be used to observe other peaks, such as those

associated with direct photoemission, as they track through the kinetic

energy window. This then enables the choice of an integration window

that may avoid these peaks if required.
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3. Partial Yield – The microchannel plate (MCP) detector allows electrons

in, but by applying an opposing negative bias, electrons below a certain en-

ergy are unable to pass through to the analyser. This removes counts from

background and inelastically scattered electrons, hence improving upon the

Total Electron Yield method as well as the surface-sensitivity.

2.3 Resonant Photoelectron Spectroscopy

(RPES)

Resonant photoelectron spectroscopy (RPES) is another technique which

uses a varying photon energy. It essentially combines XPS and XAS, such

that it can provide an XPS spectrum with enhanced intensities by using

incident photon energies close to the absorption threshold of a core-level,

as previously determined by XAS.

After absorption by a sample, the excited state can undergo two types

of Auger decay: spectator and participator decay [145], each shown in

Figure 2.6. In spectator decay, the core electron which is excited into the

unoccupied state remains there while another electron relaxes to fill the

core-hole, and an Auger electron is emitted. The ‘spectating’ electron in the

LUMO provides shielding, which leads to an enhanced kinetic energy of the

ejected Auger electron. This is the foundation for resonant Auger electron

spectroscopy, which was not used in this thesis, so is not described in detail.

In participator Auger decay, the previously excited electron does itself then

relax from the LUMO to fill the core-hole, again leading to Auger emission

of an electron from the HOMO. This time the emitted electron has a kinetic

energy indistinguishable from that of a normal Auger electron and, since

the incident photon energy is equal to that transferred to the electron in the
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HOMO through relaxation, an electron detected after direct photoemission.

The existence of participator decay can therefore only be inferred from

the enhanced intensities of the HOMOs when measured at the excitation

energies of the LUMOs [159]; at the photon energies where this decay

and subsequent ‘auto-ionisation’ occurs, the intensity recorded is added to

that from standard direct photoemission, such that higher intensities are

recorded.

RPES measurements are often shown as a 2D map, where XPS measure-

ments are taken as a function of photon energy over a constant binding

energy window. An example is shown in Figure 2.7, where a Ti RPES

map was measured for a clean rutile TiO2(110) single crystal. Details of

the measurements are described in Chapter 6. The intensities can then

be represented on a colour scale. For analysis, different features can be

identified on the map. For example, diagonal bands of enhanced intensity

represent constant kinetic energy features such as Auger peaks, horizon-

tal bands correspond to resonant enhancement of the LUMO states, and

vertical bands of high intensity on LUMO resonances represent enhance-

ments of the HOMO states. The NEXAFS may also be recovered from

such a map by integrating the intensity over the area corresponding to the

enhancement of the Auger.

RPES is a particularly useful technique when molecules are deposited onto

a sample surface, and thus charge transfer becomes a possibility. Using a

molecule deposited on a metal substrate as an example: if the LUMO of

the deposited molecule lies below the Fermi level of the metal, then charge

transfer between the metal’s occupied valence structure and the LUMO

of the excited molecule can potentially occur before the core-hole is filled.

There are three types of charge transfer which can occur, each shown in

Figure 2.8, after which a specific decay process follows. For example, charge
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Figure 2.7: 2D Ti RPES map measured for a clean rutile TiO2(110)
single crystal, taken from the experiment described in Chapter 6.

transfer from the molecule to the metal (Figure2.8a) is followed by normal

Auger decay. Following transfer of one or more electrons from the metal

into the unoccupied levels of the molecule (Figure2.8b), these same elec-

trons may relax while the excited electron in the molecule spectates, dur-

ing what is known as “super-spectator” decay [160]. Bi-directional charge

transfer (Figure2.8c), of the previously excited electron from the molecule

into the metal and electrons from the metal into the unoccupied orbitals

of the molecule precedes “super-Auger” decay [161], where the electrons

originating from the metal undergo normal Auger decay.

The products of each decay mechanism may be distinguished using RPES,

providing information on the charge transfer itself. For example, on the

2D maps of photon versus binding energy, constant kinetic energy bands

that track back to the participator resonant enhancements represent super-

spectator and super-Auger decay [159].
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Figure 2.8: Energy level diagrams to show the movement of electrons
during (a) molecule to surface charge transfer (b) surface to molecule

charge transfer (c) bi-directional charge transfer. Filled and open circles
represent electrons and holes respectively.The dashed line represents the

Fermi level of the metal.
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Chapter 3

Device for Sample Transfer

Between Reaction and

Analysis Conditions - Design

and Build
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3.1. INTRODUCTION

3.1 Introduction

The “pressure gap” and , more generally, the difference in conditions re-

quired for reaction and analysis propose problems which have been ad-

dressed in Section 1.1.1. A method is required to enable the rapid transfer

of a sample from reaction to analysis conditions, such that the measured re-

sults of analysis techniques including XPS could more accurately represent

the actual behaviour of a sample under those reaction conditions. Addi-

tionally, it is important that the sample is not exposed to other unwanted

elements such as air during the transfer, something that would again affect

results. Many methods used to achieve these goals for various applications

are described in the literature and have been summarised and assessed in

Section 1.1 in this thesis. With the aim of improving upon these previous

attempts, a design is presented in this Chapter; employing sample transfer

through a differential pumping scheme, the system is made with the future

analysis of solid-state hydrogen storage materials in mind. Targeted pres-

sures of hydrogen required for on-board vehicular storage in the solid-state

are around atmospheric and slightly above [22], therefore the aim of the

system is to achieve these pressures in the reaction chamber while suit-

ably low pressures are maintained in the analysis chamber such that XPS

analysis can take place within just a few minutes of reaction.

In this Chapter, the process of this design and build from first principles

through to the finished system is described and explained, with results from

tests performed at each stage provided and discussed.
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3.2 Methodology and Design

3.2.1 Overview and Differential Pumping

The final design of the device employs a stainless-steel transfer rod upon

which a sample is mounted, such that it can undergo reactions with gases at

pressures at and above atmospheric in the reaction chamber, before being

moved through a series of connected differentially pumped chambers into

the analysis chamber at UHV. Differential pumping is therefore the key

phenomenon used to enable the rapid transfer.

For two connected chambers of differing pressures, gas molecules will flow

down a pressure gradient from the higher pressure to the lower pressure

chamber as a result of the kinetic theory of gases [162]. This will continue

until the pressure of both chambers are at equilibrium. In order to maintain

different pressures between the connected chambers, differential pumping

is required. For the lower pressure chamber, the relationship between the

speed at which gas is pumped out and the gas flow rate into that chamber

will determine the pressure inside. As the pumping speed increases relative

to the gas flow, intuitively, the pressure will decrease. Therefore, with

sufficient pumping and a small enough flow rate, the pressure can be kept

lower in one chamber than in the other it is connected to.

In examples described previously in Section 1.1.2, differential pumping en-

abled a pressure differential to be maintained between a reaction chamber

and an analysis chamber, where connection via apertures was required for

an electron beam to pass from sample to analyser [15, 16]. In another

example, the connection between chambers of differing pressures was nec-

essary instead for sample transfer [27], as is also the case for the design
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presented here.

The gas flow between chambers may vary due to a number of factors; for

example, the size of the aperture through which the gas passes, the amount

of leakage allowed through a seal, and the size of the pressure gradient. In

order to increase the latter past the limit allowed by the pumping speed

and gas flow rate between just two chambers, intermediate chambers may

be introduced. These extra differentially pumped stages in effect decrease

the gas flow between the highest and lowest pressure chambers, by having

neighbouring chambers with smaller pressure differentials and building the

gradient more gradually.

The design and build of the final device was achieved through that of a

series of prototypes, each tested until successful such that it could be built

upon to create the next.

3.2.2 First Prototype

3.2.2.1 Design

The initial prototype design is shown in Figure 3.1. It consists of two 304L

stainless-steel 4-way crosses with ConFlat (CF) flanges with outer diame-

ters of 69.8 mm connected by a custom O-ring flange of the same size. The

crosses each had an internal volume of 242 cm3. 304L stainless-steel was

used for all parts in the design unless otherwise specified, since it is able

to withstand extreme temperatures, pressures and corrosive environments

without deformation or damage, as well as having a low outgassing rate

and being easy to clean, all while being a cost effective choice [163]. It is

also highly resistant to hydrogen embrittlement, which will be important
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Figure 3.1: Design of the first prototype. Two cross-chambers are
connected with custom O-ring flanges which are shown magnified in the
dashed box. The right chamber (A) closest to the open atmosphere is
pumped with a dry scroll pump, while the left (B) is pumped with a
higher speed turbopump. The stainless-steel rod is present in both

chambers such that the seals are maintained. Pressures in the chambers
are measured with cold cathode Pirani gauges.

for maintaining safety during future studies of hydrogen storage reactions.

One cross (B) has a blank CF flange on the end, while the other (A) is

separated from the atmosphere by another custom O-ring flange. The cus-

tom O-ring flanges are vital to enable the differential pumping between the

neighbouring chambers; a double-sided CF flange with a 20.5 mm diameter

hole in the middle has Viton O-rings clamped to each side by aluminium

rings which are screwed into the flange itself, allowing a 20 mm diameter

rod to pass through the hole with the O-rings sealed tightly to its edge. The

aluminium clamps have indents to keep the O-rings positioned around the

hole in the flange. The O-rings themselves have inner and outer diameters

of 20 and 23 mm respectively and ensure gas flow between neighbouring

chambers is minimised while the rod is still able to slide horizontally in

both directions. The O-ring material is Viton rubber, which is resistant
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to a wide range of chemicals and can withstand temperatures in the range

of –20 oC up to 210 oC [164]. This will become important if heating and

cooling capabilities are eventually introduced in the reaction chamber. The

O-rings are durable to reduce the need for replacement, but also relatively

cheap should they need replacing after becoming damaged by the moving

rod after repeated use. The rod is 1 metre long, as is required by the design

of the final device, and is inserted into both cross chambers through the two

custom O-ring flanges while the other end protrudes into the atmosphere.

The corner on the end of the rod was lightly smoothed with sandpaper

to prevent the sharp edge from damaging the O-rings as it passes through.

Chamber A as shown in the Figure is pumped with an Agilent Technologies

SH-110 dry scroll pump, while chamber B is pumped with a higher speed

Pfeiffer HiPace 80 turbomolecular pump. The pressures in the chambers

are measured with Pfeiffer PKR 361 cold cathode Pirani gauges, which

measure in the range of 1× 10−9 to 1× 103 mbar.

The aim of the prototype is to test the pressure gradient that is achievable

between atmosphere and the differentially pumped neighbouring chambers,

and thus the ability of the custom O-ring flanges to maintain a seal while

allowing for rod movement.

3.2.2.2 Test Results

The pressures measured in chambers A and B while the rod is both sta-

tionary and moving are shown in Table 3.1. As expected, the pressures

in both chambers were slightly higher for the moving rod, since the seals

are disturbed by the movement. At all times the rod must protrude into

both chambers such that the seal between is maintained. In both cases the

pressure in the lowest pressure chamber, B, was approximately 7 orders of
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magnitude lower than that of the open atmosphere. With just two differ-

entially pumped chambers, this was a big enough differential to deem the

custom O-ring flanges a success, such that an extended prototype could

be developed with the same custom flanges, with the aim of reaching even

lower pressures through the introduction of more chambers.

Table 3.1: Pressures recorded in Chambers A and B for the first prototype
design, with both a stationary and moving rod

Pressure in Chamber (mbar)
A B

Stationary Rod 1.2× 10−2 3.4× 10−5

Moving Rod 3.4× 10−2 5.6× 10−5

It was found to be very difficult to move the rod in the direction of the

open atmosphere. This was a result of the strong pressure gradient in

the opposite direction and must be addressed in the next prototype; the

rod must be easily moveable in both directions to allow the sample to be

moved back from the analysis chamber to the reaction chamber or the open

atmosphere.

3.2.3 Second Prototype

3.2.3.1 Design

The design of the next prototype is shown in Figure 3.2. One cross chamber

remains to act as a ‘dummy’ analysis chamber (denoted AC in the figure).

This is for the protection of a real analysis chamber from potential spikes in

pressure during tests which may damage analyser electronics and introduce

impurities. The other cross chamber from the first prototype has been

replaced with a smaller flange chamber, with an outer diameter of 69.8 mm,
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Figure 3.2: Design of the second prototype. A cross-chamber acting as
a ‘dummy’ analysis chamber (AC) and a differentially pumped scheme of

flange chambers are connected with the custom O-ring flanges. The
reaction chamber (RC) lies between two pumped chambers, the right one
(D3) aiding rod movement in the direction of the open atmosphere.The
inclusion of another turbopumped chamber (D1) helps to increase the

pressure gradient between the RC and the AC. The crescent shape on the
rod represents a recess in which the sample is mounted.

a bore diameter of 37 mm and a thickness of 19 mm. The new chambers

introduced for the reaction chamber (denoted RC in the figure) and the

further differential pumping stages are also identical flange chambers. They

are shown in more detail in Figure 3.3. These smaller chambers were chosen

for the differential pumping stages as they decrease the distance required

to move the sample from atmosphere to reaction to analysis and take less

time to evacuate than larger chambers. The same chamber was chosen

for the reaction chamber since smaller chambers require lower volumes of

reactant gases to reach the same pressure, which can help to improve safety

when dealing with gases such as hydrogen, and the smaller internal volume

of the chamber leads to enhanced detectability of products and a reduced

effect of impurities, as was seen in Section 1.1. The volume inside the

chamber is 18.3 cm3 and decreases further to 12.9 cm3 when the rod is

inserted. The minimum size of the chamber was limited by the size of

the aluminium clamps on the custom O-ring flanges, which would prevent

proper attachment either side of the chamber if they were to be touching.

Nevertheless, this small volume compares favourably to those seen in the
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literature (Table 1.1).

Figure 3.3: More detailed side (left), front (middle) and diagonal
(right) views of the flange chamber introduced in the second prototype
design. The internal chamber volume V = 18.3 cm3 is favourably small

when compared to those in the literature when used as a reaction
chamber. The small width also allows for a shorter distance between
reaction and analysis positions. The KF fitting on the top enables
evacuation with a pump or the introduction of reactant gases.

As seen in Figure 3.2, there are now two differential pumping stages be-

tween the reaction chamber and the ‘dummy’ analysis chamber. The first

is pumped again with an Agilent Technologies SH-110 dry scroll pump,

and the second with a Pfeiffer HiPace 80 turbopump. The pumps are each

connected to the chambers via Kleinflansch (KF) fittings. This increased

pumping should enable a lower pressure to be reached in the ‘dummy’ anal-

ysis chamber, which is also pumped with a turbomolecular pump. The real

analysis chamber will be pumped further with both a turbo and an ion

pump, but it is also significantly larger than the cross chamber in the pro-

totype. Another chamber on the other side of the reaction chamber is also

pumped with a dry scroll pump. This is to address the issue of difficult rod

movement in the direction of the atmosphere, balancing the forces to allow

easier movement in both directions. It will also act as a buffer between

the reaction chamber and atmosphere, such that any leakage of a reactant

gas will be pumped away in this chamber before reaching the atmosphere,

and thus improve safety. In the case of hydrogen, this is an important risk

mitigation; if the hydrogen were to leak into the pumped chamber, it will
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represent almost 100% of the total gas mixture in the chamber. This is far

greater than the 75% higher flammability limit of hydrogen [165], such that

there is no risk of ignition. The pump can be connected to a suitable means

of ventilation, where it can be released into a massive volume; making up a

negligible percentage of the total gas mixture present, any risk of hydrogen

ignition is again mitigated. The chamber will also help to prevent leakage

of air from the atmosphere into the reaction chamber, thus reducing the

level of impurities introduced.

A sample recess was cut into the transfer rod at a position 33 cm from one

end. This allows for it to be present in the open atmosphere, while the

remainder of the rod protrudes into the ‘dummy’ analysis chamber, and

as such all seals are always maintained. This is an important feature of

the design; the sample may be mounted in atmosphere and moved directly

into the analysis chamber, providing a rapid form of sample transfer when

compared to a traditional load-lock approach - even when no reaction is

taking place in the reaction chamber. A length of tubing was required

on the left-hand side of the cross chamber such that the rod can be fully

inserted with the sample recess in the centre of the chamber, or the ‘analysis

position’. The recess itself is 9 × 14 × 2 mm such that it fits between O-

rings when passing through the custom flanges. Importantly, this width is

small enough that it will not straddle neighbouring chambers, which would

bridge the seal and cause the pressures to equilibrate. A very small volume

of gas is expected to be taken in the recess from the higher to lower pressure

chambers, but this should prove negligible in the analysis chamber once it

has passed through the other pumping stages. The recess allows for flat

samples, with a maximum thickness of 2 mm, to be mounted simply onto

carbon sticky tape, but no part can extend outside of the recess, as the

sample would be damaged while passing through the flanges. The recess
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edges were also smoothed to again prevent damage to the O-rings during

rod movement.

3.2.3.2 Test Results

Without a sample present in the prototype, pressures in the ‘dummy’ anal-

ysis chamber and final differential pumping stage (D1) were measured as

the rod moved between key sample positions. These include the rod being

stationary in the open atmosphere, then moving into the reaction chamber,

moving into the ‘dummy’ analysis chamber, and again back into the reac-

tion chamber. This was repeated with varying pressures of nitrogen in the

reaction chamber, up to a maximum of 4.5 bar. The maximum pressure

was limited by that of the nitrogen supply available. Nitrogen was used

for the increased pressure tests since it is an inert gas with low safety risks

should there be a leakage. The nitrogen was connected to the reaction

chamber via the KF fitting, which was sealed with a KF trapped centering

ring with outer ring and O-ring and a clamp. It was important to measure

the pressures in the chambers when the sample was moved from the reac-

tion chamber back to the analysis chamber, as this is a useful technique

for investigating a sample undergoing repeated reactions. In the case of

solid-state hydrogen storage materials, their stability under multiple cycles

of hydrogenation and dehydrogenation is a significant property, and one

which could be readily examined with this system.

The aim of the test was to determine the ability of the system to maintain

a low enough pressure in the analysis chamber during the various processes

involved with the sample transfer and analysis. A maximum acceptable

pressure in an analysis chamber is deemed in this study, with this appa-

ratus, as 1.0 × 10−5 mbar. This pressure will still allow the detection of
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emitted electrons, while sample contamination by impurities is also lim-

ited. Lower pressures are of course more desirable, but are compromised

in this case for the speed of analysis after reaction. The results are shown

in Figure 3.4.

Figure 3.4: Logarithmic plots showing the maximum pressure reached
in the differentially pumped chamber D1 (top) and the ‘dummy’ analysis

chamber (bottom) as the sample recess is moved from the open
atmosphere to the reaction chamber (RC), to the cross-chamber (AC),
and back to the reaction chamber. These processes were repeated with
nitrogen in the reaction chamber at a range of pressures from 1 to 4.5

bar, each shown by a different coloured line.

The differentially pumped chamber reached a maximum pressure of 2.2 ×

10−3 mbar while the reaction chamber contained 4.5 bar of nitrogen and

the sample was moved from atmosphere into the reaction chamber. The

seal between this pumped chamber and the ‘dummy’ analysis chamber was

sufficient in all cases for a significant pressure differential to be maintained.

The highest pressure was measured in the ‘dummy’ analysis chamber during
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transfer of the sample recess from the reaction chamber to the analysis

chamber itself; 5 × 10−6 mbar was recorded with pressures of 3 and 4.5

bar in the reaction chamber. This pressure was similar for all reaction

chamber pressures and confirmed that the differentially pumped system was

successful in preserving an acceptably low pressure in the analysis chamber

at all times. The system could now be transferred to a real analysis chamber

and used for experiments.

3.2.4 Final System

3.2.4.1 Design

The final system design is shown in Figure 3.5, where the cross-chamber

has been replaced with a real analysis chamber. Spacers on each end of

the analysis chamber enable the sample to be in positions for mounting in

atmosphere (C), reaction (B) and analysis (A) while all seals are maintained

at all times, and the rod does not approach the mounted turbopump too

closely. Any contact would cause severe damage to the pump, which makes

use of a series of rotary blades spinning at 1500 Hz.

The analysis chamber, as previously mentioned, is pumped again by a

turbomolecular pump but also by a Varian 54 noble diode ion pump. This

should enable even lower pressures to be achieved in the chamber, which

is now a significantly large volume. A valve present between the analysis

chamber and the differential pumping scheme allows for maintenance of

the system, including full rod removal and O-ring replacement, while the

analysis chamber can remain at UHV.

Once mounted in the recess and positioned in the analysis chamber, the
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Figure 3.5: Final system design; the differentially pumped transfer
system is installed on a real analysis chamber. A Varian 54 noble diode
ion pump maintains UHV in the large analysis chamber, while the valve
allows for rod removal and system maintenance. The rod is shown in the
analysis position A, while B and C represent positions for reaction and
sample mounting respectively. The system is designed such that all seals
are maintained when the sample is in each of these key positions. The

Scienta Omicron R3000 hemispherical analyser combined with an
Omicron DAR 400 X-ray source enables XPS analysis.

sample can be manipulated horizontally and rotated through a full 360-

degree range. This allows the grazing angle, as explained in Section 2.1.3,

to be easily adjusted for variation of surface-sensitivity in the XPS analysis.

It can also be repositioned in the analysis chamber should other instruments

be used on the sample, such as an ion gun used for sputtering, which is

described in more detail in the next chapter. The vertical position of the

analyser entrance slit lies 45 mm above the sample position, the working

distance of the Scienta Omicron R3000 analyser used on the system, and

was positioned with the use of a spacer. In principle, small changes to this

distance are sometimes needed to optimise the measured counts when using

samples of different thicknesses. This would then appear to be a limit of the

design, but since it is already limited to the use of only flat, thin samples,

the lack of adjustment in this axis is not a major concern. The analyser

itself consists of an MCP detector and a CCD camera detection system.
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The Omicron DAR 400 X-ray source is mounted onto the analysis chamber

at a 45-degree angle relative to the position of the analyser entrance slit

such that the X-rays are emitted approximately 150 mm from the sample.

This distance can however be varied to maximise the detected electron

count using an adjustable bellows.

The stainless-steel transfer rod is grounded by contact with the stainless-

steel parts of the custom flanges, but this is checked before experiments

are performed; a lack of grounding would cause sample charging and thus

affect the measured binding energies of peaks during XPS analysis.

A more detailed depiction of the chambers and flanges in the differential

pumping section of the system is shown in Figure 3.6. The chambers and

custom O-ring flanges are connected via 6 mm threaded rods which extend

all the way through into a wider flange at the end, where the rods are

screwed tightly. The connections are tightened as much as possible by

nuts at the other end. The end flange also has threads protruding into the

other side to allow for the connection of an add-on designed for use with

air-sensitive samples. This is described in the next section.

An experiment carried out using the unique capabilities of this system is

described in the following chapter, providing a ‘proof of concept’ for the

device.

3.2.5 Add-on for air-free transfer

3.2.5.1 Design

As explained in Section 1.1.3, sometimes it is necessary to investigate sam-

ples without having them exposed to air. A method of air-free transfer
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Figure 3.6: A more detailed depiction of the differentially pumped
system design. All flange chambers and custom O-ring flanges are

connected with 6 mm diameter threaded rods which are screwed into an
end flange and tightened with nuts. Threaded holes on the other side of

the end flange will allow the attachment of an add-on described in
Section 3.2.5.

from an inert atmosphere in a glove box to the reaction chamber is there-

fore required.

Figure 3.7: An add-on to enable air-free transfer of a sample from an
inert atmosphere to the reaction chamber. The stainless-steel rod has

been cut into three sections and that containing the sample recess can be
placed into a flange chamber, forming seals with the custom O-ring

flanges attached to either side.

A design which aims to provide this means, compatible with the system

described, is shown in Figure 3.7. A 40 mm wide flange has two custom

O-ring flanges connected to either side. The stainless-steel transfer rod

has now been cut into three sections which can be reattached simply by

screwing the parts together. 8 mm diameter threads of 35 mm in length

ensure that the rod is sturdy upon reattachment. The middle section is
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150 mm long with the sample recess in the centre, and this part is placed

through the two O-ring flanges and into the flange chamber once the sample

is mounted upon it inside the glove box. The left section of the rod, 240

mm in length, can remain inside the differential pumping scheme such that

all seals are maintained. An inert atmosphere of gas, which in the case of

this study is nitrogen, is sealed inside the add-on chamber. The add-on

can then be removed from the glove box and the rod reattached to the

other section in the main system. The add-on can be connected to the

end flange of the system via 6 mm screws into the threaded holes: both

the screw heads which attach the add-on together being flat to the edge of

the left O-ring flange and the extra holes cut all the way through enable

this connection. The final section of the rod is reattached before the rod

is moved such that the sample is inside reaction chamber having had no

contact with air. The reattachment of the ‘air-free add-on’ to the main

system is depicted in Figure 3.8.

3.2.5.2 Test Results

The ability of the design to keep air out was tested using an oxygen in-

dicator known as Ageless Eye. Samples of Ageless Eye were generously

provided by Mitsubishi Gas Chemical Company [166]. The solid indicator

is pink in the absence of oxygen (0.1% or less). It then begins to turn blue

in increasing oxygen concentrations, taking 5 minutes to turn completely

blue in a 0.5% oxygen concentration. Once blue, the indicator then takes

2 to 3 hours in the absence of oxygen to return to pink.

In a glove box containing an inert nitrogen atmosphere, one Ageless Eye

pellet was placed inside the chamber and the detached rod section was

pushed through to form seals at both O-ring flanges. The add-on was
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Figure 3.8: The process (from top to bottom) of attachment of the
add-on to the main system. Once the sample is in the position seen in
the bottom diagram, it can be moved horizontally into the reaction

chamber (RC) such that it has not been in contact with air throughout
the process.

then removed from the glove box and left in the open atmosphere for half

an hour. It was turned several times to simulate attachment to the main

system, before being returned to the glove box where the colour of the

indicator was checked. The indicator had remained pink, showing that

the part was successful in keeping air from leaking in. The process was

repeated with the add-on left out in the open for greater lengths of time,

the colour of the indicator recorded in each case.

As is seen in Table 3.2, the oxygen concentration inside the add-on rose

above 0.1% after around 90 minutes of open atmosphere exposure. The test

at 60 minutes was repeated several times, and in each case the indicator

remained pink. It can therefore be said with some certainty that the add-
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Table 3.2: Colours of the Ageless Eye indicator after the add-on was left in
the open atmosphere for varying lengths of time. The indicator is pink in the
absence of oxygen, and blue in its presence.

Time left in open (mins) Colour

30 Pink
60 Pink
90 Pink/Blue
120 Blue
180 Blue

on is able to keep oxygen levels below a maximum of 0.5% concentration

for up to 60 minutes; this is far longer than the expected time required

to transfer the sample from the glove box to the system. The design was

therefore proven successful and should enable the analysis of air-sensitive

samples with this setup in the future.

3.3 Conclusions

The process for the design of a novel sample transfer has been described.

The first prototype introduced a stainless-steel transfer rod pushed through

custom O-ring flanges, which enabled a pressure differential of 3 orders of

magnitude to be achieved between neighbouring chambers. The second

prototype introduced more pumping stages into the system and a reaction

chamber in the form of small flange chambers. With the pressure kept be-

low the acceptable level for XPS analysis in the ‘dummy’ analysis chamber

during rod movement between key sample positions, the system could be

transferred to a real analysis chamber for the final design. Conclusions are

made about the suitability of the final design in the next chapter, since

they are based on results of the tests performed with a titanium dioxide

crystal in a ‘proof of concept’ experiment.
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4.1 Introduction

The preceding Chapter described a device which was designed to enable

rapid XPS analysis of a sample following a reaction of interest. The de-

sign of the system was illustrated and explained in detail, and the study

described in this Chapter looks to test its ability to meet these goals, pro-

viding a ‘proof of concept’ for the device.

Titanium dioxide (TiO2) is a widely studied material; a versatile semi-

conductor with unique properties, it has garnered considerable attention

for its potential applications in nanoelectronics [167], photocatalysis [168,

169], and optoelectronics [170]. Moreover, its ability to serve as a photo-

voltaic material holds immense promise for future solar energy conversion

technologies, including, as described in this thesis, solar water splitting for

hydrogen production [107]. In this study, however, it is used purely for its

behaviour under argon ion (Ar+) sputtering and air exposure.

When a defect-free TiO2 crystal is sputtered, its surface and sub-surface

layers are depleted of oxygen until a steady-state level of reduction has been

established [171, 172]. Titanium defects, consisting primarily of oxygen

vacancies, are formed in these layers, and the localised defect electrons

which remain lead to reduced states of titanium which can be seen with

XPS. Upon exposure to air, the defects will begin to heal as the surface

layers become oxidised once more [172].

Using the capacity of the previously described device (Chapter 3) for rapid

transfer between reaction and analysis, the evolution of the titanium oxida-

tion states is measured with XPS for the sample crystal as-received, after

Ar+ sputtering, and after subsequent exposure to air.
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4.2 Methods

The single crystal rutile TiO2(110) sample was provided by Pi-Kem, and

cut to 7 × 10 mm to fit within the rod recess. With the experimental set

up described in Chapter 3 and shown in Figure 3.5 for an experiment that

does not require the air-sensitive add-on, the TiO2 crystal was mounted to

the rod recess using carbon sticky tape in the open atmosphere. With the

initial pressure in the analysis chamber at 7.4× 10−9 mbar and that in the

turbo-pumped chamber (denoted as D1 on Figure 3.5) at 1.0× 10−6 mbar,

the sample was moved into the analysis position.

Wide scans and core level XPS for the Ti 2p regions were measured for the

as-received sample using a laboratory-based Al Kα X-ray source (Omicron

DAR 400) with a photon energy of 1486.6 eV, and a Scienta Omicron

R3000 hemispherical analyser. Argon was leaked into the analysis chamber

until a pressure of 5 × 10−7 mbar was achieved, and the sample was then

sputtered with Ar+ ions at a voltage of 5 kV for 30 minutes in an effort to

deplete the surface and sub-surface layers of oxygen, leaving it defective.

XPS measurements were repeated for the sputtered sample before it was

removed from the analysis chamber and positioned in the reaction chamber,

where it was exposed to the open atmosphere for 15 minutes. The transfer

process took just 3 minutes and 30 seconds. The sample was returned to

the analysis position after the 15 minutes had passed, with measurements

taking place just 5 minutes later.

Shirley background subtractions were used to enable peaks to be fitted

to the XPS data with pseudo-Voigt line shapes; the Gaussian-Lorentzian

ratio of the peak shapes for all fitting was fixed for features arising from the

same core-level, with the widths allowed to vary within realistic constraints.
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Peak identification from binding energy values was based on data from

the NIST XPS database [148]. In each case, the binding energies of the

XPS spectra were calibrated to the Ti4+ peak at 458.7 eV, which has been

previously determined [148]. For calculations of the surface compositions,

XPS peak intensities were normalised through division by the appropriate

photoionisation cross-sections, which have also been previously determined

[139, 140].

4.3 Results and Discussion

Figure 4.1 shows the XPS spectra of the Ti 2p regions for the as-received

sample, the sample after sputtering, and after the sputtered sample has

been exposed to air. For the as-received sample, the spectrum shows a

doublet attributed to the Ti4+ oxidation state; the Ti 2p3/2 peak lying at

458.7 eV and the Ti 2p1/2 peak at 464.4 eV. As dictated by the degeneracy

of the electronic levels (Section 2.1.4.2), the area of the 2p1/2 peak is half

that of the 2p3/2 peak. It is also slightly wider, likely due to the presence of

a satellite peak involving symmetry flip valence excitations [147] (Section

2.1.4.2). The “shake-up” satellite peak at 471.9 eV is also associated with

Ti4+, arising as a result of emitted electrons transferring energy to, and

thus exciting, other electrons (Section 2.1.4.2). The apparent sole presence

of Ti4+ on the surface of the TiO2 sample is to be expected, since the

prolonged air exposure has provided sufficient oxygen to heal any surface

defects.

After the sample was sputtered with argon ions for 30 minutes, the surface

of the crystal appears to be more defective, as oxygen atoms are depleted

from the surface and sub-surface layers. This is demonstrated by the fact
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Figure 4.1: Core-level XPS spectra of the Ti 2p regions measured using a
photon energy of 1486.6 eV for the as-received sample, after 30 minutes of
argon sputtering, and after subsequent exposure to air for 15 minutes.

Peaks have been fitted and the oxidation states labelled where appropriate.

that, not only has the spectrum again been fitted with spin doublets for the

Ti4+ oxidation state, it has also been fitted with doublets for both the Ti2+

and Ti3+ states, with peaks at binding energy values of 455.2 and 460.7 eV,

and 457.1 and 462.5 eV respectively for the Ti 2p3/2 and 2p1/2 components

in each case. These are consistent with those in the literature [148, 172].

The peaks in the spin-orbit doublet attributed to Ti3+ in Ti2O3 are actually

formed of complex multiplets, owing to final-state effects associated with

its open-shell electron configuration, derived from the Ti 3d orbital, and

the angular momentum coupling of the 2p hole with the open shell, intra-
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atomic many-body effects, and core-hole screening [173]. These are left as

unresolved doublets when fitted in this case, and throughout this thesis,

since qualitative analysis is not required, but it should be noted that any

fits where they are involved would have significant error associated with

the relative amounts of the individual Ti fit components.

After withdrawal to the reaction chamber for air exposure, the sample was

transferred back into the analysis position, and the measured spectrum is

also shown in Figure 4.1. The surface defects appear to heal significantly,

with the spectrum fitted predominantly with the Ti4+ doublet. A small

amount of Ti3+ remains fitted to the lower binding energy side in this case,

the peaks at 456.8 and 461.9 eV appearing to represent the Ti 2p3/2 and

2p1/2 components respectively. The oxygen in the air has enabled oxidation

of the surface titanium defects.

Figure 4.2 shows a graph of the maximum pressures reached in the analy-

sis chamber and in the turbo-pumped chamber (D1) during each process.

At all times the pressure in the analysis chamber remained low enough

for acceptable XPS measurements to take place (below 1.0 × 10−5 mbar);

the highest pressure was measured during sputtering, but importantly the

highest during rod movement was recorded when the sample was trans-

ferred from the reaction chamber into the analysis chamber and was only

4.6 × 10−8 mbar. Measurements could therefore take place immediately

once the sample was in position.

The time taken for this transfer was 5 minutes, while the reverse took 3

minutes and 30 seconds. These were conservative transfer times, where

the rod movement was slow and controlled to keep the pressures as low as

possible. If the rod is moved faster, more gas leaks between the seals of

the pumping system, thus increasing the pressure in the analysis chamber;
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Figure 4.2: Maximum pressures reached in the analysis chamber (AC) and
the turbo-pumped chamber (D1) during processes carried out in the study.
At all times the pressure in the analysis chamber remained lower than the

maximum at which measurements are possible (1× 10−5 mbar). The
reaction chamber is denoted by the acronym RC.

a balance must be found between chamber pressure and transfer time.

The transfer times compare well with those seen with other devices at

atmospheric pressures in the reaction chamber in the literature (Table 1.1),

while the transfer itself is a very simple mechanism. It was seen from the

tests performed with the second prototype in the previous Chapter that a

higher pressure than the 1 atmosphere of air in the reaction chamber could

be used, but that was not necessary for this study.

4.4 Conclusions and Future Work

Defects formed on the surface of a TiO2 crystal during Ar+ sputtering

were almost completely healed due to the reaction with oxygen in air, after

exposure for just 15 minutes. Prolonged exposure may have allowed the

defects to further heal, or instead annealing the sample at temperatures of

700 K and above [172]. Annealing causes oxygen anions in the crystal bulk,
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and Ti3+ species in the surface and sub-surface layers to diffuse in opposite

directions, allowing the defect-free structure to be restored [171]. Although

not necessary for the purposes of this study, heating of the sample is not

currently possible in the existing system setup. This capability may be

introduced in the future. If a form of conductive heating was used, the

rod would have to become more complex, allowing wires to pass through

it to reach the sample recess. Instead, it may be more intuitive to have

the heating take place in the reaction chamber, where a form of radiative

heater could be mounted permanently.

This study has served as a proof of concept for the transfer device described

in Chapter 3. The device employs a simple transfer mechanism which

enables easy transfer from a reaction chamber to an analysis chamber, down

a pressure gradient of 11 orders of magnitude. Taking just 5 minutes, and

requiring no evacuation of the reaction chamber, the time for the transfer is

comparable to similar systems in the literature, while also allowing for easy

transfer in the opposite direction. The pressures in the analysis chamber

were not as low as is ideally used for XPS analysis (≤ 10−9 mbar), but

this could potentially be achieved in the future by introducing another

differentially pumped stage to the system. The increased distance for the

sample to travel would however slightly increase the time for transfer.

For future studies, higher pressures of gas may be used in the reaction

chamber. The current design has been used successfully with up to 4.5 bar

of nitrogen, but even higher pressures would require adjustments to the

system. The KF fitting on the reaction chamber itself would no longer be

safe to use, so could be adjusted such that a National Pipe Thread (NPT) is

welded in place. This would then allow connection to a gas line which could

withstand hundreds of bar of gas pressure. The limits though would likely

then arise due to the seals between the O-rings and the transfer rod, which
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would need to be suitably tested at higher pressures to ensure safe use.

Studies with different reactant gases may also be performed in the future;

the system described was designed to be compatible with hydrogen, and so

reactions of solid-state storage materials could be an obvious next step.
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5.1 Introduction

Many materials have been widely researched for their potential uses in hy-

drogen storage, with metal hydrides and their derivatives perhaps the most

common. Intermetallic hydrides particularly have shown great promise in

the field; properties of the chosen constituent metals are combined in at-

tempts to meet capacity, kinetic and thermodynamic targets set for prac-

tical applications, such as vehicle propulsion.

A widely studied group of these hydrides are titanium (Ti) and iron (Fe)-

based alloys. Cheap and with relatively high storage capacities [39], they

suffer from a difficult activation process [174]. Temperatures and pressures

required for the initial hydrogenation are far higher than the operating

conditions that follow [84], meaning that the activation step alone places

extreme constraints on practicalities such as vessel construction and safety

management. To tackle this problem, other metals have been partially

substituted in for both Ti and Fe. For example, zirconium (Zr) [91], man-

ganese (Mn) [92] and chromium (Cr) [64] have each been used separately

in an attempt to improve activation conditions.

In this study, all three of these transition metals are substituted in

to produce an AB2 type high entropy alloy (HEA) in the form of

(Ti0.65Zr0.35)1.05MnCr0.8Fe0.2; also known as LCM-ERA 5, the A sites are

occupied by Ti and Zr, while the B sites are occupied by Mn, Cr and Fe.

HEAs are a relatively new family of materials with promising hydrogen

storage characteristics and a high level of tunability [77]. They are defined

to consist of five or more metals in near-equimolar ratios (none making up

greater than 35 at.-% of the total alloy), forming a multicomponent solid

solution as favoured by the high entropy of mixing. It is proposed that
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the variation in the atomic radii of the constituent atoms leads to lattice

strain which can be beneficial for hydride formation [76, 77].

Like most hydrogen storage alloys, when exposed to air, oxides will form on

the surface of an HEA. The surface oxide layer and its chemical composition

plays an important role in the activation of an intermetallic hydride, seen

previously to act as a barrier which must be removed or reduced, be it only

partially, for hydrogen to penetrate into the bulk of the material [84, 85,

90, 96, 101]. This is done with an activation process, usually consisting of

high temperatures and a hydrogen atmosphere, leaving the metals present

on the surface as sub-oxides, hydroxides, or in the metallic state [101, 175,

176]. A key feature of alloys, and in particular HEAs, is the propensity of

their constituents for surface segregation [177]. This property plays a role

in determining the composition of the surface, and thus that of the oxide

layer as well as its interactions with hydrogen.

This study looks to investigate the activation step of LCM-ERA 5 by means

of surface layer studies using XPS and NEXAFS. By providing a ‘snapshot’

of the surface elements before and after various treatments, any changes in

the oxidation states of the elements and their chemical environments can be

monitored. A catalytic reactor in the experimental setup [154] allows for the

alloy to be exposed to extreme conditions before being rapidly transferred

to an analysis chamber without exposure to atmosphere. The treatments

of the sample include being heated under vacuum and in hydrogen, with

the latter being repeated to investigate the behaviour of what should be an

already activated sample. The aim of the study is to understand the effects

of realistic activation conditions on the surface of this HEA, such that the

knowledge may aid in the design of future HEAs with milder activation

conditions, therefore accelerating adoption of the technology.

93



5.2. METHODS

5.2 Methods

The alloy was synthesised by levitation induction melting of the con-

stituent metals in a water-cooled copper crucible under an argon

atmosphere of 1 bar, such that the stoichiometry of the alloy was

(Ti0.65Zr0.35)1.05MnCr0.8Fe0.2. This process is described in more detail

in a previous study of the alloy [178], with the authors confirming the

stoichiometry and C14 Laves phase hexagonal structure using a combi-

nation of X-ray diffraction and scanning electron microscopy. The X-ray

diffraction pattern is shown in Figure A.1 in Appendix A. Samples of

the alloy used for surface analysis were lumps of approximately 1 cm x 1

cm x 0.5 cm in size, with at least one flat edge to enable easy mounting

for laser heating. The samples were mounted onto stainless-steel foil on

the sample plates and held in place by spot-welded stainless-steel strips.

For heating, the laser passed through a hole in the back of sample plate

and onto the foil, where the heat could spread evenly across the sample,

helping to prevent sample damage from localised overheating. XPS and

NEXAFS measurements of the samples were carried out on the HIPPIE

soft X-ray beamline on the 3 GeV electron storage ring of the MAX-IV

Synchrotron in Lund, Sweden. The beamline and endstation are described

elsewhere [154], but the setup now also includes a chamber which hosts a

catalytic reactor, where solid samples can be exposed to gases at pressures

up to 1 bar and heated up to 900 oC with a laser heater. This new

setup allows for a relatively short time between reaction and analysis,

and the transfer between chambers to be done under ultra-high vacuum

(UHV), preventing the reacted sample from coming into contact with

anything during the process that may affect results. The alloy was split

into two samples, A and B, such that the results of heating the as-received
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state in vacuum and in hydrogen separately could be compared. XPS

and NEXAFS measurements were first performed on sample A of the

as-received alloy, and again after the same sample had been laser-heated

under vacuum (ca. 10−9 mbar). The measurements were then repeated

for sample B after it had been laser-heated in 1 bar hydrogen in the

new reactor, and after this sample was laser-heated in hydrogen for a

second time. For each treatment the sample was heated to 650 oC for 30

minutes. Wide scans and core level XPS for each constituent element were

measured with an X-ray photon energy of 1000 eV, and in some cases

1600 eV to enable measurements of photoemission from deeper within

the surface for those elements. Shirley, linear and polynomial background

subtractions were used appropriately to enable peaks to be fitted to the

data, while peak identification from binding energy values was based

on data from the NIST XPS database [148]. For the as-received alloy

and the alloy after heating in vacuum, the binding energies of the XPS

spectra were calibrated to the Ti4+ peak at 458.70 eV, which has been

previously determined [148]. After the hydrogen treatments, the binding

energies of XPS the spectra were instead calibrated to the previously

determined value for the adventitious carbon peak in the C 1s spectra

at 284.4 eV [148]. This is due to the nature of the Ti 2p spectra after

hydrogen treatments, where broad peaks meant that precise fitting of the

individual components was not possible. The carbon peak in the C 1s

spectrum for the alloy after heating in vacuum was also confirmed to lie at

284.4 eV, verifying the consistency of these calibrations in the case where

both peaks were present. For calculations of the surface compositions,

XPS peak intensities were normalised through division by the appropriate

photoionisation cross-sections, which have been also previously determined

[139, 140]. The error in the composition percentages was mainly due

to the choice of background subtraction over each measured region;
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systematic errors were introduced in normalised peak area calculations

due to the variety of backgrounds that could potentially be subtracted in

each case. To determine the size of the errors in the surface composition

percentages, minimum and maximum values of the normalised areas under

the peaks were calculated after different background subtractions, before

these values were then compared to the opposite values of the remaining

elements. For example, to calculate the maximum percentage of titanium

in the as-received alloy, the maximum calculated area under the peaks of

the Ti 2p spectrum was compared to the minimum values of the areas

under the peaks of all of the remaining elements’ core level spectra. Then

for calculation of the minimum percentage of titanium, the minimum

calculated area under the peaks of the Ti 2p spectrum was compared to

the maximum values of the areas under the peaks of all of the remaining

elements’ core level spectra. This was repeated for each of the elements

present.

For confirmation that the presence of sulphur seen in the XPS results after

sample heating did originate from the alloy itself, and not the reactor, XPS

measurements were repeated after another sample of the alloy was heated

under vacuum in different apparatus. This was done using an electron

beam heater behind the sample plate. The temperature was measured

using a thermocouple located at the edge of the sample plate, with the

sample heated to 650 oC for 30 minutes. These XPS measurements were

performed using a lab-based monochromatic Al Kα source (photon energy

= 1486.6 eV) and a Phoibos 150 NAP hemispherical analyser.
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5.3 Results

Figure 5.1 shows the XPS wide scan measured to give overviews of the

as-received alloy, and the alloy after each treatment. These help to show

the obvious changes in amounts and oxidation states of each constituent

element in the alloy surface layer. For example, they provide a visual

representation of the decreasing amount of surface oxygen on the alloy,

and thus the reduction of the surface during each treatment.

Figure 5.1: XPS wide scan including peaks for each of the highlighted
binding energy regions of interest for the as-received alloy, and the alloy

after it was heated at 650 oC for 30 minutes in vacuum, in 1 bar
hydrogen and in 1 bar hydrogen for a second time.

This observation is confirmed by the surface composition values seen in

Table 5.1; that of oxygen decreases from 72.1 at.-% to similar amounts,

ranging from around 35 to 38 at.-%, after the three treatments. It can

also be seen that carbon, although present in an almost negligible amount

on the as-received alloy surface, formed around a quarter of the total sur-

face composition after the heat treatments. This was similarly the case
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with sulphur, with peaks appearing in the XPS spectra of the S 2p re-

gions of the treated samples, although in much smaller quantities. It is

thought that these impurities were present in the bulk of the as-received

alloy, and were driven to the surface by the heat treatments. XPS mea-

surements repeated after heating under vacuum in the different apparatus

showed similar amounts of sulphur to be present in the surface layer, thus

reaffirming these assumptions.

Table 5.1: Surface composition of the as-received alloy and after each treat-
ment, calculated from relative peak intensities of XPS spectra

Element Surface Composition (at.-%)
As-received After Heating After Heating After Heating

in Vacuum in Hydrogen in Hydrogen Twice

Ti 7.5 ± 0.4 10.3 ± 0.9 4.2 ± 0.7 5.3 ± 1.8
Zr 1.4 ± 0.1 3.1 ± 0.1 0.6 ± 0.1 0.1 ± 0.1
Mn 10.3 ± 0.9 16.3 ± 1.1 21.8 ± 0.9 25.2 ± 2.2
Cr 6.3 ± 0.2 9.4 ± 0.3 10.6 ± 0.7 2.6 ± 0.3
Fe 1.9 ± 0.5 1.4 ± 0.1 0.8 ± 0.5 0.4 ± 0.3
O 72.1 ± 1.3 36.9 ± 1.2 35.2 ± 1.4 37.7 ± 1.9
C 0.5 ± 0.1 22.0 ± 0.9 24.5 ± 1.2 26.8 ± 1.4
S 0.0 0.7 ± 0.1 2.3 ± 0.2 1.9 ± 0.2

5.3.1 As-received alloy

Figure 5.2 shows the XPS spectra of Ti 2p, Zr 3d, Mn 2p, Cr 2p and Fe 2p

signals for the as-received alloy. It can be seen that each constituent metal

is mainly present in its fully oxidised state. For example, the majority of

Ti is in the form of Ti4+ in TiO2, as suggested by the Ti 2p3/2 peak at a

binding energy of 458.7 eV, with its spin-orbit doublet Ti 2p1/2 at 464.2

eV. Unusually, another spin doublet pair at binding energies of 459.5 and

465.0 eV appears to suggest that a second phase of TiO2 is also present in

the oxide layer. The satellite at 471.9 eV is also indicative of TiO2. Smaller

contributions at 456.7 and 462.0 eV are then consistent with known values
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Figure 5.2: Core-level XPS spectra of the Ti 2p, Zr 3d, Mn 2p, Cr 2p,
and Fe 2p regions measured using a photon energy of 1000 eV for the

as-received alloy. Peaks have been fitted and the oxidation states labelled
where appropriate. The Mn L-edge and Fe L-edge NEXAFS are also

shown.

of the spin-orbit pair for a small amount of Ti3+ in Ti2O3 [148]. Peaks at

binding energies of 182.5 and 184.9 eV in the Zr 3d spectrum likely represent

the spin doublet of Zr4+ in ZrO2 [148]. The smaller, slightly asymmetric

peaks at 179.3 and 181.8 eV indicate the presence of some metallic Zr on

the alloy surface.

In the Mn 2p region, the lack of a satellite peak at around 646.8 eV binding

energy suggests that Mn is not in the 2+ oxidation state in the form of

MnO. It is however difficult to then distinguish between Mn4+ in the form

of MnO2, or a mix of Mn2+ and Mn3+ in Mn3O4 from the XPS alone.
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The NEXAFS, also shown, can instead be used; both the shape of the

spectrum and in particular the peak at 639.8 eV photon energy suggest

that Mn3O4 is present on the as-received alloy surface, when compared with

similar spectra seen in the literature [179, 180]. In the Cr 2p spectrum, the

broad peak at a binding energy of 577.2 eV suggests the presence of Cr3+

in Cr(OH)3 and Cr2O3, the latter having multiplet splitting components

consistent with values seen in a previous study in the literature [181]. All

multiplet fitting performed in this study is consistent with the binding

energy values used in this previous study. This forms the majority of Cr

present on the alloy surface. The multiplet splitting components in the Fe

2p3/2 peak and the satellite at binding energy 719.4 eV imply that Fe on

the as-received alloy surface is all in the form of Fe3+ in Fe2O3. This is

further supported by the Fe L-edge NEXAFS spectrum (Figure 5.2), where

the peak at a photon energy of 709.3 eV is consistent with values for Fe3+

in the literature [182].

5.3.2 After Heating Under Vacuum

Figure 5.3 depicts the XPS spectra of the alloy components after the sample

was heated at 650 oC for 30 minutes under vacuum. As seen in Table 5.1,

the amount of Ti on the alloy surface slightly increased from 7.5 at.-% to

10.3 at.-% after the treatment. Although with the associated error in the

calculation of these values, the minimum measured increase is just 1.5 at.-

%. The peaks seen at binding energies of 458.7 and 464.3 eV in the Ti 2p

region are attributed to the spin-orbit pair of Ti4+ and suggest that Ti is

still present predominantly in the form of TiO2, reaffirmed by the satellite

at 471.6 eV. There are now, however, significant contributions from both

Ti2+ in TiO and Ti3+ in Ti2O3, as suggested by the pairs of peaks at 455.2
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Figure 5.3: Core-level XPS spectra of the Ti 2p, Zr 3d, Mn 2p, Cr 2p,
and Fe 2p regions measured using a photon energy of 1000 eV for the

alloy after heating in vacuum for 30 minutes. Peaks have been fitted and
the oxidation states labelled where appropriate. The Mn L-edge and Cr

L-edge NEXAFS are also shown.

and 460.6 eV, and 456.9 and 461.9 eV respectively. The Ti present in the

alloy surface has therefore been slightly reduced by the treatment. The

amount of Zr on the alloy surface doubles after vacuum heating, while the

XPS spectrum of the Zr 3d region remains very similar. Although the large

Zr4+ peaks have shifted to slightly higher binding energies, the Zr is again

present mainly in the form of ZrO2, along with a small amount of metallic

Zr. The amount of Mn has increased from 10.3 at.-% before to 16.3 at.-%

after the treatment and has clearly been reduced from Mn3+ and Mn2+ in

Mn3O4 to a majority of Mn2+ in MnO and a small amount of metallic Mn.
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This is seen in the Mn 2p XPS spectrum by the multiplet splitting of the

Mn 2p3/2 peak and the distinctive MnO shake-up satellite now present at

a binding energy of 646.8 eV, as well as the Mn0 peak at 638.9 eV. The

Mn L-edge NEXAFS (Figure 5.3) also reaffirms the assignment of Mn2+

to the oxidised Mn, with its shape and main peak position comparable to

those from studies in the literature [179, 180]. After heating in vacuum,

the Cr in the alloy surface layer is mostly reduced from Cr3+ to metallic

Cr, as indicated by the large peak at binding energy 574.0 eV in the Cr 2p

XPS spectrum. The Cr L-edge NEXAFS (Figure 5.3) appears to confirm

this, with the peaks at photon energies of 575.9 and 576.8 eV comparable

to those of Cr0 and Cr3+ respectively in other studies [183, 184]. There

is a similar case for Fe, where the Fe0 peak at 706.9 eV in the Fe 2p

spectrum suggests that a majority of metallic Fe is now present. However,

the total amount of Cr in the surface composition increases, while that of

Fe decreases, after the treatment of the alloy.

5.3.3 After Heating in Hydrogen

Figure 5.4 shows the XPS spectra of the constituent metals after the as-

received alloy was heated in 1 bar hydrogen for 30 minutes. It is clear that

there are some peaks present in the Ti 2p region, but they are unresolv-

able. It therefore is not possible to infer which oxidation states of titanium

are present. The signal appears instead to consist mainly of the inelastic

background. The calculated amount of Ti in the surface composition has

this time decreased from that in the as-received alloy to 4.2 at.-%. There

are just two peaks present in the Zr 3d XPS spectrum, attributed to the

spin-orbit split pair of Zr4+ at 182.5 and 184.9 eV binding energies. The

surface amount of Zr has also decreased significantly after this treatment,
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Figure 5.4: Core-level XPS spectra of the Ti 2p, Zr 3d, Mn 2p, Cr 2p,
and Fe 2p regions measured using a photon energy of 1000 eV for the

alloy after heating in 1 bar hydrogen for 30 minutes. The measurements
of the Fe 2p region were also measured using a photon energy of 1600 eV,

such that Fe deeper within the surface of the alloy could be probed.
Peaks have been fitted and the oxidation states labelled where

appropriate.

to just 0.6 at.-% of the of the total composition. The XPS spectrum of Mn

2p after heating in hydrogen shows a combination of the two previously

seen spectra, indicating the presence of both Mn3+ and Mn2+ in Mn3O4,

and Mn2+ in MnO. Due to the complex multiplet splitting of both Mn

oxidation states, it was not possible to obtain a reasonable peak fit in this

case. The contribution of Mn to the total surface composition after this

treatment is now approximately double that of the as-received alloy. After

heating in hydrogen, Cr appears present mainly in the form of Cr3+, as is

suggested by the multiplet splitting. The peak at a binding energy of 574.5

eV also indicates that a small amount of metallic Cr is present. The Fe 2p

XPS spectrum is made complex by the strange background contribution.

It is thought that this arises since the peaks sit upon the background of
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those in the Mn 2p region, which are very intense in comparison, causing

the steep slope at the lower binding energy side of the Fe 2p region. This is

further complicated by the presence of what is likely a broad carbon Auger

peak; with a known kinetic energy value of around 270 eV [148], carbon

KVV Auger electrons in this case will present as a peak at around 730.0

eV on a binding energy spectrum with the use of 1000 eV X-ray photons.

Nonetheless, a small peak can be identified at a binding energy of around

708.0 eV which appears to show the presence of FeO on the alloy surface.

In this case, XPS of the Fe 2p region was also measured using a higher

photon energy of 1600 eV to probe Fe present deeper within the surface of

the treated alloy. In this spectrum, the peaks of the Fe 2p doublet at 706.6

and 719.4 eV indicate the presence of a significant amount of metallic Fe,

while those at 709.5 and 722.3 eV suggest a smaller contribution of Fe2+

in the form of FeO.

5.3.4 After Heating in Hydrogen Twice

The sample was heated in 1 bar hydrogen to 650 oC for 30 minutes for a

second time, and the XPS spectra of the metals in the surface layer of the

alloy are shown in Figure 5.5. The XPS spectrum of the Ti 2p region can

be easily compared to that for the sample after one treatment in hydrogen,

again showing one broad and unresolvable peak. No peaks can be seen at all

in the Zr 3d region, suggesting that a negligible amount of Zr is now present

in the surface layer. The Mn 2p region has a very similar spectrum to that of

the alloy after one hydrogen treatment, with the only contributions coming

from Mn3+ and Mn2+ in Mn3O4, and Mn2+ in MnO. The NEXAFS, with its

shape and primary peak position of 639.7 eV photon energy, suggests that

it is a majority of MnO, based on comparisons to other studies [179, 180].
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Figure 5.5: Core-level XPS spectra of the Ti 2p, Zr 3d, Mn 2p, Cr 2p,
and Fe 2p regions measured using a photon energy of 1000 eV for the
alloy after heating in 1 bar hydrogen for 30 minutes for a second time.

Peaks have been fitted and the oxidation states labelled where
appropriate. The Mn L-edge NEXAFS is also shown.

The amount of Mn on the alloy surface has again increased after the alloy

was heated in hydrogen, and now makes up around a quarter of the total

surface composition. There is just 2.6 at.-% of Cr now present on the alloy

surface, a decrease when compared to the as-received alloy and after each

of the other treatments. It consists of equal contributions from metallic

Cr and Cr3+ in the Cr 2p XPS spectrum, as seen by the peak at 574.2 eV

and the higher binding energy multiplet split peaks respectively. The Fe

2p spectrum is again similar to that in Figure 5.4, but in this case it is

difficult to identify any peaks. There were also no peaks seen in the region

after XPS was repeated with the higher photon energy. It can therefore be

said that there are negligible amounts of Fe in the surface and sub-surface

layers of the alloy after it has been heated twice in hydrogen. Until now, the

physical appearance of the sample itself had been completely unchanged,
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but after the second hydrogen treatment it appeared to have a smoother

surface.

5.4 Discussion

The oxide layer seen on the surface of the as-received sample is the main rea-

son that an activation process is required for the first hydrogenation event.

Energy, usually in the form of a high temperature, must be provided to

break the bonds between oxygen and the constituent metals, exposing now-

reduced metallic sites to the hydrogen atmosphere for interaction. The met-

als in an alloy will react to activation conditions in different ways depending

partly on their enthalpies of formation of oxides, which explains why Fe is

reduced the most after the sample is heated in vacuum; FeO has the least

negative enthalpy of formation of all the oxides that can be formed by the

metals present in the alloy [65]. The oxide layer will also vary depending on

the composition of the alloy surface. As seen in Table 5.2, the stoichiometry

of the bulk of the as-received alloy, (Ti0.65Zr0.35)1.05MnCr0.8Fe0.2, is differ-

ent to that of the surface layer, Ti0.73Zr0.14MnCr0.61Fe0.18, due to surface

segregation; there is a larger fraction of both Ti and Mn in the surface, and

smaller fractions of the remaining metals. The error range within which the

relative stoichiometry of each element can be accurately stated is shown in

Table A.1 in Appendix A.

This phenomenon is seen in alloys and in particular HEAs [177, 185], where

the surface can become more enriched in some constituents than others.

Segregation of Mn specifically has previously been seen both computation-

ally [177] and experimentally [186, 187] during oxidation of an HEA. In our

study, after heating in hydrogen, the amounts of Mn in the surface layer
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Table 5.2: Alloy formula of the as-received alloy and after each treatment,
calculated from relative peak intensities of XPS spectra for all except the as-
received bulk alloy

Treatment Alloy Formula

As-received (Bulk) (Ti0.65Zr0.35)1.05MnCr0.8Fe0.2
As-received (Surface) Ti0.73Zr0.14MnCr0.61Fe0.18

After Heating in Vacuum Ti0.63Zr0.19MnCr0.58Fe0.09
After Heating in Hydrogen Ti0.19Zr0.03MnCr0.49Fe0.04

After Heating in Hydrogen Twice Ti0.21Zr0.004MnCr0.10Fe0.02

increased and remained oxidised in the Mn2+ and Mn3+ states. It can be

suggested then that the Mn is playing an enabling role in the hydrogena-

tion of the HEA. It appears to be sacrificially oxidising on the surface, such

that Cr and Fe can remain in reduced metallic states to provide a pathway

for the dissociation of the hydrogen molecules and diffusion of hydrogen

atoms into the bulk. Mn has been seen to do this previously in a TiFe-

based alloy [65], where it was also noted that Mn3O4 in particular has a

large negative enthlalpy of formation, so is more likely to form than other

oxides of the metals present. Ti may be playing a similar role to Mn, as

it also appears oxidised after the alloy is heated in hydrogen. There is

however a much smaller amount of Ti than Mn, so one would assume it is

having less of an effect. The large decrease in measured amounts of both

Ti and Zr after the hydrogen treatments may suggest that they are buried

beneath an overlayer rich in Mn. This would also explain the nature of the

Ti 2p signals, which became heavily influenced by the inelastic background

after the alloy was heated in hydrogen. Metallic Fe seen deeper within the

surface after the sample was heated in hydrogen may also be acting as a

catalyst, as suggested in other cases involving the activation of TiFe-based

alloys [188–190].

The greater reduction of the surface states after heating under vacuum
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alone versus heating in hydrogen suggests that separating the heating and

hydrogen exposure steps could provide a more successful means of activa-

tion, with more sites available for hydrogen dissociation. It is also likely,

however, that the spectra after heating in hydrogen essentially show the

combination of a two-step process, with the first step being that seen in

the spectra for the sample heated under vacuum. Another potential reason

for oxides remaining on the alloy surface after the hydrogen treatments is

that residual oxygen or water is introduced into the catalytic reactor with

the hydrogen. Although unlikely, this should be further investigated so as

to prevent incorrect conclusions being drawn from the results.

The sample was heated in hydrogen for a second time to investigate the

changes occurring on the surface of what is now an activated sample. Again

the composition was further dominated by Mn and Ti, while Cr on the alloy

surface also became more reduced after the second hydrogenation. Both

results suggest that the second cycle acted to further enhance the effects

of the first hydrogenation process.

Throughout the experiment, the physical appearance of the sample re-

mained mostly unchanged. However, the broadening of the peaks, partic-

ularly in the Ti 2p, Fe 2p and Zr 3d regions, and the marked change in

stoichiometry away from the original AB2 type alloy after the hydrogen

treatments may suggest that the structural integrity of the sample itself

has been slightly altered. This partial decrepitation is expected, as the hy-

drogen drives its way into the bulk of the alloy, cracking the metal particles

as it does so [191].
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5.5 Conclusions and Future Studies

By probing the surface of the HEA before and after it has been exposed

to hydrogen activation conditions, the activation mechanism has been ex-

plored. Observed changes were so dramatic that it is not possible to deter-

mine the mechanism and order in which they occurred, but the key results

can be seen clearly. For example, it is seen that Mn plays a key role in

the activation, with its oxides occupying most of the surface layer after

hydrogen treatment, leaving reduced states of Cr and Fe available as sites

for hydrogen dissociation, the first stage of hydrogenation. Its inclusion

in future HEAs designed for hydrogen storage should therefore be strongly

considered.

Further studies could involve similar investigations at different conditions

in the reactor, with surface measurements performed as a function of in-

creasing temperature and hydrogen pressures. This may include in-situ

ambient pressure (AP)-XPS and AP-XAS at mbar pressures to determine

the points at which key chemical and compositional changes occur, as well

as the time required for activation. It may also be interesting to explore the

activation as a two-step process, first heating under UHV and then expos-

ing the highly reduced sample to hydrogen. Comparisons of the amounts

of hydrogen absorbed could then help to suggest the preferred activation

method. With the effects of hydrogenation appearing to be enhanced by

the second hydrogen treatment, it would be of great interest to repeat the

measurements after an increased the number of hydrogen cycles. Results

could be compared to those found for the same material after repeated

cycles [178], where the storage properties appeared to be unchanged after

a total of 70 cycles.
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Similar studies could also be performed on different HEAs including those

consisting of the same constituent metals, but with differing stoichiome-

tries, as this is also expected to have an effect on activation properties. The

relationships of other hydrogen storage properties and alloy stoichiometries

were also investigated in the previously mentioned study including LCM-

ERA 5 [178]. For further understanding of the activation mechanism, it

may be of interest to determine where the oxygen goes when it is removed

from the alloy surface. By performing mass spectrometry alongside the ac-

tivation treatments, it should be possible to see in each case if the oxygen

is leaving the alloy surface as a gas, or in fact being driven into the alloy

bulk, something which may then be affecting the hydrogen storage capacity

of the alloy.
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6.1 Introduction

Due to its abundant reserves, reactivity with light and water without cor-

rosion, and relatively low cost [105, 108], titanium dioxide (TiO2) has been

widely investigated for its use as a photocatalyst in solar water splitting

for clean hydrogen production ever since the first reported evidence in 1972

[107]. The chemical process is described in Section 1.3. The efficiency of

the photocatalyst depends heavily on the competition between the rate of

recombination of photoexcited charge carriers and that of their separation

and migration. To increase this efficiency, noble metal cocatalysts are used

to entrap electrons excited in the TiO2, and subsequently separate them

from their corresponding holes, such that they are able to carry out their

respective roles as oxidisers and reducers [108, 109]. Gold has been used

effectively in this manner in many cases [125–127], exploiting the Schottky

barrier which forms at the junction of the metal and the semiconductor

[109, 128, 192].

Owing to its large band gap (∼ 3.2 eV [110]), ultra-violet (UV) radiation

is required to excite electrons from the valence to the conduction band in

TiO2. UV, however, makes up just ∼ 4% of solar radiation, while visible

light makes up ∼ 46% [109]; the efficiency of TiO2 for solar water splitting

would be vastly increased if it could also absorb in the visible spectrum.

A common solution for this is to use dyes to sensitize the semiconductor,

such that absorption of visible light is possible [115, 116], however, gold

has also been used in the same way [110]; gold is irradiated by visible light,

and electrons excited as a result transfer into the TiO2.

It is therefore important to fully understand the interaction of gold with

TiO2, and in particular the charge transfer dynamics in both directions,
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such that solar water splitting by TiO2 can continue to improve. This

interaction has been studied thoroughly, with gold and TiO2 combined in

a myriad of ways [126, 127, 193, 194].

In this study, TiO2, in the form of nanoparticles with an average diame-

ter of 21 nanometres (nm), is deposited in suspension with ethanol onto

a gold crystal substrate. To the author’s knowledge, this is the first time

that this TiO2/Au combination has been investigated. Two methods of

deposition are used, drop casting and electrospray deposition, with the re-

sults compared. The interactions between the nanoparticles and the metal

substrate are investigated with a combination of surface-sensitive analyti-

cal techniques including XPS, NEXAFS and RPES. With X-ray radiation

incident upon the TiO2/Au samples, electrons are excited to the LUMOs

in the conduction band in a similar way as they would by solar radiation

in a solar cell, although in this experiment they are excited from the core

levels, instead of the HOMOs in the valence states. As described in Section

2.3, after this excitation, electrons will decay via one of several mechanisms

shown in Figures 2.6 and 2.8. Each of these decays may appear as a dis-

tinct feature on the measured RPES maps, such that their occurrence can

be identified. Since the “super-spectator” and “super-Auger” decay fea-

tures will only present as a result of charge transfer from the Au to the

TiO2, they can therefore provide direct evidence of this. Charge transfer in

the other direction may be instead identified by observing changes in the

relative intensities of the “participator” decay features in a core-hole clock

type analysis [161, 195–198].

The deposited nanoparticles are also sputtered with Ar+ ions in an attempt

to decrease their size. If successful, this would enable investigation into

the potential effects of quantum confinement. The successful use of Ar+

sputtering to decrease the size of nanoparticles has been seen previously
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[199], where in that case it was gold nanoparticles deposited on a silicon

substrate.

6.2 Methods

Experiments were performed on the FlexPES soft X-ray beamline on the

1.5 GeV electron storage ring of the MAX-IV synchrotron Laboratory in

Lund, Sweden. The experimental set up of the system is described in detail

elsewhere [155]. A rutile TiO2(110) single crystal was cleaned with 3 rounds

of 1 kV Ar+ ion sputtering for 20 minutes and annealing in UHV to 600 oC

for 15 minutes, followed by 3 further rounds where the annealing was this

time done in 1×10−7 mbar of oxygen. XPS was performed between rounds

to ensure C 1s peaks were no longer visible and as few defects were present

as possible in the Ti 2p spectrum. Once clean, XPS of the Ti 2p region, as

well as NEXAFS over the Ti L-edge, and Ti RPES were all measured for

later comparison to TiO2 nanoparticles deposited on a gold surface. All

core level XPS measurements were recorded with a fixed photon energy of

650 eV, with the Ti RPES measurements over a photon energy range of

454 to 470 eV and a binding energy range of –1 to 43 eV.

The TiO2 nanoparticles were purchased from Sigma-Aldrich, who also de-

termined the average diameter of the particles to be 21 nm using transmis-

sion electron microscopy (TEM).

An Au(111) crystal was also cleaned by Ar+ ion sputtering and annealing

in UHV with the same parameters as used for the TiO2 crystal. A total

of 5 rounds were required before O 1s and C 1s peaks were no longer

observable by XPS. After measurements of the valence band XPS for the

clean crystal, it was then removed from UHV, where an average diameter
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of 21 nm nanoparticles of TiO2 in suspension with ethanol was drop cast

onto the clean Au crystal. 5 drops of the suspension were deposited in

total, which had previously been sonicated to ensure an even distribution

of the nanoparticles which otherwise collect at the bottom of the container.

Back in the analysis chamber, with a base pressure in the low 10−10 mbar,

XPS measurements of the sample were taken over the Ti 2p, Au 4f and

valence band binding energy regions, along with Ti L-edge NEXAFS and

Ti RPES measurements. A density of states plot could be produced from

the NEXAFS and the valence band XPS, such that both lay on the same

binding energy scale. To achieve this for the Ti L-edge NEXAFS, the

binding energy position of the Ti 2p3/2 core level is subtracted from the

spectrum.

The sample was then sputtered with Ar+ ions at 0.5 kV for a total of 1

hour and 25 minutes in an attempt to make TiO2 particles smaller. XPS

measurements were taken over the Ti 2p and Au 4f regions, along with Ti

L-edge NEXAFS and Ti RPES. To then heal any defects in the nanopar-

ticles, the sample was annealed in 1 × 10−6 mbar of oxygen in 30 minute

blocks of increasing temperature. Beginning at room temperature, the final

temperature of annealing was 360 oC. This was done such that the defects

were healed at as low a temperature as possible, with Ti 2p XPS regions

measured after each round until the spectra showed no further reduction

in defects. The sample was annealed for a total of 4 hours before the same

XPS, NEXAFS and RPES were again measured.

A different sample of Au(111) on a mica substrate was cleaned with Ar+

ion sputtering and annealing in UHV. With the sample remaining under

UHV, the sonicated suspension of TiO2 21 nm nanoparticles in ethanol was

then deposited onto the clean Au surface with electrospray deposition. The

electrospray set up is shown in Figure 6.1. The UHV-4 system from Molec-
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Figure 6.1: UHV-4 system from Molecularspray Ltd. for electrospray
deposition. The diagram is adapted from [200].

ularspray Ltd. consists of a liquid feedthrough from a glass syringe and an

electrical connection allowing the required high voltage to be applied to the

suspension. The ionised suspension then passes through a stainless-steel

250 µm inlet capillary into a differential pumping scheme made up of 3

increasingly pumped chambers. Skimmer cones with aperture diameters of

0.4 and 0.6 mm force the ion beam along the plane of the sample while the

ethanol is evaporated from the nanoparticles. The beam enters the analysis

chamber through a 1 mm exit aperture such that the TiO2 nanoparticles

are deposited onto the gold surface at a pressure of 1 × 10−7 mbar. The

liquid flow was controlled using a basic syringe pump (NE-300 from World

Precision Instruments) and the high voltage using an iseg EHQ-104M. The

position of the emitter feedthrough was controlled using a five axis manip-

ulator (Thor Labs) and laser-aligned such that it was typically on axis to

the inlet a few millimetres away. Typically a flow rate of ∼0.3 mL hour−1

and a voltage of ∼2 kV was used with a maximum current on the sample of

150 pA and that on the skimmer cones of 450 pA. The nanoparticles were

deposited for a total of 3 hours. The suspension was regularly sonicated

throughout the process to ensure an even distribution of particles. XPS,

NEXAFS and RPES measurements were recorded, then again after the

117



6.3. RESULTS

sample had been sputtered at 1kV for 1 hour, and again after annealing

to 460 oC in 1× 10−6 mbar of oxygen for 1 hour. A density of states plot

was again produced from the NEXAFS and the valence band XPS for the

pristine nanoparticles only.

6.3 Results

6.3.1 Clean TiO2 Crystal

Figure 6.2: Core-level XPS spectra of the Ti 2p and valence band (VB)
regions measured using photon energies of 650 and 110 eV respectively for
the clean rutile Ti(110) single crystal. The intensity is given in arbitrary
units. Peaks have been fitted and the oxidation states labelled where

appropriate. The Ti L-edge NEXAFS is also shown, with the main peaks
labelled, alongside the Ti RPES map of photon energy versus binding

energy.

Surface measurements were performed on the clean rutile TiO2 (110) single

crystal to serve as a reference for comparison to those of the nanoparticles

later deposited on gold. Figure 6.2 shows the XPS over both the Ti 2p and

valence band binding energy regions, as well as the Ti L-edge NEXAFS and
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2D Ti RPES map. It is noted that, for all spectra measured for this sample,

the energy axes are calibrated to the Ti4+ peak of the Ti 2p XPS spectra

lying at 458.7 eV in agreement with the literature [148]. The Gaussian-

Lorentzian ratio of the peak shapes for all fitting was fixed for features

arising from the same core-level, with the widths allowed to vary within

realistic constraints. For all samples in this study, the Ti 2p XPS has been

fitted after a combination of linear and Shirley background subtraction. In

this case, the XPS shows that the vast majority of Ti in the crystal surface

appears to be in the fully oxidised Ti4+ state. This is suggested by the

Ti 2p3/2 peak at a binding energy of 458.7 eV, with its spin-orbit doublet

Ti 2p1/2 at 464.4 eV. Despite several rounds of annealing in oxygen, there

still appear to be small contributions from Ti3+ defects; the Ti 2p3/2 and

2p1/2 component peaks are at 457.3 and 462.6 eV respectively. The Ti L-

edge NEXAFS was measured over a photon energy range of 450–480 eV,

such that all peaks present correspond to excitations of the Ti 2p states

into the empty Ti 3d states following X-ray absorption. The NEXAFS thus

probes the unoccupied states of the sample, while XPS probes the occupied

states. The two main peak groups arise from the spin-orbit splitting of

the Ti 2p core level into the 2p1/2 (L2-edge) and 2p3/2 (L3-edge) levels.

These levels are then further split into two sub-levels denoted by t2g and

eg as per the different possible symmetries. The presence of the small

peaks below the L3-edge is related to particle-hole Coulomb coupling, which

enables an otherwise spin-forbidden transition [201, 202]. The two large

peaks at 7.4 and 5.3 eV on the valence band XPS are related to the O

2p derived states and are referred to as bonding and non-bonding orbitals

respectively [203, 204]. The peak at 5.3 eV also represents the HOMO of

the TiO2 valence band, while that at 7.4 eV is labelled as the HOMO-

1. Peaks at 22.3 and 37.3 eV likely represent the direct photoemission of

electrons from O 2s and Ti 3p orbitals respectively, while that at 0.8 eV

119



6.3. RESULTS

arises as a result of the interstitial Ti3+ defect state in agreement with

the literature [203, 204]. This is reinforced by the defect peak seen in the

Ti 2p XPS region and can also be seen as a vertical band of enhanced

intensity on the Ti RPES map, at the same binding energy of 0.8 eV.

Horizontal bands of enhanced intensity seen on the RPES are associated

with decay from the LUMO states of the TiO2 conduction band. The

largest of those lies at around 458 eV, representing the LUMO resonance,

and has further intensity enhancements where it crosses with vertical bands

at fixed binding energies associated with the HOMO and HOMO-1 at 5.3

and 7.4 eV respectively. These features provide evidence of participator

decay involving the photoelectron from the excited LUMO state decaying

to these occupied molecular orbitals within the timescale of the core-hole

lifetime [161]. The enhanced intensities are observed here because the final

state after the decay is identical to direct photoemission of the HOMO

state involved. Similarly, further horizontal bands at photon energies of

459.8, 460.5, 463.4 and 465.4 eV represent the probability of decay from

the LUMO+1, LUMO+2, LUMO+3 and LUMO+4 respectively, and more

evidence of participator decay from these orbitals appears in the form of

enhanced intensities where the HOMO bands meet them. The large vertical

bands at around 23 and 37 eV are associated with direct photoemission

from the O 2s and Ti 3p orbitals, as also seen on the valence band spectrum.

6.3.2 TiO2 nanoparticles drop cast on Au(111)

XPS spectra for the Ti 2p and Au 4f regions after the ethanol suspension of

TiO2 nanoparticles was drop cast onto the gold surface are shown in Figure

6.3. The peaks seen in the Ti 2p XPS confirm the presence of TiO2 after

the deposition. As with the clean crystal, the peak fitting results suggest
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Figure 6.3: Ti 2p and Au 4f XPS for TiO2 nanoparticles drop cast onto a
gold crystal, measured using a photon energy of 650 eV. Peaks have been

fitted for the Ti 2p region and the oxidation states labelled where
appropriate. The valence band XPS of the clean Au(111) crystal is also

shown; it was measured with a photon energy of 110 eV.

that the titanium is mostly fully oxidised, with a very small contribution

from Ti3+ defects. Energies of all spectra for nanoparticles deposited onto

gold were calibrated to the Fermi edge (0 eV) of gold on the valence band

XPS. The position of the fitted Ti4+ peak for the 2p3/2 component, at 459.3

eV, lies at a slightly higher binding energy than expected. A suggestion

of the reason for this is that the TiO2 is in nanoparticle form; positive

shifts of core levels in nanoparticles on a substrate compared to the bulk

crystal of the same compound can be caused by both initial and final state

effects [205, 206]. Initial state effects include those induced by nanoparticle-

support interactions, and final state effects include an increase in positive

charging after photoemission, where there is insufficient conduction from

the substrate to replace the negative charge [206]. These can therefore be

further investigated with the RPES measurements. The Au 4f spectrum,

although not fitted, can be seen to suggest that the metallic Au is only

present in one state in the sample. There are small shoulders seen on the

higher binding energy side of each peak, but the positions and intensities
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do not suggest anything physical, their presence may be due to experimen-

tal artefacts. After a Shirley background subtraction, the area under the

data, along with the relevant ionisation cross-section [139, 140], was used

to enable the quantification of relative amounts of TiO2 and Au, when

compared to those of the Ti 2p region. The ratio of Ti:Au was calculated

as 1.6:1. It is therefore reasonable to suggest that a thin multilayer of

TiO2 nanoparticles had been successfully deposited onto the Au surface,

although this could be investigated further with the use of Atomic Force

Microscopy (AFM).

Figure 6.4: Density of States plot (left) for TiO2 nanoparticles drop cast
onto a gold crystal. The same plot is shown over a narrower binding energy
range (right) for a clearer view around the Fermi edge. Ti L-edge NEXAFS
were subtracted by the binding energy of the the Ti 2p3/2 peak in the XPS,
and intensities normalised, such that it could be placed on the same binding
energy scale as the valence band (VB) XPS, which was measured using a
photon energy of 650 eV. The Fermi edge of the gold substrate (0 eV) has

been marked with a dashed vertical line.

The density of states plot shown in Figure 6.4 was made by placing the

valence band spectrum (occupied orbitals) and the NEXAFS (unoccupied

orbitals) onto the same binding energy scale. This was done with the NEX-

AFS by subtracting from it the binding energy of the Ti 2p3/2 peak in the

XPS and normalising the intensities of both spectra. By comparison with

the valence band spectra of the clean TiO2 and Au crystals (Figures 6.2

and 6.3 respectively), that of the multilayer shows features which repre-

sent contributions from both the TiO2 nanoparticles and the underlying

Au substrate, with four peaks close to the Fermi edge (0 eV) at around
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2.6, 3.9, 6.2 and 7.3 eV binding energy. The position of the large peak in

the NEXAFS, corresponding to the LUMO of the TiO2 conduction band,

is at 1.4 eV binding energy. This is therefore below the Fermi edge of the

Au crystal substrate. This is unexpected, since, for a metal and semicon-

ductor in intimate contact, a Schottky barrier is expected to form such

that the Fermi level of the Au should lie within the band gap of the TiO2.

Nevertheless, the position of the LUMO in this case implies the possibility

of charge transfer from the Au surface into the conduction band of the

TiO2 nanoparticles [159, 161]. However, due to the multilayer of TiO2, the

excited electron probed by RPES cannot transfer between the uncoupled

nanoparticles and the Au surface, or to neighbouring nanoparticles (due

to the excitonic effect of the core hole [161]). This does however mean

that the participator intensities associated with the multilayer can later be

used as a benchmark for the maximum intensities expected with no charge

transfer, and so may help to determine whether charge transfer has taken

place between a monolayer and a surface through what is known as the

core-hole clock analysis [161, 197, 198]. This is performed later on in this

study.

The Ti RPES map is shown in Figure 6.5, along with integrated vertical

profiles over binding energy ranges of interest. The region over 0-2 eV

binding energy covers the position of the ‘defect peak’ seen previously to

account for Ti3+ states. As with the clean TiO2 crystal, enhanced inten-

sities are seen over both the L2 and L3 edges in this region of the RPES

map. Although this peak is not seen in the valence band spectrum (Figure

6.3) in this case, its presence in the RPES agrees with that in the fitting

of the Ti 2p XPS. There appears to be no resonant enhancement at the

crossings of the LUMOs with the two vertical bands at binding energies

of around 2.5 and 4.0 eV, implying no participator decay involving emis-
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Figure 6.5: Ti RPES map (top) and integrated line profiles of the ‘defect
peak’ (middle left), the top of the valence band (bottom) and the NEXAFS
region (middle right) for TiO2 nanoparticles drop cast on the Au crystal.

sion from these orbitals. The lowest binding energy participator features

are instead seen along the bands at binding energies of around 6.1 and 7.6

eV. It is proposed that these bands therefore represent the energies of the

HOMO and HOMO-1 of the TiO2, while those with no participator en-

hancement are features of the gold substrate. The line profile over the 4-8

eV binding energy range covers the top of the valence band and includes

this crossing of the HOMO and HOMO-1 with the LUMOs. Once again

participator decay can be inferred from these enhanced intensities. When
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compared to those of the NEXAFS, the peak intensities in this region may

help to provide evidence of charge transfer, as part of the core-hole clock

analysis [161, 196]. Finally, the 36-40 eV binding energy profile represents

the Auger-yield NEXAFS.

6.3.3 TiO2 nanoparticles after electrospray deposi-

tion on Au(111) on mica

Figure 6.6: Ti 2p and Au 4f XPS for TiO2 nanoparticles after
electrospray deposition onto a gold crystal on mica, measured using a

photon energy of 650 eV. Peaks have been fitted for the Ti 2p region and
the oxidation states labelled where appropriate.

XPS spectra for the Ti 2p and Au 4f regions after the ethanol suspension

of TiO2 nanoparticles was electrosprayed onto the surface of the gold on

mica sample are shown in Figure 6.6. The Ti 2p spectrum suggests that

the TiO2 particles deposited are again mainly in the fully oxidised state,

with a very small amount in the reduced Ti3+ state. The binding energy

position of the Ti4+ peak for the p3/2 component, at 459.0 eV, again lies

slightly higher than might be expected when compared to literature values

[148], but 0.3 eV lower than the drop cast sample. It is suggested again

that this shift is attributed to the nanoparticle form of the TiO2. The Au

4f spectrum shows only one state, corresponding to metallic Au present

in the sample surface, and a Shirley background subtraction again allowed

the total intensity to be used for a quantifiable comparison of the amounts

of TiO2 and Au seen. After calculation, the ratio for Ti:Au was found to be
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0.26:1. This suggests strongly that less than a monolayer of nanoparticles

have been deposited onto the metal surface.

Figure 6.7: Density of States plot (left) for TiO2 nanoparticles deposited
by electrospray onto a gold crystal on mica. The same plot is shown over a
narrower binding energy range (right) for a clearer view around the Fermi
edge. Ti L-edge NEXAFS were subtracted by the binding energy of the the
Ti 2p3/2 peak in the XPS, and intensities normalised, such that it could be
placed on the same binding energy scale as the valence band (VB) XPS,
which was measured using a photon energy of 650 eV. The Fermi edge of
the gold substrate (0 eV) has been marked with a dashed vertical line.

A density of states plot (Figure 6.7) for the electrosprayed sample was made

by placing the valence band XPS and Ti L-edge NEXAFS onto the same

binding energy scale. The sharp peak of high intensity at 1.1 eV binding

energy represents the LUMO of the nanoparticles and is 0.3 eV lower than

that for the drop cast sample. This is consistent with the 0.3 eV shift

in the Ti4+ peak in the XPS. Its position well below the Fermi edge also

again suggests the possibility of charge transfer from the Au surface to this

orbital. In this case, since the nanoparticles form less than a monolayer

on the surface, charge transfer should be possible where it was not for

the multilayer. On the valence band spectrum, it appears that there are

again four peaks in the region close to the Fermi edge at similar binding

energy values to those for the drop cast sample, although the two lower

binding energy peaks are difficult to differentiate. This is likely because it

is predominantly Au being probed, since the nanoparticles here form what

is assumed to be less than a monolayer, so the valence band spectrum is

dominated by that of the Au.
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Figure 6.8: Ti RPES map (top) and integrated line profiles of the ‘defect
peak’ (middle left), the top of the valence band (bottom) and the NEXAFS
region (middle right) for TiO2 nanoparticles after electrospray deposition on

Au on mica.

The particularly high intensity of the valence band region when compared

to the higher binding energy regions of the RPES map in Figure 6.8 makes

it difficult to see participator features, but, as with the multilayer, they

can be seen to be present on the integrated vertical profile over the 4-8 eV

binding energy region shown in the bottom plot of the Figure, where peaks

appear at the photon energies of the LUMOs. This is again attributed to

resonant enhancement of the photoemission of the HOMO and HOMO-1

after participator decay involving electrons excited into the LUMOs within
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the timescale of the core-hole lifetime. The profile over the ‘defect peak’

region (0-2 eV) again shows two small peaks, suggesting the presence of

Ti3+ states, but in smaller amounts than seen for the other samples. The

NEXAFS region (36-40 eV) is very similar to that of the drop cast nanopar-

ticles.

Since the density of states plot implies that charge transfer from the Au

surface into the LUMO of the TiO2 is energetically possible, the RPES map

may provide evidence if this has occurred. An electron transferred from

the metal into the LUMO of the TiO2 would be available to participate in

core-hole decay; as explained in Section 2.3 earlier in the thesis, this can

either be by “super-spectator” decay or “super-Auger” decay depending on

whether the originally excited electron is localised on the timescale of the

core-hole lifetime or not respectively. These processes would both appear

on the RPES map as constant kinetic energy (diagonal) bands tracking

back to the participator resonant enhancements in the HOMOs. This has

been seen very clearly after charge transfer from a silver surface into the

LUMO of an adsorbed monolayer of C60 molecules [161], but is not seen on

the RPES map in Figure 6.8. We can therefore say that there is no evidence

of charge transfer from the Au surface into the TiO2 nanoparticles on the

timescale of the core-hole lifetime in this case.

6.3.4 TiO2 nanoparticles drop cast on Au(111): Sput-

tered

In an attempt to reduce the size of the TiO2 nanoparticles, the Au crystal

with nanoparticles deposited by drop casting were sputtered with Ar+ ions.

From the Ti 2p XPS (Figure 6.9), it appears that the sputtering made the

nanoparticles far more defective, with a spin-orbit pair of peaks at binding
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Figure 6.9: Ti 2p XPS and Ti RPES map for TiO2 nanoparticles drop cast
onto a gold crystal and sputtered with Ar+ ions. The XPS was measured
using a photon energy of 650 eV and peaks have been fitted with the

oxidation states labelled.

energies of 455.4 and 460.7 eV suggesting a significant contribution from

Ti2+, while those at 457.4 and 462.9 eV suggest the same for Ti3+. The

disorder and mixing of resonant features in the Ti RPES map reinforce this

suggestion, and there are large enhancements of intensity at around 0.8 eV

binding energy, which represent the ‘defect peak’ as previously seen.
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6.3.5 TiO2 nanoparticles drop cast on Au(111): Sput-

tered and Annealed

After annealing the sample in oxygen up to a maximum temperature of

360 oC, XPS of the Ti 2p region shown in Figure 6.10 suggests that the

majority of defects were healed by the process; the spectrum is very similar

to that of the drop cast nanoparticles before sputtering (Figure 6.3).

Figure 6.10: Ti 2p and Au 4f XPS for TiO2 nanoparticles drop cast onto
a gold crystal, sputtered, and then annealed. Spectra were measured using a
photon energy of 650 eV. Peaks have been fitted for the Ti 2p region and
the oxidation states labelled. The Density of States plot is also shown; Ti
L-edge NEXAFS were subtracted by the binding energy of the the Ti 2p3/2
peak in the XPS, and intensities normalised, such that it could be placed on
the same binding energy scale as the valence band (VB) XPS, which was
measured using a photon energy of 650 eV. The Fermi edge of the gold

substrate (0 eV) has been marked with a dashed vertical line.

The Au 4f spectrum again shows shoulders at the higher binding energy

sides of the main peaks, and are again thought to be unphysical. The

relative intensities of the Ti 2p and Au 4f regions, along with the relevant

ionisation cross-sections, were again used to calculate a ratio of Ti:Au for

the treated sample. A ratio of 0.64:1 shows a significant decrease from

that of the pristine sample. Since the Ti was made far more defective after

sputtering, it may be suggested that the sputtering has successfully made
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the nanoparticles smaller, although the decreased ratio being caused by

the complete removal of nanoparticles cannot be ruled out without further

analysis with techniques such as TEM and AFM.

Figure 6.11: Ti RPES map (top) and integrated line profiles of the ‘defect
peak’ (middle left), the top of the valence band (bottom) and the NEXAFS
region (middle right) for TiO2 nanoparticles drop cast on Au after Ar+ ion

sputtering and subsequent annealing in oxygen.

Despite the LUMO of the TiO2 again lying below the Fermi edge of the Au

(Figure 6.10), it is not possible to observe any charge transfer involving the

multilayer of nanoparticles. It is for this reason that no constant kinetic

energy bands of resonance are seen tracking to the participator features on

the Ti RPES map in Figure 6.11. The map itself is very similar to that of

the ‘pristine’ drop cast sample before it was sputtered and annealed. Again,
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defect peaks in the 0-2 eV binding energy region are seen, and resonant

enhancements at LUMO crossings of the vertical HOMO and HOMO-1

bands at around 6 and 7 eV suggest that excited electrons localised in the

LUMO on the timescale of the core-hole lifetime are able to participate in

the core-hole decay.

6.3.6 TiO2 nanoparticles after electrospray deposi-

tion on Au(111) on mica: Sputtered

Figure 6.12: Ti 2p XPS for TiO2 nanoparticles after electrospray
deposition onto a gold surface and sputtered with Ar+ ions. The XPS was
measured using a photon energy of 650 eV and peaks have been fitted with

the oxidation states labelled.

After the nanoparticles deposited onto the Au(111) on mica sample by

electrospray were sputtered with Ar+ ions, the Ti 2p XPS suggests more

defects have been introduced, but this time without contribution from the

Ti2+ state, as was seen after the drop cast sample was sputtered. Instead,

the data are fitted with a large contribution from the spin-orbit doublet of

Ti3+ at binding energies of 457.0 and 462.4 eV and again that of Ti4+ at

459.3 and 465.2 eV.
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6.3.7 TiO2 nanoparticles after electrospray deposi-

tion on Au(111) on mica: Sputtered and An-

nealed

Figure 6.13: Ti 2p and Au 4f XPS for TiO2 nanoparticles after
electrospray deposition onto a gold surface, sputtered, and then annealed.
Spectra were measured using a photon energy of 650 eV. Peaks have been
fitted for the Ti 2p region and the oxidation states labelled. The Density of

States plot is also shown; Ti L-edge NEXAFS were subtracted by the
binding energy of the the Ti 2p3/2 peak in the XPS, and intensities

normalised, such that it could be placed on the same binding energy scale as
the valence band (VB) XPS, which was measured using a photon energy of
650 eV. The Fermi edge of the gold substrate (0 eV) has been marked with

a dashed vertical line.

The Ti 2p XPS shown in Figure 6.13 suggests that annealing the electro-

sprayed nanoparticles to 460 oC in oxygen has somewhat healed the defects

formed during Ar+ ion sputtering. However, there is still a fairly signif-

icant contribution to the fit from peaks attributed to the Ti3+ state at

binding energies of 457.3 and 462.7 eV. As with the previous samples, the

Au 4f spectrum again shows shoulders on the main peaks, the reason for

the presence of which remains unclear. The ratio of Ti:Au for this sample

was calculated to be 0.22:1, again decreased from that of the sample before

it was sputtered.
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Figure 6.14: Two Ti RPES maps (top) are shown representing the same
data but with different colour scales to allow features at all binding energies
to be seen more easily. Integrated line profiles of the ‘defect peak’ (middle
left), the top of the valence band (bottom) and the NEXAFS region (middle
right) for TiO2 nanoparticles after electrospray deposition on Au on mica

after Ar+ ion sputtering and subsequent annealing in oxygen are also shown.

Once again, from the density of states plot (Figure 6.13), it can be seen

that the LUMO of the TiO2 nanoparticles lies below the Fermi edge of the

Au, suggesting the potential for charge transfer from the metal surface into
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the nanoparticles. However, from the Ti RPES maps shown in Figure 6.14,

there is again no evidence of this transfer in the form of constant kinetic

energy bands of intensity tracking to the participator resonant enhance-

ments. The two maps shown in Figure 6.14 represent the same data, but

with different colour scales to allow features at all binding energies to be

seen clearly. As with each of the Ti RPES seen in this study, there are

peaks present in the 0-2 eV binding energy line profile which suggest defect

states of Ti3+ present in the nanoparticles, in agreement with the Ti 2p

XPS. Due to high intensity bands in the lower binding energy region of

the map, it is difficult to see enhancements that may represent features of

participator decay. The integrated line profile over the top of the valence

band between 4-8 eV binding energy, also covering the energy of the HOMO

and HOMO-1 bands, does however show peaks present at photon energies

corresponding to the LUMOs. These peaks are less defined than those of

the pristine sample of electrosprayed nanoparticles seen in Figure 6.8. The

same can be said for the peaks in the NEXAFS region (36-40 eV binding

energy). A potential explanation for this is that the spectra are showing a

combination of the Ti4+ and Ti3+ states present, due to the larger contri-

bution of defective Ti seen in the XPS. For this sample, the signal to noise

ratio is also lower than any of the previously seen line profiles of the RPES;

this is to be expected, since this is the smallest amount of TiO2 probed

in the study, but this also makes it more difficult to define the individual

peaks at the photon energies corresponding to the LUMOs.

135



6.3. RESULTS

6.3.8 Charge transfer from the TiO2 nanoparticles to

the Au surface

No charge transfer has been seen from the Au surface to the LUMO of the

TiO2 on the timescale of the core-hole lifetime for any of the samples in

this study. However, to see if it has occurred in the opposite direction,

from the nanoparticles to the Au, a core-hole clock type analysis must be

performed. This method makes use of the fact that the NEXAFS will

represent the full intensity of the unoccupied levels, while the RPES of the

HOMO from which the electron is excited may show reduced intensity as a

result of charge transfer competing with the participator decay. This is only

the case if the charge transfer can occur on the timescale of the core-hole

lifetime. For the multilayer sample, where the nanoparticles were drop cast

onto the Au surface, no charge transfer is possible in either direction. The

participator intensities should therefore be maximised for this sample, such

that any depletion in that of the monolayer of electrosprayed nanoparticles

in comparison suggests that charge transfer has been observed. The line

profiles integrated over the 4-8 eV binding energy region of the RPES

maps, representing the participator enhancements for the drop cast and

electrosprayed samples, are shown in Figure 6.15, along with the associated

NEXAFS after background removal for both. In each case, the two plots are

also normalised to the peak at the photon energy representing the LUMO

(around 458 eV). Since the LUMO lies below the Fermi edge of the Au

for each sample, charge transfer from the LUMO into the Au surface is

forbidden, therefore by normalising the intensities at this photon energy,

changes in the intensity of the participator features due to charge transfer

out of the LUMO+1, LUMO+2, LUMO+3 and LUMO+4 states can be

probed [196].
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Figure 6.15: Line profiles integrated over the 4-8 eV binding energy region
of the RPES maps (HOMO) plotted with NEXAFS for both the multilayer
of drop cast (DC) nanoparticles and monolayer of electrosprayed (ESD)

nanoparticles. The sets of data are normalised to the intensity of the LUMO
peak at around 458 eV.

It can be seen clearly from Figure 6.15 that the participator intensity for

the HOMO plot of the electrosprayed (ESD) monolayer sample is not de-

pleted at photon energies corresponding to any of the LUMOs other than

potentially the LUMO+4. In fact, unexpectedly, the HOMO plots of the

drop cast (DC) sample are at lower intensities relative to the the NEXAFS

for each of the other orbitals. The calculations of the intensity ratios for the

monolayer Imono
HOMO/I

mono
NEXAFS and multilayer Imulti

HOMO/I
multi
NEXAFS of nanopar-

ticles were therefore only performed for the LUMO+4 orbital. By curve

fitting in each case, areas underneath the peaks were found. The ratio for

the electrosprayed monolayer was found to be Imono
HOMO/I

mono
NEXAFS = 0.98,

while that for the drop cast multilayer Imulti
HOMO/I

multi
NEXAFS = 0.99. The fact

that the monolayer term is lower would indicate that charge transfer had
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occurred from the LUMO+4 of the TiO2 nanoparticles to the unoccupied

states of the Au surface, but the difference in the ratios is far lower than the

total error associated with the acquisition of the data and the calculation

itself. It therefore cannot be said with any certainty that charge transfer

has occurred on the timescale of the core-hole lifetime.

Figure 6.16: Line profiles integrated over the 4-8 eV binding energy region
of the RPES maps (HOMO) plotted with NEXAFS for both the multilayer
of drop cast (DC) nanoparticles and monolayer of electrosprayed (ESD)

nanoparticles after sputtering and annealing. The sets of data are
normalised to the intensity of the LUMO peak at around 458 eV.

The process was repeated for the sputtered and annealed samples, with

the plots shown in Figure 6.16. However, the calculations of the intensity

ratios were not possible, as the error in the normalisation to the LUMO

peak, in combination with that of the peak fitting alone is too large for an

accurate comparison. It is therefore again not possible to see evidence of

charge transfer.
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6.4 Discussion

Two methods were used for the deposition of TiO2 nanoparticles onto a gold

surface. Results suggest that the only significant difference between the two

methods was the amount of nanoparticles deposited; drop casting resulted

in a greater coverage of the metal surface than electrospray deposition.

This seemed to be the maximum amount achievable with electrospray, as

further rounds of deposition failed to increase the coverage. A benefit of

the electrospray deposition in the setup described in this study is that

it takes place with the sample under UHV conditions. This will allow

levels of impurities to be minimised when compared to drop casting, which

took place in the open atmosphere [207]. It was suggested that a thin

multilayer coverage may have been achieved with drop casting, but this

would have to be confirmed with further analysis. In fact, the depleted

intensities of the HOMO plot when compared to the NEXAFS for the drop

cast sample (Figure 6.15) would suggest that a multilayer was not achieved,

since otherwise no depletion would be expected.

Despite the density of states plots suggesting the possibility of charge trans-

fer from the Au surface into the LUMO of the TiO2 nanoparticles for all

samples, there was no evidence of this seen in any of the RPES maps. It

could perhaps be expected that no charge transfer would occur in this direc-

tion due to the formation of a Schottky barrier between the semiconductor

and the metal. While the electrons in the TiO2 have energy provided by

the incident X-rays to allow them to overcome this barrier in the forwards

direction, the barrier acts to hinder the movement of non-excited electrons

in the reverse direction. This is a property of the TiO2/Au combination

which is exploited to decrease recombination of electron-hole pairs, and

thus increase efficiency, in solar cells [109, 128, 192]. To achieve transfer in
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the reverse direction, a defect and strain-free gold nanoparticle-TiO2 inter-

face has been favoured [120], such that localized surface plasmon resonance

(LSPR) bands, occurring when the frequency of photons matches the nat-

ural frequency of the surface free electrons [121], excite energetically ‘hot’

electrons which are then able to overcome the Schottky barrier. However,

if a Schottky barrier had formed in this study, the Fermi level of Au would

be expected to lie at a lower energy than the LUMO of TiO2 in the band

gap of the semiconductor. The fact that it instead lay above the LUMO

suggests that a Schottky barrier did not form, which may be due to a lack

of intimate contact between the relatively large nanoparticles and the metal

substrate.

Evidence of participator decay from the LUMOs was seen in features of the

measured Ti RPES maps for each of the TiO2 on Au samples. However,

the core-hole clock type analyses performed in each case could not provide

direct evidence of charge transfer from the TiO2 nanoparticles into the Au

surface on the timescale of the core-hole lifetime. Although the signal to

noise ratio for the sputtered and annealed samples made the calculation

impossible, it was able to be performed for the pristine samples. The

difference in the ratios of the participator to the NEXAFS intensities for the

drop cast multilayer and electrosprayed monolayer of nanoparticles was far

too small relative to the error associated with their calculation to suggest

definitive evidence of charge transfer. The cause again may be that the

physical system of TiO2 on Au explored in this study did not provide a

sufficiently intimate contact between the metal and the semiconductor to

allow charge transfer across the interface [208].

Decreasing XPS ratios of relative intensities of Ti:Au after sputtering and

annealing may suggest that the nanoparticles were made smaller by the

treatments, but could also be due to some nanoparticles being removed
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completely. To directly measure the size of the nanoparticles, a microscopy

technique such as transmission electron microscopy (TEM) or scanning

electron microscopy (SEM) could be used. If this method of sputtering

the previously deposited TiO2 nanoparticles was successful in decreasing

their diameters, it is possible that they could be made small enough to act

as quantum dots (QDs). QDs are nanoscale semiconductor crystals which

contain just a hundred to a thousand atoms [209]. As the size becomes

comparable to that of the de Broglie wavelength of the charge carriers, the

charge carriers themselves become confined within three dimensions, such

that a series of discrete electronic states are the result [192]. A key feature

of QDs is that the band gap of the semiconductor becomes dependant on

the size of the nanoparticle: it increases as the particle size decreases and

the electronic states become more discrete [210]. This presents the idea that

the band gap is now a tuneable property, such that the wavelength of light

absorbed and emitted may be selected. Quantum confinement in TiO2 can

therefore enable increased efficiency in solar cells since the tuneable band

gap can allow the absorption of light across a broader spectrum, including

at wavelengths that traditional solar cells might miss [209].

6.5 Conclusions

Titanium dioxide nanoparticles were deposited onto a gold surface and the

interactions between the two materials were investigated with X-ray based

analytical techniques. The aim of the study was to provide information

that may help with the development of technology for TiO2 photocatalysed

cells for hydrogen production through solar water splitting. Drop casting

may have resulted in the deposition of a multilayer of nanoparticles, to and

from which charge transfer does not occur, but this must be confirmed with
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AFM. Evidence of participator decay was observed with RPES, attributed

to resonant enhancement of the photoemission of the HOMO and HOMO-1

after participator decay involving electrons excited into the LUMOs within

the multilayer. Less than a monolayer of surface coverage was achieved via

electrospray deposition of the nanoparticle suspension, and although evi-

dence of participator decay was again observed, no direct evidence of charge

transfer was measured either from the metal surface to the nanoparticles,

or in the reverse direction. It was proposed that a lack of intimate contact

between the nanoparticles and the metal substrate meant that a Schottky

barrier was not formed at the metal/semiconductor interface, while also re-

stricting charge transfer in the direction of TiO2 to Au. For use in solar cells

for efficient water splitting, charge transfer between the the semiconductor

photocatalyst and metal cocatalyst is essential, so the derived system of

nanoparticles on a crystal substrate in this study would likely be a poor

choice for solar cell construction. Results of XPS measurements may sug-

gest that Ar+ ion sputtering and annealing in oxygen resulted in decreased

size of the deposited nanoparticles, opening up the possibility of using this

method to introduce quantum confinement effects into the semiconductor

for improvements of solar cell efficiency. Future studies may look to confirm

particle size changes with electron microscopy techniques.
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Chapter 7

Conclusions and Future Work

This thesis aims to investigate materials for potential applications in hy-

drogen production and storage technologies, using X-ray based analytical

techniques including X-ray photoelectron spectroscopy (XPS), near-edge

X-ray absorption fine structure (NEXAFS) spectroscopy and resonant pho-

toemission spectroscopy (RPES).

Chapter 3 describes a device designed for further improvement of these

UHV-based analytical techniques for their use in investigating the reactions

of materials at elevated pressures, such as those associated with solid-state

hydrogen storage. The device acts to provide a method for rapid transfer of

a flat sample from reaction to analysis conditions, such that the measured

results could more accurately represent the actual behaviour of the sample

under those reaction conditions. Additionally, the sample is not exposed

to other unwanted elements such as air during the transfer, something that

would again affect results. The device employs a simple mechanism which

enables transfer from a reaction chamber, with a gas pressure of up to 4.5

bar, to an analysis chamber through a differential pumping scheme, down

a pressure gradient of 11 orders of magnitude. Taking just 5 minutes, and
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requiring no evacuation of the reaction chamber, the time for the transfer is

comparable to similar systems in the literature, while also allowing for easy

transfer in the opposite direction. The pressures in the analysis chamber

were not as low as is ideally used for XPS analysis (≤ 10−9 mbar), but

this could potentially be achieved in the future by introducing another

differentially pumped stage to the system.

Chapter 4 served as a ‘proof of concept’ for the device designed in the pre-

vious chapter. A titanium dioxide crystal was sputtered with argon ions in

the analysis chamber to create a defective surface, before it was transferred

to the reaction chamber for prolonged air exposure. Rapid transfer back

into position for XPS analysis enabled the observation that most of the

defective titanium sites had been fully oxidised, successfully proving the

capabilities of the device. For a completely defect-free structure, annealing

of the crystal is required, a capability currently lacking on the transfer sys-

tem. The installation of a radiative heating device mounted in the reaction

chamber could enable this for future studies. Achieving higher pressures of

gas in the reaction chamber is also a possibility, but would require changes

to some parts. However, the system was designed to be compatible for reac-

tions involving hydrogen, such that investigations of reactions of solid-state

storage materials could be an obvious next step.

The effects of exposure to hydrogen at 1 bar were investigated in Chapter

5 for the high entropy alloy (Ti0.65Zr0.35)1.05MnCr0.8Fe0.2, a material with

promising properties for storage applications. The first hydrogenation, or

activation, of the alloy is a process which depends heavily on surface interac-

tions. It is for this reason that XPS and NEXAFS could be used effectively

to investigate changes in the surface composition and oxidation states of the

constituent metals after a variety of activation-like treatments. Element-

specific surface segregation led to large changes in the surface composition
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after each treatment, with manganese playing a significant role after heat-

ing in hydrogen; it appeared to sacrificially oxidise on the surface, such that

oxides of chromium and iron could be reduced to metallic states and left

available as sites for hydrogen dissociation. Further enhancement in the ef-

fects of hydrogenation seen after a second cycle suggest that investigations

of behaviour after increasing numbers of cycles could help to explain the

strong cycling stability of the alloy seen through measurements of storage

capacities elsewhere. The study in this chapter provided a ‘snapshot’ of the

alloy surface before and after exposure to activation-like conditions, it is

therefore suggested that future studies may look at more incremental vari-

ations in temperature and pressure, in efforts to determine the mechanism

of the process.

Finally, the interaction of titanium dioxide (TiO2) and gold was investi-

gated in Chapter 6 with the aim of developing a further understanding of

the interactions between the two materials for potential applications in de-

vices for solar water splitting. In nanoparticle form, the TiO2 was deposited

onto the gold surface via drop casting and via electrospray deposition, with

a larger coverage achieved with the drop casting method. XPS, NEXAFS

and RPES were used to probe the charge transfer dynamics between the

two materials, but found no evidence of charge transfer in either direc-

tion. XPS results may suggest that argon ion sputtering of the deposited

nanoparticles was successful in reducing their size, providing a potentially

unexplored method of introducing quantum confinement effects into the

semiconductor, but more analysis is required to confirm the particle sizes.

Future studies may look to investigate this further, since quantum confine-

ment effects may be used to increase efficiencies for solar water splitting

through improved charge separation and selective absorption of different

wavelengths of radiation.
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Overall, this thesis has demonstrated the effective application of surface-

sensitive techniques for the analysis of materials with potential for use in

hydrogen storage and production technologies, and as such highlighted the

importance of understanding surface interactions when considering com-

plete systems.
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198J. Schnadt, P. A. Brühwiler, L. Patthey, J. N. O’Shea, S. Södergren,
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Appendix A

Supplementary Information

Figure A.1: Powder X-ray diffraction patterns
(Ti0.65Zr0.35)1+xMnCr0.8Fe0.2 (x = 0, 0.05, 0.075 and 0.1) alloys using Cu

Kα radiation (λ = 1.54056 Å). Performed by the authors of [178].
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Table A.1: Relative amounts of each element in the alloy as-received and after
each treatment, calculated from the areas of the peaks in the XPS spectra of
the appropriate binding energy regions. Error ranges were calculated from the
maximum and minimum area values which could be determined from differing
background subtractions.

Treatment Relative amount of element
and error range

Ti Zr Mn Cr Fe

As-received (Surface) 0.73 ± 0.04 0.14 ± 0.005 1 ± 0.09 0.61 ± 0.02 0.18 ± 0.05
In Vacuum 0.63 ± 0.06 0.19 ± 0.006 1 ± 0.07 0.58 ± 0.02 0.09 ± 0.003
In Hydrogen 0.19 ± 0.03 0.03 ± 0.002 1 ± 0.04 0.49 ± 0.03 0.04 ± 0.02

In Hydrogen Twice 0.21 ± 0.07 0.004 ± 0.004 1 ± 0.09 0.10 ± 0.01 0.02 ± 0.01
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