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Abstract

0.1 General Abstract
The superior properties of Inconel 718 necessitate its use in manufacturing more than 50%
of aircraft engine structural components, including high-pressure compressor blades, casings,
and discs. However, literature attributed the synergistic impact of these properties and process
parameters as the primary cause of wear complexity, notably affecting the performance of
PVD-coated carbide inserts during CNC milling of Inconel 718. Features stemming from the
wear complexity include uncontrolled wear mechanisms, failure modes, and a rapid flank wear
rate, serving as significant indicators of sub-optimal cutting conditions. In trying to diagnose
tool wear, previous Tool Condition Monitoring (TCM) techniques could not decipher, explore,
and synthesise the diverse features essential for the predictive control of tool performance in
challenging CNC machining conditions. Therefore, the successful implementation of advanced
feature engineering and Machine Learning (ML) models in Machine Vision-based TCM (MV-
TCM) offers a proactive approach in predicting and controlling the performance of PVD-coated
carbide tools in challenging CNC machining domains.

The hypothesis of this study encompassed three aspects. The first aspect focused on
the study of tool wear complexity by characterizing the dominant wear mechanisms, fail-
ure modes, and flank wear depth (VB) during face milling of Inconel 718. These features were
correlated with the process parameters to establish a coherent tool wear dataset for train-
ing the feature engineering and ML models. The second aspect involved the development of
feature engineering and ML models, including the multi-sectional singular value decomposi-
tion (SVD), a YOLOv3 Tool Wear Detection Model (YOLOv3-TWDM), a multi-layer perceptron
neural network (MLPNN), and an inductive-reasoning algorithm. The final aspect pertained
to the development of a volatile MV-TCM system’s design, which was integrated with feature
engineering and ML techniques to create an enhanced ML-based MV-TCM system. The system
was vigorously validated by conducting an online experiment, where the predicted were com-
pared with the actual wear measurements. Furthermore, the inductive reasoning algorithm
was devised to regulate process parameters for in-process control of flank wear evolution.

The findings demonstrate that the Diverse Feature Synthesis Vector devised in this re-
search was superior in representing the complex flank wear morphology as compared to some
data reported by relevant literature, where geometric and fractal features were used to predict
VB progression online. In addition, the ML-based MV-TCM system successfully utilized the
DFSV to predict and control VB rate during face milling of Inconel 718. The system achieved
higher predictive efficiency than image processing-based MV-TCM systems applied in the pre-
vious studies, with an offline validation RMSE of 45.5µm, R2 of 96.52%, and MAPE of 2.36%, as
well as an online validation RMSE of 29.09µm, R2 of 97%, and MAPE of 3.52%. Additionally,
the system employed a multi-stage optimization strategy that regulated process parameters
at different VB levels to minimize the magnitudes of flank wear and chipping. This strategy
extended tool life by 63.63% (relative to the conventional method) and 56.52% (relative to the
GKRR soft-computing technique). Therefore, this research demonstrates the significance of
applying ML-based MV-TCM system for predictive control of tool wear evolution during CNC
milling of Inconel 718.
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0.2 Graphical Abstract

Figure 1: Graphical outline of research concepts
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Chapter 1

Introduction

1.1 Research Background

Inconel 718 is a nickel-based superalloy with exceptional properties, such as creep, oxidation,

hot corrosion resistance, and high hot hardness [1, 2]. Its ability to withstand extreme tem-

peratures above 700°C [3, 4] has led to its extensive use in producing more than 50% of the

modern aircraft engine structural components, including high-pressure compressor blades,

casings, and discs [5, 6]. However, out-of-tolerance dimensions and poor surface finish of these

components can result in stress concentration, fatigue crack initiation, and decreased engine

efficiency. To mitigate this problem, precision machining, particularly CNC face-milling, is

employed to control machining errors and improve the integrity of functional surfaces [7].

Despite this, Inconel 718 still has high affinity to form a built-up edge on the tools, react with

tool elements, and undergo precipitation hardening at high cutting temperatures. It was re-

ported that the precipitation hardening of its γ’ and γ” phases intensifies between 650-850°C

[8], thus exacerbating tool wear mechanisms, such as abrasion, diffusion, oxidation, and ad-

hesion during machining [9].

These wear mechanisms cause rapid tool degradation, which covers a spectrum of damage

scales from micro-chipping to catastrophic failure, resulting in several failure modes, such as

flank wear, chipping, flaking, built-up edge (BUE), coating delamination, thermal cracks, and

notching [10]. Flank wear predominantly determines tool life and is primarily caused by the

abrasion wear mechanism [11]. According to the ISO-8688-1 face milling standard [12], the

1
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acceptable average flank wear depth (VB) for CNC face-milling operations ranges between

0.2 and 0.5 mm. The evolution of VB typically occurs in three phases: break-in, steady wear,

and failure stages (which can also be divided into critical and failure regions) [9]. However,

in cases where tools experience uncontrolled failure modes, such as progressive chipping, in

the early and steady wear phases, there is rapid VB rate that limits the extension of tool life

during machining.

To improve tool life, modern tools are tailored to withstand the synergistic impact of

wear mechanisms and failure modes by applying coatings with superior tribological proper-

ties, such as high heat dissipation capacity, hardness, toughness, and abrasion resistance [13].

While single-layer coatings have shown improved performance as compared to uncoated tools

during machining of Ni-based superalloys [14], they have reported fretting fatigue life, which

exacerbates mechanical wear [15]. Conversely, multi-layer coated tools have exhibited high

hardness, elastic modulus, and ductility, which enhance tool life extension during machin-

ing of superalloys [16]. As a result, multi-layer coated tools with fine-crystalline TiAlN layer

are well known for their high performance [1, 17] despite the uncontrolled failure modes still

evolving under the sub-optimal processing conditions. Therefore, the selection of optimal cut-

ting parameters is crucial in limiting the in-process evolution of these failure modes to enhance

tool life [5].

Previous studies reported that the cutting speed, feed rate, and axial depth of cut (ADOC)

are crucial parameters that affect tool wear progression for most PVD-coated carbide inserts

during face milling of Inconel 718 [18, 19]. As a result, the correlation between these pa-

rameters and VB progression was leveraged to develop tool life predictive models. However,

there was no substantial correlation that demonstrates the synergistic impact of these param-

eters on the wear mechanisms and failure modes experienced by the multi-layer PVD-coated

carbide inserts during face milling of Inconel 718 [20]. Furthermore, the commonly used nu-

merical, analytical, or physics-based models, which were used to predict tool life or VB, had

rigid coefficients, derived from numerical features, which did not adapt to changing process

conditions. Moreover, these models were not informed by the in-process evolution of wear

mechanisms and failure modes, thus their reasoning capability was limited by rigid numeri-

cal features, which are not diverse enough to extrapolate and control tool performance under
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complex wear morphology [21]. Therefore, Tool Condition Monitoring (TCM) is now impera-

tive in providing real-time predictive control of failure modes, wear mechanisms and VB rate

through the utilization of the Machine Learning (ML) models, which are typically trained from

historical data through supervised or unsupervised learning to predict and control tool wear

evolution online [22, 23].

1.1.1 Overview of Tool Condition Monitoring

In line with Industry 4.0, the manufacturing sector is undergoing a digital transformation to

fulfil the requirement for products of impeccable quality [24]. In this context, Tool Condition

Monitoring (TCM) is employed to predict critical indicators of the cutting mechanism, such as

cutting force and tool wear evolution [25]. By predicting these indicators, machinists can make

informed decisions on when to change tools, optimize cutting parameters, and improve overall

cutting efficiency [26]. Therefore, TCM has been leveraged to predict tool wear progression

to determine the failure criteria and remaining useful life of the tools before replacement [22].

However, predicting tool wear without considering the synergistic impact of process param-

eters on wear mechanisms and failure modes does not guarantee tool life extension during

machining [27]. Therefore, a correlation between the process parameters, wear mechanisms

and failure modes should be elucidated to enhance the in-process control of tool performance.

Meanwhile, the utilization of indirect TCM tried to resolve this issue by correlating pro-

cess parameters with indirect indicators of tool wear, such as force, torque, vibration, Acoustic

Emission (AE), power, motor current, and sound signals [28, 29]. The implementation of sen-

sors in disparate locations of the CNC milling setup enhances the acquisition of diverse arrays

of tool wear signals. These signals are processed using statistical analysis, Fourier and wavelet

transforms, time series and amplitude analysis, to extract pertinent features that exhibit high

correlation with flank wear progression during machining [30]. It was noted that force fea-

tures from the dynamometers were more reliable, despite the technique being a costlier as

compared to a low-cost vibration or acoustic emission sensor. On the other hand, a successful

implementation of a multi-feature fusion can achieve high predictive efficiency [28], despite

its complex data processing during features extraction [31].

After extraction, the features were used to train various machine learning (ML) models,
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such as artificial neural networks, fuzzy logic, support vector machines, and deep learning, for

online prediction of tool wear progression. Among these, deep learning convolves high-level

features to reduce the complexity of feature selection while predicting tool wear progression

[32], despite its overfitting issues, which typically arise under limited dataset [33]. While

a sensor-based TCM offers adaptive monitoring of tool wear progression, it cannot predict

the in-process evolution of dominant tool failure modes to reveal the sub-optimal processing

conditions. Thus, its application is limited to quantifying tool breakage, tool life, and VB levels.

Moreover, it cannot predict the underlying causative mechanisms of rapid VB rate to enhance

the predictive control of tool performance. Therefore, a direct method of machine vision was

found to be more effective in TCM as compared to the sensor-based approach.

In the context of direct TCM, digital microscopes are used to diagnose the wear mecha-

nisms and measure the magnitudes of failure modes to determine the failure criteria and actual

time for tool replacement [34, 35]. By characterizing the wear mechanisms and failure modes,

it enhances the diversity of features for in-process tool performance control and optimization.

However, it is plagued with high processing time, manual handling of tools, and human ob-

servation. This ignited a need for a more improved system for in-process predictive control

of tool wear evolution. In the meantime, recent advances in imaging technology, computer

vision, and artificial intelligence have improved the classification of tool wear and prediction

of VB during Machine Vision-based TCM (MV-TCM) [36], as depicted in Figure 1.1.
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1.1.2 Overview of MV-TCM

The efficacy of MV-TCM in capturing, classifying, and analysing tool wear was established,

including the prediction of progressive VB with an accuracy exceeding 95% [37]. MV-TCM is

also capable of quantifying the area, volume, and thickness of BUE on the tool’s cutting edge

[38]. Despite the established nature of MV-TCM, constructing a substantial dataset that incor-

porates the diverse failure modes to train feature engineering and ML models still remains a

challenge. It is also worth noting that the tool wear images used to create the dataset should

have a variety of failure modes scenarios associated with different wear mechanisms. How-

ever, lack of such incoherent dataset compromises the robustness of custom ML models as

they are not informed by other significant wear descriptors, such as diverse failure modes, in

creating diverse feature synthesis vector (DFSV) for predicting tool wear evolution during ma-

chining. In addition, the application of in-process MV-TCM is further hindered by the smeared

noise resulting from coolant droplets, swarf, and inconsistent lighting conditions, which affect

the resolution of tool wear images during data acquisition [25]. These issues were previously

addressed by applying image processing techniques, such as wavelet transform, structural

similarity index, threshold segmentation, textural analysis, and edge detection, to extract ge-

ometric and textural features that correlated with flank wear progression during machining

[39, 40]. However, these features were found unreliable due to the multi-modal nature of tool

wear images, especially when machining superalloys, which generate complex wear morphol-

ogy, non-uniform textural structure, and incoherent data.

To enhance the pattern recognition, dimensionality reduction, extraction, and selection

of diverse features on the complex flank wear morphology, researchers can apply advanced

feature engineering techniques, including Principal Component Analysis (PCA) [41], Singular

Value Decomposition (SVD) [42], Tensor Decomposition (TD) [43] and Deep Learning (DL)

[44], which demonstrated impeccable strides in various computer vision applications. Specif-

ically, SVD and TD techniques can harness the potency of singular values to distinguish the

dominant features and noise components of time-series imagery signals [45]. This can be lever-

aged to extract the magnitude of energy layers localized by the dominant feature embeddings

of the complex wear morphology, thus predicting the propagation of the wear region during

machining. Except for DL, these methods cannot provide a means of extracting high-level
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features for real-time detection of the wear mechanisms and uncontrolled failure states. As

a result, DL is the leading-edge technology in extracting latent features from time-series tool

wear images for identifying and classifying failure modes on the tool’s cutting edge.

A more related study employed pre-trained CNN auto-encoders to extract high-level fea-

tures from custom tool wear data to classify regional-based wear states, including flank wear,

tool breakage, adhesion, and rake face wear, for CVD and PVD-coated carbide tools at an accu-

racy above 96% during down-milling of Inconel 718 [46]. In addition, the auto-edge detection

was used to extract the wear region and predict the VB rate using a Sobel operator through the

automatic wear value detection of the tools. Despite its high predictive efficiency, the model

was not used to detect magnitudes of multiple failure modes (nominal features) to describe

the extent of wear severity and the complexity of wear morphology that accelerate the tool’s

degradation during machining. Therefore, there is a need to enhance the MV-TCM system to

detect multiple failure modes as nominal features that characterise the causative mechanisms

of rapid VB rate during machining. This can enhance tool wear prediction during TCM by en-

suring that the robustness of the predictive models are contingent upon the features diversity.

Meanwhile, a Regional-based CNN (R-CNN) can effectively partition the tool wear image into

distinct segments to extract pixel-based information as latent features that can facilitate the

detection of multiple objects on the same image [47]. This resolves the localization of mul-

tiple failure modes on the tool’s cutting edge despite its implementation being criticized for

the computationally-intensive nature and slow detection rate, which was later addressed by

introducing a new variant called You Only Look Once (YOLO).

The YOLO architecture evolved over the years, with YOLOv3 being the final official and

advanced network that effectively eliminated the prevailing limitations of accuracy and speed

during real-time object detection [48]. Its network can easily be integrated with highly com-

pressed CNN architectures [49], such as SqueezeNet to improve accuracy and detection speed

during failure modes detection. To enhance its practicality during MV-TCM, an inductive-

reasoning technique was devised to generate the informed decisions that can suggest proper

solutions to minimize the rate of failure modes evolution in the early cutting stages. Therefore,

the utilization of the feature engineering and ML models can enable the MV-TCM system to

extract a more comprehensive DFSV for online detection, prediction, and control of flank wear
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evolution, thereby enhancing tool life extension during face milling of Inconel 718.

1.2 Problem Statement and ResearchQuestions

The successful implementation of the MV-TCM system’s design experiences significant chal-

lenges during heavily interrupted CNC milling of Inconel 718 under high-pressure flood cool-

ing condition. These include poor resolution of imagery signals, scarcity of compressive data

with diverse failure modes, and smeared image noise due to coolant adhesion, swarf and in-

consistent lighting conditions. Previous studies have demonstrated that the application of

image processing techniques can enhance the MV-TCM system to extract geometric, textural,

wavelet, and fractal features that can be used to predict VB progression online [39, 46, 50].

However, these low-level features cannot delineate the complexity of wear morphology, such

as distinguishing multiple failure modes on the tool’s cutting edge, as critical indicators of

rapid wear rate of PVD-coated carbide inserts, as well as sub-optimal cutting conditions during

CNC milling of Inconel 718. Therefore, there is a need to apply advanced feature engineering

and deep learning techniques (i.e., SVD and YOLOv3) to detect and extract the DFSV (includ-

ing different types of failure modes) for training ML models to predict and control the flank

wear rate at an early cutting stage, thus enhancing the performance of PVD-coated carbide

inserts and tool life extension during face milling of Inconel 718. The problem statement is

supported by the following questions to achieve the aim and objectives of this research:

• Considering that the distinct CNC milling operations are associated with specific dominant

wear mechanisms, how accurately can the wear mechanisms, failure modes, or high-level

features be extracted and empirically correlated with the process parameters to enhance the

feature diversity for training machine learning models for tool wear prediction?

• Considering the scarcity of big data sources with diverse wear mechanisms and failure

modes, and the imbalanced nature of custom tool wear data resulting from specific ma-

chining operations, materials, and tools, how will the feature engineering and machine

learning models be effectively trained to ensure the proficient detection of the Diverse Fea-

ture Synthesis Vector (DFSV) to address under-fitting issues during tool wear prediction and

control?
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• In the context of varying process conditions during in-process application of the ML-based

MV-TCM system’s design, how will the ML ensure high predictive efficiency of in-process

failure modes and flank wear evolution, especially when new parameters outside the train-

ing range are applied during CNC milling of Inconel 718?

1.3 Aim and Objectives

The aim of this study is to leverage the ML-based MV-TCM system in predicting and con-

trolling the in-process performance of the PVD-coated carbide inserts during CNC milling of

Inconel 718. To achieve this objective, a climb CNC milling operation was conducted to estab-

lish the empirical correlation between the process parameters and various tool wear features,

such as wear mechanisms, failure modes, and progressive VB of the multi-layer PVD-coated

carbide inserts. The experiment yielded a comprehensive tool wear dataset, which was sub-

sequently leveraged to develop feature engineering and ML models. These models were then

integrated into the MV-TCM system’s design to enhance the in-process detection of diverse

features, prediction and control of tool wear evolution during machining. The following ob-

jectives summarize the overall aim of this research:

Objective 1

To investigate the empirical correlation between the process parameters and diverse tool wear

features (which includes the wear mechanisms, failure modes, and progressive VB) of PVD-

coated carbide inserts during CNC milling of Inconel 718.

Objective 2

To develop the feature engineering (multi-sectional SVD and YOLOv3) and ML (Multi-layer

perceptron neural network and induction-reasoning) models using diverse features extracted

from the experimental data and data reported by relevant machining standards to predict tool

wear evolution during face milling of Inconel 718.
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Objective 3

To develop the MV-TCM system’s design that utilizes the efficient predictive capability of the

ML models to predict and control in-process tool wear evolution during face milling of Inconel

718.

1.4 Research Scope

In this study, the correlation of the synergistic process parameters, wear mechanisms, failure

modes, and flank wear depth (VB) of multi-layer PVD-TiAlN/NbN coated carbide inserts was

investigated during a climb-milling operation of Inconel 718. The research was conducted in

a laboratory setting using a cyber-physical MV-TCM setup, which was able to acquire time-

series tool wear data during CNC milling operations. By utilizing the empirical observations

made during the physical experiment, a custom tool wear dataset with diverse features was es-

tablished through the application of conventional methods and the ISO-8688-1 standard. This

dataset was used to develop and train the feature engineering techniques, including the multi-

sectional Singular Value Decomposition (multi-sectional SVD) and the YOLOv3-Tool Wear De-

tection Model (YOLOv3-TWDM) for the purpose of detecting and extracting a diverse feature

synthesis vector (DFSV) for in-process VB prediction and control. The feature vector was then

used to train a multi-layer perceptron neural network, which was successfully implemented

to predict the VB rate at the early cutting stages, enhancing the MV-TCM system’s ability to

predict and control the rate of flank wear evolution during face milling of Inconel 718.

1.5 Research Significance and Expected Deliverables

The main significance and novelty of this study is the performance improvement of the PVD-

coated carbide inserts through the utilization of ML models that detected and controlled the

evolution of failure modes and wear mechanisms at the early cutting stage to improve the cut-

ting mechanism during face milling of Inconel 718. By utilizing the Diverse Feature Synthesis

Vector (DFSV) extracted from time-series flank wear data, the ML-based MV-TCM system ex-

tracted significant information of flank wear features, which was utilized to regulate the pro-
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cess parameters at various flank wear stages, thus controlling the VB rate at the early cutting

stage to improve the economic life of the tools during machining. In addition, the automation

of the MV-TCM system’s design via the utilization of ML techniques improved processing time

during online tool wear detection and control.

Based on the above significance, the first deliverable of this research, which corresponds

to the first objective, is the tool wear dataset generated through the empirical correlation be-

tween process parameters, wear mechanisms, failure modes, and flank wear depth (VB). The

second deliverable, which corresponds to the second objective, is the innovative feature engi-

neering and ML techniques that detect and extract diverse features to predict tool wear evo-

lution during machining. The third deliverable, which corresponds to the last objective, is the

design of the on-machine vision system that utilizes the ML models to predict and optimize

tool wear evolution during face milling of Inconel 718.

1.6 Thesis Structure

The remainder of this Thesis is structured as follows: Chapter 2 provides a review of the

machinability of Inconel 718 (Section 2.1), tool performance optimization (Section 2.2), and

tool condition monitoring (Section 2.3). Chapter 3 describes the detailed methodology used

in this research. Chapter 4 discusses the key findings of the experiment, with emphasis on

generating the dataset for training the ML models. Chapter 5 discusses the training and

offline validation of the ML models. Chapter 6 focuses on the application and validation of

the ML-MV-TCM against conventional and soft-computing techniques. Chapter 7 highlights

the summary of the research findings, contributions, limitations, and potential areas for future

exploration.



Chapter 2

Literature Review

The review of knowledge encompasses the four principle aspects: (1) Machinability of Inconel

718 (Section 2.1); (2) Overview of Tool Performance Optimization (TPO) (Section 2.2); and (3)

Tool Condition Monitoring (TCM) (Section 2.3). From the synergistic qualitative and quanti-

tative understanding of these aspects, the overall knowledge gaps were established (Section

2.4).

2.1 Machinability of Inconel 718

Inconel 718 is a nickel-based superalloy that possesses exceptional properties, such as thermal

stability [51], excellent weldability, and corrosion resistance up to 650°C [8]. This has made

it a ”workhorse” for high-temperature applications, including the manufacturing of aircraft

engine’s structural components, such as high-pressure compressor blades, casings and discs

[52]. Despite its popularity, Inconel 718 is a hard-to-cut metal due to its complex mechanical,

thermal, and microstructural properties that can affect the tool’s cutting efficiency [53]. Un-

like other metallic alloys, Inconel 718 displays a high susceptibility to strain rate, resulting in

the retention of its mechanical strength through precipitation hardening at high cutting tem-

peratures during machining [54]. The presence of hard carbides in its microstructure further

exacerbates the issue, as they intensify the surface hardness of the workpiece material, lead-

ing to high abrasive forces and uncontrolled tool’s failure states during machining. Therefore,

cutting Inconel 718 requires tools with high shearing strength to deform the hard surface layer

11
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of the workpiece material [2].

Additionally, it was reported that Inconel 718 has poor thermal conductivity [55], which

poses a terminal challenge in dissipating heat during machining. Consequently, heat accumu-

lates in the tool-workpiece contact zone, resulting in thermal degradation of the tool’s cutting

edge. The high temperature increases the molecular kinetic energy, accelerating the diffusion

of tool’s constituents into the chips or workpiece material. Furthermore, elevated tempera-

tures cause the melting of the coating-substrate binder, particularly for coated carbide tools,

which eventually exposes the tool’s substrate to chemical wear by oxidation. The synergistic

effect of these wear mechanisms leads to thermal cracks, flaking, progressive chipping, galling,

pitting corrosion, and coating delamination during machining [56]. Moreover, Inconel 718’s

tendency to weld onto the tool material at high temperatures contributes to the formation of

built-up edge (BUE) and built-up layer (BUL) on the tool’s cutting edge [57]. Therefore, a com-

prehensive understanding of Inconel 718’s machinability necessitates the study of the wear

mechanisms and failure modes as key indicators of inefficient cutting mechanism, undesirable

tool performance, and sub-optimal processing conditions during machining of Inconel 718.

2.1.1 Wear Mechanisms and Failure Modes

The tool wear mechanisms during machining of Inconel 718 include adhesion, abrasion, dif-

fusion, and oxidation [3, 4, 10]. The adhesion wear is characterized by the formation of a

cold weld as a result of high plastic deformation under extreme thermomechanical conditions,

leading to the accumulation of adhesive particles that form a built-up edge (BUE) or built up-

layer (BUL) on the tool’s cutting edge [58, 59]. The persistent removal of such particles results

in small cavities of attrition wear [60]. Thus, attrition is characterized by the progressive re-

moval of adhesive particles along with the chip flow during machining [61]. This phenomenon

is primarily caused by high friction and the rubbing action of hard Inconel carbides. The severe

friction or rubbing on the rake or flank face of the tool results in severe abrasion, which can

eventually cause mechanical tool failure [62–64].

Furthermore, the elevated cutting temperature elicits thermally-induced wear mecha-

nisms, such as diffusion and oxidation [65]. Diffusion wear is contingent upon the solubility of

atomic particles and is accentuated by the longer tool-workpiece contact time in the primary
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and secondary shear zones. It also results from the heat generated by the high deformation

and strain rates in these zones [10]. Its prolonged impact leads to high friction force, result-

ing in cavities on the surface of the coating layers [66]. Additionally, the high temperature

exacerbates the chemical wear by oxidation, which gradually degrades the coating layers by

dissolving the binder between the substrate and coating layers. This occurs when the com-

ponents of the tool coating react with atmospheric oxygen, forming oxides which are more

brittle and can easily be ploughed by the hard carbides. Such a phenomenon reduces the tool’s

strength to shear hard surface layers of Inconel 718 [67]. As a result, tools subjected to these

wear mechanisms are susceptible to thermal cracks, progressive chipping, and coating delam-

ination.

It is evident from the analysis above that the synergistic impact of wear mechanisms con-

tributes to rapid tool failure, which covers a spectrum of damage scales from micro-chipping

to catastrophic failure, including flank wear, notching, pitting corrosion, coating delamina-

tion, thermal cracks, flaking, and progressive chipping [10]. Flank wear is attributed to the

abrasion wear mechanisms on the flank face of the tool’s cutting edge [68]. Its severity can be

exacerbated by other wear mechanisms such as cyclic adhesion, oxidation, and attrition. Flank

wear can either be uniform or non-uniform, with uniform flank wear being the most preva-

lent failure mode that determines tool life, as per the ISO-8688-1 standard. The non-uniform

flank wear, on the other hand, arises from the uncontrolled failure modes on the tool’s cutting

edge. Notching is the first uncontrolled failure mode, which is attributed to the high impact

force of the tools upon entering the hard surface layer of the workpiece material. Another

uncontrolled failure mode is Chipping, which is a saw-like structure along the tool’s cutting

edge. In its initial stage, chipping manifests as pitting corrosion, and is attributed to diffusion,

cyclic adhesion, and chemical wear [69].

With more subsequent passes, pitting corrosion intensifies to coating delamination as the

coating layers get ploughed due to asperities deformation, which is also attributed to the cyclic

adhesion and abrasion. This was reported to exacerbate the subsurface cracks [70], which then

propagate to the outer layer to form thermal cracks. The result of this wear prodigy leads to

progressive chipping especially when thermal cracks intersect any perpendicular mechanical

cracks [64]. When such a wear phenomenon prevails below the cutting-edge line, it causes
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flaking, especially at high cutting temperatures where the bonding strength of the coating

binder is weakened [69, 71]. Finally, galling is induced by adhesion and particle diffusion

when the surfaces are in contact or slide against each other [72]. Despite the metallurgical

properties of Inconel 718, the prevalence of these uncontrolled failure modes is influenced by

the synergistic impact of process conditions. Thus, selecting optimal milling operations, cut-

ting fluids, process parameters, tool coatings and geometry, can enhance the tool performance

during face milling of Inconel 718.

2.1.2 Face Milling Operation

Face milling is a machining process utilized for either roughing or surface finishing of the

workpiece material, as reported in [7]. It can be classified as up- or down-milling, dependent

on the orientation of the workpiece in relation to the direction of the cutter’s rotation. In down

milling, the workpiece is fed in the same direction as the rotating cutter, thereby reducing

the thickness of the chips and the shearing strength at the workpiece’s exit point. This in

turn leads to a reduction in mechanical wear, such as severe abrasion, localized chipping,

and notching, thereby limiting the progression of flank wear rate, as shown in Figure 2.1 [73].

Conversely, in up-milling, the workpiece is fed in the opposite direction to the cutter’s rotation,

resulting in a high shear strength, thereby rapidly increasing the flank wear and uncontrolled

tool’s failure rate during machining. This often leads to mechanical failure modes, such as

progressive chipping and notching, indicating sub-optimal tool performance. Considering that

this research fosters the creation of sufficient data and features for training ML models, the

utilization of down-milling provided longer time and more data as compared to up-milling

operation.

2.1.3 Micro-mechanics of Tool Coatings

In machining of Inconel 718, the tools must exhibit exceptional characteristics, such as robust

shear strength, hardness, toughness, chemical stability, wear resistance, and thermal stabil-

ity, to mitigate the synergistic impact of the metallurgical properties of the workpiece [74, 75].

Unfortunately, most uncoated tools cannot fulfil such demands, which is why carbide tools are
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Figure 2.1: Effect of face milling techniques on flank wear of TiAlN/TiN at V = 50 and 100 m/min
[73]

enhanced with coatings to withstand thermally and mechanically induced wear mechanisms

[76]. The performance of these tools is thus contingent upon the superior tribological proper-

ties of the coatings, which are formed through Chemical or Physical Vapour Deposition (CVD

or PVD). The PVD process produces hard nitride coatings that are somehow stable chemically,

mechanically, and thermally [77, 78]. The most commonly used PVD nitride compounds are

TiAlN and CrAlN [79–84].

The relative proportion of Ti, Cr, and Al in TiAlN and CrAlN has a profound impact on

tool’s efficacy during machining. The conventional Ti : Al ratio of 50 : 50 leads to a B1

crystal structure with finer grains, thereby enhancing its hardness. Conversely, the Cr : Al

ratio of 30 : 70 results in a columnar crystal structure that decreases its hardness, thus making

TiAlN more resistant to abrasion wear as compared to CrAlN coating layer. Previous research

demonstrated that chipping and coating delamination during machining are consequences of

the poor hardness and load-bearing support (denoted as H3/E2) of the TiAlN coating layers

[85]. The implementation of ion implantation, specifically with C, Zr, Ti, N, Nb, and W ions

in TiN and CrN coatings, augmented the load-bearing support and hardness of these materi-

als, thereby improving their resistance to mechanically induced wear mechanisms[67, 86–89].

Despite these advances, the impact of ion implantation on TiAlN coatings, especially on tool

wear mechanisms and failure modes during CNC milling of Inconel 718, is not clarified up to
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date.

The presence of Al in the PVD-coated carbide tools contributes to high resistance in

mechanical wear, as well as chemical wear through oxidation [90, 91]. Under high-cutting

temperatures, Al diffuses externally while O diffuses internally within the TiAlN film. Upon

collision, the two elements react to generate an amorphous layer of Al2O3. This new layer

serves to reduce the rate of oxygen diffusion, thereby curbing further oxidation of Ti element.

It was reported that the fluctuation of Gibbs free energy for oxidized Ti (TiO2) and Al (Al2O3)

impacted the oxidation rate at high-cutting temperatures [92]. The higher stability of Al2O3 as

compared to TiO2 (DG1 = 954 kJ/mol and DG1 = 756 kJ/mol at 500°C, respectively) contributed

to its efficacy in reducing oxidation wear during machining. Additionally, complete oxidation

of the TiAlN film occurs at 800°C, leading to a decrease in its micro-hardness to approximately

2200 kg/mm2 when heated above 700°C in air [93].

Furthermore, the micro-hardness of TiAlN was augmented by incorporating boron ions,

which engenders the formation of TiB and BN crystal structures [94]. Similarly, Nb atoms,

when deposited as interstitial particles, hinder the movement of dislocations, resulting in sur-

face hardening of the TiAlN coating layer [95, 96]. Furthermore, the superposition of two

planes with shared periodicity generates moiré fringes, disrupting the crystal lattice structure

and forming an NbN phase, thereby improving strain hardening effect via lattice mismatch

[97]. This leads to the formation of a chemically inert, amorphous crystalline structure with a

high degree of lattice distortion in the NbN layer. Therefore, the exceptional micro-hardness

and resistance to wear in PVD-TiAlN/NbN coated tools can be attributed to the superior prop-

erties of the NbN layer. Nonetheless, the PVD-deposited NbN layer on a fine-crystalline

TiAlN substrate is porous [61] (Figure 2.2a), rendering it susceptible to abrasion and pitting

corrosion at elevated temperatures.

2.1.4 Tool Geometry

Apart from the micro-mechanical properties of coating layers, the tool geometry, or the spe-

cific configuration of angles, is a crucial factor that influences the progression of flank wear

during the down-milling of Inconel 718. One such angle, referred to as the leading angle

(KAPR), determines the distribution of axial and radial forces experienced during the machin-
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(a) (b)

Figure 2.2: Microstructure of coatings at (a) 1000X magnification; (b) 2000X magnification
[61]

ing operation [98]. A large KAPR, for instance, boosts the axial force, which acts against the

full rigidity of the rotating spindle, leading to increased demands on the spindle’s design to

accommodate the greater axial forces encountered during down-milling. Conversely, a small

KAPR increases the radial force, causing deleterious outcomes such as cutter deflection, chat-

ter, spindle tilting, and mechanical failure modes, such as edge chipping. Furthermore, a di-

minished KAPR also results in thinned chips and an increased tool-workpiece contact area, as

shown in Figure 2.3 [98], leading to a more widespread distribution of thermal stress and thus

promoting efficient heat dissipation. This, in turn, mitigates thermally-induced wear mecha-

nisms, including oxidation, diffusion, and adhesion.

Figure 2.3: Effect of lead angle on chip formation during face milling
[98]

The rake, relief and helix angles also influence flank wear evolution during high-speed

milling of Inconel 718, as per the findings reported in [99]. The results revealed that the rake
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angle influences the shearing force experienced by the tool. A significantly large rake angle

sharpens the cutting edge, thereby enhancing the rate of tool’s penetration into the work-

piece material. However, the high friction and impact forces that arise from the precipitation-

hardened layer of Inconel 718 during tool entry into the workpiece result in elevated mechan-

ical failures at the sharp edge. On the other hand, a small rake angle results in a blunt cutting

edge, leading to increased shear force and mechanical tool failure. This, in turn, exacerbates

flank wear evolution through the abrasion wear mechanism. A considerably large relief angle

reduces the tool-workpiece contact area, leading to reduced friction and abrasive forces, thus

mitigating the progression of flank wear. The helix angle affects the stress distribution and

chip disposal, thus influencing friction and heat dissipation rates during machining. Research

showed that high helix angles exceeding 30°results in elevated axial force and inadequate chip

disposal, leading to increased heat accumulation in the tool-workpiece contact zone [99]. This

accelerates flank wear evolution through cyclic adhesion and diffusion wear mechanisms dur-

ing face milling of Inconel 718.

2.1.5 Process Parameters

Besides the tool’s geometry, the progression of flank wear is also correlated with the machin-

ing parameters. The alteration of cutting speed, feed rate, radial and axial depth of cut was

shown to escalate the wear mechanisms of PVD-coated carbide inserts during face milling of

Inconel 718 [18, 19]. Hence, the selection of cutting parameters that optimize the flank wear

progression is a challenging task due to the synergistic impact of these parameters on the

complex and diverse wear mechanisms and failure modes during face milling of Inconel 718

[100, 101]. An increase in axial depth of cut expands the tool-workpiece contact area, thereby

escalating the shearing force, friction, and abrasive wear mechanisms, leading to a swift pro-

gression of flank wear evolution on the tool’s cutting edge. On the other hand, a substantial

increase in radial depth of cut raises radial forces, tool deflection, vibration, and chatter, which

engenders mechanical wear mechanisms such as severe abrasion, which can cause chipping,

notching, and even catastrophic failure.

The feed rate influences both thermally and mechanically induced wear mechanisms,

resulting in a synergistic impact of failure modes that contribute to rapid evolution of flank
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wear rate during the down-milling operation. An increase in the feed rate increases the size of

the chip load, which exacerbates shear force and adhesion wear on the tool’s cutting edge, thus

enhancing mechanically-induced failure modes, such as BUE and BUL formation. On the other

hand, a rapid increase in the cutting speed raises the cutting temperature, which exacerbates

the thermally-induced wear mechanisms and failure modes of PVD-coated carbide inserts,

leading to a rapid progression of flank wear, as depicted in Figures 2.4a and 2.4b [102]. It was

observed that the negative TiAlN inserts provided a more improved flank wear resistance and

longer cutting length as compared to positive TiAlN inserts. The utilization of positive TiAlN

inserts is characterized by a non-zero relief angle. This pertains to the fact that the insert is only

equipped with cutting edges on one side. At temperatures above 700°C, Inconel 718 undergoes

intense precipitation hardening, causing severe abrasion as the tool encounters the hardened

Inconel 718 layer at high friction rate. This prompts both thermally and mechanically-induced

failure modes, including progressive chipping, notching, built-up edge, coating delamination,

asperity deformation, and potentially catastrophic failure. Additionally, this also results in

flaking on the rake face, exposing the tool’s substrate to chemical wear by oxidation [103].

(a) (b)

Figure 2.4: Effect of cutting speed on flank wear: (a) positive TiAlN inserts and (b) negative TiAlN inserts
[102]

2.1.6 Cooling Techniques and Cutting Fluids

Cutting fluids play a crucial role in mitigating heat and friction generated during the machin-

ing process. By cooling and lubricating the tool-workpiece contact zone, the thermomechan-

ical wear mechanisms are reduced, resulting in improved tool performance. Various cutting

fluids were utilized for milling Inconel 718, such as recycled oil, oleic oil, ethanol-based oil and

canola oil [104, 105]. A recent trend shows the application of nanofluids, particularly those
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incorporating the solid lubricant Molybdenum disulphide (MoS2)[106]. The use of nanofluids

enhanced the surface finish and tool wear evolution as compared to mineral oil-based cutting

fluids. This results in reduced circularity errors, burr heights, and thrust force, thereby offering

proven benefits over mineral oil-based cutting fluids for machining Inconel 718[107].

Numerous cutting fluids and cooling techniques were utilized to optimize the evolution

of flank wear during machining of Inconel 718. For instance, Vinothkumar et al. [108] demon-

strated that the utilization of an atomized spray cooling solution comprising of vegetable oil,

graphite, and molybdenum disulphide significantly increased the longevity of ceramic tools

by 40-60% compared to dry cutting, where the dominant wear mechanisms were attrition,

built-up edge, abrasion, notching, and chipping. Similarly, Zhang et al. [109] found that PVD-

TiAlN coated cemented carbide tools experienced severe chipping when utilizing MQL with

cryogenic compressed air and micro-droplets of vegetable oil, resulting in a 1.57-fold improve-

ment in tool life as compared to dry cutting. Moreover, Armando et al. [110] revealed that

incorporating the MoS2 solid lubricant in the LB 2000 oil-based coolant resulted in a 12% im-

provement in tool performance compared to dry cutting and a 46% improvement compared to

the utilization of pure LB 2000-based cutting fluid, where notching, abrasion, diffusion, and

chipping were the predominant wear mechanisms.

Additionally, Bertolini et al. [111] found that the utilization of graphene nano-platelets in

MQL improved the cutting force by 59% compared to oil-based fluids, with PVD-TiAlN coated

inserts exhibiting exceptional performance. The addition of Multi-Walled Carbon Nanotubes

(MWCNTs) to MQL was further observed to reduce the cutting force by 10% and temperature

by 67% [112], thereby minimizing thermally induced wear mechanisms as compared to dry

cutting. This demonstrates the ongoing evolution of cutting fluids research, transitioning from

mineral oil-based and synthetic coolants to nanofluids and vegetable oil-based fluids, with the

goal of minimizing thermal and mechanical wear mechanisms and failure modes to optimize

tool performance during the machining of Inconel 718.

The application of cutting fluids in the machining of Inconel 718 is executed via a vari-

ety of techniques. As documented by Bartolomeis et al. in [113], the comparative analysis

of flood cooling, Electrical Lubrication (EL), and Minimum Quantity Lubrication (MQL) was

performed during an end milling operation utilizing PVD-TiSiN coated tools. Adhesion and



Chapter 2. Machinability of Inconel 718 21

abrasion wear mechanisms, leading to flank wear progression, were prevalent at lower cutting

speeds, while severe abrasion that resulted in progressive chipping was more pronounced at

the highest cutting speed. On the other hand, de Paula Oliveira et al. [114] observed that

while tools subjected to flood cooling experienced mechanically induced wear mechanisms

owing to inadequate lubrication, tools in MQL encountered both thermal and mechanical wear

mechanisms during end milling using PVD-TiAlN coated tungsten carbide tools. Despite this,

flood cooling exhibited better tool performance, reducing flank wear evolution by 18.3% and

4.3% during the early and rapid failure regions, respectively, when compared to MQL. Finally,

Makhesana et al. [115] found that the application of molybdenum disulfide and graphite in

MQL (MQSL) improved the performance of PVD-TiAIN/TiN coated tools compared to both

dry and conventional cooling conditions, owing to enhanced lubrication and reduced friction

force, thus mitigating severe abrasion and rapid flank wear progression.

In furtherance, Pereira et al. [116] determined that the peak tool performance was ob-

tained through utilization of flood cooling, followed by internal and external Cryogenic Mini-

mum Quantity Lubrication (CryoMQL). However, Halim et al. [34] established that cryogenic

carbon dioxide cooling mitigated thermally-induced wear mechanisms and flank wear pro-

gression, resulting in a 63.2% enhancement of tool life as compared to dry cutting. Moreover,

the use of cryogenic carbon dioxide cooling was found to elevate the performance of PVD-

TiAlN/AlCrN coated tools relative to dry cutting, conventional MQL and cryogenic liquid ni-

trogen cooling techniques. Though, it exacerbates the precipitation hardening of the Inconel

718 surface [117], thereby inciting mechanically-induced wear mechanisms, such as intense

abrasion, causing notching on the flank wear region and flaking on the rake face [103].

In essence, the utilization of bio-oils as cutting fluids exhibits a positive trend in terms

of lubrication performance at low cutting temperatures, which serves to reduce mechanical

wear at lower cutting speeds and feed rates [118]. Nonetheless, the presence of triglycerides,

a form of free fatty acids, in bio-oils can result in oxidation and hydrolysis instabilities at low

temperatures [118]. These instabilities can be mitigated by incorporating anti-oxidants, par-

ticularly those derived from lemon extracts which are high in vitamin C [119]. Nevertheless,

this can negatively impact the filtration process during the CNC milling process. Additionally,

it has been noted that the use of bio-oil cutting fluids can negatively impact cooling efficiency
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at high cutting speeds, thus promoting thermally induced wear mechanisms. In contrast, the

utilization of mineral oil-based cutting fluids, which utilizes water as the primary cooling el-

ement, can effectively mitigate thermally induced wear mechanisms. While mineral oil-based

cutting fluids contain sulfur and chlorine, which can generate toxic fumes at high temperatures

[119, 120], they still serve to improve cooling efficiency, thus reducing the risk of unforeseen

failure modes.

2.1.7 Chip Morphology

The chip morphology of Inconel 718 exhibits similar characteristics to ductile work mate-

rial, forming serration at high cutting temperatures [121]. This phenomenon is due to the

derivatives in the shear plane angle. As the tool enters the workpiece at a high cutting force,

compressive and bending stresses decrease the shear angle to a minimum threshold, where

chips experience severe plastic deformation. During this phase, the maximum temperature

is observed in the deformation zone, where chips experience a high thermal softening effect.

The plastic deformation decreases as the shear angle increases, up to a maximum combined

stress. The cycle is then repeated, thereby forming a continuous serration. Since the serration

is a function of high cutting temperature, it is ideal during dry cutting of Inconel 718. How-

ever, this is not the case with Inconel 718 chips formed under flood cooling conditions due to

temperature fluctuation.

In the meantime, the adiabatic shear and periodic crack theories explain the formation

of serrated chips when machining Inconel 718 [121]. The former is caused by the recurring

thermoplastic shear instability in the deformation zone, where the material softening effect

outweighs the combined effect of the strain hardening rate [122]. In addition, due to the low

thermal conductivity and low heat dissipation capacity of Inconel 718, heat saturates in the

narrow shear-localized bands. The latter defines the formation of periodic cracks due to suffi-

cient penetration force, where slip-line deformation is formed due to compressive and bending

stresses, initiating cracks on the free surface. The serrated chip formation started from crack

initiation on the sliding surface, whose propagation is halted by the severely deformed sur-

face near the tool-chip contact zone. Research has shown that ship morphology correlates

with process parameters during machining of Inconel 718.
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It was observed that the shear band thickness positively correlates with the cutting speed

[123]. This was attributed to the intense strain localization caused by the thermal softening

effect when machining at a high cutting speed. It was further observed that a large pitch

distance and variance were attributed to a high tool wear rate during high-speed machining,

resulting in chip forming instability. In addition, the chip compression ratio increases with the

cutting speed due to the high tool wear rate, resulting in the formation of thicker deformed

chips as the shear angle decreases [123]. A similar phenomenon was noticed in the side milling

of Inconel 718 by Li et al. [124], where rapid tool wear progression increased the deformed

chip thickness due to high cutting speed, causing highly serrated chips during the milling

operation. A more clear picture of the evolution of chip morphology with cutting speed for

AISI 1045 is presented in Figure 2.5 [125].

Figure 2.5: (a) Evolution of chips in the primary shear zone; (b) free surface; and (c) chip cross sections
[125]

Furthermore, Liao et al. [3] discovered that the low cutting temperature at low speed

lies below the softening point of the γ phase with a high strain hardening effect of Inconel

718, which resulted in high cutting force and chip embrittlement during slot and side milling

operations. In addition, low and high cutting speeds produced disintegrated chips compared

to medium cutting speeds. It was further observed that the welding effect of chips, which led
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to BUE and BUL at a high cutting speed, was attributed to the low thermal conductivity and

insufficient heat dissipation capacity of Inconel 718.

The serrated teeth become more evident and regular as the feed rate increases. Fei et al.

[126] discovered that micro-saw-tooth formation is due to strain hardening and low ductility.

As a result, the chip-free surface shows a more serrated tooth with an increased chip thick-

ness due to the high feed rate. However, Thakur et al. [127] depicted that the cutting speed

has a more significant effect on cutting force, chip morphology, and tool wear than feed rate

during side and slot milling operations. Liao also confirms that the cutting speed significantly

contributed to high plastic deformation of chip microstructure as compared to other process

parameters under the orthogonal cutting operation of Inconel 718 [3]. Therefore, the serration

of chips predicts the proper chip disposal, which enhances the heat dissipation capacity to

minimize the thermally induced wear mechanisms during face milling of Inconel 718.

2.1.8 Literature summary for CNC milling of Inconel 718

During the CNC milling of Inconel 718, it is customary to maintain the characteristics of the

tool and the cutting fluid, thus rendering the tool performance contingent upon the process

parameters. Numerous studies have delved into the synergistic impact of process parameters

on the Inconel 718 metallurgical properties. Nonetheless, no clear correlation has been es-

tablished between the process parameters, wear mechanisms, failure modes, and progressive

VB. As a result, there is still a dearth of empirical correlations that needs to be established

to determine salient features for extrapolating tool wear during CNC milling of Inconel 718.

Furthermore, the behaviour of chip morphology still needs to be comprehended to establish

the properties that predict optimal process parameters.

2.2 Overview of Tool Performance Optimisation (TPO)

In order to overcome the difficulties encountered in face-milling Inconel 718, TPO techniques

are utilized to determine optimal cutting conditions, such as cutting parameters, tool geome-

try, cutting fluids, and cooling methods, that minimize the rate of flank wear evolution during

machining. For instance, Halim et al. [34] employed the cryogenic CO2 cooling technique to
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optimize wear mechanisms and failure modes during high-speed milling of hardened Inconel

718, as abrasion, chipping, and built-up edge (BUE) were observed through SEM analysis. An-

other study revealed that the adhesion of BUE to the depth-of-cut line (DOC line) increased

with the cutting temperature, owing to increase in the cutting speed and feed rate [3]. In ad-

dition, cutting speed and depth of cut had a profound impact on flank wear evolution during

rough turning of Inconel 625, with abrasion and notching being the dominant failure modes

identified in the process [19]. In such cases, cutting parameters are considered as in-process

variables, which exacerbate failure modes and the rate of flank wear evolution during ma-

chining. Hence, TPO techniques were specifically developed to identify the significant levels

of process parameters that can enhance tool performance during machining. These techniques

are summarized in Figure 2.6.

Provides optimal or near optimal solution

Provides exact or optimal solution

Tool Per formance Optimisation (TPO)

Non-conventional Methods

Conventional Methods

Design of Exper imentMathematical formulation

Soft computing Evolutionary techniques
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Regression ANN

Fuzzy Logic

GA SA ABC
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Figure 2.6: Summary of techniques applied in tool performance optimisation

2.2.1 Conventional Methods

Taguchi Method

The conventional methods include the Taguchi Method, Response Surface Methodology, and

Mathematical Search Techniques. The Taguchi Method examines the impact of various ma-

chining parameters on both the mean and variance of performance characteristics, with the

aim of optimally enhancing the overall machining process. It employs orthogonal arrays to

arrange deviations in machining parameters and their corresponding levels, and test the ef-
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fects of factor interactions on tool performance [128–130]. The method reduces the number

of required tests and thus minimizes the cost of materials associated with a full factorial ex-

perimental design. The steps involved in Taguchi Method are outlined in [131].

The utilization of the Taguchi method offers a distinct advantage by enabling the assess-

ment of numerous input variables without being hampered by large Design of Experiments

(DOE). Nonetheless, it has been criticized for its insufficiency in producing results that clearly

demonstrate the impact of individual parameters on performance indicators during multi-

objective optimization [131]. Additionally, its reliance on orthogonal arrays means that it

does not thoroughly evaluate the effect of every parameter combination, thereby neglecting

the contribution of other detrimental interactions in predicting reliable TPO solutions.

Response Surface Methodology (RSM)

Response Surface Methodology (RSM) leverages techniques such as Central Composite De-

sign (CCD) and Central Composite Rotatable Design (CCRD) to optimize tool performance by

statistically varying cutting parameters during a machining process [132]. CCD implements

factorial and axial points, along with center points, to examine the effects of interaction terms.

The axial points are used to estimate quadratic terms and their interactions, with the rotatable

design being referred to as CCRD, which provides equidistant points from the design center

with desirable predicted variance for enhanced performance quality [133]. The significant in-

teraction terms are then used to derive a second-order polynomial function through regression

analysis, which constitutes a mathematical model to predict tool wear progression.

Such a technique was applied to optimize different machining operations. For instance,

an RSM was used to formulate a second-order mathematical model that correlated cutting

force and surface roughness with cutting speed and feed rate as significant parameters during

high-speed drilling of Al-Si [134]. In addition, ANOVA analysis was performed to verify the

impact of feed rate on tool wear progression during machining [135]. Similarly, Davoodi et

al. [136] utilized RSM through CCRD to analyze the effect of cutting speed and feed rate on

tool wear progression during the turning of N155 Iron-Nickel-based superalloy. The benefit

of RSM lies in its ability to reduce material cost by utilizing significant interaction terms to

formulate an objective function, however, it is limited to highly correlated and structured data
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for linear regression analysis and a second-order regression model may not fit all machining

data.

Mathematical Search Techniques (MST)

The Mathematical Search Techniques (MSTs) encompass linear, non-linear, and dynamic al-

gorithms used for optimizing an objective function subject to specified constraints, where the

objective and constraint functions are differentiable. Linear Programming (LP) specifically

deals with linear objective and constraint functions, and has been successfully applied to lin-

ear problems of tool performance optimization, such as the selection of the optimal depth of

cut in a multi-pass turning operation to minimize machining cost [137]. Non-Linear Program-

ming (NLP) is capable of formulating multi-variable and multi-objective functions, however it

may not provide an optimal solution for highly complex non-linear or discrete problems, such

as 4-stage machining operations [138]. In such cases, Dynamic Programming (DP) techniques

have proven to be more efficient in solving the limitations posed by LP and NLP. Nevertheless,

MSTs have not been widely employed in the prediction of tool wear progression during the

machining process due to the high cost associated with considering numerous inter-dependent

variables and their relationships, as well as the limitation of MSTs to differentiable problems,

which may not be applicable to some real-life machining scenarios [131].

2.2.2 Evolution Techniques (ET)

Genetic Algorithm (GA)

The Evolutionary Technique (ET) encompasses the use of Genetic Algorithm (GA), Particle

Swarm Optimization (PSO), and Artificial Bee Colony (ABC). GA is the most frequently uti-

lized ET method and facilitates the production of a population of optimal parameters through

the application of reproduction, crossover, and mutation [139]. It creates new generations of

parameters from the initial population or solutions that are obtained through various combi-

nations of process parameters. Prasad et al. [140] applied GA to identify the optimum speed,

feed rate, and depth of cut during turning, and observed that near-optimal tool wear was

achieved at the 33rd generation of iteration. In another research, Gao et al. [141] utilized GA
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to optimize tool wear progression and cutting force by adjusting speed, feed rate, and axial

depth of cut, and concluded that GA was effective in avoiding local optimal solutions for both

single and multi-pass cutting operations. In a comparative study conducted by Sen et al. [142],

the performance of various artificial intelligence meta-modeling tools in predicting flank wear

of TiAlN coated carbide inserts was assessed. The results indicated that Gene Expression Pro-

gramming (GEP), a variant of GA, outperformed Artificial Neural Network (ANN). However,

like any other GA technique, GEP necessitates the prior specification of a suitable approxima-

tion function for linear and non-linear objective functions [143]. The general process of GA is

summarised in Figure 2.7.
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Figure 2.7: The general methodology of GA in TPO
[143]

Furthermore, Multi-Objective Evolutionary Algorithms (MOEAs) hold a crucial position

in discovering multiple Pareto solutions through a single run in order to minimize computa-

tional time. Bouzakis et al. [81] applied MOEA to determine the optimal cutting parameters

for various objective functions in the milling process, and it was observed that the technique

could also be utilized to optimize the performance metrics of multi-objective turning opera-

tions [144]. The Non-dominant Sorting Genetic Algorithm (NSGA) was introduced to attain

true Pareto-optimal solutions [145], thereby alleviating the general weakness of MOEAs in

generating diverse solutions in a single run. However, NSGA was prone to high computa-

tional time and low accuracy in identifying optimal solutions, leading to the development of
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NSGA II which provided more accurate process parameters as compared to NSGA and other

contemporary MOEAs such as Pareto-Archived Evolution Strategy (PAES) [146] and Strategy

Pareto Evolution Algorithm (SPEA) [147]. Yusoff et al. [148] compared NSGA II, Single Ob-

jective GA (SoGA), and MOEA in optimizing MRR and surface roughness through pulse time,

pulse current, flushing pressure, and electrode rotation of die sink EDM, and found that SoGA

converged faster compared to MOEA and NSGA II during optimization, although NSGA II

provided more accurate solutions than SoGA and MOEA. However, the full potential of NSGA

II in optimizing tool performance in the machining operation has yet to be fully exploited. The

general methodology of NSGA II is presented in Figure 2.8 [149].
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Figure 2.8: The principal operation of NSGA II in machining process optimisation
[149]

In order to enhance the effective of GA, hybrid systems are employed to leverage the

merits of various TPO methods and attain a superior optimization capability. For instance,

the integration of ANN (Artificial Neural Network) with NSGA II was utilized to optimize

tool wear, surface roughness, and MRR during the die sink EDM machining operation [150].

Additionally, the hybrid system of RSM-NSGA II demonstrated a superior tool optimization

performance in comparison to the ANN-PSO approach during the turning operation of AISI

52100 steel with CBN (Cubic Boron Nitride) tools [151]. However, one of the primary obstacles

encountered by both MOEAs and NSGA II is the computational complexity [152], particularly

when evaluating the fitness function. To address this challenge, the fitness approximation

technique is utilized in TPO [153]. This entails the usage of the parent fitness function to

estimate the values of the offspring, or selecting the representative through clustering the so-

lutions. Nonetheless, fitting the approximate function does not assure the attainment of an
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optimal solution during TPO, as it restricts the relevance of other solutions that could con-

tribute to determining an optimal tool performance.

Particle Swarm Optimisation (PSO)

To improve the accuracy in TPO, PSO utilizes a swarm of particles equipped with stochastic

velocities to represent optimal cutting parameters that align with the objective function. The

PSO algorithm converges to a global optimum by iteratively adjusting the position of these

particles in the solution space. The efficacy of PSO in predicting tool performance is docu-

mented in [154] and [155]. PSO has been effectively utilized to optimize tool life, dimensional

accuracy, and MRR in electrochemical machining [156], as well as minimizing surface rough-

ness, cutting power, and force in milling operations [157]. To address its limitations in opti-

mizing highly non-linear problems, it was integrated with a Wavelet Neural Network (WNN)

to improve its convergence and prediction accuracy, which was found to be more efficient

as compared to conventional WNN or hybrid GA-WNN models [158]. Despite its advantages

of high speed, simple mathematical operations, and low memory requirements, PSO remains

limited in solving highly complex non-linear and discrete objective functions in machining

operations.

Artificial Bee Colony (ABC)

The Artificial Bee Colony (ABC) algorithm emulates the behavior of a bee colony to optimize

the tool performance by maximizing the objective function, represented as the quantity of

nectar collected by the bees and unloaded at the hive [159]. The employed bees carry out a

greedy selection to locate, memorize and evaluate the quality of food sources, which are then

communicated through a waggle dance. The onlookers select the most advantageous sources

based on probabilistic selection and modify them accordingly. Inferior food sources are aban-

doned and their corresponding employed bees become scouts. The Deb rule, introduced by

Karaboga et al. [159], facilitates the evaluation of the feasibility and cost of infeasibility by

enabling the selection of the lowest cost and most feasible process parameters during tool

performance evaluation. Samanta et al. [160] employed the ABC technique to determine the

best process parameters for EDM and Electro-Chemical Micro-Machining (ECMM) operations.
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The results indicated that the ABS algorithm was particularly suitable for finding the optimal

voltage, electrolyte concentration, and inter-electrode gap, which optimized the Radial Over-

cut (ROC) and Heat Affected Zone (HAZ). However, like GA techniques, ABC is also hindered

by slow convergence, which arises from the selection of the initial population of the machining

parameters.

2.2.3 Soft Computing Techniques

The problem of computational complexity encountered by both conventional and evolution-

ary techniques can be abated by the implementation of Machine Learning in TPO [131]. These

methods encompass, though not restricted to, regression, Artificial Neural Networks (ANNs),

and fuzzy logic models. Regression analysis constitutes modeling of mathematical equations

(linear, non-linear, logistic, multi-variant, etc.), that predicts tool performance through the uti-

lization of input variables such as sensor signals, cutting parameters, and image features. It was

reported to be quicker and more accurate than ANN in predicting tool wear progression under

limited dataset [161]. Due to their simplicity, efficiency, and integrability, regression models

play an essential role in modelling the objective functions when using other TPO techniques

[136]. Thangavel et al. [162] developed a regression model using RSM to predict flank wear

progression using cutting speed, feed, and depth of cut, and the model showed a high per-

formance with a standard estimated error of 0.012 mm. Contrary to findings found in [161],

Gupta et al. [163] discovered that ANN was better than regression and SVM in predicting tool

wear progression.

In general, previous research applied the regression model by assuming tool wear data

can fit a quadratic polynomial function, as presented by [162–164], among others. However,

such modelling works better when the absolute curvature of the response function is already

known or established by experts based on the underlying tool wear behaviour of a particular

machining operation [163]. Such a complexity gets worse when machining superalloys, such

as Inconel 718, where the key descriptors are not easily defined under highly complex wear

mechanisms and failure modes.

Conversely, ANNs employ artificial neurons to learn and extrapolate the trends of wear

behaviour without the need for mathematical models, making it more adaptable and efficient
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for linear, non-linear, and discrete machining operations [165]. Unlike regression models, ANN

eliminates the need for formulating complicated objective functions for intricate tool wear

behavior by employing backpropagation to optimize the neurons’ weights during learning,

thereby effectively adjusting feature attributes to be aligned with tool wear evolution during

machining [166]. This characteristic was utilized to optimize creep feed during the grinding

of superalloys [167], and predict the MRR and surface roughness of abrasive flow machining

[168]. Furthermore, it was established that ANNs have flexible architectures that could easily

integrate with traditional methods to optimize tool performance [169]. For instance, Taguchi-

ANN and Taguchi-regression hybrid models were applied to select the optimal speed, feed, and

axial depth of cut during machining of composites [170]. The hybrid systems were observed

to predict tool performance more rapidly and with greater accuracy than regression models.

Nonetheless, the risk of over or under-fitting issues in ANNs persists if the dataset is inade-

quate, unless the training process is terminated prior to reaching an optimal point, making it

unlikely to achieve optimal solutions for various machining operations [171].

To overcome overfitting issues with small dataset, fuzzy logic models are applied by uti-

lizing the relationship between input features and outputs. This is achieved through a process

referred to as fuzzification, which involves the generation of analytical computations or rules

to relate inputs and outputs [172]. It was used to optimize tool life and cutting efficiency in

surface milling operations through the development of a logical rule-based operator [173].

However, it can be challenging to formulate logical rules with more input features, especially

in the case of multi-variable and multi-objective machining problems. To mitigate this issue,

Fuzzy Logic can be integrated with Artificial Neural Network (ANN) architectures, forming

hybrid systems that can leverage the strengths of both methods to minimize computational

complexity and improve prediction accuracy [172]. One such example is the Artificial Neural

Fuzzy Inference System (ANFIS), which was modelled using features extracted from sound

and force signals to predict flank wear progression during a milling operation and demon-

strated its ability to quickly and accurately predict tool wear [174]. However, the computation

complexity in modelling logical rule operators still persists even in hybrid systems.

Therefore, to combat the high computation complexity for multi-feature modelling in

fuzzy logic, the Support Vector Machines (SVM) algorithm leverages linear functions to cate-
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gorize both structured and unstructured data into a hyper-space [175]. It optimizes the sep-

aration of tool wear features using hyper-planes within a hyper-space [176]. SVM has been

utilized in conjunction with other machine learning models to improve the accuracy of tool

wear prediction, such as an integrated model of SVM, ANN, and Gaussian regression model

to enhance the tool wear monitoring process [177]. Moreover, it was integrated with deep

convolution neural networks to classify tool wear during the machining process [175]. It has

been observed that SVM is effective for unsupervised learning of structured and unstructured

tool wear data, although the challenge lies in selecting an appropriate kernel function and ad-

justing hyper-parameters to enhance the robustness of the trained network [178]. However,

the ”black-box” prediction process created by the lack of efficient hyper-parameters tuning of

SVM can affect the prediction accuracy during machining [176].

2.2.4 Summary of In-Process TPO

One of the challenges is to integrate the TPO techniques into machine settings for the pre-

dictive control of tool wear evolution. Because of this, an in-process Tool Performance Op-

timization (TPO) is commonly used offline to optimize tool wear progression. To that end,

ANN-based and regression-based models were found suitable for predicting in-process evo-

lution of tool wear progression during machining [174]. A summary of TPO techniques and

their respective advantages and disadvantages in predicting tool wear evolution online are

presented in Table 2.1.

Table 2.1: Summary of applying TPO techniques for in-process predictive control of tool wear evolution

MPO Technique Advantage Limitation Application for TPO
Taguchi Saves time and materials Time-intensive Not suitable

RSM Reduces time and cost Time-intensive Not Suitable
MST Simple and accurate Time-intensive Not suitable
SoGA High accuracy NA for multi-objective Not suitable
MOEA Solves multi-objectives computation complexity Not suitable

NSGA II High accuracy Time-intensive Not suitable
PSO Fast convergence NA for multi-objective Suitable
SA fast convergence No repeatability Not suitable

ABC Solves multi-objective Slow convergence Not suitable
Regression Simple and fast Data constraint For large dataset

ANN Fast and robust High overfitting For large dataset
Fuzzy Logic High accuracy High complexity Combine with ANN
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It was observed that most techniques compute optimal processing parameters based on

the final outcome, such as the longest tool life or the lowest wear rate. However, this method-

ology fails to account for the in-process evolution of failure modes and wear mechanisms,

which reveal the sub-optimal cutting mechanism during face milling of Inconel 718. To over-

come this, it is advisable to monitor tool wear evolution at different flank wear stages. The

ideal flank wear progression comprises four stages: initial wear stage, uniform wear stage,

and rapid failure stage (which can also be identified as critical and failure stages), as depicted

in Figure 2.9a. For example, Figure 2.9b [9] illustrates the tool performance at various cutting

speeds and flank wear rates at stages A, B, and C.
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Figure 2.9: (a) Stages of flank wear progression; (b) The VB response with the varying speed at each stage
[9]

Research indicated that the wear mechanisms tend to intensify during the rapid failure

stage, where it is too late to adjust the cutting conditions to prevent rapid tool failure [2]. The

steady wear stage is thus crucial for evaluating failure modes and wear mechanisms before

they propagate to catastrophic failure. At this stage, the tools yield the highest economic

productivity and the lowest flank wear rate [34]. Therefore, if the dominant failure modes and

wear mechanisms are detected during the initial or uniform wear stages, countermeasures,

such as change in process parameters, can be applied to reduce the evolution of failure modes

magnitudes, thereby enhancing tool life extension during face milling of Inconel 718.
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2.3 Tool Wear Monitoring Techniques

Therefore, the predictive control of tool wear evolution can be realized by two key indica-

tors of the cutting mechanism: (1) failure modes detection and (2) VB prediction. The latter

serves as a preventive measure against premature tool failure, whereas the former provides the

micro-structural evolution of wear mechanisms that exacerbate the rate of flank wear evolu-

tion during machining [179]. This is why the deployment of Tool Condition Monitoring (TCM)

techniques is required to monitor the evolution of VB and failure modes, enhancing the in-

process TPO during face milling of Inconel 718. To improve the performance of tools, TCM was

utilized to predict and control tool wear progression during machining. TCM diagnosed the

magnitudes of failure modes to provide the causative mechanisms of the sub-optimal cutting

mechanism. Currently, the predominant techniques employed in TCM include physics-based

models, indirect methods of sensors, and direct methods of machine vision systems. Figure

2.10 illustrates a general TCM approach during the machining of Inconel 718.
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Figure 2.10: Attributes and limitations of TCM techniques during CNC milling of Inconel 718

2.3.1 Physics-based Models

Physics-based models apply the fundamental laws underlying the relationship between inputs

and outputs. These models depict the physical behaviour of tool wear evolution based on the

statistical change in the process parameters. The widely employed physics-based model is
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’Taylor’s tool life’ [180]. It is pre-eminently utilized to anticipate tool life (Tc) by taking into

account modifications in process parameters. The model is derived on the assumption that

process parameters are the significant indicators of tool life, with the cutting speed (Vc) being

the most critical parameter affecting tool wear progression when other input conditions are

kept constant (C and n), as outlined in 2.1. In this scenario, its robustness is established based

on the positive correlation between flank wear depth (VB) and cutting speed. Over time, the

model was expanded to include other process parameters, such as the feed rate and depth

of cut, thereby examining the synergistic impact of process parameters on tool life during

machining (2.2).

VcT
n
c = C (2.1)

VcT
n
c(ext)f

m
t arpH

q = KT n
c(ref)f

m
t(ref)a

r
p(ref)H

q
ref (2.2)

Where T(c(ext)) is the predicted tool life, ft is the feed/tooth, ap is the axial depth of cut,

H is the material’s hardness, and (ref) is the reference value. The values of m, r and q are

exponential coefficients experimentally determined using a set of tool wear data by applying

equation 2.3, which is linearly presented by logarithmic transformation using equation 2.4.

Text = CV kamf l
t (2.3)

lnTc(ext) = log C + klog V +mlog a+ l log ft (2.4)

Where Vc, ap, and ft are cutting speed, depth of cut, and feed/tooth. Although Taylor’s

model primarily focused on cutting speed, other physics-based models indicate the depth of

cut and tool geometry as crucial parameters that can predict tool wear progression during

machining. For instance, Lu et al. [181] employed a FEM using Usui’s model, in which tool

geometry and axial depth of cut were pivotal indicators of tool life during the micro-milling of

Inconel 718 using 2-flute, PVD-TiAlN coated tungsten carbide tools. By utilizing the features

of tool geometry and axial depth of cut, the model achieved a tool life percentage error of
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12.12% when measured against the conventional methods. Furthermore, the power-law model,

specifically Paris law, was also utilized to model tool wear progression by monitoring crack

growth and propagation to reveal the critical point of tool failure during machining [21, 105,

182]. However, these models do not consider the synergistic impact of process parameters on

wear mechanisms when predicting tool life during machining.

To address these constraints, statistical methods were developed by considering the im-

pact of interaction terms on tool wear evolution. One such technique is Response Surface

Methodology (RSM) [164], a TPO technique, which utilizes the combinations of critical pro-

cess parameters through the regression equivalence of input-output relationships to express

tool wear progression as a second-order polynomial function. However, the efficacy of such

modeling techniques is contingent upon the knowledge of the absolute VB curvature, which

is derived from a known correlation between the flank wear and process parameters [163].

However, if the VB profile is not well-defined due to high complexity in wear mechanisms

and failure modes evolution, the development of such models becomes more challenging. As

a result, physics-based or analytical models, whose coefficients are restricted by specific ranges

of process parameters, may not accurately extrapolate the VB profile under the unknown cut-

ting conditions. This limitation renders them unreliable for real-time prediction of tool wear

evolution during face milling of Inconel 718 as the key parameters are not easily defined due

to complex flank wear morphology.

Although physics-based models necessitated the utilization of limited dataset, the coef-

ficients derived from these models are only valid within the vicinity of the training dataset

[21]. As a result, these coefficients are not robust enough to extrapolate the VB profile under

unknown cutting conditions. Additionally, the rapid evolution of failure modes, which cause

stochastic tool wear evolution, may result in an uncontrollable input feature, which may not

accurately predict tool life during machining [20]. Hence, there is a need to utilize data-driven

models in TCM, which are derived from empirical observations made during the physical ex-

periment. These techniques can be applied indirectly by using sensors or directly by using

machine vision systems.
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2.3.2 Indirect Sensor-based Technique

Indirect TCM methods utilize force, vibration, acoustic emission, current, power, and sound

signals to monitor the progression of tool wear during machining operations. Research has

established a positive correlation between changes in sensor signals and the evolution of tool

wear [183].

Vibration

Vibration signals are captured using accelerometers that detect changes in the time-domain

and frequency-domain responses caused by tool wear progression during machining. For in-

stance, an accelerometer was affixed to the tool holder to gather time-domain responses, which

were utilized to predict tool wear progression during machining [184]. Unlike frequency-

domain features, it was discovered that time-domain features were more vulnerable to cutting

conditions such as variations in speed or feed rate, rather than tool wear evolution [185]. Be-

cause of this, time-domain signals are converted to frequency-domain using either the Fourier

transform spectrum or the Hilbert-Huang transform, in order to identify reliable signatures

that correlate with tool wear progression [186]. A sharp increase in frequency amplitude

indicated a rapid increase in the wear rate [187]. However, accelerometers are limited to a

specific range of cutting speeds due to their sensitivity to high frequency amplitudes, and

are susceptible to noise signals originating from material properties, background noise, CNC

environments, such as flood coolant, and sensor position [188, 189].

In addition to accelerometers, vibrometers and microphones have also been utilized to

assess the continuous change in vibration signals due to tool wear evolution during machining.

For instance, Rao et al. [190] employed a Laser Doppler Vibrometer (LDV) to quantify the

variations in frequency amplitudes that positively correlated with the progression of tool wear

during the turning of AISI1040 steel. Similarly, Weingaertner et al. [191] utilized a PCB 377A02

microphone to identify real-time changes in the acoustic signals that were correlated with tool

wear evolution during machining. Unlike accelerometers and vibrometers, the microphone’s

audio frequency range was deemed more reliable in detecting vibration signals under dry

cutting conditions.
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Force

The cutting force signals can be obtained through the use of dynamometers [192], and pro-

cessed to identify feature attributes that are correlated with tool wear progression during ma-

chining [193]. However, the integration of dynamometers in a production line is challenging

and not cost-effective, restricting their applications for most machining operations. In addi-

tion to dynamometers, magnetic sensors have been employed to measure the change in the

torque signals of a rotating spindle, in correlation with tool wear progression during machin-

ing [194]. Nonetheless, the deployment of torque sensors often results in elevated heat, which

negatively impacts their sensitivity during data acquisition. To mitigate this issue, the com-

pensation of heat can be accomplished, enabling the extraction of the desired features from

signals through the utilization of alternative methods, such as strain gauges, which specifically

target stationary tools in turning operations [195].

Furthermore, the utilization of internal sensors for monitoring force signals that cor-

respond with tool wear progression during machining is widely used in TCM. This method

employs the integration of servo motors with current sensors for load regulation, wherein the

cutting force and torque signals are computed by analyzing the armature current within the

spindle motor. An illustration of this is demonstrated by Altintas et al. [196], who analyzed

tool wear progression through the examination of current signals and determined that it is

the most cost-effective technique of monitoring tool wear progression, as it requires no ex-

ternal connections for acquiring signals. Furthermore, in certain modern CNC machines, the

load of the spindle is depicted on the control panel, thus streamlining the signal acquisition

process. Nevertheless, it was established that integrating torque with other sensors signals is

more effective as compared to the single-sensor TCM approach. For instance, the combina-

tion of torque and vibration signals enhances the prediction accuracy, although it necessitates

the deployment of complex data processing techniques for extracting relevant features that

correspond with tool wear progression [197].

Apart from dynamometers and torque signals, the utilization of cutting power to monitor

tool wear progression during machining has been widely studied and implemented in the field

of TCM. The cutting power, being proportional to the shear force applied by the tool on the

primary and secondary shear zones, serves as a direct indicator of the tool performance and
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provides valuable insight into the cutting operation [198, 199]. Furthermore, the power source

in most cases is integrated into the CNC machine, such as the generator, power panel, or

control unit, thereby simplifying the process of acquiring tool wear signals [200]. However,

it is noteworthy that the extraction of cutting force from power signals is more susceptible

to variations in process parameters as compared to direct force obtained from dynamometers

or torque sensors [201]. Consequently, the cutting power is typically used for detecting tool

breakage under constant process parameters [202].

Sound and Acoustic Emission

Acoustic Emission (AE) is the propagation of sound waves in three zones of the machining

process: the primary shear zone (resulting from chip formation), the secondary shear zone

(resulting from friction between the cutting tool and chips), and the tertiary shear zone (result-

ing from friction between the flank face and workpiece material) [203]. AE boasts a superior

signal-to-noise ratio at low depths of cut, making it a superior method for online TCM [204].

Additionally, AE provides highly precise feedback of tool wear signals, making it a viable op-

tion in micro-milling applications, particularly when compared to force and vibration sensors

[205, 206]. However, AE’s strong signal-to-noise ratio also leads to signal errors during tool

wear analysis, necessitating a complex feature extraction process [60, 66]. To overcome this

challenge, researchers have utilized microphones with high-frequency capability to capture

changes in tool wear signals during machining. For instance, a BK 4165 microphone was used

to detect AE signals related to tool wear progression during turning of AISI 8620 steel [207].

A 12-bit data acquisition board with a 100kHz sampling rate was used to collect the neces-

sary tool wear signals. Furthermore, the microphone’s high sensitivity to chatter allowed it

to monitor tool wear progression during high-speed milling, as it detected large frequency

amplitudes in comparison to vibration signals.

AE can also be scrutinized through the medium of acoustic waves. As demonstrated

by Tekner et al. [208], the machinability of AISI 304 stainless steel was assessed through

the examination of tool wear progression via acoustic waves. However, a decrease in sound

pressure was observed to amplify noise signals, necessitating the deployment of sophisticated

filtration methods to extract valid features that were congruent with tool wear progression.



Chapter 2. Tool Wear Monitoring Techniques 41

In this regard, it was observed that methods such as Singular Value Decomposition (SVD),

Fast Fourier Transform (FFT), and Hidden Markov Model (HMM) could be utilized for feature

selection and dimensional reduction, as highlighted in works by Lu et al. [209] and Prakash

et al. [210]. Except for SVD, the FFT and HMM techniques were used to extracted features

from tool wear signals acquired above 10kHz frequency [88] with noise frequency below 2kHz.

Thus, it can be inferred that acoustic signals are not as trustworthy as force, vibration or AE

sensors in extrapolating tool wear progression.

Recent challenges while using the indirect methods of sensors

Despite their ability to provide continuous and adaptive monitoring of tool wear progression

through real-time data acquisition, sensors face a substantial challenge in detecting unsta-

ble wear mechanisms and failure modes, which are crucial indicators of suboptimal tool per-

formance. Additionally, indirect TCM necessitates convoluted data processing techniques,

thereby restricting their feasibility for simple diagnostic analysis, such as identifying tool

breakage and VB levels. Hence, there is a need to implement methods that can both predict

flank wear evolution and detect the magnitudes of multiple failure modes during machining.

Tool wear images have the potential to furnish such vital information, thus making machine

vision systems indispensable in TCM.

2.3.3 Traditional Methods of Machine Vision TCM

The limitations of both physics- and sensor-based TCM prompted the implementation of ma-

chine vision systems. While these techniques may not be suitable for ”real-time” applications,

they offer a more accurate method of diagnosing wear mechanisms, failure modes, and flank

wear rate. Given the paramount importance of achieving the predictive control of tool per-

formance during TCM, the significance of utilizing machine vision is underscored due to its

high accuracy in achieving the qualitative and quantitative understanding of the mechani-

cal and microstructural features that attribute to flank wear evolution during machining. It

is achieved by monitoring the evolution of dominant wear mechanisms, failure modes, and

flank wear rate with a high degree of precision and accuracy. By understanding the evolution

of these diverse features, machine vision is imperative in identifying the causative mecha-
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nisms that offer insightful solutions to minimize the risk of uncontrolled tool failure during

CNC milling of Inconel 718 [211, 212].

Additionally, by measuring the progressive VB using optical microscopes and Toolmaker,

just to mention a few, machine vision predicts the failure criteria and Remaining Useful Life

(RUL) prior to tool replacement, as specified by the ISO-8688-1 standard [12], also depicted

in Figure 2.2. To implement this, the machining process is temporarily interrupted, and the

tools are detached from the cutter for subsequent diagnosis via Scanning Electron Microscopy

(SEM) and Energy-Dispersive Spectroscopy (EDS) to identify the dominant wear mechanisms

and failure modes [2]. According to previous studies, scanning through SEM/EDS revealed

abrasion, adhesion, diffusion, attrition, and oxidation as prevalent wear mechanisms that ac-

celerate flank wear during machining [34, 213]. These wear mechanisms give rise to uncon-

trolled failure modes, which can as well be observed using SEM/EDS, Optical Microscopes

(OM), and X-ray Diffraction (XRD) techniques, as depicted in Table 2.2.

In addition, tool-maker, and optical microscopes are deployed to measure the magnitudes

of various failure modes, such as flank wear depth (VB), chipping width, and crater depth,

thereby establishing the criteria for tool failure during machining [12]. As a result of their

precision in detecting and estimating the magnitudes of failure modes, they are frequently

utilized in conjunction with various Tool Performance Optimization (TPO) techniques to de-

termine the optimal cutting parameters during machining processes. For instance, SEM was

utilized to diagnose tool wear mechanisms, supplementing Response Surface Methodology

(RSM) in determining potential process parameters that improved tool performance during

machining operations [225]. Additionally, the literature has established various cutting solu-

tions that can effectively mitigate the rapid evolution of wear mechanisms and failure modes

across a wide range of machining applications [211, 212].

However, despite their ability to extract essential features, conventional methods are

plagued with a high processing time, reliance on human observation, and an elevated cost

of tool wear inspection. To avoid excessive time and costlier determinants, these methods are

applied at the end of tool life and not during the machining process, thus providing insuffi-

cient information regarding wear mechanisms and failure modes evolution. Additionally, the

high dependence on human expertise in tool wear characterization limits the application of
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these methods to unskilled machinists. However, with advances in computer vision technol-

ogy, high-speed industrial cameras, and artificial intelligence, the implementation of cyber-

physical Machine Vision-based Tool Condition Monitoring (MV-TCM) systems can mitigate

the challenges posed by conventional methods, as demonstrated by several studies, includ-

ing [25, 50, 226–231]. Moreover, the deployment of AI in MV-TCM can simplify tool wear

characterization for non-skilled personnel during machining operations.

2.3.4 On-Machine Vision-based TCM (MV-TCM)

The online MV-TCM system comprises three key components: image acquisition, features

extraction, and tool wear analysis [232, 233].

Tool Wear Image Acquisition

Image acquisition is executed through the deployment of CCD or CMOS cameras within the

CNC milling environment, as illustrated in Figure 1.1. An overview of the existing literature

pertaining to the image acquisition process can be found in Table 2.3. It was noted that the

implementation of industrial cameras is challenging due to the presence of coolant splashes

and swarf, which constrain the potential installation areas of cameras within the CNC milling

environment [234]. If the camera is installed on a wrong position, the resultant images contain

excessive blurriness, distracting the spatial resolution of features critical to the failure modes

detection during MV-TCM [25]. To mitigate the impact of smearing, researchers have resorted

to either dry cutting or minimum quantity lubrication, as indicated in Table 2.3. However, the

utilization of dry cutting during milling of Inconel 718 is not a viable option due to the excessive

heat, friction, and thermal wear mechanisms, which accelerate tool degradation. Thus, there

is a need to develop an imperative MV-TCM system capable of resisting the deluge cooling

conditions encountered during CNC milling of Inconel 718.

Features Extraction

After data acquisition, the extraction of features is as well a crucial aspect of the MV-TCM

system, as it facilitates the dimensionality reduction and selection of robust features, which

correlate with tool wear progression during machining. This stage involves the implementa-
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tion of image processing techniques to eliminate noise and extract features that quantify the

progressive change in tool wear during machining. For instance, Duan et al. [255] integrated

the level set and histogram contour segmentation to effectively eliminate extraneous noise re-

sulting from smearing during machining. Furthermore, alternative methods such as morpho-

logical reconstruction, canny edge detection, and variation level-set segmentation were found

to be effective in extracting geometric features, including area, average width, and perimeter

of the wear region, to represent the progression of flank wear during machining [37, 256]. A

synopsis of the image processing and feature extraction techniques used in MV-TCM can be

found in Table 2.4.

Furthermore, the triangulation Stereography was employed for the extraction of features

correlating with the progressive change in flank wear and crater depth [245]. The method

proved inadequate in quantifying the tool wear progression of grooved inserts, particularly

with regard to varying flank and crater wear depths. To address this limitation, interpolation

and search techniques were implemented to enhance image focus at various wear depths and

extract robust features, thereby increasing the accuracy of the predicting the progressive VB

and crater wear during MV-TCM analysis [260]. Nevertheless, the majority of research utilized

threshold segmentation for feature extraction, which presumes a bimodal characteristic of the

image, comprising two separate regions demarcated by a definite boundary [261]. However,

real-time tool wear images often contain more than two regions, particularly during machining

of Inconel 718 where failure modes such as chipping, notching, BUE, and flaking complicate

feature patterns [262, 263].

Subsequently, the utilization of textural, fractal, and Fourier transform analysis circum-

vents the complexity posed by the multi-modal characteristic of tool wear images. For in-

stance, Kerr et al. [251] employed histograms, the Gray Level Co-occurrence Matrix (GLCM),

fractal analysis, and Fourier spectral analysis to extract textural descriptors of tool wear pro-

gression in end milling operations. Additionally, Li et al. [241] employed the GLCM, watershed

transform, and Markov random field segmentation techniques to extract entropy and average

grey-level pixel values from small wear regions to evaluate tool wear progression during ma-

chining. However, the consistency of GLCM features can be influenced by the extent of failure

depths, which create complex textural properties in the wear region. Consequently, research
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has highlighted the significance of considering a variation in wear depths when extracting tex-

tural features for tool wear analysis [249]. It was discovered that image processing techniques

like singular value decomposition, tensor decomposition, principal component analysis, frac-

tal analysis, and deep learning, which simplify the reduction of dimensionality, filtering of

noise, and extraction of features, can be fully leveraged by most MV-TCM techniques. Hence,

further research is needed to assess the viability and suitability of these techniques in MV-TCM.

Tool Wear Analysis and Prediction

Meanwhile, the extracted features are subjected to machine learning-based analysis, includ-

ing the utilization of artificial neural networks (ANNs), support vector machines, fuzzy logic

algorithms, and regression models, with the aim of predicting the progression of tool wear

evolution during machining. These algorithms are contingent upon numerical features to pre-

dict the extent of failure modes, such as progressive VB, build-up edge (BUE), chipping width,

and crater depth, as depicted in Figure 2.11. The implementation of machine learning-based

MV-TCM has emerged as a crucial aspect in optimizing tool wear due to its efficient predic-

tive capacity. As an illustration, a Wavelet Neural Network (WNN) was implemented in a

study by Ong et al. [50], combining the multi-scale wavelet transform and ANN to predict

flank wear during end milling operation. It utilized parameters such as speed, feed, depth of

cut, and image features to exhibit superior accuracy as compared to Deep Multi-Layer Neu-

ral Network (DMLNN), Radial Basis Function Neural Network (RBFNN), and RSM. However,

the authors recommended that optimizing the illumination conditions of the MV-TCM system

could improve the image focus during acquisition, as well as features extraction.

Geometric properties


Textural Features


Fractal features


Prognostic analysis

VB


Crater width

BUE area


BUE volume

BUE height


Chipping width

1 1

2
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Figure 2.11: Tool wear prediction using image processing and classical neural networks
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Furthermore, Chethan et al. [264] established a correlation between AE signals and image

features, with the aim of evaluating the impact of machining parameters on the progression of

flank wear. In their approach, they employed theAERSM ,AECOUNT , wear area, and perimeter

as the descriptors of tool wear. The Taguchi methodology was then employed to determine

the optimum cutting speed, feed, and depth of cut that minimized the flank wear progression.

Some researchers also posited that the MV-TCM affords a more precise prediction of tool wear

evolution as compared to conventional methods. For instance, Zhang et al. [242] noted that

the detection of wear edge points in a ball-end milling through the extraction of sub-pixels

from the cutting edge of the tool was more accurate than the traditional SEM measurement.

In another research, Ponce et al. [38] applied an MV-TCM system to detect the evolution

of failure modes via automatic segmentation, thereby predicting the changes in area, thick-

ness, and volume of the BUE, as depicted in Figures 2.12a and 2.12b. Among the all, the BUE

thickness decreased with an increase in cutting speed for all values of ADOC (Figure 2.13a).

As such, there was no correlation between the progressive wear area or BUE volume with

cutting speed and feed rate (Figures 2.13b and 2.13c). Therefore, the best cutting speed was

selected based on the BUE thickness, rendering it one of the critical metrics of tool perfor-

mance during machining. Nonetheless, the issue of MV-TCM not being enhanced to predict

the magnitudes of multiple failure modes still persist. As depicted in Table 2.2, the multiple

occurrence of failure modes is a crucial indicator of sub-optimal tool performance, and can be

utilized to generate informed decisions on the choice of process parameters and tool grades,

particularly when milling Inconel 718 [112].

(a) (b)

Figure 2.12: Presentation of adhesion wear: (a) different tool orientation; (b) digital measurement of tBUE
[38]
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(a) (b)

(c)

Figure 2.13: The graphical modelling of abrasion particles prediction: (a) tBUE; (b) Area; (c) Volume
[38]

Recent challenges faced by MV-TCM and the proposed solution

As demonstrated by Tables 2.3 and 2.4, MV-TCM is still in its fledgling stage, relying on clas-

sical image processing techniques to extract geometric and textural features. However, these

techniques are unreliable in the presence of multiple failure modes due to multi-modal char-

acteristic and poor spatial resolution of tool wear images [25]. Therefore, there is a need to

augment MV-TCM through feature engineering and deep learning techniques. Feature en-

gineering encompasses advanced noise filtering methods, dimensionality reduction, and fea-

tures selection, which can be leveraged to predict progressive VB. Deep Learning (DL), on the

other hand, emphasizes on image super-resolution to extract high-level.

2.3.5 Enhancing MV-TCM with Feature Engineering

The application of classical image processing techniques, such as segmentation and edge de-

tection, is predicated upon the bi-modal characteristic of the images, assuming the presence of
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two distinct regions (wear region and background). However, the configuration of online tool

wear images is often more complex, particularly during dry cutting superalloys, where heat,

chipping, notching, BUE, catastrophic failure, and flaking can disrupt the wear region’s pixel

distribution and feature patterns. To mitigate this complexity, textural, fractal, and Fourier

transform analysis were utilized to provide spatial variation of the pixel distribution, regard-

less of the multi-modal characteristic of tool wear images. Despite the promise of these tech-

niques, their full utilization in in-process MV-TCM was limited by the high computational

cost, which is time-intensive for real-time application.

In response, online MV-TCM can utilize alternative pattern recognition and feature ex-

traction techniques, such as Principal Component Analysis (PCA), Singular Value Decompo-

sition (SVD), and tensor decomposition, to avoid the complexity of textural analysis and auto-

matic segmentation on multi-modal tool wear images. PCA, for example, is a feature mining

technique that can be used for dimensionality reduction and was utilized for pattern recogni-

tion in face detection and image compression [157, 265], with the advantage of low sensitivity

to noise, low capacity, and low memory usage during online deployment [266]. Addition-

ally, PCA utilizes an unsupervised learning technique [267, 268], which can eliminate human

involvement in the selection of reliable feature attributes, making it an ideal candidate for MV-

TCM. SVD, on the other hand, considers an image as a 2-D matrix and factorizes the matrix

into a left singular matrix, a right singular matrix, and singular values [269]. It isolates the

noise component orthogonal to the data signal subspace by reconstructing the dominant fea-

tures of an image [270, 271], enhancing the resolution of tool wear images and enabling the

extraction of reliable feature attributes for tool wear prediction during MV-TCM, as illustrated

in Figure 2.14 (a).

Furthermore, a series of tool wear images during in-process MV-TCM forms a 3-D ten-

sor, representing time-series image data of tool wear progression [242]. In such cases, tensor

decomposition, in the form of Higher-Order SVD (HOSVD), can be used to accelerate the fea-

tures extraction process on time-series image datasets during MV-TCM. HOSVD applies the

same principles of SVD, but this time, the singular values are presented as a 3-D core tensor,

as shown in Figure 2.14 (b), and can be utilized to denoise and watermark tool wear images,

filtering noise to enhance the resolution of the wear region. In conclusion, PCA, SVD, and
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Figure 2.14: Image decomposition using (a) SVD and (b) HOSVD (Tucker) to extract feature patterns
during MV-TCM analysis

tensor decomposition can be utilized to extract statistical features from tool wear images to

train machine learning models for more accurate flank wear prediction with limited datasets

during MV-TCM.

2.3.6 Enhancing MV-TCM with Deep Learning

The advent of Deep Learning (DL) provides a solution for handling big data in various appli-

cations, including computer vision [272]. Due to its robust architecture, it was widely utilized

for facial recognition, object detection, and image super-resolution enhancement. The archi-

tecture of DL enables the use of built-in convolution layers for feature extraction from input

images [272], thus reducing the complexity of selecting prevalent features for MV-TCM ap-

plication. Serin et al. [29] posited the utilization of big data obtained from sensors in the

implementation of Deep Learning (DL) architectures, encompassing CNN, Deep Multi-Layer

Neural Networks (DMLNNs), and Recurrent Neural Networks (RNNs), for TCM application.
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Nonetheless, the present corpus of research concentrates on the utilization of DL in MV-TCM,

a facet that has not been thoroughly reviewed since the evolution of new DL architectures for

computer vision application. The various DL techniques that have been applied to computer

vision applications are summarized in Table 2.5.

Among the DL architectures, the CNN is highly effective in carrying out computer vision

tasks, particularly in the areas of object detection and classification [293]. However, their ro-

bustness is contingent upon having large data, which can pose a challenge in the context of

in-process MV-TCM, where the availability of tool wear datasets is limited. To address this,

researchers have devised a way to leverage the strengths of CNNs by implementing transfer

learning, which involves utilizing pre-trained CNNs to extract high-level features for train-

ing smaller ML models, such as regression models, classical ANN, and SVM. A study that is

pertinent to this context employed convolution auto-encoders to extract high-level features

from tool wear dataset for the purpose of classifying types of wear observed on PVD and

CVD-coated carbide inserts during CNC milling of Inconel 718 [46]. Although this model

demonstrated an average precision of 96.2% for classifying different types of tool wear, such

as flank wear, rake face wear, tool breakage, and adhesion wear, its performance was lower

than that of VggNet-16, which was deemed efficient for MV-TCM applications. However, the

model was not equipped to detect multiple failure modes on the same flank wear region.

when machining Inconel 718, research has indicated that the flank wear region is a dom-

inant determinant of tool failure [294]. In this scenario, it is imperative to localize multiple

failure modes on the flank wear region before applying DNN, and certain obstacles must be

addressed in the process. The foremost challenge is acquiring a sufficient quantity of flank

wear images with a diverse array of failure modes on the flank wear region. Adequacy is con-

tingent on two factors: (1) the diversity of failure modes to ensure the quality of the dataset

and (2) the size of the dataset. The former can be resolved through appropriate selection of

cutting tools. Selecting tools with exceptional properties, such as high hardness, toughness,

thermal stability, and chemical stability, may not necessarily be the optimal strategy as the

dataset could be unduly biased towards a single type of failure mode, such as uniform flank

wear. Thus, the ability to encounter different wear mechanisms under the combined effect of

various processing conditions is the ideal criterion for selecting cutting tools. The complexity
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of failure modes within the training dataset can enhance the robustness of DNN models.

On the other hand, the creation of large datasets for MV-TCM poses a significant chal-

lenge. To generate such a diverse dataset, various cutting conditions must be implemented

during the experiment. This approach entails a significant losses in terms of material cost and

duration of the experiment. To mitigate this challenge, the application of Generative Adversar-

ial Networks (GANs) presents a viable alternative. GAN leverages the power of unsupervised

learning to analyze the failure patterns in a dataset, enabling the creation of additional images

with similar features [290]. It is composed of two key components: the generator and the

discriminator. The generator is responsible for producing the images, while the discriminator

classifies these images as either genuine or fake by comparing them to the original dataset

[44], as shown in Figure 2.15. As the generator continues to optimize its performance to min-

imize the dissimilarities between the generated and real images, the discriminator improves

its capacity to distinguish them. This persistent adversarial game can propel the GAN to learn

and generate high-resolution images of tool wear data. In this manner, GANs can present a

feasible solution for expanding small datasets in MV-TCM, thereby streamlining the time for

experiments while conserving resources.

Binary Classification 
(Compar ing real anf 

fake images)

Or iginal 
Dataset

Image Analysis by a 
Discr iminator CNN Model

Image Generation by a 
Generator CNN Model

Randomly 
selected 
Training 
Images

Randomly 
selected Real 

Examples

Generated 
Examples of 

Images

Plausible 
Image Dataset

Figure 2.15: The architecture of GAN which can generate image examples

The principal challenge encountered by the online MV-TCM pertains to the detection of

failure modes in the same flank wear region, which encompasses three critical aspects, namely

localization, classification [295], and human evaluation capability [296]. Thus, the overarching

objective of tool wear detection is to locate the failure mode within an image (localization),

categorize it based on its predominant features (classification), and accurately label its class
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(human evaluation capability). However, this pursuit is beset by several complications, in-

cluding variations in wear depth, poor resolution of tool wear images, and changes in failure

patterns during CNC milling of Inconel 718.

In this case, Regional-based Convolution Neural Network (R-CNN) exhibits a remarkable

aptitude for learning complex features from Regions of Interest (ROI), as demonstrated in

[272], making it a credible solution for MV-TCM failure modes detection. By delineating a

bounding box around each failure mode, R-CNN can extract and evaluate the scores of each

feature map [295]. Subsequently, a non-maximum suppression can be utilized to eliminate

the class labels with low scoring metrics below predetermined threshold values [297]. More

details of R-CNN techniques are presented in section 2.3.7. Meanwhile, some of the popularly

known R-CNN architectures include fast R-CNN [47], faster R-CNN [292], and You Only Look

Once (YOLO) [298]. It is crucial to note, however, that the reliability of R-CNN is contingent

on the size of the training dataset, hence its ability to extrapolate failure modes beyond the

features scope in the training data may be limited.

To address this deficiency, an alternative architecture known as Reinforcement Learning

(RL) can be employed to detect failure modes during machining. Deep Reinforcement Learning

(DRL) leverages CNN structures to generate feature maps, which are utilized to train an RL

[299]. This combines the DL perception and the sophisticated automation of RL to create

an AI system that mimics human ability to learn, predict, and make decisions in a complex

machining environment [300]. DRL was utilized to determine the precise location of objects

in an image [301], which can be applied to detect the exact location of failure modes on the

flank wear region. It can also enhance object segmentation by directing an agent to follow the

contour edge around the wear region [302]. While the task of detecting failure modes in MV-

TCM may pose significant challenges, the capabilities of DRL can be harnessed to automate

wear region segmentation and provide real-time detection of failure modes even with varying

processing conditions.

The final challenge pertains to the inductive reasoning aspect, which deciphers the inter-

relationships between synergistic failure modes and wear mechanisms. As previously outlined

in Table 2.2, the predominant failure modes can be used to determine the wear mechanisms

during machining. In this context, MV-TCM can make use of the inductive reasoning capabil-
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ities of ML to streamline decision-making for non-expert machinists during in-process wear

characterization phase. The current state-of-the-art architecture for inductive reasoning is

the Graphical Neural Network (GNN). It can exploit the existing relationships between fail-

ure modes to predict concealed information, such as tool wear mechanisms or other causes of

rapid tool failure [303].

Recently, a Graphical Convolution Network (GCN) was employed to build a knowledge

graph of a framework position and speed-dependent dynamics of tool-tips based on vibration

signals [291]. A multilayer perceptron (MLP) was utilized to learn the adjacent matrix of

the knowledge graph. By leveraging features and graph networks, a semi-supervised GCN

was trained to propagate crucial features from labeled to unlabeled samples, thus enabling

the prediction of tool-tip dynamics. Although this research was not specifically focused on

MV-TCM, it exemplified the applicability of the GNN model for real-time tool wear detection

during machining. Similarly, failure modes can also be presented in a graph network as nodes

connected by their respective attributes, such as location, neighboring edges, boundaries, and

colour, as shown in Figure 2.16. Such an idea can be enhanced by precisely defining the super-

subordinate, positive, and negative relations that transmit significant information between

related nodes [304]. Other ML techniques like Faster R-CNN can then be used to extract and

propagate different features between the nodes [292], which can then be aggregated by the

Point-GNN to create a knowledge graph for MV-TCM application.
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Figure 2.16: An example of a trained GNN model that can predict failure modes

However, it was observed that developing the semantic relationships of diverse failure

modes requires the utilization of different workpiece materials and cutting tools. For instance,
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coating grades of most cutting inserts, such as PVD, CVD and ceramics, possess diverse con-

figurations and color, which are also salient features extracted in the first layers of CNN ar-

chitectures [305]. On the other hand, the metallurgical attributes of the workpiece material

can impact the type of failure modes during machining. For example, when processing ductile

metals, including Aluminium and low-alloy steel, most tools predominantly exhibit Built-Up

Edge and uniform flank wear [37, 259], whose features can easily be discerned at the tool’s

flank face. Nevertheless, identifying features that differentiate failure modes during process-

ing of high-performance alloys is onerous [224].

When machining superalloys such as Inconel 718, tools are prone to complex failure

modes, including progressive chipping, flaking, notching, coating delamination, and others

[223]. These features are difficult to identify on the tool’s cutting edge and necessitate the

expertise with extensive knowledge in tool wear characterization. However, if the training

dataset contains ample examples of features associated with each failure mode, the model

can be trained to predict multiple failure modes on the same flank wear region. Therefore,

by incorporating well trained R-CNN variants in MV-TCM, the system is adept at detecting

the magnitudes of failure modes that attribute to rapid flank wear rate during face milling of

Inconel 718.

2.3.7 Enhancing MV-TCM with Real-Time Detection Networks

In the meantime, CNN serves as a preeminent paradigm for features extraction, showing a

more remarkable precision as compared to its antecedents, such as Gray Level Co-occurrence

Matrix, Voronoi Tessellation, and Support Vector Machine (SVM) [306]. Nevertheless, the

classical CNN models are deficient in encoding the spatial location of objects within the same

region, thereby restricting its application to single-object classification, such as tool breakage,

region-based failure modes, and VB levels. As of 2023, there appears to be no instance of

in-process detection of magnitudes of multiple failure modes on the same flank wear region

to reveal the extent of wear severity during face milling of Inconel 718. To achieve this, the

R-CNN variants can be implemented for MV-TCM application. Figure 2.17 exemplifies how

R-CNN can be employed for the real-time detection of failure modes.

Regional-based Convolution Neural Network (R-CNN) demarcates regions within an im-
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Figure 2.17: An illustration of Failure modes detection using R-CNN architecture during CNC milling of
Inconel 718

age based on predefined kernels and then utilize convolution layers to extract high-level fea-

tures from each sub-region. These features are then leveraged to detect objects present within

the regions. However, generating and convolving feature maps within sub-regions of the en-

tire image requires a substantial amount of computational power and processing time, ren-

dering classical R-CNNs unsuitable for MV-TCM applications. To address this issue, Fast

and Faster R-CNN models were developed, whose network architectures were reconfigured

to compress the image prior to generating sub-regions, thus reducing the overall processing

time [47]. For instance, Fast R-CNN was utilized in the real-time detection of pedestrians with

a processing time of 3s [307]. On the other hand, Faster R-CNN was employed in the detection

of apples in dense-foliage fruiting wall trees, achieving an accuracy of 87% with a processing

time of 0.182s [308]. Although Fast and Faster R-CNNs improved processing speed, compu-

tational complexity still posed a challenge. To address this, a Single-Shot Detector (SSD) was

developed, which employs grid cells instead of sub-regions, thereby simplifying the network

architecture and reducing computational power during real-time detection [309]. However,

this approach is limited in detecting large objects with anchor box-scales greater than [0.1,

0.2, 0.5, 1.0] or image size of at least 300× 300 pixels, which is a potential limitation for small

scale objects, such as failure modes detection during MV-TCM.

The challenge of detecting small objects was addressed by introducing a novel R-CNN

variant called You Only Look Once (YOLO). Despite having a network architecture comparable

to Faster R-CNN, it can traverse an image without dividing it into sub-regions, at the same time

assigning coordinates to bounding boxes to localize and classify them into distinct categories

[282]. This capability results in a substantial decrease in computational power and processing
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time, rendering YOLO more dependable than other R-CNNs and reducing the likelihood of

system failures and downtime during MV-TCM applications.

The YOLO network has undergone several upgrades to overcome the limitations encoun-

tered by its predecessors. YOLOv1, which utilizes DarkNet as its feature extraction network,

is suitable for detecting large objects and thus may not be appropriate for identifying failure

modes with microscopic features on the cutting edge of a tool [310]. YOLOv2, on the other

hand, incorporates Batch Normalization to enhance network stability and employed anchor

boxes for localization and classification of small objects [311]. However, it has a limitation of

predicting only a single object in an image, rendering it unreliable for multiple failure modes

on the same flank wear region. The last official network, YOLOv3 represents a marked im-

provement over its predecessors and eliminates almost all known limitations during real-time

object detection. Additionally, it assigns each object within a bounding box a score to predict

a particular location, enabling it to learn and predict multiple features at a faster rate [49, 311].

This was proven by comparing various R-CNNs during fire detection, where YOLOv3 achieved

the highest accuracy of 83.7% with the fastest detection rate as compared to Faster R-CNN, R-

FCN, and SSD [48].

After YOLOv3, other variants have been devised recently, including YOLOv4 and YOLOv5,

just to mention a few. YOLOv4 constitutes a sophisticated architecture compared to its prede-

cessor, YOLOv3. The network incorporates a novel ”reward” system for its learning algorithm

by integrating the concepts of Bag of Freebies (BoF) and Bag of Specials (BoS) into its ar-

chitecture. BoF and BoS represent performance metrics that bolster the network’s ability to

learn more efficiently and make autonomous decisions [312, 313]. However, BoS also poses a

potential threat to the network’s stability as it might lead to the mislabeling of features, re-

sulting in an abrupt drop in learning performance, thus compromising the system’s reliability

to identify features that distinguish different failure modes during MV-TCM. To enhance the

learning process, YOLOv5 replaces the DarkNet feature extraction network with Pytorch, in-

corporating mosaic data augmentation and auto-learning bounding box anchors to improve

the detection accuracy [314]. Nonetheless, the YOLOv5 and other renown networks are still

under development and can show instability under unoptimized hyper-parameters conditions.
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Summary of MV-TCM Enhancement with Deep Learning

Despite YOLOv3 not being employed during MV-TCM, it demonstrates exceptional predictive

efficiency, which can be leveraged to identify multiple failure modes with high mean Average

Precision (mAP) and low computational cost. As opposed to previous systems, the YOLOv3

has the potential to enhance the extraction of multiple failure modes on different VB stages,

thus enhancing diverse features for predicting and controlling flank wear evolution during

machining.

2.4 Research Gaps

Despite the previous sections highlighting several shortcomings, the knowledge gaps can be

summarized into two principle aspects: (1) The machinability of Inconel 718, and (2) the appli-

cation of machine learning and artificial intelligence in MV-TCM. In the former case, previous

studies have demonstrated inadequate empirical correlation between the process parameters

and real-time evolution of flank wear attributes, such as wear mechanisms, failure modes, and

chip morphology, during interrupted CNC milling of Inconel 718 under flood cooling condi-

tion. This prohibits the development of credible dataset that could accurately represent the

underlying physical, thermal, mechanical, chemical, and microstructural changes in diverse

features that attribute to the rapid flank wear rate. As a result, most custom datasets devel-

oped by such incoherent features cannot combat the current ubiquitous pitfall of ”garbage

in, garbage out,” encountered by the predictive models during MV-TCM. Therefore, a com-

prehensive dataset has to be developed and established from the empirical observations made

during the physical experiment via the utilization of conventional methods, machining indus-

trial standards, and data reported by relevant literature. Furthermore, previous conventional,

evolutionary, and soft-computing methods focused on one-time selection of process parame-

ters using a quantitative correlation of inputs and outputs when optimising tool performance

during machining. Unfortunately, such methods are not informed by real-time evolution of

the wear mechanisms and failure modes at different wear stages when selecting optimum pro-

cessing conditions to enhance the in-process tool wear control, and optimisation.

In the latter case, despite the established nature of MV-TCM, it was observed that in-
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tegrating this system with advanced ML techniques is still on a developmental stage. The

capability to extract diverse features from imagery signals with smeared noise, which can ex-

trapolate complex VB profile under the limited dataset still remains a topic of discussion in

TCM. Furthermore, the successful implementation of deep learning techniques in detecting

the real-time evolution of failure modes and wear mechanisms during CNC milling of super-

alloys is still on its infancy stage. This hinders the real-time adjustment of process parameters

to alleviate the synergistic impact of wear mechanisms on tools performance and overall cut-

ting efficiency. While the pattern recognition and deep learning techniques can play a critical

role in reducing the dimension and selecting diverse features from imagery signals, there is

no proven evidence that these techniques were utilized by MV-TCM for online detection and

control of wear mechanisms and failure modes for the PVD-coated carbide inserts during CNC

milling of Inconel 718 under flood cooling condition. In particular, the MV-TCM system did

not fully utilize techniques, such as Singular Value Decomposition (SVD) and R-CNN variants

for the purpose of reducing the dimensions of imagery data and select diverse features that

can predict the VB profile under complex flank wear morphology. In addition, the ML-based

MV-TCM system was not successfully utilized for in-process tool wear prediction and con-

trol due to the absence of an inductive-reasoning algorithm. By utilizing deep learning along

with the inductive-reasoning algorithms, the MV-TCM can be enhanced to predict the actual

causative mechanisms of rapid flank wear rate and inefficient cutting mechanism in the early

cutting stage. Therefore, the successful implementation of ML-based MV-TCM can enhance

in-process adjustment of cutting conditions to improve the online performance of PVD-coated

carbide inserts during CNC milling of Inconel 718.
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Methodology

The methodology was divided into three main sections corresponding to the main objectives of

this research: (1) Experimental investigation (Section 3.1); (2) Developing ML models (Section

3.2); and (3) Developing the ML-based MV-TCM system (Section 3.3). Figure 3.1 shows the

general methodology of this research, including principle elements of physical and virtual

environments.
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3.1 Experimental Investigation of Tool Wear Evolution

The experiment serves as a fundamental building block of developing feature engineering and

ML models. It accentuates the crucial elements, such as the materials, process conditions, and

practical methods of characterizing the wear mechanisms, failure modes, progressive VB, and

chip morphology. The procedure is summarized in Figure 3.2.
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Figure 3.2: The experimental methodology illustrating the inputs, observed features and output features

The significant contribution during experiment was a unique synthesis of the correla-

tion between processing inputs, failure modes, wear mechanisms, and progressive VB. Unlike

previous studies, the strategic approach to the experiment in this study facilitated the devel-

opment of a coherent dataset with a range of volatile features that adeptly adapt to changes

in processing conditions, thus fulfilling the first question and objective of this study. This not

only enhances our understanding of the wear complexity but also sets a new standard for the

development of adaptable datasets for training feature engineering and ML models, marking

a substantial advancement in MV-TCM.

3.1.1 Justification of Process Conditions

Tool selection was predicated upon two principle determinants: the capability to cut superal-

loys and to form disparate failure modes under different processing conditions. The goal was

to achieve diverse flank wear features to bolster the robustness of the ML models, even with
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limited data repository. To attain this, the present study selected multi-layer PVD-TiAlN/NbN

coated cemented carbide inserts, which are designed to cut superalloys, as stated in the SECO

tools catalogue [212]. Tungsten and carbon are the constituents of the tool’s substrate, while

TiAlN and NbN are the first and second coating layers, respectively. The stability of the NbN

phase renders the tool’s outer layer impervious to severe abrasions and chemical wear [61].

Literature has established that this also endows the tools with the ability to withstand thermal

degradation at high cutting temperatures [315–317]. Furthermore, the tool has a finite cutting

edge, which increases friction in the tool-workpiece interface, leading to thermally-induced

wear mechanisms at moderate to high cutting speeds [318]. Given that Inconel 718 exhibits

complex metallurgical properties during machining, these tools were capable of displaying dis-

parate wear mechanisms and failure modes, at varying process conditions, thereby creating a

more exhaustive data repository for developing the robust ML models. The micro-mechanical

properties of tool coatings are shown in Table 3.1. The tool had an approach angle (KAPR)

of 45°, the rake angle of 18°, and radial rake angle of 8°. Figure 3.3 and Table 3.2 show the

geometry of tool inserts.

Table 3.1: The micro-mechanical properties of PVD-TiAlN-NbN coated carbide inserts

Hardness TOXD °C µf Thickness (µm) Ra (µm) Composition (EDS)
2800 800 70 2-4 2.105 N(69.6), Nb(28), Ti(1.5), Al(0.82)

(a) (b)

Figure 3.3: Tool geometry of PVD coated MS2050 inserts: (a) angles and (a) sides of PVD coated inserts
[212]

On the other hand, the selection of process parameters is equally important in this re-

search. According to [101], choosing optimal process parameters for CNC milling of Inconel
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Table 3.2: The geometry of TiAlN-NbN coated carbide inserts (MS2050)

AN (mm) RE (mm) BS (mm) IC (mm) KAPR (°) LE (mm) S (mm)
20 0.3 1.5 9.53 45 7.4 3.97

718 is a complex task. Nevertheless, this study deemed cutting speed, feed rate, and ADOC as

crucial parameters that influenced the performance of PVD-coated carbide inserts [18]. The

determination of process parameters for the designated tools was achieved through the syn-

chronization of the SECO tools catalog and relevant data obtained from literature, pertaining

to similar cutting conditions. It was advised that the tool entry angle should surpass 90° when

measured relative to the negative x-axis of the milling center to preserve a ratio of ae/Dc less

than 0.5 [319], where Dc represents the effective cutter diameter of 32 mm. Even though the

calculated ratio was 0.39 at a fixed ae of 12.5 mm, a perusal of the R220.53 - 0032 - 09 - 4A,

S13, and MS2050 sections of the SECO tool catalog revealed that the closest achievable ratio

was 30%. This corresponded to a medium cutting speed of 60 m/min, minimum feed of 0.07

mm/tooth, and an ADOC of 1.6 mm. These specifications, however, were not exclusively ap-

plicable to Inconel 718, thus the parameters were subject to further validation by used cases

in literature.

Despite the subjective nature of the process conditions obtained from other sources, the

literature utilized cutting speeds ranging between 40 to 80 m/min during the face milling of

Inconel 718 [61, 320–322]. A minimum speed of 40 m/min was also utilized to characterize the

micro-mechanical properties of PVD-TiAlN/NbN coated carbide inserts [61]. The maximum

feed rate employed in the literature was 0.2 mm/tooth [323], with an ADOC (Axial Depth

of Cut) ranging from 0.2 to 0.8 mm [10, 54, 320, 324]. Hence, a maximum ADOC of 1 mm,

consistent with a fixed value reported in [321, 322], was chosen in this study. In summary,

cutting speeds of 40, 60, and 80 m/min, feeds of 0.7, 0.1, and 0.13 mm/tooth, and ADOC of 0.5,

0.75, and 1 mm fulfilled the minimum requirements of SECO tools, without deviating from the

data reported by the literature.

Furthermore, the choice of the cutting fluid helps to optimize tool performance by con-

trolling heat and friction during CNC milling of Inconel 718. In this case, an experiment was

conducted to compare the wear mechanisms and failure modes during face milling of Inconel
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718 with different cutting fluids. The findings showed that a mineral oil-based cutting fluid

was more efficient due to its exceptional lubrication properties, which reduced friction at low

to medium cutting speeds as compared to synthetic coolant and dry cutting, and this was con-

sistent with the literature findings in [120, 325]. Moreover, it had a greater ease of refilling

and a cost-performance advantage as compared to alternative bio-oils, synthetic fluids, and

nano-fluids, rendering it economically sound in the context of flood cooling conditions [326].

Therefore, the study utilized a mineral oil-based cutting fluid to investigate the synergistic ef-

fect of the cutting speed, feed per tooth, and ADOC on flank wear evolution during the CNC

milling of Inconel 718.

3.1.2 Down-milling Operation for Data Collection

To collect tool wear data, a down milling experiment of a 100 × 50 × 25 mm Inconel 718 block

(purchased from Jiangsu DZX Technology Co., Ltd, China) was carried out on a 3-axis 14kW

DMC 835V-DECKEL MAHO CNC vertical milling machine using PVD-TiAlN/NbN coated car-

bide inserts (purchased from SECO tools, Sweden) with a fly-cutter designation of R220.53-

0032-09-4A, arbor mounting, which was designed to take 4 inserts at a time. According to

the manufacturers, Inconel 718 was made for cryogenic temperatures up to 650°C. Apart from

titanium and aluminum, which enhanced the strength, Niobium and molybdenum were added

to stiffen the alloy matrix, even without strengthening it by heat-treatment, thus it was specif-

ically made to be used in aerospace and other industries. The properties of Inconel 718 block

are shown in Tables 3.3 and 3.4. A full factorial Design of Experiment (DoE) (Table 3.5) was

then developed from the levels of process parameters indicated in Table 3.6 using Minitab 19.

Table 3.3: Physical and Mechanical Properties of Inconel 718

Specific Density Thermal Conductivity Hardness σy σUTS % Elongation
8.22 (aged) 6.5 w/m.K 36 HRC 725 MPa 1035 MPa 30 (min)

Table 3.4: Chemical composition of Inconel 718

Chemical C Cr Mo Ti Ni Nb Al Cu Si Fe
Weight(%) 0.08 21 3.3 1.15 55 5.5 0.8 0.3 0.1 12.8
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Table 3.5: experimental factors and levels

Levels V (m/min) f (mm/tooth) ADOC (mm)
-1 40 0.07 0.5
0 60 0.1 0.75
1 80 0.13 1

Table 3.6: Full factorial design of experiment for speed, feed, ADOC

Run Treatment V (m/min) f (mm/tooth) ADOC
1 (-1, -1, -1) 40 0.07 0.5
2 (-1, -1, 0) 40 0.07 0.75
3 (-1, -1, 1) 40 0.07 1
4 (-1, 0, -1) 40 0.1 0.5
5 (-1, 0, 0) 40 0.1 0.75
6 (-1, 0, 1) 40 0.1 1
7 (-1, 1, -1) 40 0.13 0.5
8 (-1, 1, 0) 40 0.13 0.75
9 (-1, 1, 1) 40 0.13 1
10 (0, -1, -1) 60 0.07 0.5
11 (0, -1, 0) 60 0.07 0.75
12 (0, -1, 1) 60 0.07 1
13 (0, 0, -1) 60 0.1 0.5
14 (0, 0, 0) 60 0.1 0.75
15 (0, 0, 1) 60 0.1 1
16 (0, 1, -1) 60 0.13 0.5
17 (0, 1, 0) 60 0.13 0.75
18 (0, 1, 1) 60 0.13 1
19 (1, -1, -1) 80 0.1 0.5
20 (1, -1, 0) 80 0.1 0.75
21 (1, -1, 1) 80 0.1 1
22 (1, 0, -1) 80 0.1 0.5
23 (1, 0, 0) 80 0.1 0.75
24 (1, 0, 1) 80 0.1 1
25 (1, 1, -1) 80 0.13 0.5
26 (1, 1, 0) 80 0.13 0.75
27 (1, 1, 1) 80 0.13 1

This ensured that all parameters were synergistically investigated to create an inherent

understanding of wear mechanisms, failure modes, and flank wear evolution during machin-

ing. It should also be noted that during CNC milling, the speed in m/min was converted to

rev/min using equation (3.1) and the ft/tooth was also changed to feed/min using equation

(3.2). The tool wear data was collected at intervals of 200 or 400 mm cutting length, contin-

gent on the synergistic cutting conditions, until the failure criteria was reached or exceeded.
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Nrev/min =
V × 1000

Dc × π
(3.1)

f/min = 4× ft ×N (3.2)

3.1.3 Flank Wear Measurement

Tool wear was characterized by the progressive VB, failure modes and wear mechanisms. Tool

wear images were captured via optical microscopy (using an Olympus U-MSSP4, BX53M, with

1000× magnification), at a magnification of 50×, consistence with the minimum standard es-

tablished by the ISO-8688-1 [12]. To assess the impact of these failure modes, the magnitude of

flank wear depth (V B) was measured at every 200 to 400 mm cutting length until a maximum

VB of 500 µm was reached or exceeded, as shown in Figure 3.4. The largest VB criteria ensured

that the time-series data encapsulated a wide range of wear mechanisms and failure modes,

thereby providing diverse features that described sub-optimal tool performance for the pur-

pose of developing ML models. Table 3.7 shows the failure criteria, as established by the ISO

8688-1 standard. Due to different cutting conditions, this study utilized the rest of the criteria

except for notching and chipping criteria.

Olympus Optical Microscope

VB

Inser t
Fixture

VB measurementMicroscope

Remove the tools 
from the cutter ; 
Place them on a 

fixture

VB < 
0.5 mm

L=200 
to 400 mm

CNC Milling 
Environment

Yes

No

Yes No

End Experiment

Figure 3.4: Flank wear measurement through a digital microscope

To understand the significance of the synergistic impact of process parameters on the

progression of flank wear depth (VB) during face milling of Inconel 718, a 2-way Analysis of

Variance (ANOVA) was employed for data analysis. This analysis not only helped identify

significant process parameters but also suggested the optimal levels of speed, feed, and ADOC
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Table 3.7: ISO-8688-1 tool life criteria during face milling of Inconel 718 using ISO 8688-1

Tool deterioration Description criteria small normal Large
Uniform flank Regular wear depth 0.2 0.3 0.5

Non-uniform flank Irregular wear depth 0.9 1.2 1.5
Localised flank Notch wear depth 0.8 1 1.2
Micro-chipping Minor Chipping width L=0.2 L=0.25 L=0.3
Macro-chipping Chipping width L=0.25 L=0.4 L=0.5

Catastrophic failure Sudden mechanical failure - - -
Cracks Fracture without material loss - - -
Flakes Loss of tool fragments - - -

that minimized VB rate. In this study, progressive VB served as the dependent variable, while

the independent factors were cutting speed (Vc), feed rate (ft), and ADOC (ap), each with three

levels (-1, 0, 1) as detailed in Table 3.5. The interaction between these factors unveiled the syn-

ergistic impact of process parameters on VB progression. The 2-way ANOVA is a statistical

approach, which employed a significance level criterion by setting a threshold of p-value less

than 0.05 to assess the impact of the factors and their interactions on tool wear evolution.

However, it is worth noting that this analysis did not provide the in-depth correlation of the

process parameters and various causative mechanisms that attributed to rapid VB rate during

face milling of Inconel 718. As a result, further qualitative study was conducted to under-

stand the synergistic effects of process parameters on the wear mechanisms and failures that

contribute to the rapid VB rate during face milling of Inconel 718.

3.1.4 Characterizing Wear Mechanisms And Failure Modes

The Olympus optical microscope was also used to observe failure modes, including flank wear,

notching, chipping, flaking, Built-Up Edge (BUE), Built-Up Layer (BUL), coating delamination,

and galling. This was done together with VB measurement at every 400 mm incremental

length. After finishing the experiment, the wear inserts were removed from the cutter and

soaked in heated hydro-chloric acid (30% of HCL and 70% of water) [327] and placed in a

ultrasonic bath for 15 minutes to remove the Inconel 718 adhesive particles and wear debris.

Then they were soaked again in acetone and placed in the ultrasonic bath for 10 minutes to

remove the residual acid on the tool’s cutting edge. Tool samples were mounted on metal stubs

with carbon adhesive tapes before putting them inside the chamber for tool wear inspection.
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Field Emission Scanning Electron Microscope (FESEM, FEI Quanta 400 F, USA) was used to

observe the wear mechanisms, as shown in Figure 3.5. FESEM uses a vacuum to scan the tool

wear surfaces and produce the high-resolution micrographs, which varied from 20 - 300000×

magnification. The micro-graphs at 20kV with magnifications of 500× were used to identify

the thermal and mechanical cracks. In addition, the BUL or BUE revealed the adhesion wear

of Inconel 718 on the tools. The abrasive marks on both flank and rake face revealed abrasion

wear. The cavities on the cutting edge associated with small adhesive particles revealed the

attrition wear, whereas the galled BUE revealed asperities deformation.

BUE 

Analysis of Wear Mechansism on SEM/EDX

Tool samples
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samples in SEM 
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Chanber
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Chipping on rake face

Figure 3.5: Characterization of the wear mechanisms using FESEM/EDX analysis

Furthermore, EDS was used to map the atomic percentage to show the external sub-

stituents that revealed the diffusion and oxidation wear mechanisms on the chips or the tool’s

cutting edge. The EDS measured the emitted beam of electrons against energy using a solid-

state device called lithium-drifted silicon. The incident ray created a charge pulse proportional

to the x-ray energy, where a charge-sensitive amplifier converted it to a voltage pulse. The

multi-channel analyzer sorted the voltage pulse whose energy was transmitted to the com-

puter for evaluation. The spectrum of this energy gave the compositions of elements on the

tools or chips. The EDS mapping was taken at 500× magnification. If the mapping showed

the concentration of Ni, Fe, and Mo particles on the tool’s cutting edge, it signified the pres-

ence of indirect diffusion wear. Whereas, the direct diffusion was revealed by mapping the

substrate constituents (W and Co) on the surface of the chips. Since the SEM/EDS was con-
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ducted in vacuum, the presence of oxygen on the tool’s cutting edge revealed the chemical

wear by oxidation. In summary, tool wear mechanisms, including adhesion and abrasion,

were characterized through direct observation in the FESEM micrographs. On the other hand,

oxidation and diffusion were identified through EDX analysis. For failure modes, thermal and

mechanical cracks were characterized using FESEM, while BUE, notching, flaking, chipping,

and uniform flank wear were identified through optical microscopy before ultrasonic bath.

3.1.5 Evaluation of Chip Morphology

Obtaining optimal process conditions still remains a challenge when face milling Inconel 718.

While tool wear evolution was a significant indicator of tool performance, the chip geome-

try can be correlated with the process parameters to evaluate the desirable condition for chip

disposal and optimize the heat dissipation capacity of the tools during machining [328]. To

achieve this, Inconel 718 chips were collected from the CNC milling environment at the start

and end of each experiment. Then, the chips were preprocessed before extracting their mor-

phological profiles. Figure 3.6 shows the methodology that was used to evaluate the chip

morphology during face milling of Inconel 718.
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Figure 3.6: Analyzing chi morphology during face milling of Inconel 718

The selected samples were first placed upright on a dish, located by double-sided tape,

and then cast in an epoxy resin. The epoxy resin was mixed with a hardener using a ratio of

3:1. It was stirred gently to avoid bubbles in the medium before pouring in the mould to cure
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for about 48 hours. After that, it was ground and polished sequentially with a 120, 400, 800,

and 1200 SiC sandpaper grit before polishing it with a Texpan cloth by a 1.0 µm polycrystalline

diamond and 0.5 µm alumina solution to obtain a mirror surface finish. After polishing, the

samples were ready for chemical etching using Kroll’s reagent to reveal fine chip profile. The

finished samples were observed under SEM to extract the micrographs and measure the valley

and overall chip thickness.

The first property was the equivalent chip thickness. It was taken from the middle of

the undeformed or uncut chip (heq = fzsin(k) or hcu), as shown in Figure 3.7. The second

property was the chip reduction coefficient (also known as chip compression ratio), which

was used to measure the plastic deformation of the chips. It was presented as tc/tcu, where

tc and tcu are the deformed and undeformed chip thicknesses. The third characteristic was

the chip segmentation, which showed that the chip was not homogeneously deformed, but

serrated. It was a ratio of valley height to overall chip thickness. The fourth property was the

pitch (p), which measured the radial position of the tool. The pitch and the effective cutter

diameter (Dc or d) were used to compute the engagement angle during machining, as shown

in 3.3. The uncut length (l0 or lcu), width (b0 or bcu), and cross-section area (A0 or Acu) are

given by equations 3.4, 3.5, and 3.6, respectively. The notations of chip profile used in this

research were adopted from [329], where Φ0, Fc, Fcn, and Fp are the engagement angle, chip

load, normal cutting force, and tangential cutting force, respectively.

Figure 3.7: Chip properties during the machining process
[329]

Φ0 = 180°+ 2× [−sin−1(p/Dc)] (3.3)



Chapter 3. Experimental Investigation of Tool Wear Evolution 74

l0 =
π ×Dc

360° × ϕ0 (3.4)

b0(ϕ) =
Dc

2
+ p× sinϕ0 −

√
Dc

2

2

− (p× cosϕ0)2 (3.5)

A0(Φ) = bc(ϕ0)× heq (3.6)

3.1.6 Formulating a Diverse Feature Synthesis Vector (DFSV)

Following tool wear characterization at various processing , the correlations were made to

generate the dataset by formulating a Diverse Feature Synthesis Vector (DFSV). The feature

vector was used to train the feature engineering and ML models, which were applied for the

predictive control of tool wear evolution during MV-TCM. The DFSV had two types of features:

primary features, comprising sets of processing parameters, and secondary features derived

from the time-series flank wear images. The secondary or observed features include the mag-

nitude of energy layers (Fi) and dominant failure modes (FW - Flank Wear; CW - Chipping

Wear; NW - Notch Wear; BUE; and FLW - Flaking Wear), which were extracted from the wear

region using feature engineering and ML techniques. Equation 3.7 delineates the significant

features of the DFSV derived from the experimental findings to train the ML models.

DFSV = [Vc, ft, ap, L, Fi, FW,CW,NW,BUE,FLW ] (3.7)

The DFSV was used to design a systematic approach to predictive control of tool wear

evolution during face milling of Inconel 718. As previously stated, most manufacturing in-

dustries regulate process conditions to reduce the impact of prevalent wear mechanisms and

failure modes in order to improve tool performance during machining [212, 330]. Although

the conventional, evolutionary, and soft-computing methods were found effective for most

cutting operations, they cannot be applied for in-process tool performance optimization due

to their time-intensiveness, data-hungry nature, computational complexity, and operational

cost.
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In addition, lack of in-process predictive control of failure modes evolution makes it diffi-

cult to select proper levels of optimal speed and feed during face milling of Inconel 718. Hence,

there was a need to train the ML models using the data established through the experimental

findings. The ML models should predict and control the in-process tool wear progression to

ensure the overall cutting efficiency during face milling of Inconel 718. In this case, the pro-

posed ML models were further utilized to regulate the speed and feed, designing the promising

cutting condition that optimized tool performance at different VB levels (early, uniform, criti-

cal, and failure stages) during machining. This was validated with the conventional and soft-

computing methods to ensure high efficacy in predicting and controlling tool wear evolution

during face milling of Inconel 718.

3.2 Developing ML Models for Tool Wear Prediction

The term ”Machine Learning (ML)” refers data-driven computational methods that leverages

algorithms and statistical approach to analyze and interpret complex features within the data

generated, aiming at developing predictive models that discern tool’s failure states based on

various input conditions. In this research, it referred to the soft computing techniques that

predict and control tool wear evolution during face milling of Inconel 718. The ML was de-

vised from the stimuli-response of features derived from the empirical observations during

physical experiment. In this case, feature extraction techniques played a substantial role in

transforming raw data to latent features that described the underlying physical, mechanical,

and microstructural behaviour of the flank wear region. Despite limited hyper-parameters,

the models’ robustness was enhanced by diversifying the features to represent the complex

flank wear morphology, thus addressing the second question and objective of this research.

Therefore, the main contributions in this section are:

• The introduction of new feature engineering techniques (multi-sectional SVD – en-

hanced by a newly developed multi-sectioning algorithm; and YOLOv3-TWDM — en-

hanced by an improved detection model, newly developed data transfer and image pro-

cessing algorithms);

• The Machine Learning (ML) models (DFSV-ML and SBF–ML: Both enhanced by new
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feature vectors [Diverse Feature Synthesis Vector (DFSV) and Spatial Binary Features

(SBF)] and image processing algorithms); and

• Induction-reasoning algorithm (a new algorithm developed in this research to improve

decision-making during MV-TCM).

Previous studies have shown that the wear region grows with the cutting length, and it

can be extracted to represent the progressive change in flank wear depth (VB) [46, 331]. In this

case, pattern recognition techniques statistically quantified the magnitudes of energy layers

(Fi) as time-varying features of the flank wear region. This was achieved by leveraging the

strength of singular values [45] to separate the dominant energy layers from the smeared noise

component of the wear region [269, 270]. The present study further enhanced this technique

by developing a multi-sectioning algorithm, wherein small sections of the wear region were

generated and the section that exhibited the highest luminosity along the cutting edge was

selected to represent the entire row. The synergy of these retained sections resulted in a thin

and tall column matrix that predicted the highest energy layer of the entire flank wear region.

The presence of low energy layers in the flank wear region revealed the sections affected

by the uncontrolled failure modes, including localized chipping, Notching, and flaking, which

are critical indicators of sub-optimal cutting mechanism. As such, it was crucial to include

these failure modes and their magnitudes as essential features of the flank wear region. To

achieve this, it was imperative to locate and identify multiple failure modes in the same flank

wear region. In this regard, YOLOv3, a highly efficient R-CNN architecture for real-time object

detection [332], was utilized in conjunction with SqueezeNet, a highly compressed CNN vari-

ant [333], to detect the evolution of failure modes during machining. By utilizing SqueezeNet

as a feature extraction network, the YOLOv3 Tool Wear Detection Model (YOLOv3-TWDM)

exhibited low computational time, a high detection rate and mean Average Precision (mAP).

Furthermore, all the models were implemented using MATLAB, owing to its superiority in par-

allel computing, debugging, recompilation, software customization, and the auto-generation

of Graphical User Interfaces (GUI).
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3.2.1 Multi-sectional SVD

Singular Value Decomposition (SVD) was used to compress images by mapping them into a

new sub-space (r) [270, 334]. Research has shown that SVD shares a fundamental similarity

with the Fourier Transform, in that both processes entail unitary transforms or a change in

basis vectors, and have the capacity to approximate reduced-rank images. However, SVD out-

performed the standard Fourier Transform in capturing the basis vectors of an image, making

it a valuable tool to capture feature patterns of the flank wear region during MV-TCM. It is

based on the hypothesis of linear algebra that a 2-d image matrix can be factorized into three

parts: an orthogonal matrix (U), a diagonal matrix (S) containing singular values (SVs), and a

transposed orthogonal matrix (V). It utilizes the strength of SVs to restore energy layers and

localize the noise component orthogonal to the data signal subspace. Such a characteristic can

be used to separate the smeared noise from the prevalent features of tool wear images.

Dimensionality Reduction and Features Extraction

The multi-sectional SVD approach was used to reduce the dimensions of tool wear images and

extract the time-varying SV magnitudes to quantify the evolution of the wear region. Unlike

the previous features extraction techniques, the multi-sectional SVD in this research extract

features from the region of interest (ROI). Apart from the computational complexity, the ROI

was found to be more effective in extracting the feature embeddings of the wear region than

using the entire image [335]. In this study, the ROI was located slightly above the cutting edge

to minimize the impact of the Built-up Edge (BUE) that protrudes above the cutting edge. This

assumption was incorporated based on the argument that the average flank wear depth (VB)

is measured from the main cutting edge line, which excludes the BUE. To effectively extract

the ROI, the flank wear image was divided into 160 slices (A1B1, A2B1, ...A20B8), and 40

slices, which encompassed the maximum flank wear depth and width, were selected. It is also

worth noting that the number of slices (sections) were selected by try and error. This resulted

in a 75% dimensionality reduction. The ROI was defined by 4 rows (B3−B6) and 10 columns

(A3−A12). Each slice AB ∈ Rm×n was decomposed into three factors: (1) UAB , (2) SAB and

(3) VAB , as shown in Figure 3.8, and SAB ∈ Rr×r was reserved for further processing.

The matrix SAB ∈ Rr×r contained the singular values of the slice AB, which represented
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Figure 3.8: Methodology for multi-sectional SVD

the unique luminance layer of the flank wear region. The uji and vij are the left and right eigen-

values, and SAB contains singular values [σ11, σ22, ...σrr =
√
λ11,
√
λ22, ...

√
λrr], arranged in

descending order. The singular values represented the strength of different energy layers on

the wear region, as explained in [45]. As such, an L2-norm, derived from these singular values,

was used to measure the magnitude of features in this research, as well as in other applica-

tions [334]. Therefore, the magnitudes (M(i, j)) of singular values were calculated using the

L2-norm of the S-diagonal vector (SAB) (3.8) to statistically quantify the progressive change

in the flank wear region.

M(i, j) =

q∑
(r=1)

∥SAiBj∥2 (3.8)

For integer values of i ranging from 3 to 12 and j ranging from 3 to 6, the maximum

values of M(i, j) were selected from rows (B3 − B6) that were parallel to the main cutting

edge by discarding sections with lowest SV magnitudes. The cumulative sum of the identified

maximum M values generated the final feature, Fi, which represented the sector exhibiting

the utmost energy in the entire flank wear domain, thus eliminating the localized noise asso-

ciated with uncontrolled failure modes. The efficacy of this methodology was established by

correlating the incremental change in Fi with the experimentally determined VB values under

varying process parameters. Figure 3.9 illustrates the application of multi-sectional SVD for

extracting Fi magnitude from grayscale tool wear image obtained using an optical microscope

during face milling of Inconel 718.

It was observed that the first 5SV s harbored high energy layers that retained the gen-
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Figure 3.9: Dimensionality reduction and extraction of SV magnitudes using the multi-sectional SVD

eral quality of the flank wear region, however, the distinct features that differentiated failure

patterns in various sub-regions were not yet discernible. Again, singular values below r = 60

were deemed insignificant, as they contained image noise that was inconsequential for the in-

tended purpose. Distinct features began to emerge at rank q−5, where q = 60 represented the

effective rank during truncation. Hence, this study employed the middle SVs (5 < q < 60), as

they stored significant feature embeddings that could differentiate the time-varying flank wear

regions, similar to the approach described in [45]. As a result, 55 SVs were utilized to compute

the time-varying magnitudes (M(i, j)), while the remaining [r − 60]SV s were employed to

reconstitute the noise component, with r denoting as the maximum rank during image de-

composition. The multi-sectional SVD procedure implemented in this research is summarized

by the pseudocode 1.
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Evaluating the Performance of Multi-sectional SVD

The performance of the multi-sectional SVD was evaluated using compression ratio (R) (3.9),

Peak Signal to Noise Ratio (PSNR) (3.11), Mean Square Error (MSE) (3.10), and Structural

Similarity Index Measure (SSIM ) (3.12), as described in [270, 334]. The compression ratio

quantified the percentage reduction of the sub-regions during truncation. Upon decomposi-

tion, if the rank q was equal to the width of the image (n), then the dimensions of matrix

UAB were congruent to those of AB, while if q was equal to the height of the image (m), then

the dimensions of matrix VAB were equivalent to those of AB. Hence, the image was only

compressed if q was less than m and n, as previously stated (5 < q < r).

Algorithm 1 Multi-section SVD
1: compressionratio(r)←m ∗ n/(r ∗ (m+ n+ 1))

2: function Loop([ ])

3: X(:, :, 1)← inputimage

4: [AB]← X(:, :, 1 : 160)

5: Rankmax← 5 : 60

6: [UAB(:, :, e), SAB(:, :, e), VAB(:, :, e)
′]← svd(AB(:, :, e))

7: for e← 0 to Rankmax do

8: [ca(:, :, e)]← deal(UAB(:, 1 : q, e) ∗ SAB(1 : q, 1 : q, e) ∗ VAB(1 : q, :, e)′)

9: RMSE(q, e)←
√
(AB(:, :, e)− ca(:, :, e))2

10: [PSNR]← psnr(ca(:, :, e), AB(:, :, e))

11: [SSIMval(q, e), SSIMmap(q, e)]← ssim(ca(:, :, e), AB(:, :, e));

12: [σAB]← S(q+1,e)

13: return [M(i, j)]← norm(λ(:, :, e))

14: return [Fi]←
∑

M(i, j)

On the other hand, the PSNR served as a logarithmic gauge of the quality of a recon-

structed image following compression, guaranteeing that the predominant features were fully

reinstated within the wear region. The PSNR was calculated based on the Mean Square

Error (MSE) between the original AB and the reconstructed slice AB′. The R and PSNR

described the signal error of the image reconstruction, while the SSIM verified the capability
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of the multi-sectional SVD in recreating the structural interdependence of pixel distribution

between AB and AB′. The SSIM combined the measures of central tendency and disper-

sion. It was validated through the use of small windows of 11 × 11 pixels (window ab for

AB and ab′ for AB′), with windows exhibiting larger SSIM values approaching 1 indicating

higher structural similarity. This was achieved by applying the luminance (l), contrast (c), and

structure index (s) as key characteristics of an image.

Compressionratio = (1− nq + q +mq

mn
)× 100% (3.9)

RMSE =

√√√√ n∑
i=1

m∑
j=1

[AB(i, j)− AB′(i, j)]2 (3.10)

PSNR(db) = 20 log10
MAXAB

RMSE
(3.11)

SSIMab,ab′ =
(2µabµab′ + C1)(2σab,ab′ + C2)

(µ2
ab + µ2

ab′ + C1)(σ2
ab + σ2

ab′ + C2)
(3.12)

where: C1 = (a1L)
2; C2 = (a2L)

2; a1 = 0.01; a2 = 0.03; L=dynamic range; MAXAB is

the maximum pixel value of the original image AB; µab and µab′ are mean values of window ab

and window ab′ respectively;σab, σab′ and σab,ab′ are standard deviations of window x, window

g and covariance of x and g respectively.C1 and C2 are constants for luminance and contrast.

3.2.2 YOLOv3-Tool Wear Detection Model

The flank wear region experienced multiple failure modes during CNC milling of Inconel 718.

Therefore, apart from the process parameters and Fi magnitudes, the multiple failure modes

also contributed to the rate of change of the flank wear region during machining. For example,

at the highest cutting speed and feed rate, the flank wear region predominantly experienced

progressive chipping and flaking, which caused rapid VB progression. Thus, the magnitudes

of failure modes were among the key flank wear features during face milling of Inconel 718.

To achieve this, the YOLOv3-Tool Wear Detection Model (YOLOv3-TWDM) was proposed to

detect the magnitudes of failure modes on the wear region. The YOLOv3-TWDM architecture
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comprised two essential sections, as depicted in Figure 3.10: (1) feature extraction through the

SqueezeNet architecture, and (2) decision-making through the trained YOLOv3-TWDM. The

determination of the feature extraction architecture was of utmost significance. This proce-

dure entailed a compromise between the detection speed and precision. An enhancement in

precision was realized by augmenting the number of convolution layers and model parame-

ters, however, this created a complex architecture, which posed a terminal challenge of high

computational cost.
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Figure 3.10: Applying the YOLOv3-TWDM for failure modes detection

Features Extraction by the YOLOv3-TWDM

Despite these limitations, there was a requirement to attain an equilibrium between speed

and precision, to prevent both the excessive processing time and false detections. Inspired by

[336], the SqueezeNet architecture was selected in this study to extract high-level features from

time-series images. This architecture distinguished itself from other CNN variants by being

designed to reduce the model’s parameters and size through three main strategies, including

the transformation of 3×3 filters into a fire module, thereby compressing the filters from 3×3

to a squeeze s (1× 1) and expand (e) structure [(3× 3) and (1× 1)], as depicted in Figure 3.11.

The input parameters to the subsequent 3 × 3 filters were reduced. Lastly, late down-

sampling was employed to increase the activation maps. These three strategies were executed

to sustain accuracy whilst utilizing a limited number of input hyper-parameters, which were
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50× fewer than 60 million hyperparameters for the original AlexNet architecture [337]. As a

result of these modifications, the architecture was compressed by a factor of 510× to achieve

comparable accuracy to that of AlexNet [333]. The 1×1 filters from the squeeze layer facilitated

the transfer of features to the expand layer, which incorporated both 1×1 and 3×3 kernels. To

optimize the weight parameters, three variables were fine-tuned during the training process:

(1) the number of 1× 1 kernels in the squeeze layer (s1×1), (2) the number of 1× 1 kernels in

the expand layer (e1×1), and (3) the number of 3×3 filters in the expand layer (e3×3). The input

channels to the 3× 3 filters were restricted if the value of s1×1 was greater than (e1×1+ e3×3).

The input to the SqueezeNet architecture was set to 227× 227× 3, with the dimensions

of 277×227×3 representing the RGB tool wear images. A 3×3 maximum pooling layer with

a stride of 2 was employed to reduce the size of the feature maps. Subsequently, the feature

maps were convolved through a series of fire modules (Fire 2 to Fire 8), and the resulting last

feature map in Fire Module 9 (Fire 9) had dimensions of 14×14×512. Literature has indicated

that larger feature maps are better suited for detecting small objects as compared to smaller

feature maps [309]. As the failure modes in this research were considered micro-features, the
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14× 14× 512 feature map was transformed through a 1× 1 convolution layer (Conv10) with

1000 channels to obtain a larger feature map of dimensions 14 × 14 × 1000. The number of

1×1 kernels in each fire module was greater as compared to the number of 3×3 kernels. This

compression of the overall network was achieved without sacrificing the feature patterns in

the wear region, thereby observing the SqueezeNet theory proposed by Iandola in [333].

Detecting Failure Modes by the YOLOv3-TWDM

Inspired by the findings reported in [49], the present study proposed a novel implementation

of the YOLOv3, which leveraged a series of detection heads integrated into a SqueezeNet ar-

chitecture, as depicted in Figure 3.10. The second detection head was twice the size of the first,

thereby augmenting the size of the feature map and enabling the detection of smaller objects,

as indicated in [309]. However, it was observed that the process of determining the optimal

input feature source for the detection network was a trial-and-error process. As such, this

research successfully utilized the output feature maps from the 5th and 9th Fire modules of the

SqueezeNet architecture, a technique that was also employed in [332]. The low-level features

from the 5th Fire module and high-level features from the 9th Fire module were fused in the

classification layer to yield improved detection accuracy. The first detection head utilized a

3× 3 kernel of the first convolution layer (Conv10), a rectified linear unit activation function

(ReLu10), and a 1 × 1 filter of the second convolution layer (Conv11) to convolve the over-

all feature map. Whereas, the second detection head, in turn, convolved the features using a

3 × 3 filter of the first convolution layer (Conv12), a rectified linear unit activation function

(ReLu12), and a 1× 1 filter of the second convolution layer (Conv13).

The detection heads of the YOLOv3 algorithm were initialized with the same weight ini-

tialization scheme (HE). HE, named after its creator, Kaiming He, is similar to the commonly

used ”Xavier” initializer, and is commonly used for layers with the ReLU activation function.

The output produced by the YOLOv3-TWDM was a list of Bounding Boxes (B-Boxes) with as-

sociated predicted classes, extracted from the detection layers of the network. Each B-Box was

represented by a set of four parameters: (1) the probability of the B-Box containing a specific

class (Pc), (2) the x and y coordinates of the B-Box centroid (bx, by), (3) the width and height of

the B-Box (bw, bh), and (4) the probability of a cell containing a failure mode (C). For a single
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cell, the detection heads predicted a feature vector y = [Pc, bx, by, bh, hw, C1, C2, C3, C4, C5],

with locations denoted by five labels: ”chipping,” ”flaking,” ”uniform flank wear,” ”BUE,” and

”Notching”. At each location, an output was produced with a score sc relative to the bounding

box, and the confidence of each predicted class (C(sc)) was computed by 3.13 [336].

C(sc) =
esc∑esc

c

(3.13)

Evaluating the Performance of YOLOv3-TWDM

The Regions of Interest (ROIs), identified through these failure modes, resulted in a final fea-

ture map of (5B + 5) items, Where B represented the number of bounding boxes each cell

predicted. The input image was divided into numerous grids to ensure each cell detected a

solitary class label, as depicted in Figure 3.12. However, the predicted and ground truth B-

boxes sometimes varied in their coordinates during detection. Thus, the features localization

was evaluated by determining the area of overlap between the ground truth and predicted B-

Boxes, thus introducing the Intersection over Union (IoU) metric, with a perfect localization

being identified by an IoU of 1. Nevertheless, some redundant boxes still persisted. As such,

Non-Maxima Suppression (NMS) was employed to eliminate them by: (1) identifying boxes

with the highest confidence levels, (2) selecting boxes with an IoU above a specified thresh-

old, and (3) suppressing boxes with an IoU below the threshold. Figure 3.13 exemplifies the

utilization of IoU to assess the performance of YOLOv3-TWDM.

In addition to the IoU metric, the Precision-Recall curve (PR-curve) was employed to

evaluate the performance due to its ability to accurately interpret specificity in the presence

of an imbalanced dataset [338]. Precision reflected the model’s efficiency in predicting the

correct failure mode while recall captured the number of failure modes correctly classified

[339]. The values of precision and recall were calculated through equations (3.14) and (3.15),

respectively. The Area Under the PR-Curve (AUC) was used to evaluate the model’s ability

to distinguish between positive and negative detections. The AUC ranged between 0 and 1,

where 1 represents a perfect detection, whereas 0.5 represents a random detection. AUC is

widely used due to its robustness in detecting imbalanced tool wear dataset by providing a

scalar value that summarizes a model’s performance across all thresholds. This was used to
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Figure 3.12: Detecting and classifying failure modes using YOLOv3-TWDM

Figure 3.13: Evaluating the YOLOv3-TWDM using IoU

assess the model’s proficiency in detecting individual failure modes during MV-TCM.

Precision =
TruePositive(TP )

TruePositive(TP ) + False Positive(FP )
(3.14)

Recall =
TruePositive(TP )

TruePositive(TP ) + FalseNegative(FN)
(3.15)

The objective was to attain the highest AUC for all 5 failure modes. To realize this, the

YOLOv3-TWDM was engineered to reduce the losses incurred during failure modes detection.

These losses were denoted as the localization loss (Lossfail−loc), which occurred as a result

of the missing predicted B-Box coordinates, and the confidence loss (Lossfail−coff ), which



Chapter 3. Developing ML Models for Tool Wear Prediction 87

depicted the misclassified failure modes. These losses were calculated through equations (3.16)

and (3.17) respectively [336], with localization loss utilizing positive samples (ps) only, and the

confidence loss incorporating both positive and negative samples (ps and ng).

Lossfail−loc =
N∑

i∈ps

∑
k∈(x,y,w,h)

xq
i,jsmoothL1(p

k
i − gkj ) (3.16)

Lossfail−coff = (
N∑

i∈ps

xc
i,jlog(C(scci)) +

N∑
i∈ng

log(C(s0ci))) (3.17)

If the combined losses were high, the YOLOv3-TWDM would not accurately detect and

categorize the failure modes. The value xc
i,j = 1 signifies a correspondence between the ith

predicted and the jth ground truth B-Boxes in the context of a particular failure detection.

Conversely, a value of xc
i,j = 0 indicates the absence of said correspondence. The confidence

metric Cc
i quantified the certainty of the failure mode c.
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Figure 3.14: Correlating flank wear with the B-box coordinates in YOLOv3-TWDM

It should also be noted that YOLOv3-TWDM applied in this research predicted both the

presence of failure modes and their respective magnitudes by analysing the geometry of the

predicted B-Boxes. It was noted that the dimensions of the B-Box (bh, bw) were proportional

to the magnitudes of the multiple failure modes, as illustrated in Figures 3.14 and 3.15. This

information was then utilized to enhance the Fi magnitudes in predicting and optimizing the

flank wear evolution.
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Training the YOLOv3-TWDM

During training, it was observed that the wear region exhibited some noise due to smear-

ing, and this necessitated pre-processing of the images prior to features extraction by the

squeezeNet architecture. In this case, the Contrast Limited Adaptive Histogram Equalisa-

tion (CLAHE) was applied to improve the contrast of tool wear images. The rationale behind

CLAHE was to repair irregularities across borders while performing histogram equalization

of non-overlapping sub-areas of tool wear images [340]. The Clip Limit (CL) and Number of

Tiles (NT) were hyper-parameters applied during CLAHE. The NT controlled the size of sub-

regions while the CL limited the noise for each sub-region during contrast equalization. The

values of CL and NT that optimized CLAHE were 0.005 and [20, 20]. In this case, the original

image, 1440×1920×3, was divided into 6912 sub-regions. Then, CLAHE was applied to each

sub-histogram of 6912 sub-areas to create sub-histograms, which were redistributed to ensure

the height did not exceed a CL of 0.005. After that, a cumulative histogram was generated by

interpolating the equalized 6912 sub-histograms [341].

After enhancing the contrast, 404 images (80% of total dataset of 506 images) was used to

create ground truth bounding boxes by labelling the failure modes in each image as regions of

interest (ROIs) using MATLAB image labeller application, as shown in Figure 3.16. The failure

modes were identified by following the ISO-8688-1 face milling standard [12] and relevant lit-
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erature findings [10, 69]. The flank wear was identified as the entire wear region, extending

uniformly along the main cutting edge. In contrast, chipping was saw-tooth profile along the

cutting edge, and was characterized by its location, color, and shape. BUE was identified as

adhesive particles that projected above the main cutting edge, whereas flaking was a localized

fracture beneath the main cutting edge. Like chipping, flaking exposed the low-energy layers

of the tool’s substrate, but it was distinguished from chipping by its location and shape. Notch-

ing was a deep groove at the tool entry into the workpiece. After labelling the failure modes,

the training dataset was augmented to combat the powerful fitting ability of SqueezeNet fea-

tures extraction network [33]. During this process, it was transformed by jittering the contrast

ratio of 0.1, a hue of 0.1, saturation and brightness of 0.2; flipping by a reflection scale of [1,

1.1]; and clipping the region outside the overlap of 0.25. After augmentation the dataset, 80%

was used for training, and 20% for testing.

Figure 3.16: Labelling failure modes using MATLAB image labeler application

After transforming the labelled dataset, SqueezeNet was applied to extract features through

transfer learning. During this process, YOLOv3-TWDM was optimized by tuning the hyper-

parameters using stochastic gradient descent algorithm. The hyper-parameters were adopted

from [332], including the number of epoch, mini-batch size, learning rate, L2regularization,

and penalty threshold. The hyperparameters as described as follow:

• The number of epochs denoted number of iterations that ensured a complete training

and minimum losses.

• MinibatchSize represented the number of images processed per iteration, signifying the

speed and duration of the training process.
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• Learning Rate signified the rate at which the training response changes in relation to

the estimated error, balancing both accuracy and speed.

• L2Regularization is a mathematical variable employed to penalise errors, enabling the

achievement of minimum losses and high precision.

• The Penalty Threshold was defined as the penalty applied to specific detections that

scored below a specified threshold, returning only detections of the highest confidence.

The predicted failure modes were compared with the ground truth data to assess the mean

Average Precision (mAP) during training. After training and evaluating the performance of the

multi-sectional SVD and YOLOv3-TWDM, the extracted features were combined with process

parameters to formulate a Diverse Feature Synthesis Vector (DFSV). Thus, the DFSV consisted

of process parameters, Fi, and failure modes (categorical features). The DFSV was used to

train an ML model for average VB prediction and control during face milling of Inconel 718.

However, considering that previous studies utilized geometric and textural features to predict

tool wear evolution, the DFSV was compared with the Spatial Binary Features (SBF) ( which is

a combination of the geometric and fractal properties of the flank wear region) to validate its

feasibility in representing the complex wear morphology during face milling of Inconel 718.

The training and optimization process of YOLOv3-TWDM is outlined in Algorithm 2.
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Algorithm 2 Training of SqueezeNet-Based YOLOv3-TWDM
1: Inputs: Tool Wear Images

2: Outputs: Weight parameters of YOLOv3-TWDM

3: Global Parameters:

1. GroundtruthBBoxes← input images ISO 8688− 1 labels

2. Number of PredictedBBoxes

3. ps, ng← Evaluate Positive andNegative samples

4. Weight parameters

4: function Loop([ ])

5: Groundtruth← 80% input dataset

6: Featuremap← SqueezeNet F ire9 + Fire5

7: Final Featuremap← DetectionHeads

8: PredictedBBoxes← Detection TOLOv3Network

9: for i← 1 to number of test set do

10: psBBoxes← IoU ≤ 0.65

11: ng BBoxes← IoU ≥ 0.65

12: Calculate Total loss

13: Minimize loss← OptimizeHyperparameters

14: Detected failuremodes← 20% test dataset

15: Detected failuremodes← Non−MaximaSuppression (NMS)

16: Precision, Recall← Evaluate TP FP, TN FN

17: mAP ← Precision, Recall

18: return Failuremodes, Precision, Recall, mAP ← Y OLOv3− TWDM

19: returnMagnitudes of failuremodes← PredictedBBoxesDimensions

3.2.3 Extracting Spatial Binary feature (SBF)

Unlike the Diverse Feature Synthesis Vector (DFSV) approach, this technique improved the ef-

fectiveness of features representation by extracting the geometric and fractal properties from

the side cutting edge of the wear inserts to circumvent the uncontrolled failure modes on the
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main cutting edge. Figure 3.18 shows the methodology used to process images and extract

spatial binary features for VB prediction during machining. Before extracting the spatial bi-

nary features, the Contrast Limited Adaptive Histogram Equalization (CLAHE) was used to

improve the contrast ratio of tool wear images. The results of CLAHE technique applied in SBF

approach is shown in Figure 3.17 (b). The Morphological Reconstruction Technique (MRT) was

enhanced in this research by integrating it with CLAHE to generate binary images. The En-

hanced MRT (EMRT) performed segmentation through thresholding, dilation, filling of voids,

masking the binary image with the original grayscale image, and removal of peripheral edges

[342].

Figure 3.17: Image processing during extraction of spatial binary features (SBF)

Figure 3.18: Predicting VB progression using spatial binary properties and MLPNN

The assumption was that tool wear images extracted from the side cutting edge were

bimodal as they comprised a single region (wear region) that was to be extracted and binalized.

The global thresholding aimed to identify a gradient value that would completely binarize

the tool wear image [261]. Subsequently, the MRT filled all the edges, boundaries, and voids
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to form a dilated and continuous flank wear region. The original grayscale image masked

the binary image to ensure that the wear region did not surpass the original size. Finally,

EMRT eradicated all minor edges to yield two distinct segments, namely the flank wear region

(represented by white pixels) and the background (represented by black pixels), as shown in

Figure 3.17 (c). In addition to EMRT, Canny edge detection [343] was employed and enhanced

by EMRT to produce a thin ridge around the wear region. The first step of the Enhanced Canny

Edge Detection (ECED) computed the gradient (M(x,y)) using 3.18, which leveraged the Robert

operator along the gradient direction θ (3.19).

M(x, y) =
√
(g2x(x, y) + g2y(x, y)) (3.18)

θ = tan−1 (gy(x, y)

(gx(x, y)
(3.19)

Where gy(x, y) and gx(x, y) are the gradients of a Gaussian function g(x, y). The second

phase applied the gradient magnitude (M(m,n)) to determine a threshold value that would

preserve the contours of the wear region while eliminating extraneous noise along the perime-

ter. The dilatory aspect of EMRT induced an inconsistent width of the edge surrounding the

wear region. To rectify this, the third stage implemented a non-maximum suppression to elim-

inate pixels outside the wear region and establish a narrow ridge. Finally, a continuous outline

was formed by identifying the nearest neighboring pixels along the slender ridge, resulting in

a contiguous perimeter that circumscribed the wear region, as shown in Figure 3.17 (d). After

applying image processing techniques, the binary image was transformed into quantifiable

metrics, such as area, perimeter, and fractal dimension.

The area was defined as the aggregate of pixels constituting the boundary of the flank

wear region in a binary image [37] (Figure 3.17 (b)), and was hypothesised to increase with

the progressive VB, owing to an expansion of the wear region during machining. The perime-

ter constituted the sum of pixels circumscribing a narrow ridge of the wear region, as depicted

in Figure 3.17 (d), and was similarly anticipated to increase with the progressive VB. The third

feature proposed in this research is the self-similarity of the flank wear region, referred to as

the fractal dimension (D), which was derived from the EMRT image (Figure 3.17 (b)). D was
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introduced to decipher the flank wear geometry by providing a statistical index of complexity,

comparing the intricacy of the evolving wear pattern at a measured VB scale. Thus, D char-

acterized the fractal patterns by quantifying the complexity of the wear region as the ratio

of change in intricacy to the change in the wear region. It was observed that evolution of D

played a crucial role in identifying the uncontrolled failure patterns of a highly complex flank

wear morphology. Therefore, it was employed to augment the area and perimeter in predicting

the VB profile during face milling of Inconel 718.

The value of D was assessed through the conventional box-counting technique (BCFD)

[344]. It is an exponent ranging from 1 to 2, which increased with a contiguous wear region.

During BCFD, various values of N were determined by reducing the value of r until the best

line of fit satisfied the least-squares linear regression equation, Y = DX+E, where D repre-

sents the fractal dimension and E represents the y-intercept, as illustrated by the graph-line of

equation 3.20. Figure 3.19a illustrates the BCFD technique employed to determine the values

of N and r. Only the boxes encompassing the wear region were counted to compute N rela-

tive to the value of r. A contour plot generated in MATLAB, shown in Figure 3.17 (b), depicts

the results of least-squares analysis utilized to determine the value of D (1.24). The correlation

coefficient of the logarithmic N to logarithmic r is 0.95, indicating the strong correlation of

fractal data obtained from the wear geometry.

D =
logN

log r
(3.20)

(a) (b)

Figure 3.19: Computing fractal dimension: (a) Box-counting method; (b) contour plot for least squares
regression
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3.2.4 Multi-layer Perceptron Neural Network for VB Prediction

After extracting the features (DFSV and SBF) from the training images, they were combined

with process parameters to train a Multi-layer Perceptron Neural Network (MLPNN) in MAT-

LAB R2021b. During this process, the features were normalized by standardization to equalize

the predictive strength during MLPNN training. Given the case of multicollinear data, the

MLPNN architecture was attuned to grasp the intricate relationship between nominal and

numerical features, thus augmenting its versatility to predict VB progression under complex

flank wear morphology. Despite the requirement of large datasets to prevent under-fitting

issues [171], the MLPNN was optimized by updating the features’ weights and biases to fit a

regression model, thus implementing the adaptive learning to predict the prevailing VB profile

at varying processing conditions [166].

The MLPNN was evaluated by the mean squared error (MSE) loss function (3.21)[345]. The

backpropagation (3.23) was used to compute the partial derivative to minimize the loss func-

tion. A purelin transfer function (f ) was used because the model applied regression analysis

to compute the VB output (3.22). The number of neurons in the input layer was corresponding

to the features, whereas the output layer had one neuron representing VB output. The optimal

number of neurons in the hidden layer was determined by conducting several iterations.

MSEV B = 1/n
n∑

i=1

(V Bt − V By)
2 = 1/n

n∑
i=1

ϵ2V B (3.21)

yj = f(b+
N∑
k=1

wkj − xk) (3.22)

dϵ

dwkj

=
dϵ.(dyj)

(dyj)(dwkj)
=

dϵ.(dyj)

(dyj).d(
∑N

k=1wkj − xk)
.
d(
∑N

k=1wkj − xk)

dwkj

(3.23)

where f is a purelin transfer function, b is the bias, xk is the input to a neuron, ϵ is the

error, wkj is the weight between neuron k of previous layer and j of the current layer, yj is

the output of jth neuron. The training and test performance was further evaluated by Root

Mean Square Error (RMSE), box plots, and correlation coefficient (R2) metrics. After training,

evaluating, and validating the MLPNN using DFSV and SBF, the ML models (DFSV-ML and
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SBF-ML) models were created. The models were further evaluated and compared using test

dataset to select the best ML for in-process utilization. This dataset was extracted from the

speed of 40 m/min, feed of 0.13 mm/tooth, and ADOC of 1 mm, a condition outside the vicinity

of the training parameters and images. Thus, the selected ML was integrated with an MV-TCM

system for in-process predictive control of tool wear evolution during face milling of Inconel

718. The outcome of such integration was an ML-based MV-TCM system.

3.3 DevelopingML-basedMV-TCMfor PredictingToolWear

Evolution

It was reported that tool replacement in CNC milling operations constitutes more than 20%

of the total machine downtime [237]. The ISO 8688-1 standard stipulates that tools should

be replaced once they reach a maximum failure criteria, which is determined by the magni-

tude of failure modes. However, these magnitudes are typically measured offline using digital

microscopes. This process is time-consuming, hazardous (due to the use of chemicals dur-

ing cleaning), expensive (as most microscopes are costly, especially when inspecting a large

sample size), and requires skilled experts to carry out the tool wear characterization. There-

fore, there is a need to address these limitations by implementing a cyber-physical MV-TCM

system that can predict or measure the magnitudes of failure modes to determine the failure

criteria and actual time for tool replacement. To achieve this, an ML-based on-machine vision

system was employed in this research to predict and control in-process tool wear evolution,

thus, addressing the third question and objective of this research. Figure 3.20 summarizes the

methodology of applying ML-based MV-TCM system during face milling of Inconel 718.

The main contributions of this method to the field of MV-TCM is:

• The structural design of the MV-TCM exhibits exceptional properties, streamlining in-

process data acquisition, processing, and transfer within challenging CNC machining

domains.

• The newly proposed integrated system, featuring an ML-based MV-TCM, not only pre-

dicts and controls but also enhances informed decision-making for real-time tool per-
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Figure 3.20: ML-based MV-TCM for tool wear prediction and control

formance optimization, particularly under dynamic and varying processing conditions.

These contributions showcase a paradigm shift in MV-TCM structural design, an inno-

vative approach that offers a streamlined data management, heralding a new era in real-time

tool performance control and optimization under varying processing conditions.

3.3.1 Developing an MV-TCM Structure

In machine vision technology, CMOS cameras have advanced over the years, where high price-

to-performance ratio has facilitated their deployment in TCM applications [346]. The high

speed, sensitivity, and low power consumption, make them indispensable in acquiring time-

series data during machining [347]. However, capturing high-resolution images with varying

flank wear depths still remains a challenge for most CMOS cameras. To overcome this, aux-

iliary components such as telecentric lens and LED ring light were employed to enhance the

data acquisition. The telecentric lens, unlike a fixed focal length, improved the magnification

with varying flank wear depths [346]. The LED ring light, with its unique flexibility, out-

put stability, and longevity, facilitated the matching of the source’s spectral output with the

sensitivity of the CMOS camera. The polypropylene plastic shielded the camera, lens, auto-

capturing system, and LED light source, thereby thwarting any potential ingress of coolant

droplets and swarf onto the system. Figure 3.21 shows the main structural components of the
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MV-TCM.

(a) (b)

Figure 3.21: Themain structure: 1.LED light, 2.Plastic films, 3.Plastic film holder, 4.Holder support, 5.Table
stand, 6.Clamps, 7.Blocks, 8.Telecentric lens, 9.Cooling fan duct, 10.Cooling fan, 11.Camera, 12.Camera
fixture, 13.Cooling fan fixture

Furthermore, the processing time was minimized by integrating an auto-capturing sys-

tem, which instantaneously detected the cutter as it approached the focal coordinate, thereby

activating the camera’s shutter to capture tool wear images. To achieve this, an infrared photo-

electric proximity sensor (SN-E18-B03N1, diffuse reflective type, NPN output, 1.6cm(Diameter)×

6.7cm(Length)) was reliable for a close-range MV-TCM installation. It had a maximum de-

tection distance of 14 cm, sufficient to encompass the camera’s working distance of 65 mm.

In addition, the cutter detection also considered an average delay before tools were registered

on the focal coordinate of the camera. A design of such helped to estimate the actual time to

turn on the camera. To synchronise the entire auto-capturing system, an Arduino Uno micro-

controller was programmed with MATLAB to control the camera and infrared photoelectric

proximity sensor.

During image acquisition, an industrial camera (Baumer, VCXU-65M.R, 1/1.8” CMOS sen-

sor, 3072 × 2048 resolution, 47 fps, purchased from Vitals Vision Technology, Singapore) and

a telecentric lens (APT08-65, 0.8×, 1/1.8”, also purchased from Vitals Vision Technology, Sin-

gapore) were oriented at 45°relative to the CNC spindle axis at a working distance (WD) of 65

mm with a 6.9×8.9mm field of view and a maximum distortion of 0.03%. The camera and lens

specifications are shown in Table 3.8 and 3.9, respectively. The camera system was securely

affixed to the MV-TCM stand, which was supported by 4 magnet discs (HD-MAG-2003, Strong
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N52, ϕ = 20mm×H = 3mm) and vibration pads to prevent any extraneous motion induced

by high vibrations when cutting Inconel 718.

To optimize the resolution of the images, the camera and lens were calibrated to opti-

mal settings, including 30 fps, a gain of 10, and an exposure time of 400. In addition, other

parameters were computed, including Angular Field of View (AFV), Horizontal Field of View

(HFoV), Depth of View (DoV), and image resolution by using the image height of 1920 pixels,

minimum detectable size of 2 pixels, working fnumber of 9.6, and working distance (WD) of

65 mm. Therefore, the Angular Field of View (AFOV ) and Horizontal Field of View (HFOV )

were 22.93° and 26.77 mm, respectively. The aspect ratio of the image was 1:1, thus rendering

the Vertical Field of View (V FOV ) congruent with the HFOV .

Table 3.8: The specifications of Baumer VCXU-65M.R Camera

Sensor Resolution Frame Rate
1/1.8” CMOS 3072 (H) x 2048 (V) 47 fps

Table 3.9: The specifications of VST APT08-65 Telecentric Lens

Working Distance (WD) Field of View (FOV) Distortion (Max)
66mm 6.9 x 8.9 mm 0.03%

The geometry of the PVD-TiAlN/NbN coated cemented carbide inserts, as outlined in

Table 3.2, indicated that the effective length of the main cutting edge for the maximum ADOC

of 1 mm and 45°leading angle was 1.4 mm, thereby rendering the Field of View (FoV =

9.6) sufficient to focus the entire flank wear region. The maximum Depth of View (DoV )

was determined to be 0.54 mm, which was deemed adequate to capture the maximum flank

wear depth incurred during the milling of Inconel 718. The minimum detectable size was

calculated to be 26µm, which resulted in approximately 20 salient sub-regions within a 500µm

of maximum VB, thus providing ample focus on the 5 potential failure modes on the tool’s

cutting edge. Nevertheless, the resolution was further augmented through image processing

techniques, resulting in an improved pixel distribution and contrast ratio within the flank wear

region.

The MV-TCM was further enhanced to overcome the vibrations, which had a detrimental

impact on the sensitivity of camera and photo-electric sensors, as well as the stability of the
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LED light source. As a result, the MV-TCM base was enhanced with vibration pads as shock

absorbers. To arrive at this decision, the main structure of the MV-TCM system was first mod-

elled in SOLIDWORKS, as depicted in Figure 3.21. The detailed and assembly drawings of the

whole system is shown in Appendices E.1 to E.6. The arms were fabricated from aluminium

with the ultimate, yield, and fatigue strength of 310 MPa, 280 MPa, and 130 MPa, respectively.

The arms that supported the camera and LED light assemblies weighed 2.4545 N and 0.981

N. Thus, the structure was tailored to withstand the bending stresses along these arms. Fur-

thermore, a fatigue analysis was performed to evaluate the maximum life and damage of the

structural components, which could result in an unprecedented failure of the critical compo-

nents. Additionally, the total deformation was analyzed to assess the deviation of the camera

assembly from the focal coordinate, xcamera and ycamera position of the CNC G-code, ensuring

the minimum deviation of the DoV , V FoV and HFoV .

The MV-TCM system was designed to withstand the random vibration resulting from

high-frequency response, particularly at the end of tool life when tools were subjected to

chatter due to rapid wear evolution. Random vibrations entailed the probabilistic computa-

tion of the structural response associated with statistical inputs, such as displacement. Hence,

the arbitrary loading condition of the CNC milling environment was simulated to examine the

stability and service life of the arms. To achieve this, the model was simulated by the ANSYS

2021 R2 with all components connected through friction-contact to facilitate stress transmis-

sion from the joints. The entire geometry was meshed with triangular elements, with increased

refinement in regions of stress concentration, such as the arm joints, base joint, chamfers, and

fillets. The base was fixed to simulate physical clamping on the CNC worktable. During sim-

ulation, PSD was applied at the base, and the loads of the arms were loaded into the static

structure to provide the pre-stress conditions for the modal analysis. The natural frequencies

and mode shapes were obtained through modal analysis. The displacement excitation was then

implemented at all friction-based supports, also known as boundary conditions, enabling the

random load to propagate throughout the entire structure. Figure 3.22 shows the simulation

procedure using ANSYS workbench.
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Figure 3.22: Methodology for structural analysis in ANSYS 2021 R2

3.3.2 A Binary Classifier for Separating Wear Inserts

To facilitate efficient online data processing, an ML model was developed to separate the wear

inserts from the residues. This process controlled and filtered the number of images for tool

wear analysis, thus, improving the computational cost and time required to analyze and predict

tool wear progression. However, tool wear images and residues shared similar characteristics,

making it challenging to separate them using simple binary classifiers, as depicted in Figure

3.23. Therefore, this study extracted high level features to distinguish the wear inserts from

the residues by using a pre-trained CNN. This technique was also successfully implemented

in [348, 349].

Inspired by the transfer learning technique in [348], the pre-trained AlexNet was used in

this research. The feature map from a Fully Connected layer (FC-7) of a pre-trained AlexNet

was then transferred to a softmax regression model for binary classification [305, 350]. During

training, the hyper-parameters were optimised by stochastic gradient descent (SGD) to tune

the weights and bias. Thus, the binary classifier was divided into: (1) pre-trained AlexNet and

(2) softmax regression model. The methodology of the binary classifier is shown in Figure

3.24. The input size of AlexNet was 227 × 227 × 3. It should also be noted that the AlexNet

architecture contains eight layers, 5 convolution and three fully-connected layers.

According to [305, 350], Alexnet can classify 1000 labels with an error of 15.3%. It divides

the tool wear image into small patches called samples. By extracting the colour, edge, pixel

distribution, and failure patterns, it convolves the features to obtain the activation values,
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Wear Insert 1 Wear Insert 2

Residue 1 Residue 2

Figure 3.23: Examples of tool wear inserts and residual images

which are applied to the entire image [351]. Given r × c images, small a × b patch with an

xs small image sample and kthfilter, the function of the learned kthfeatures is given by

f = δ(W (1)xs + b(1)), which convolves by fconv, k × (r − a + 1) × (c − b + 1) into a new

feature map. The maximum pooling is used to scan the largest feature on each small sample

and form another feature map. The process iterates five times (in 5 convolution layers) with

different filters until a final feature vector is formed. The whole feature extraction process of

AlexNet is described in [305]. During features extraction, backpropagation was used to update

weights, W (1), by applying the derivative of the cost function. If δl+1 is the error for (l + 1)

layer with a cost of J(W, b;x, y) where (W, b) and (x, y) are parameters, (x is the input data

and y is the output labels. Error was computed by (3.24) [305].

ϵ(l) =
(
(W (l))T δ(l+1)

)
• f ′(z(l)) (3.24)
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Figure 3.24: Wear inserts identification using a binary classifier

And the corresponding gradient becomes (3.25, 3.26) [305]:

∇W (l)J(W, b;x, y) = δ(l+1)(a(l))T , (3.25)

∇b(l)J(W, b;x, y) = δ(l+1). (3.26)

Then the error in convolution layer can be propagated by (3.27) [305]:

δ
(l)
k = upsample

(
(W

(l)
k )T δ

(l+1)
k

)
• f ′(z

(l)
k ) (3.27)

Where k is the filter number and f ′(zlk) is the derivative of the activation function. The

next errors are computed by pooling layer. A gradient that maps on a(l) input to ithlayer with

respect to kthfilter can be found by 3.28 and 3.29 [305].

∇
W

(l)
k
J(W, b;x, y) =

m∑
i=1

(a
(l)
i ) ∗ rot90(δ(l+1)

k , 2) (3.28)

∇
b
(l)
k
J(W, b;x, y) =

∑
a,b

(δ
(l+1)
k )a,b. (3.29)

The FC-7 (a softmax layer in AlexNet) was modified from 1000 to 2 classes to synchronise

the number of outputs (wear inserts and residues). During training, hyper-parameters such

as batch size, learning rate, epochs, momentum, regularisation, and normalisation were opti-
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mised using stochastic gradient descent algorithm (SGD). The training features were (x(1),y(1))

and (x(m),y(m))], where y(i)ϵ1, 2, . . . , K for k classes (where k is 2 as described above). Given

input x, a probability, P (y = k|x), was computed for each class (wear inserts or residues)

to create a vector of probabilities hθ(x). The k-dimensional vector had k-probabilities whose

sum of elements was 1.

hθ(x) =



P (y = 1|x; θ1)

P (y = 2|x; θ2)
...

P (y = K|x; θK)


=

1∑K
j=1 exp(θ

(j)⊤x)



exp(θ(1)⊤x)

exp(θ(2)⊤x)

...

exp(θ(K)⊤x)


(3.30)

θ(1), θ(2), . . . , θ(K) ∈ ℜn are model parameters and 1∑K
j=1 exp(θ

(j)⊤x)
is the normalization func-

tion. θ represents all parameters of the model which is a matrix of column vectors after con-

catenating θ(1), θ(2), . . . , θ(K). That yields (3.31) [352]:

θ =


| | | |

θ(1) θ(2) · · · θ(K)

| | | |

 . (3.31)

Whose cost function is (3.32) [352]:

P (y(i) = k|x(i); θ) =
exp(θ(k)⊤x(i))∑K
j=1 exp(θ

(j)⊤x(i))
(3.32)

And the gradient can be computed iteratively by (3.33) [352]:

∇θ(k)J(θ) = −
m∑
i=1

[
x(i)

(
1{y(i) = k} − P (y(i) = k|x(i); θ)

)]
(3.33)

Just like the YOLOv3-TWDM, the performance of the binary classifier was evaluated by

True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN) were

used to evaluate the recall, precision, relative accuracy, and overall accuracy. In this case, the

TP described the correct prediction of the wear inserts while FP describes the residue image
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classified as a wear insert. The TN defined the correct predictions of the residue image, whereas

FN described the wear inserts classified as residues. The precision described how correct the

model classified the image as wear insert of residue (a measure of accuracy by quality), whereas

recall was characterized by the number of correctly classified images (a measure of accuracy by

quantity). The Average Precision (AP) was then calculated from plotting the graph of Precision

against Recall, and then obtaining the Area under the curve. The specific accuracy was the

number of wear inserts correctly classified against the total number of images for each class

during data acquisition.

3.3.3 Validating In-process Performance of ML-based MV-TCM

After developing the MV-TCM hardware, it was integrated with the trained ML models to

create an ML-based MV-TCM system. An experiment was conducted to validate this system

in terms of flank wear prediction and control. The experiment was carried out under unknown

cutting condition by utilizing a speed of 40 m/min, a feed rate of 0.08 mm/tooth, and an axial

depth of cut (ADOC) of 0.9 mm. This condition was selected using a Gaussian Kernel Ridge

Regression Model (GKRR) (Appendix C.7) in Chapter 6. This ensured that the validation data

was different from the training dataset to test the reliability of the system in extracting features

and predicting VB progression for real-life scenarios. At this point, the conventional methods

were also used to observe the actual failure modes and measure VB at each incremental length

of 400 mm. The CNC spindle was rotated at 5000 rpm while moving upwards at a feed of 1000

mm/min to remove any residual coolant droplets on the tool’s surface by centrifugal force.

Then it was moved towards the camera position, where it rotated at 10 rpm (lowest CNC

setting). A mini fan was installed to blow the camera lens, drying any humid contaminants

that could reduce the resolution of flank wear images during capturing. Upon arrival, the

cutter was detected by the photoelectric proximity sensor to trigger the camera’s shutter for

image acquisition.

The time-series flank wear images were acquired by a Baumer camera via a webcam, and

a total of 180 images (1 image per 2° of 360° revolution) were obtained at each incremental

length. Another program was devised to save the data file with the associated date and time

for easy retrieval in the directory. Thereafter, a binary classifier was used to separate the wear
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inserts from the residues. After separating the wear inserts, a Contrast Limited Adaptive His-

togram Equalization (CLAHE) was applied to improve the pixel distribution and luminosity,

thus enhancing the resolution of flank wear images for easy identification of failure modes on

the tool’s cutting edge. The processed images were further transformed by rotating through

180°, resizing them to [227, 227, 3], and cropping them to [900, 1000], as per the specifications of

the YOLOv3-TWDN training data (ground-truths). Subsequently, the trained multi-sectional

SVD and YOLOv3-TWDM were utilized to detect the DFSV. In cases where the uncontrolled

failure modes were detected, an induction-reasoning algorithm was also used to configure the

underlying wear mechanisms and suggest the credible levels of process parameters that could

minimize the tool’s failure rate. By doing this, the system was utilized to design the optimum

speed and feed, which minimized the evolution of VB and improve the cutting efficiency. Fi-

nally, the ML-based MV-TCM efficacy was validated and compared with known conventional

and soft computing methods (GKRR) for the predictive control of tool wear evolution during

face milling of Inconel 718.

3.3.4 In-process Control of Tool Wear Evolution

Therefore, this study enhanced the ML model with an inductive-reasoning algorithm to detect

flank wear and chipping magnitudes of the PVD-TiAlN/NbN coated carbide inserts during face

milling of Inconel 718. The decision-making algorithm was designed by harmoniously blend-

ing the experimental findings, SECO tool’s recommendations, and ISO-8688-1 face-milling

standard to ensure its practical use in the real manufacturing industry. Unlike the previous

TCM methods, it was observed that the decision-making algorithm in this study was able to de-

cipher the underlying wear mechanisms based on the failure modes detected by the YOLOv3-

TWDM to determine the significant levels of speed and feed/tooth, which optimized the rate

of VB and chipping evolution during machining. In so doing, the system helped in designing

the promising cutting condition that improved the life of PVD-coated carbide inserts during

face milling of Inconel 718.

After detecting the type of failure modes, the YOLOv3-TWDM was utilized to detect the

magnitudes of failure modes directly from tool wear images to further demonstrate the com-

plexity of wear evolution on the tool’s cutting edge during face milling of Inconel 718. These
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magnitudes were correlated with process parameters to determine the optimal speed, feed,

and ADOC that minimized the wear rate during machining. This was achieved by plotting the

graphs to study the flank wear and chipping evolution at various processing parameters to de-

termine the promising cutting condition that minimized Fi, BhFW , Bhchipping, and Bwchipping

rate. From such a correlation, the thresholds were derived by mapping the values of the mag-

nitudes against the ISO-8688-1 designated wear values on the promising cutting condition.

Considering that it was not feasible to always remove the tools and measure the actual VB

to determine failure criteria, these thresholds were then used to enhance the decision-making

algorithm by determining the stopping criteria at various VB levels during the machining

process. As a result, the inductive-reasoning algorithm was built to achieve two principal

functions: (1) determination of the Limiting Threshold Values (LTVs) at various wear levels

(early, uniform, critical, and failure stages) and (2) determination of levels of speed and feed

using the predicted failure modes and wear mechanisms as indicated in Figure 3.25.
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Figure 3.25: A strategy used for in-process tool performance control and optimization

The first decision was achieved after correlating the magnitudes of the flank wear fea-

tures with the actual VB to determine their equivalence according to ISO-8688-1 face milling

standard. Thus, features were divided into four distinct values, corresponding toLTVV B=0.1mm

(early rapid wear),LTVV B=0.2mm (uniform wear),LTVV B=0.3mm (critical wear), andLTVV B=0.5mm

(failure). The LTV equivalence were presented by equations 3.34.

LTVV B−level = max[ϕ(Fi), α(BhFW ), γ(Bhchipping), δ(Bwchipping)] (3.34)
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Where, ϕ,α, γ, and δ are coefficients that normalize theFi,BhFW ,Bhchipping andBwchipping

to standardize their influence in selecting the maximum threshold value for each flank wear

level. Except for Fi and BhFW , which were consistent in the early and uniform wear stages,

the Bhchipping and Bwchipping magnitudes normally evolved in the critical and failure regions.

Therefore, threshold values of Bhchipping andBwchipping were mostly utilized in the critical and

failure regions, where the evolution of Fi and BhFW was noticed to fluctuate under uneven

pixel distribution and complex flank wear morphology. This decision was made by consider-

ing that the critical and failure regions experienced the synergistic wear mechanisms, which

exacerbated the rapid evolution of failure modes, such as BUE and chipping magnitudes. How-

ever, these failure modes also posed a terminal challenging of mutilating the pixel distribution

and energy layers, affecting the consistency of the BhFW and Fi, thus, making them unreli-

able for detecting the LTV in the critical and failure regions. According to the experimental

findings in Chapters 5 and 6, the Bhchipping and Bwchipping emerged in the critical and failure

region due to the synergistic wear mechanisms at the end of tool life. As a result, the pres-

ence of chipping magnitudes in the early and uniform wear regions signified rapid VB rate,

sub-optimal process parameters, and inefficient cutting mechanism.

The second decision was achieved by evaluating the failure modes and wear mechanisms,

as shown in Figure 3.25. After detecting the dominant failure modes, they were used to reveal

the causative wear mechanisms through inductive-reasoning, which was based on the experi-

mental findings, SECO tools catalogue, and ISO-8688-1 face-milling standard. These predicted

wear mechanisms revealed the sub-optimal process conditions, thus, prompting a change in

speed and feed to improve the performance of the PVD-TiAlN/NbN coated carbide inserts

during machining. Therefore, by regulating the speed and feed, the chipping magnitudes were

controlled in the early cutting stage to minimize the wear rate. During this analysis, two

techniques were applied: (1) one-time adjustment of speed and feed and (2) multi-stage ad-

justment of speed and feed. The former was achieved by changing the process parameters

only once during the experiment, whereas the latter was achieved by adjusting the process-

ing parameters at various VB stages to obtain the overall optimum condition that minimized

the VB rate and improved tool life during face milling of Inconel 718. Algorithm 3 shows the

inductive-reasoning model that enhanced YOLOv3-TWDM during MV-TCM.
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Algorithm 3 In-process Predictive Control and Decision-making Algorithm
Inputs: multi-sectional SVD; YOLOv3-TWDM; Inductive Reasoning; Process Conditions
Outputs: Optimal speed and feed rate
Global Parameters:

1. Initial process condition← speed, feed rate

2. [LTVearly;LTVuniform;LTVcritical;LTVfailure]

3. N ← Detected FailureModes

while N ≥ 0 do
[FlankWear, chipping, flaking, notching, BUE]← Y OLOv3− TWDM
[BhFW , Bhchipping, Bwchipping]← B −Box geometry
Fi ← multi− sectional SV D
LTVV B ← [Fi, BhFW , Bhchipping, Bwchipping]
if LTVV B ≥ LTVearly then

LTVearly ←max[ϕ(Fi);α(BhFW ); γ(Bhchipping); δ(Bwchipping)]
Failuremodes← Y OLOv3− TWDM ▷ Early rapid wear

else if LTVV B ≥ LTVuniform then
LTVuniform←max[ϕ(Fi);α(BhFW ); γ(Bhchipping); δ(Bwchipping)]
Failuremodes← Y OLOv3− TWDM ▷ Steady wear

else if LTVV B) ≥ LTVcritical then
LTVcritical←max[ϕ(Fi);α(BhFW ); γ(Bhchipping); δ(Bwchipping)]
Failuremodes← Y OLOv3− TWDM ▷ critical wear conditions

else if LTVV B) ≥ LTVfailure then
LTVfailure←max[ϕ(Fi);α(BhFW ); γ(Bhchipping); δ(Bwchipping)]
Failuremodes← Y OLOv3− TWDM ▷ Failure region

[Dominantwearmechanisms]← [InductiveReasoning]
[New speed, New feed rate]← [Wearmechanisms]
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Just like the Fi and BhFW , which fluctuated in the critical and failure regions, the inter-

mittent behaviour of Bhchipping and Bwchipping deemed it unreliable to detect the LTVV B in

the early and uniform wear regions. This is why all features were inherently significant when

selecting the maximum LTVV B at various flank wear levels. To achieve the second decision,

the failure modes were categorically encoded [0, 0, 0, 0, 0] for [absence] and [1, 1, 1, 1, 1]

for [presence]. To initiate the process, the experimentally determined optimal speed and feed

were used at the beginning of the experiment. Finally, the techniques were validated by com-

paring the percentage change in tool life for the promising processing conditions, relative to

the conventional and soft computing (GKRR) methods. The methodology of GKRR ML tech-

nique is presented in the proceeding section, whereas the convention method is described in

section 3.1. It is also worth noting that the findings and scoring metrics of the GKRR (soft-

computing technique) were used specifically to validate the proposed technique of in-process

ML-based MV-TCM system as both techniques were successfully used to predict VB profile

and design promising cutting conditions under limited dataset.

3.3.5 Gaussian Kernel Ridge Regression (GKRR) Model

The ML-based MV-TCM system was further validated by comparing it with the performance

of the Gaussian kernel ridge regression (GKRR) model. The GKRR ML model developed in

this research applied the radial based function to extrapolate VB and design optimal cutting

condition during face milling of Inconel 718. The input features were cutting speed, feed rate,

ADOC and in-process cutting length. The output feature was the progressive VB. The dis-

tance between feature vectors in GKRR model is described by Equation 3.35, whereas the loss

function is described by 3.36.

kij = e−γ∥xi−xj∥2 (3.35)

Loss function = ∥Y −Kβ∥22 + αβTKβ (3.36)

Where γ is a hyper-parameter that represents the length scale between two given fea-

tures, xi and xj , Y is the target feature, K is the Gaussian kernel, β is the coefficient, and α

is the coefficient of L2-norm penalty used to penalize the fitting coefficients. The dataset used
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in the study consisted of the measured VB data as well as the boundary condition data. The

boundary condition data was introduced to catter for the anticipated VB behaviour, thereby

forcing the ML model to perform better at the conditions where VB values were missing. These

conditions specifically referred to the ones at zero process conditions. The total dataset was

870, including 267 experimentally determined and 603 boundary condition data. The hyper-

parameters (α, γ) of the ML model were optimized using a genetic algorithm (GA) with a

custom cost function taking the leave-out- (LO) group cross-validation (CV) average root-

mean-square error (RMSE) as the scoring metric. A set of data with the same cutting speed,

feed rate and ADOC was considered a group. In a given group, cutting length remained a vari-

able. For instance, cutting speed = 80 m/min, feed rate = 0.07 mm/tooth, ADOC = 1 mm, and

cutting length ranging from 400 to 1200 mm was one group. The model analysis and explo-

ration were primarily performed with the MAterials Simulation Toolkit for Machine Learning

(MAST-ML) [353], an open-source Python package with scikit-learn [354] library to automate

ML workflows and model assessments. A 5-fold CV, and cross-plot analyses were carried out

to assess the model. The 5-fold CV test was repeated 20 times in this work, and the CV RMSE

was given as the average of the fold-average RMSE.



Chapter 4

Experimental Investigation of Tool

Wear Evolution

The findings of the experiments demonstrate a comprehensive assessment of tool wear evolu-

tion during the face milling of Inconel 718. They yield a deeper comprehension of the diverse

features that contribute to rapid flank wear rate. The empirical observation and identifica-

tion of these features laid the foundation for the creation of machine learning algorithms that

were used for the predictive control of flank wear evolution while utilizing the MV-TCM sys-

tem. This chapter, therefore, encompasses the following aspects: the critical analysis of flank

wear progression, failure modes evolution, tool wear mechanisms, chip morphology, and data

synthesis by formulating the Diverse Feature Synthesis Vector (DFSV).

4.1 Flank Wear Progression

The progression of flank wear was investigated through the examination of the change in VB

rate at different process parameters, as illustrated in Figure 4.1. The average VB profiles were

plotted against the cutting length to determine the variations of VB rate at different cutting

speeds, feed rates, and axial depth of cut. The cross-plots represented the mean VB relative to

the cutting length for each cutting condition specified in Table 3.6.

It was observed that the cutting speed had a significant impact on the VB rate during

face milling of Inconel 718 [18]. Figure 4.1a reveals that as the cutting speed increases, there

112
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was rapid VB rate due to the rise in temperature, which exacerbated the thermally induced

wear mechanisms, such as diffusion, oxidation, and adhesion. The highest speed of 80 m/min

induced high cutting temperature, which led to a rapid tool degradation, creating an exponen-

tial VB profile and the shortest cutting length as compared to the lowest speed of 40 m/min.

Additionally, the lowest speed increased the tool-workpiece contact time, enhancing coolant

penetration to minimize heat and friction. At 60 m/min, the tools experienced a synergistic ef-

fect of both thermal and mechanical wear mechanisms due to moderate temperature, friction,

and coolant penetration in the heat-concentrated zone.

0 500 1000 1500 2000 2500 3000

Cutting Length (mm)

0

100

200

300

400

500

600

700

A
ve

ra
ge

 F
la

nk
 W

ea
r 

D
ep

th
 (

V
B

 
m

)

VB with Varying Speed

V
c
 = 40 m/min

V
c
 = 60 m/min

V
c
 = 80 m/min

Failure criteria

(a)

0 500 1000 1500 2000 2500 3000

Cutting Length (mm)

0

100

200

300

400

500

600

A
ve

ra
ge

 F
la

nk
 W

ea
r 

D
ep

th
 (

V
B

 
m

)

VB with Varying Feed/tooth

f
t
 = 0.07 mm/tooth

f
t
 = 0.1 mm/tooth

f
t
 = 0.13 mm/tooth

Failure criteria

(b)

0 500 1000 1500 2000 2500 3000 3500

Cutting Length (mm)

0

100

200

300

400

500

600

A
ve

ra
ge

 F
la

nk
 W

ea
r 

D
ep

th
 (

V
B

 
m

)

VB with Varying ADOC

ADOC = 0.5 mm
ADOC = 0.75 mm
ADOC = 1 mm
Failure criteria

(c)

0 1000 2000 3000 4000 5000 6000

Cutting Length (mm)

0

100

200

300

400

500

600

A
ve

ra
ge

 F
la

nk
 W

ea
r 

D
ep

th
 (

V
B

 
m

)

VB with ADOC at Lowest Speed and Feed

ADOC = 0.5 mm
ADOC = 0.75 mm
ADOC = 1 mm
Failure criteria

(d)

Figure 4.1: Flank wear progression: (a) VB with speed at ft = 0.1mm/tooth and ADOC = 0.75mm
(b) VB with feed/tooth at V = 60m/min and ADOC = 0.75mm (c) VB with ADOC at V = 60m/min
and ft = 0.1mm/tooth; and (d) VB with lowest speed and feed at ADOC = 0.75mm

In addition, the VB progression was also significantly affected by the feed rate during

machining. Figure 4.1b analyses the effect of feed rate on VB evolution. It was observed that
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the rate of VB progression increased with the feed/tooth. From 0.07 to 0.13 mm/tooth, the chip

thickness increased from 0.0647 to 0.120185 mm, resulting in large chip load, which required a

higher force to shear the workpiece material. This caused high friction, which resulted in se-

vere abrasion. In addition, the large chip load also increased adhesion wear mechanism, which

exacerbated the BUE and BUL formation on the tool’s cutting edge. The subsequent removal

of BUE and BUL led to progressive chipping and coating delamination, thereby exposing the

tool’s substrate to more sub-surface deterioration and catastrophic failure. Under such con-

ditions, tools experienced rapid VB rate as shown in Figure 4.1b. As a result, the VB profile

at 0.13 mm/tooth was exponential as compared to 0.07 mm/tooth. The reduced chip load at

the lowest feed rate minimized the friction and adhesion wear mechanism, leading to less BUE

and BUL formation on the tool’s cutting edge. Therefore, the lowest feed rate of 0.07 mm/tooth

was a favourable condition that minimized adhesion wear mechanism of the PVD-TiAlN/NbN

coated carbide inserts during face milling of Inconel 718.

Furthermore, the axial depth of cut (ADOC) had a substantial influence on the VB pro-

gression during face milling of Inconel 718. Figure 4.1c shows the effect of ADOC on VB

progression. ADOC affected the shear force of the tool as it enters the precipitation-hardened

surface layer of the workpiece material. At the medium speed and medium temperature, the

moderate rate of precipitation hardening caused high shearing force, which attributed to se-

vere friction and abrasion wear mechanism. As a result, at a small ADOC of 0.5 mm, the large

percentage of the tool’s cutting edge was subjected to the precipitation-hardened layer, caus-

ing localized chipping on the Depth of Cut (DOC) line. At 0.75 mm, the shearing force reduced

as the larger portion of the cutting edge was subjected to the subjacent layer of the workpiece

material, free from the precipitation hardening effect, thereby reducing the localized chipping

on the DOC line. As the ADOC increased to 1 mm, progressive chipping was evident at a dis-

tant away from the DOC line, making the tools survive high impact forces even at the lowest

and medium speed and feed rate. Although the ADOC of 1 mm attributed to a high shearing

force due to the largest chip load, it minimized the localized chipping at DOC because the

largest percentage of the effective cutting edge was used to machine the subjacent layers free

from precipitation hardening effect.

In conclusion, the findings depicted in Figure 4.1d showed that an ADOC of 0.75 mm



Chapter 4. Failure Modes Evolution 115

exhibited the lowest rate of progressive VB at the medium speed and feed rates, while the

highest ADOC of 1 mm was recommended for the lowest speed and feed rate. To further

identify the most significant parameters that optimized VB evolution, a 2-way ANOVA was

conducted in Minitab-19. Analysis : The P-values of the lowest magnitude in Table 4.1 indicate

a robust correlation between the rate of VB and the cutting speed (V ), feed (ft), and cutting

length (L). The lowest levels of VB were achieved at V = 40 m/min, ft = 0.07 mm/tooth, and

ADOC (ap) = 0.75 mm. Furthermore, the synergistic effect of the cutting speed and feed rate

was found to be more critical in affecting the VB rate during face milling of Inconel 718. On the

other hand, it was also observed that the minimum VB rate occurred within the ADOC range

of 0.75mm < ap < 1mm. Based on these findings, a 2-way ANOVA analysis summarized in

Table 4.2 recommends the cutting speed of 42 m/min, feed rate of 0.08mm/tooth, and ADOC of

1 mm as the optimal process parameters that minimized VB rate during face milling of Inconel

718. However, to establish the most prominent levels of speed, feed, and ADOC, a subsequent

qualitative study was conducted, correlating these process parameters with wear mechanism,

failure modes, and chip morphology.

Table 4.1: Evaluation of 2-way ANOVA in Minitab-19

Source DF Adj SS Adj MS F-Value P-Value
Linear

V 1 1121151 1121151 70.52 0.000
ft 1 233079 233079 14.66 0.000
ap 1 14115 14115 0.89 0.348
L 1 1626330 1626330 102.30 0.000

2-Way Interaction
V × ft 1 78258 78258 4.92 0.028
V × ap 1 46900 46900 2.95 0.088
ft × ap 1 2567 2567 0.16 0.688
Error 126 2003141 15898
Total 136 4117857

Table 4.2: Possible desirable solutions that can optimize VB progression

Solution V (m/min) ft (mm/tooth) ap (mm) VB fit Desirability (%)
1 43 0.086 1.0 38.107 0.9988
2 41 0.071 1.0 -117.916 0.9905
3 45 0.088 1.0 54.059 0.9868
4 42 0.071 0.5 -21.806 0.9799
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4.2 Failure Modes Evolution

The evolution of failure modes was evaluated for all the process parameters. The results

showed that all the three process parameters had a significant impact on the evolution of

failure modes that contributed to the rapid VB rate during face milling of Inconel 718.

Cutting Speed (m/min): The evolution of failure modes at different speeds can be seen

in Figure 4.2. At a speed of 40 m/min, the size of notching and macro-chipping was observed

to increase with the BUE magnitude. Figure 4.2a portrays the BUE, which filled the chipped

region and later detached as the cutting approached the failure region, as depicted in Figure

4.2b. The removal of BUE plucked away tool’s aggregates with it. Consequently, the mag-

nitude of notching and localized chipping became uncontrollable, as depicted in Figure 4.2c.

With the exception of the rapid failure region, flaking of the coating layer was not predom-

inantly observed, in comparison to the uniform flank wear and the presence of micro- or

macro-chipping.

) )

) ) )

)

) ) )

Figure 4.2: Evolution of failure modes at various cutting speeds

At 60 m/min, notching was increased due to the elevated cutting speed, which exacer-
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bated the impact force as the cutting edge recurrently engaged the precipitation-hardened

layer of the Inconel 718 workpiece. The elevated friction and failure of the hard Inconel 718

surface to absorb shock resulted in the high rate of mechanical wear mechanisms, such as

severe abrasion [355]. The progression of localised chipping and notching was exacerbated by

the cyclic formation of BUE, leading to failure modes such as macro-chipping and catastrophic

failure, as illustrated in Figure 4.2f. The size of flaking was found to be greater at 60 m/min

as compared to 40 m/min, which was attributed to the synergistic effect of elevated cutting

speed and temperature, which exacerbated chemical wear by oxidation, diffusion of the tool’s

constituents, and absorption of the Co binder, thus, weakening the bonding strength between

the tool’s coating and the substrate [69]. At 80 m/min (Figure 4.2h), the premature occur-

rence of notching signified rapid tool’s failure rate. This exacerbated the chipping magnitude,

which instigated an exponential VB profile (Figure 4.1a). Nevertheless, the tool failure still

took place after the VB exceeded the specified failure criteria (Figure 4.1a and 4.2i). However,

the abrupt tool degradation was attributed to the increased work hardening effect of the In-

conel 718 workpiece at the highest cutting speed and temperature, which exacerbated both

the mechanically and thermally induced wear mechanisms, such as oxidation, diffusion, and

adhesion [356]. Unlike tool fracture, which occurred after the tools reached the failure criteria,

most tools at 80 m/min experienced catastrophic failure before exceeding the VB criteria.

Feed rate (mm/tooth): Figure 4.3 displays the evolution of failure modes at various feed

rates. At 0.07 mm/tooth, micro-chipping and tip breakage were the predominant failure modes,

which resulted in high vibration and chatter due to the high friction generated by rubbing ac-

tion at the tool-workpiece contact zone. The high friction action was responsible for the severe

abrasion and localized chipping along the DOC line, as illustrated in Figure 4.3c. Furthermore,

the intense heat generated by the friction weakened the bonding strength between the tool’s

coating and the substrate [357], leading to severe flaking on the tool’s cutting edge. At 0.1

mm/tooth, the dominant failure modes were notching and chipping. This wear phenomena

were primarily attributed to the higher formation of BUE due to increased chip load at moder-

ate feed/tooth. As the feed rate further increased to 0.13 mm/tooth, the magnitude of notching

and chipping increased until they eventually converged, leading to sudden tool breakage, as

seen in Figures 4.3e-f and 4.3h-i. This phenomenon was as well attributed to the largest chip
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load at the highest feed/tooth, which resulted in the highest shear force accompanied by me-

chanical wear mechanisms,such as severe abrasion and attrition [358].
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Figure 4.3: Evolution of failure modes at various feed rate

Axial Depth of Cut (ADOC–mm): The evolution of failure modes was also affected by

the axial depth of cut (ADOC), as shown in Figure 4.4. In this research, the ADOC was studied

at the lowest speed and feed to ensure a longer tool life span for thorough observation of

wear mechanisms and failure modes. The axial depth of cut affects the tool-workpiece contact

area. A larger ADOC had the largest contact area, which increased the chip load, shearing and

friction force, leading to high heat generated on the tool’s tip. This phenomenon was further

exacerbated by the poor thermal conductivity of Inconel 718 chips, facilitating heat build-up

on the tool’s cutting edge during machining. Therefore, increase in ADOC from 0.5 to 1 mm

caused a slightly higher cutting temperature on the tool’s cutting edge, which potentially led

to BUE and chipping formation on the tool’s flank face (Figure 4.4 e, f, h, and i). In addition,

the largest ADOC resulted in chatter, self-excited vibration, which caused severe chipping on

the tool’s flank face (Figure 4.4 h).
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Figure 4.4: Evolution of failure modes at various feed rate

Furthermore, Inconel 718 experiences precipitation hardening on its surface layer, which

greatly affected the chipping evolution on the tool’s cutting edge, especially on the DOC line.

As a result, a small depth of cut of 0.5 mm was utilized to cut a precipitation-hardened layer of

Inconel 718 on the surface of the workpiece, leading to highest localized chipping and shortest

tool life, as compared to 0.75 and 1 mm (Figure 4.4 c, f, and i). On the other hand, a large portion

of effective cutting edge for the largest ADOC was used to cut the superjacent layers, free

from precipitation-hardened effect, causing localized chipping, slightly away from DOC line.

However, the synergistic impact of the large chip load, shearing force, friction, chatter, and

low thermal conductivity exacerbated the abrasive wear mechanism, leading to rapid chipping

formation and slightly shorter tool life, as compared to ADOC of 0.75 mm (Figure 4.4 f and

i). According to the findings in this research, the ADOC larger than 0.75 mm was required

to combat the effect of precipitation hardening, which exacerbated the chipping evolution,

especially at the lowest cutting speed and feed rate.
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4.3 Tool Wear Mechanisms

Based on the observations made during the experiment, the Axial Depth of Cut (ADOC) exhib-

ited a small impact on abrasion and adhesion wear mechanisms, which ultimately resulting

in localized chipping along the tool’s cutting edge, as illustrated in Figure 4.4. The largest

ADOC settings introduced high chip loads, shearing forces, and friction, thereby facilitating

thermally and mechanically induced wear mechanisms, particularly small adhesion wear, as

evident from the formation of BUE and BUL in Figure 4.4 h and i. While no conclusive evi-

dence directly linking ADOC to abrasion wear mechanism was found, localized chipping was

observed, potentially arising from the substantial high chip load and friction forces associated

with severe abrasion of hard carbide particles. Additionally, there was no apparent influence

of ADOC on oxidation and diffusion wear mechanisms. In summary, it was observed that

ADOC had a minimal impact on the wear mechanisms, except for its substantial influence on

the formation of localized chipping, which was attributed to factors such as chip load, chatter,

high cutting force, and the precipitation hardening of the Inconel 718 surface. This observation

aligns with the results of the ANOVA analysis. Therefore, the investigation of wear mecha-

nisms was conducted at various cutting speeds and feeds, as they synergistically exerted a

more significant impact on the evolution of wear mechanisms and failure modes, a notable

observation that agreed with data reported by relevant literature in [18, 20, 322, 324].

4.3.1 Adhesion

The evolution of adhesion wear mechanism was affected by varying the cutting speed during

face milling of Inconel 718. The adhesion wear was manifested in the forms of BUE (Built-Up

Edge) and BUL (Built-Up Layer). At a cutting speed of 80 m/min, the BUL did not display a

stacked profile, instead it adopted a single layer profile (Figure 4.6(a)). The temperature and

stress levels were high at the highest cutting speed, thus, increasing the affinity of Inconel

718 to form BUE/BUL layers on the tool’s cutting edge. However, the shortest tool-workpiece

contact time attributed to high cutting speed under intense heat facilitated chip deformation,

resulting in a soft layer welding onto the tool’s cutting edge [359]. Despite the high stress

concentration that promoted chip welding, the low shearing strength on the tools hindered
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this process. Conversely, the BUL at the highest cutting speed experienced a robust work-

hardening effect, which resulted in a hard and stable single layer profile along the DOC line

[360].

Figure 4.5: BUE at different cutting speeds: (a) 40; (b) 60 and (c) 80 m/min

Figure 4.6: BUL at different cutting speeds: (a) 40; (b) 60 and (c) 80 m/min

At a medium speed of 60 m/min, the BUE magnitude was significantly reduced, as shown

in Figure 4.5(b), but the density of BUL increased as shown in Figure 4.6(b). The stacked pro-

file was attributed to the moderate temperature and stress concentration, which increased

pressure on the ductile BUL layer. Besides, the formation of BUE/BUL also depended on the

moderate tool-chip contact time during the cutting process [361]. The lowest speed had the

longest tool-workpiece contact time. As a result, at the speed of 40 m/min, the Built-Up Edge

(BUE) formation was significantly increased, as shown in Figure 4.5(a), whereas the Built-Up

Layer (BUL) manifested a stacking pattern as shown in Figure 4.6(c). It was further observed

that, despite the relatively low cutting temperatures and stresses at the lowest cutting speed,

the longest tool-workpiece contact time was sufficient to elicit the formation of BUE/BUL lay-

ers on the tool’s cutting edge. Conversely, the extent of attrition wear was found to be heavily

influenced by high affinity of cyclic BUE formation [361]. This highlights that tools operating
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at 40 m/min exhibited the most severe levels of attrition wear as compared to tools operating

at 60 and 80 m/min, as shown in Figure 4.5(a).

Apart from the cutting speed, it was observed that the feed rate had a significant influence

on the evolution of adhesion wear mechanism during face milling of Inconel 718. At the lowest

feed rate of 0.07 mm/tooth, the BUE formation was less prevalent as compared to the highest

feed of 0.13 mm/tooth. It was deduced from the comparison of Figures 4.7(a) and 4.7(b) that the

substantial BUE formation was as a result of the increasing chip load/tooth at highest feed rate,

which exacerbated the pressure welding of chips onto the surface of the tool [362]. Conversely,

the BUL along the Depth of Cut (DOC) line displayed a higher density at the lowest feed/tooth.

Figure 4.7: BUE at different feed rates: (a) 0.07 and (b) 0.13 mm/tooth

Upon comparison of Figures 4.8(a) and 4.8(b), it was observed that the BUL at a feed rate

of 0.07 mm/tooth presented a stacking profile, whereas at 0.13 mm/tooth, it consisted of a

solitary layer due to the substantial chip load. At the lowest feed/tooth, the rate of heat dissi-

pation, leading to an accumulation of heat and high ductility of the BUL layer, thus, making

subsequent layers piled up as they slid past each other. It can be observed from Figure 4.7(a)

that the surface near the tip exhibited a severe loss in tool fragments, leading to a rough sur-

face (attrition wear mechanism). However, there was no evidence of attrition wear at 0.13

mm/tooth due to the uncontrolled tool failure, which was ascribed to the highest chip load

and shear force.

4.3.2 Abrasion

It was observed that the cutting speed had a significant impact on the abrasion wear mecha-

nisms during face milling of Inconel 718 as it was highly dependent on both the sliding speed
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Figure 4.8: BUL at different feed rates: (a) 0.07 and (b) 0.13 mm/tooth

and cutting temperature. As the cutting speed increased, so did the cutting temperature and

the rate of sliding action between the workpiece and the cutting edge of the tool. At 40 m/min

(Figure 4.9(a)), the abrasion wear was attributed to the attrition, where tool fragments got re-

moved by the progressive BUE or ploughed together with the chip flow, leading to abrasion

on the rake or flank face, especially when the workpiece material became lodged between

the workpiece and the cutting edge of the tool [64]. Abrasion wear was also caused by the

hard carbide particles of the workpiece material after undergoing precipitation hardening at

relatively high temperature. As the cutting speed increased to 60m/min (Figure 4.9(b)), the

abrasion wear on the flank face displayed coarser contour lines along the direction of chip

flow, which covered a considerable depth as compared to 40 m/min (Figure 4.9(a)).

The increased temperatures exacerbated the vulnerability of the Co-binder, causing the

substrate to exhibit increased ductility and rendering it susceptible to being ploughed across

a short distance by the Inconel 718 hard carbides. This abrasive action increased the free

path, thus, exposing the Co-binder to further degradation such as chemical wear by oxidation

[64]. On the other hand, the abrasion wear at 80 m/min (Figure 4.9c) can be characterized by

the deformation of the BUE on the rake face (Figure 4.9c), as a result of the energetic sliding

action of chips. This caused the deformation of both the BUE and BUL on the substrate [70].

Therefore, the presence of abrasive contours on the surface of the BUL at the DOC region,

especially at the lowest speed of 40 m/min (Figure 4.9a) serves as empirical evidence for the
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significance of the BUL/BUE acting as protective layers against abrasion on the tool’s substrate.

Therefore, a speed of 40 m/min was deemed optimal in mitigating the abrasive wear of the

PVD-TiAlN/NbN coated carbide inserts during face milling of Inconel 718.

Figure 4.9: Variation of abrasion wear with cutting speeds: (a) 40; (b) 60 and (c) 80 m/min

Furthermore, the abrasion wear on the flank face was found to be comparatively insensi-

tive to variations in feed rate, unlike the rake face, where the magnitude of abrasion wear was

contingent upon the feed/tooth. As depicted in Figures 4.10a and 4.10b, it was established that

a higher feed/tooth of 0.13 mm/tooth was accompanied by a more severe and widespread oc-

currence of abrasion wear, in comparison to 0.07 mm/tooth. This was attributed to the greater

chip loads at the highest feed/tooth, which flowed smoothly across the rake face without expe-

riencing substantial plastic deformation, thus, prolonging the duration and extent of tool-chip

contact time and increasing the friction surface during machining. In contrast, the resilient

chip thinning at the lowest feed/tooth had a tendency to bend away from the rake face, reduc-

ing the friction surface area and tool-chip contact time to mitigate the severe friction during

machining.

4.3.3 Oxidation

As illustrated in Figure 4.11, the fluctuation of oxygen atoms on the flank face is proportional

to the cutting speed. The flank face experienced an increase in oxidation as the cutting speed

increased from 40 to 80 m/min. Nonetheless, a decrement in the atomic concentration of oxy-

gen was observed at 80 m/min. Hence, the occurrence of chemical wear can be attributed to

the high-temperature conditions at the shear zone, which caused a chemical reaction between

the constituents of the tool and the atmospheric oxygen. In addition, it was also attributed
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Figure 4.10: Variation of abrasion wear with feed rates: (a) 0.07 and (b) 0.13 mm/tooth

to the tool-workpiece contact time, which was the lowest at 80 m/min. The phenomenon of

oxidation wear was a consequence of the ionization of free electrons at elevated cutting tem-

peratures, which generated negatively charged oxygen atoms. These oxygen ions exhibited

a high proclivity to diffuse into the tool and combine with positively charged Al, Ti, and Co

ions.

The ensuing reaction between the tool constituents and the oxygen ions gave rise to the

formation of oxides at the cutting edge of the tool [363]. The presence of free electrons at

high cutting speed and temperature facilitated the oxide formation at the tool’s cutting edge.

Furthermore, the delamination of the coating layer due to dissolution of Co binder also exposed

the tool’s substrate to environmental oxygen, rendering it vulnerable to chemical degradation

by oxidation (Figure 4.12a). The decline in the concentration of oxygen atoms in Figure 4.12b

at the highest cutting speed was due to catastrophic failure, which eliminated the oxides on

the surface of the tools. Additionally, the shifting of carbide grains in the substrate at high

cutting speed exposed the Co-binder to atmospheric conditions, leading to the reaction of Co

elements with oxygen to form Co2O3. This resulted in reduced Co concentration and hence

the ductility of the tool, making it susceptible to further degradation and fracture [66].
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Figure 4.11: Variation of oxygen concentration with cutting speed

4.3.4 Diffusion

Unlike abrasion, adhesion, and oxidation, the analysis of diffusion wear was confined to the

rake face. As depicted in Figure 4.13a, the results of the EDS analysis revealed no evidence

of W elements on the surface of the chips at 40 or 60 m/min. Conversely, W elements were

observed at 80 m/min. The absence of W elements at 40 or 60 m/min was due to the insufficient

activation energy at low cutting temperature, given the case of larger atomic radius of W as

compared to Co.

In contrast, the analysis showed an increasing trend of Co diffusion with the cutting

speed. However, the low concentration of Co elements at 40 and 60 m/min was attributed

to the low and medium cutting temperatures, which as well reduced the activation energy.

The decline in the concentration of Co elements led to a decrease in the ductility of the tool,

rendering it susceptible to various forms of mechanical wear mechanisms, such as cyclic ad-
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Figure 4.12: EDX mapping of oxygen at (a) 60 and (b) 80 m/min

hesion and severe abrasion that led to notching, chipping, flaking, and mechanical cracks. The

presence of Inconel 718 elements displayed an upward trend with the cutting speed, with Ni

exhibiting the highest diffusion rate, followed by Fe, Cr, and Mo, as indicated in Figure 4.13b.

It was observed that the atomic radii of Ni and Mo significantly influenced the high diffusion

rate, with Ni, having the smallest atomic radius, diffusing faster than Mo.

4.3.5 Thermal and Mechanical Cracks

It was reported that the thermal and mechanical cracks experienced by the PVD-coated car-

bide inserts were attributed to the synergistic impact of wear mechanisms during face milling

of Inconel 718. [364]. Figure 4.15a illustrates thermal and mechanical cracks at 80 m/min, a

consequence of the most exigent thermal strains and thermo-mechanical cycles. The former

refers to the critical stresses generated in the tool material as a result of temperature fluctu-

ations, whereas the latter refers to the periodic loading of the shear force during machining

[364, 365].

It was observed that the rise in temperature caused thermal expansion on the surface of
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Figure 4.13: Particle diffusion and adhesion: (a) from the tools to Inconel 718 chips and (b) from Inconel
718 chips to the tools

Figure 4.14: Abrasive wear and cracks on the surface after flaking (b) EDX mapping showing delamina-
tion of coating layers (c) Abrasive wear led to widening of flank wear width

the tool. Conversely, the subjacent layer experienced less thermal expansion as a result of

low temperature, thereby incurring compressive stress, while the surface layer, with higher

cutting temperature, incurred tensile stresses. Upon the tool’s exit from the workpiece, the

surface layer, which was immediately subjected to cutting fluid, cooled at a faster rate than

the subjacent layer, resulting in an inversion of stresses. This recurring inversion caused by the
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Figure 4.15: Thermal crack (perpendicular to cutting edge) and mechanical cracks (parallel to cutting
edge) at (a)V80 (b) F0.13 mm/tooth

interrupted cutting produced thermal cracks at the cutting edge of the tool [64]. Besides the

cutting speed that substantiate the thermal cracks, the feed rate also potentially exacerbated

mechanical cracks due to increased chip load. Figure 4.15b demonstrates that the mechanical

and thermal cracks were a result of high shear force required to deform a substantial chip load

at the highest feed/tooth.

4.4 Chip Morphology

Studies have demonstrated that a substantial proportion, approximately 50%, of the tool’s effi-

ciency is wasted through energy loss due to chip deformation during the metal cutting process

[366]. This affects the progression of failure modes and wear mechanisms during face milling

of Inconel 718, which, in turn, impacts the tool’s performance. To counteract this, an optimized

face milling strategy should aim to produce fragmented chips to decrease the energy loss re-

sulting from continuous chip deformation. The magnitude of chip deformation also influences

the cutting force and the formation of built-up edges on the tool’s cutting edge. Thus, tool effi-

ciency can be improved by limiting the energy consumption required to plastically deform the

chip load/tooth [366]. The energy consumption during plastic chip deformation is contingent

on the fluctuating tool-workpiece contact temperature and deformations in proximity to the

tool’s cutting edge. The energy expenditure increases as a function of the fluctuating mechan-



Chapter 4. Chip Morphology 130

ical properties of the workpiece material, with precipitation hardening of Inconel 718 being a

primary contributor to high cutting force and energy consumption during machining [367].

In light of these considerations, the effect of feed rate on chip morphology was investigated at

varying speeds with an entry angle of 102.6°, ADOC of 0.75 mm, and RDOC of 12.5 mm. The

chip evolution is depicted in Figure 4.16.

The low thermal conductivity of Inconel 718 led to a reduced heat dissipation capacity

in chips during machining operations [368]. Furthermore, elevated temperatures not only

increased the material’s ductility, but also accelerated the rate of precipitation hardening on

the surface layers of the workpiece material. Additionally, the cooling aspect of the mineral

oil-based cutting fluid reduced the rate of heat absorption into the chips. Hence, the complex

chip deformation rate is dependent on the cooling rate, heat dissipation capacity, and the effect

of precipitation hardening, rendering the evolution of chips during the cutting of Inconel 718

more convoluted compared to other ductile materials. At elevated cutting temperatures, one

segment of the chip (the non-hardened layer) deforms at a faster rate than the precipitation

hardened segment, resulting in a curved chip. Such chips pose a significant challenge during

casting when analyzing the chip profile. Unlike most ductile materials, an increase in both

speed and feed rate, as shown in Figure 4.16, leads to an increase in both chip thickness and

segmentation angle [328].

It was observed that by reducing the speed to 40 m/min, there was decrease in the shear-

ing force, leading to a less power consumption and a reduction in both deformation, total chip

thickness, and segmentation angle (Figure 4.17a). This attributed to a low chip compression

ratio (Figure 4.17d) and a high shearing plane angle. Consequently, the high chip compression

ratio signified substantial strain rate in the shear plane [369]. Typically, the chip compression

ratio was a direct indicator of plastic deformation, which decreased with both cutting speed

and temperature. This was considered a desirable characteristic in ductile materials, as an in-

crease in the chip compression ratio increased the cutting force, heat generation, and overall

tool wear rate [370]. However, the synergistic effect of the plastic deformation and precipi-

tation hardening in Inconel 718 negated this trend, such that at times, an increase in cutting

speed led to an increase in both plastic deformation and the chip compression ratio.

Furthermore, it was reported that the flow stress in materials decreases as a result of
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.16: Evolution of chip morphology at [V m/min, F mm/tooth]: (a) V40, F0.07; (b) 40, 0.1; (c) 40,
0.13; (d) 60, 0.07; (e) 60, 0.1; (f) 60, 0.13; (g) 80, 0.07; (h) 80, 0.1; and (i) 80 m/min, 0.13 mm/tooth

adiabatic temperature fluctuations and shear band heating [371]. There is a direct correlation

between the shear strain rate and cutting speed, and that the same held true for the precip-

itation hardening rate of Inconel 718, which led to the formation of narrow shear zones at

elevated strain rates [372]. Furthermore, this study discovered that a shear plane angle was

proportional to both the cutting speed and feed rate, as were the saw tooth height and pitch,

as shown in Figures 4.17b and 4.17c. These chip profiles served as direct indicators of chip

segmentation, and similar observation was made in [373]. The saw tooth height and pitch in-

creased with both the cutting speed and feed/tooth, leading to a high degree of segmentation

in Inconel 718 chips. As a result, it was noted that the minimum energy loss, and fine surface

finish of Inconel 718 were favorable at a cutting speed of 80 m/min and feed of 0.13 mm/tooth,

where the highest degree of chip segmentation was observed (Figure 4.16i). However, there

was a trade-off between tool performance and surface finish or energy loss. At the lowest cut-

ting speed and feed, tools experienced low rate of wear mechanisms, failure modes, and VB
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Figure 4.17: Evolution of chip morphological properties: (a) total chip thickness; (b) saw tooth height; (c)
pitch distance; and (d) chip compression ratio

evolution, leading to a more stable and controlled cutting condition as compared to moder-

ate and highest speed and feed/tooth. Despite the undesirable chip characteristics, the lowest

cutting speed and feed still provided optimal tool performance and were selected as optimal

conditions during face milling of Inconel 718.

4.5 Conclusion

The experimental findings underscored some remarkable relationships between the process

parameters, wear mechanisms, failure modes, progressive VB, and chip morphology, which

constitutes a substantial contribution to the qualitative and quantitative comprehension of

the machinability of Inconel 718 using multi-layer PVD TiAlN/NbN cemented carbide inserts.
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• At the lowest speed, tools failed due to localized chipping on the flank wear region due

to severe adhesion and abrasion. At the highest feed, tools failed due to severe chipping,

notching, and flaking by cyclic BUE formation, thermal cracks, and abrasion.

• At the lowest feed, tools failed by severe chipping due to long tool-workpiece contact

time and accelerated Ti and Al oxidation, especially at the highest cutting speed.

• At the lowest depth of cut, the tools experienced localized chipping at the DOC line due

to the precipitation-hardening of Inconel 718, which intensified the cutting force on the

tool-workpiece contact zone. At the highest depth of cut, tools experienced a variety of

failure modes, including BUE/BUL, notching, chipping, and catastrophic failure.

Therefore, according to ANOVA analysis, the lowest speed of 40 m/min, the lowest feed

rate of 0.07 mm/tooth, and the highest ADOC of 1 mm were significant levels of process pa-

rameters that minimize VB rate during face milling of Inconel 718. On the other hand, the

dominant failure modes during milling of Inconel 718 using TiAlN-NbN were uniform flank

wear, BUE, chipping, flaking, and notching. At the highest speed, chips are highly segmented

due to high cutting temperature, which facilitated plastic deformation.



Chapter 5

Tool Wear Prediction using the

Developed ML Models

The feature engineering and ML models were trained and evaluated using a supervised learn-

ing process. The outcome of this chapter is a trained ML model that can be directly imple-

mented in the MV-TCM system for in-process monitoring and control of tool wear evolution

to enhance the performance of PVD-coated carbide inserts during face milling of Inconel 718.

The salient features derived from the experimental findings above were harnessed to create a

Diverse Feature Synthesis Strategy (DFSV) for training the ML models. In the filtered dataset,

a total of 506 flank wear images were collected. The DFSV derived from the experimental

data contained features, such as process parameters, the multi-sectional SVD feature (Fi) and

nominal attributes (failure modes magnitudes), as shown in Table 5.1.

5.1 Training Performance of Feature Engineering andML

Models

In this section, the feature engineering techniques were trained to evaluate their effectiveness

in detecting diverse features on the tools cutting edge, which best represent the complex wear

morphology during face milling of Inconel 718. The objective was to achieve features that

could enhance the robustness of ML models in predicting VB profile, as well as controlling the

in-process evolution of wear mechanisms and failure modes during face milling of Inconel 718.

134
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Table 5.1: The basic data matrix for training ML models

No. V ft ap L Fi UFW CW NW FLW BUE VB(µm) Tmin

1 40 0.07 0.5 400 Fi 1 0 0 0 0 109 4.7
. . . . . . . . . . . .
. . . . . . . . . . . .
. . . . . . . . . . . .

. 40 0.13 1 3600 Fq 0 1 0 0 1 564 28.9
60 0.07 0.5 400 Fq 1 0 0 0 0 42 3.11
. . . . . . . . . . . .

. . . . . . . . . . . . .
. . . . . . . . . . . .

60 0.13 1 1600 FP 0 1 0 1 1 685 6.676
. 80 0.07 0.5 400 FP 1 0 0 0 0 222 3.9

. . . . . . . . . . . .

. . . . . . . . . . . .

. . . . . . . . . . . .
506 80 0.13 1 800 FN 0 1 0 1 1 566 2.5

Therefore, the diverse features had two principal functions: (1) prediction of VB progression to

determine the actual time for tool replacement and (2) determining the underlying wear mech-

anisms to enhance the regulation of cutting parameters during in-process tool performance

control. In the case of the former, the features were combined with the process parameters to

formulate a Diverse Features Synthesis Vector (DFSV) that was used to predict VB progres-

sion during machining. Thus, the complete DFSV consisted of the process parameters, the

magnitude of the wear region extracted by the multi-sectional SVD (Fi), and the failure modes

extracted by the YOLOv3-TWDM. This was compared to the commonly used spatial binary

features to ensure the system’s robustness was contingent upon the features diversity and not

the size of dataset. Whereas the later case focused on the predictive control of identifiable

nominal features (wear mechanisms and failure modes) to prevent the rapid failure rate, as

well as enhance tool life extension during machining.

5.1.1 Multi-sectional SVD Performance

The multi-sectional SVD proved to be efficient in mapping the progressive change in energy

layers, thus predicting the evolution of the flank wear region on the tool’s cutting edge. Figure

5.1a illustrates the truncated images at various SVD ranks. At rank 1, the image features

were not distinct enough to accurately define the feature patterns and magnitude of the flank
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wear region. However, at ranks 60 to 100, the clarity of the image features improved, thus

distinguishing the key descriptors of the worn and unworn parts of the tool. At rank 60, the

original images, randomly selected from various cutting inserts, were uniformly compressed

by 93%, while preserving the pixel distribution and spatial resolution, as shown in Figure 5.1b.

This yielded a structural similarity index (SSIM) of 96%. As a result, an optimal rank (q = 60)

was selected for further analysis of features extraction.

Furthermore, the plots representing the average relative norm, root mean square error

(RMSE), signal-to-noise ratio (SNR), and peak signal-to-noise ratio (PSNR) delineated a steady

image transformation after rank 50, as depicted in Figures 5.1c, 5.1d, 5.1e, and 5.1f. This signi-

fies the complete restoration of the prevalent flank wear features before extraction. Therefore,

increasing the rank had no significant impact on the image quality and could reintroduce the

noise component in the wear region. The magnitudes of Fi were used to track the gradual

changes in the wear depth (similar the direction of the progressive VB) by computing the

mathematical equivalence of the magnitude of energy layers across the tool’s cutting edge.

The Fi magnitude was further substantiated and validated as a descriptor of flank wear depth

by correlating it with the cutting speed (Vc m/min), feed/tooth (ft mm/tooth or f mm/min),

and depth of cut (ap mm), as well as actual VB obtained from the experiment (Figure 5.2).

Cutting Speed: The magnitudes of Fi were strongly correlated with the cutting speed,

as shown in Figure 5.2a. At a cutting speed of 80 m/min, the high rate of friction and abra-

sion accelerated the progressive change in energy layers on the flank wear region, resulting

in rapid evolution of the Fi magnitudes towards the critical and failure region. In this case,

the Fi features failed to exhibit a steady wear phase. On the other hand, at cutting speeds of

40 and 60 m/min, the Fi magnitudes displayed a uniform wear region. At 40 m/min, this phe-

nomenon was attributed to the low cutting temperature, which reduced friction and abrasion

wear mechanisms, thereby maintaining the slow evolution of the energy layers in the uniform

flank wear region. The trend of Fi progression at 40 m/min was consistent with the VB curve

obtained in Chapter 4, indicating a high correlation between the Fi and VB progression for

the lowest cutting condition. At 60 m/min, there was a rapid rate of Fi progression, which was

attributed to intermittent evolution of energy layers in some sections of the flank wear region

due to cyclic BUE and chipping formation. This eventually caused inconsistent and fluctuating
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Figure 5.1: Multi-sectional SVD performance for rank approximation: (a) variation of images at various
ranks; (b) compression ratio; (c) Realtive-2 norm; (d) RMSE; (e) SNR; and (f) PSNR

evolution of the Fi magnitudes, as compared to the lowest cutting speed of 40 m/min.

Feed/tooth: The magnitudes of Fi were correlated with the feed per tooth, as shown

in Figure 5.2b. At 0.13 mm/tooth, the formation of Built-Up Edge (BUE) was attributed to the

largest chip load, which led to progressive chipping under moderate abrasion at medium speed

of 60 m/min. This caused theFi magnitudes to fluctuate towards the critical and failure regions,
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Figure 5.2: The variation of Fi magnitudes with the: (a) cutting speed at ft = 0.1mm/tooth and
ap = 0.75mm; (b) feeds at Vc = 60m/min and ap = 0.75mm; (c) ADOC at Vc = 60m/min and
ft = 0.1mm/tooth and (d) optimum cutting condition (Vc = 40m/min, ft = 0.07mm/tooth and
ap = 1mm)

resulting in an unpredictable trend that cannot accurately extrapolate the VB profile. At 0.1

mm/tooth, the Fi progressed uniformly, owing to the consistent evolution of the energy layers

at the flank wear region due to less chipping and BUE formation at a medium speed. At the

lowest feed rate of 0.07 mm/tooth, the reduced chip load resulted in a rubbing action between

the tool and workpiece, generating more friction and abrasion wear mechanism, especially at

a medium speed of 60 m/min. This led to higher energy layers as compared to 0.1 mm/tooth,

which progressed consistently to generate the uniform evolution of Fi magnitude. Therefore,

the progressive trend of Fi magnitudes at the lowest speed was in accordance with the VB

curve obtained in Chapter 4, indicating high predictive efficiency for a uniform VB rate during

face milling of Inconel 718.

Depth of cut: The magnitudes of Fi were correlated with the ADOC, as shown in Fig-
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ure 5.2c. It was observed that at a 0.5 mm ADOC, Fi progressed exponentially due to severe

chipping at the DOC line, as the effective cutting edge was used to remove the precipitation

hardened layer of Inconel 718. At a 0.75 mm ADOC, the cutting edge still experienced progres-

sive chipping at the DOC line, but at a slower rate as compared to 0.5 mm due to the reduced

impact of the precipitation-hardening at slightly larger ADOC. At 1 mm, the magnitudes of Fi

progressed uniformly due to lower chipping magnitudes as most of the cutting edge was used

to cut the subjacent layers of the workpiece material, free from the precipitation hardening

effect. Additionally, the synergistic effect of the largest ADOC, medium feed, and speed in-

creased the chip load and friction, generating high-energy layers that stabilized the evolution

of Fi magnitudes in the uniform wear stage. Therefore, the results of Fi evolution at the largest

ADOC agreed with the VB profile found in Chapter 4.

Correlating Fi with VB: In summary, the evolution of the Fi magnitudes was a strong

indicator of the cutting mechanism at the lowest speed of 40 m/min, lowest feed of 0.07

mm/tooth, and largest ADOC of 1 mm. Therefore, the mean values of Fi magnitudes were

plotted together with the measured VB at this cutting condition, as shown in Figure 5.2d. The

results showed that Fi values ranged between 2,000,000 and 7,000,000 for all flank wear lev-

els, including early, uniform, critical, and failure stages, with 7,000,000 corresponding to the

maximum failure criteria of V B = 500µm. This strong correlation was used to establish Fi

thresholds at various flank wear levels. Although Fi magnitudes were strong predictors of

the flank wear depth in the early and uniform wear region, where the wear mechanisms and

failure modes were insignificant, the R2 of 83% with the measured VB (Appendix B.3) demon-

strated a 17% loss in the predictive efficiency. It was observed that due to the occurrence of

uncontrolled failure modes, which exacerbated loss in energy layers for some sections of the

flank wear region, especially in the critical and failure stages, Fi magnitudes could not fully

capture the complex flank wear morphology. To address this issue, YOLOv3-TWDM was em-

ployed to detect the evolution of failure modes and identify the causative mechanisms of the

loss in energy layers as nominal descriptors of the flank wear region. In this way, the features

were diverse enough to represent the flank wear morphology during face milling of Inconel

718.
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5.1.2 YOLOv3-TWDM for Failure Modes Detection

It was reported that the presence of different failure modes is a significant indicator of rapid

VB rate and sub-optimal processing condition during face milling of Inconel 718. Therefore,

apart from extracting the magnitude of the entire wear region (Fi) by the multi-sectional SVD,

the YOLOv3-TWDM was utilized to detect the failure modes as nominal features that describe

the complex wear morphology. Unlike the multi-sectional SVD, which was used directly to

extract the features, the YOLOv3-TWDM, being a deep learning architecture, was first trained

and tested. During training, the uniform flank wear was used to select the optimal hyper-

parameters due to its extensive data, as it was the dominant failure mode at the early wear

stages, as illustrated in Chapter 4. After several iterations, Figure 5.3 illustrates that the optimal

values of the learning rate, number of epochs, warm-up period, penalty threshold, and mini-

batch size were 0.0001, 80, 103, 0.5, and 16, respectively.

The warm-up period stabilized the gradients, while the penalty threshold ensured that

the predicted bounding boxes that had less than 50% overlap with the ground truth were pe-

nalized. In this scenario, the mini-batch size of 16 provided better generalization during the

learning process, as shown in Figure 5.3b, as compared to the commonly used value of 32

[374]. The small batch size signified the difficulty in distinguishing feature maps generated

from different failure modes. Due to this complexity, a small number of flank wear images

were needed at each iteration to effectively learn the feature maps during the training pro-

cess. On the other hand, the overlap and confidence thresholds were set to 0.3, meaning that

a confidence value less than 30% was rejected before applying non-maximum suppression to

the predicted bounding boxes and classes. Additionally, any predicted bounding box whose

area of intersection with the ground truth was less than 0.3 with a score less than 30% was also

rejected. After manually labelling the test dataset to create the ground truths, the YOLOv3-

TWDM model was further validated offline using test dataset. The performance of the model

during testing is shown in the precision-recall (PR) curve (Figure 5.3d). The area under the

curve (AUC) for flank wear, chipping, BUE, and flaking was 0.9102, 0.7253, 0.5154, and 0.3333,

respectively. The highest AUC value of flank wear indicated the model’s reliability in detect-

ing uniform flank wear as the dominant failure mode of the PVD-TiAlN/NbN coated carbide

inserts during down-milling of Inconel 718.
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Figure 5.3: Optimisation of YOLOv3 Hyper-parameters: (a) Learning rate; (b) batch-size; (c) Threshold;
and (d) Precision-Recall curves of failure modes for test dataset

This was attributed to the abrasion, as a prevalent wear mechanism in the early cutting

stages at a speed of 40 m/min and a feed of 0.13 mm/tooth, thus, increasing the model’s ca-

pability to learn more flank wear scenarios as compared to other failure modes during face

milling of Inconel 718 [74]. It was also observed that approximately 40%, 35%, 13%, 8%, and 4%

of the test data consisted of flank wear, chipping, BUE, flaking, and notching. Furthermore, the

feature maps used to detect flank wear were consistent across all labels in the dataset, making

it easier for YOLOv3-TWDM to learn and detect. The AUC value for uniform flank wear was

followed by chipping, which was attributed to cyclic adhesion (due to intermittent BUE and

BUL formation at a largest chip load of 0.13 mm/tooth) and severe abrasion (as the BUE and

BUL gets plucked together with chip flow) in the critical and failure stages of the machin-

ing process. Therefore, chipping had relatively higher dataset as compared to BUE, notching
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and flaking. However, research has shown that the feature maps for chipping and BUE were

inconsistent in terms of their location, which reduced the detection rate and lowered their

respective AUC values as compared to uniform flank wear.

Conversely, the low AUC for flaking and notching was attributed to a lack of sufficient

labels in the dataset as these failure modes were mainly attributed to the synergistic effect of

the diffusion, oxidation, attrition, and severe abrasion, which barely occurred at the lowest

speed of 40 m/min due to the low cutting temperature on the tool-workpiece contact zone [2].

In addition, the surface texture of the flaking region was similar to that of the substrate and

unworn part of the tools, making it difficult for YOLOv3-TWDM to detect it. Notching was

mainly observed at medium, but not low speed and highest feed/tooth, due to high impact

force, which attributed to a narrow gauge on the tool’s entry into the precipitation-hardened

Inconel 718 workpiece surface. In summary, YOLOv3-TWDM achieved the outstanding per-

formance as a feature engineering technique, with a test overall accuracy and mAP of 87.86%

and 0.4907, respectively, at an IoU threshold of 0.65. The model also demonstrated a rapid

detection rate of 1.792 sec/image for the test dataset, indicating its reliability for in-process

detection of failure modes during face milling of Inconel 718.

Therefore, YOLOv3-TWDM was found to be most effective in detecting flank wear, BUE,

and chipping. As a result, the uniform flank wear depth (BhFW ), chipping height (Bhchipping)

and chipping width (Bwchipping) were detected and correlated with process parameters to show

the evolution of failure modes during face milling of Inconel 718. Considering that the flank

wear and chipping were dominant failure modes that significantly affected the performance of

PVD-TiAlN/NbN coated carbide inserts, the BhFW , Bhchipping, and Bwchipping were detected

as dominant features that revealed sub-optimal tool performance. The features were correlated

with process parameters to determine the optimal cutting condition. Additionally, by mapping

the features with the actual VB values (serving as reference features) at the optimal condition,

equivalent thresholds were established to determine the multi-stage failure criteria, where the

speed and feed were regulated to control evolution of wear mechanisms and failure modes

during face milling of Inconel 718.

UniformWear depth (BhFW ): The correlation between theBhFW and the cutting speed

is illustrated in Figure 5.4a. At 80 m/min, the rate of BhFW was high due to the synergistic
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effect of both thermally and mechanically induced wear mechanisms at the highest cutting

temperature (due to the high cutting speed) and largest chip load (due to medium feed/tooth

and largest cutting depth). At this condition, the BhFW profile did not display any steady wear

state until failure. The high cutting speed and temperature exacerbated abrasion, oxidation,

and diffusion wear mechanisms, which attributed to thermal cracks and uncontrolled tool fail-

ure during machining. At moderate speed of 60 m/min, the wear rate was steady between 800

and 2800 mm cutting length due to the reduction in cutting temperature, which minimized the

thermally induced wear mechanisms, such as cyclic adhesion, oxidation, thermal cracks, and

severe abrasion. At the lowest speed of 40 m/min, a uniform BhFW rate occurred between

400 and 2400 mm cutting length, but with smaller magnitudes as compared to 60 m/min due

to the lowest cutting temperature, which further reduced the chemical wear by oxidation, pit-

ting corrosion, and adhesion, thus yielding the minimum flank wear rate and longest cutting

length. Therefore, 40 m/min yielded the desirable performance by slowing down the rate of

BhFW evolution in the early and uniform wear stages.

The influence of feed rate on the magnitudes ofBhFW is shown in Figure 5.4b. The highest

feed rate of 0.13 mm/tooth was observed to increase the rate of flank wear evolution due to

the combined effect of high friction and shear force associated with the moderate temperature

and largest chip load (at a depth of cut of 1 mm). This led to an increase in cyclic adhesion wear

mechanism, which resulted in high BUE formation, thus exacerbating the evolution of BhFW

magnitudes in the critical and failure regions. However, the evolution of BhFW magnitudes at

0.07 and 0.1 mm/tooth was comparable, even though the lowest feed rate showed the lowest

BhFW rate in the break-in zone. The smallest chip load at 0.07 mm/tooth increased the friction

and reduced the adhesion wear mechanism, which trivially minimized galling, severe abrasion,

and cyclic adhesion in the critical and failure regions. The BhFW magnitudes also correlated

with the depth of cut during face milling of Inconel 718. The highest depth of cut of 1 mm

resulted in the lowest BhFW rate and the longest cutting length (Figure 5.4c). This was also

attributed to the largest cutting depth of 1 mm, which allowed the largest part of the effective

cutting edge to shear the subjacent layers of the workpiece material, free from precipitation

hardening effect. This resulted in insignificant impact of localized chipping on the DOC line as

compared to the lowest ADOC. Just like the feed rate of 0.07 mm/tooth, the ADOC of 1mm also
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Figure 5.4: The variation of BhFW magnitudes with the: (a) cutting speed at ft = 0.1mm/tooth and
ap = 0.75mm; (b) feeds at Vc = 60m/min and ap = 0.75mm; (c) ADOC at Vc = 60m/min and
ft = 0.1mm/tooth and (d) optimum cutting condition (Vc = 40m/min, ft = 0.07mm/tooth and
ap = 1mm)

yielded the highest tool performance and the process parameters was found to be consistent

with the findings in Chapter 4.

In summary, the evolution of BhFW was consistent with the magnitudes of Fi as both

delineated the depth of the entire wear region. Optimal results were achieved at a speed of

40 m/min, feed of 0.07 mm/tooth, and ADOC of 1 mm. Figure 5.4d shows that the limiting

threshold value of BhFW corresponding to the maximum failure criterion (V B = 500µm)

was 430 pixels, which deviated only 14% from the ISO-8688-1 designated value. This small

deviation suggests that the BhFW magnitude extracted by the YOLOv3-TWDM can be used

to determine the failure criteria and actual time for tool replacement during face milling of

Inconel 718. However, ISO-8688-1 specifies other failure modes, such as chipping width, which

were analyzed as well to determine the limiting thresholds that corresponded to the maximum
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VB criterion during face milling operation. Unlike previous studies that mainly focused on VB

and chipping width (Bwchipping) as the main indicators of tool life, this study also considered

the chipping depth (Bhchipping) to show the progressive change in chipping area, as one of

the dominant features that can determine the extent of wear severity on the tool’s cutting

edge. This decision was arrived at by considering the chipping width (Bwchipping) was always

affected by the ADOC value. It was observed that if a small ADOC less than 280µm is applied,

the maximum effective cutting length of the tool insert is 400µm, which means Bwchipping =

400µm cannot used as a failure criterion. Contrary, the chipping depth (Bhchipping) progressed

with the flank wear depth (VB), without considering changes in the axial depth of cut during

machining, making it more reliable as compared to the chipping width designated by the ISO-

8688-1 face milling standard.

Chipping depth (Bhchipping): Figure 5.5 illustrates the rate of Bhchipping under different

cutting conditions. Contrary to the trend observed at a depth of cut in Figure 5.5c, the progres-

sive change in Bhchipping was consistent for both cutting speed and feed rate, as demonstrated

in Figures 5.5a, 5.5b, and 5.5c. A steady Bhchipping rate was observed at a speed of 40 m/min

from 800 to 3000 mm cutting length due to the reduced impact of thermally induced wear

mechanisms at the lowest cutting temperature. The rapid Bhchipping rate after 3000 mm was

attributed to the synergistic effect of cyclic adhesion and abrasion in the critical and failure

regions. At a speed of 80 m/min, the Bhchipping curve accelerated linearly due to the highest

cutting temperature, which exacerbated the thermally induced wear mechanisms, such as ox-

idation, pitting corrosion, thermal cracks, and coating delamination. In addition, the high rate

of precipitation hardening at the highest cutting temperature exacerbated high shear force,

leading to severe abrasion and high chipping magnitudes on the tool’s cutting edge [375].

The Bhchipping also correlated with the feed/tooth during face milling of Inconel 718 (Fig-

ure 5.5b). At a feed rate of 0.13 mm/tooth, the synergistic effect of the largest chip load, high

friction, and shear stress exacerbated the cyclic adhesion and severe abrasion, which plas-

tically deformed the tool’s cutting edge, leading to a rapid Bhchipping rate, especially under

the precipitation hardening effect of the workpiece’s surface layer. At the lowest feed rate

of 0.07 mm/tooth, the progressive evolution of Bhchipping magnitudes only occurred in the

critical and failure region, above 3000 mm cutting length, due to the small chip load, which
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Figure 5.5: The variation of Bhchipping with the: (a) cutting speed at ft = 0.1mm/tooth and ap =
0.75mm; (b) feeds at Vc = 60m/min and ap = 0.75mm; (c) ADOC at Vc = 60m/min and ft =
0.1mm/tooth and (d) optimum cutting condition (Vc = 40m/min, ft = 0.07mm/tooth and ap =
1mm)

trivially reduced the shearing stress and plastic deformation during the early and uniform cut-

ting stages. Furthermore, the Bhchipping correlated with the axial depth of cut (Figure 5.5c). At

the lowest depth of cut, there was rapid Bhchipping rate at the DOC region as the entire effec-

tive cutting edge was utilized to cut the precipitation-hardened layer of Inconel 718 workpiece

surface. Whereas, at the largest ADOC, there was slow rate of Bhchipping progression due to

the reduced impact of precipitation hardening as more that 50% of the effective cutting edge

was utilized to cut the subjacent layers of the workpiece material, free from the precipitation-

hardened effect. This was attributed to the moderate temperature, chip load, friction, shear

stress, and plastic deformation at the medium speed and feed/tooth. Therefore, the evolution

of the Bhchipping was optimally reduced at a speed of 40 m/min, feed of 0.07 mm/tooth, and 1

mm ADOC.
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In summary, the progressive change in chipping magnitudes was utilized to select the

thresholds by plotting the Bhchipping values against the measured VB profile, as shown in Fig-

ure 5.5d. The results showed that there was negligible impact of Bhchipping magnitudes in

the early and uniform wear regions, which was attributed to minimum thermal and mechan-

ical wear mechanisms at the lowest speed and feed/tooth due to low cutting temperature and

reduced chip load [2]. However, as the cutting progressed towards the critical and failure

regions, the Bhchipping magnitudes emerged due to synergistic impact of the cyclic adhesion

and severe abrasion wear mechanisms. Therefore, the maximum threshold ofBhchipping, corre-

sponding to VB = 500 µm, was found to be 170 pixels. Being the proposed feature in this study,

the percentage deviation of Bhchipping was not computed as there was no designated value in

ISO-8688-1 face-milling standard for this measurement. However, the Bhchipping had a recom-

mended value, and it was evaluated in the proceeding section, in addition to the Bhchipping.

Chipping width (Bwchipping): The magnitude of the chipping width (Bwchipping) fol-

lowed a similar trend to that of Bwchipping at the highest speed and feed/tooth as shown in

Figure 5.6a and 5.6b. However, at the lowest speed and medium feed/tooth, the Bwchipping sig-

nificantly decreased at the end of tool life due to the large chip load at the highest ADOC. Simi-

larly, the Bwchipping magnitude significantly decreased at 0.5 mm ADOC due to BUE formation

at medium the speed and feed rate. At a medium ADOC, the Bwchipping remained constant

between 400 and 1200 mm cutting length due to the medium cutting temperature, chip load,

friction and abrasion at the medium speed and feed/tooth. However, as cutting progressed,

the magnitude of Bwchipping increased linearly due to progressive chipping attributed to the

severe abrasion towards the failure region. At a medium ADOC, the Bwchipping remained con-

stant between 400 and 1200 mm cutting length due to the medium cutting temperature, chip

load, and plastic deformation (Figure 5.6c).

With subsequent passes, the magnitude of Bwchipping increased linearly due to progres-

sive chipping attributed to the severe abrasion towards the critical and failure stages. At the

highest ADOC, the magnitude of Bwchipping remained constant between 1000 and 2000 mm

cutting length. However, the notching width kept on increasing and later transformed into

localized chipping, thus exacerbating the magnitudes of Bwchipping during machining. Fur-

thermore, the synergistic impact of the lowest speed, feed/tooth, and the largest ADOC re-
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vealed that Bwchipping progression had a higher correlation with the measured VB during face

milling of Inconel 718 (Figure 5.6d). It was observed that at this condition, tools failed by lo-

calized chipping, which progressively changed along the effective cutting edge, leading to an

increase in Bwchipping magnitudes. Nevertheless, this condition also yielded the lowest fail-

ure rate, thus, attributing 40 m/min, 0.07 mm/tooth, and 1 mm as optimal process parameters

that reduced the rate of Bwchipping evolution during machining. The maximum threshold of

Bwchipping at this optimal condition, equivalent to VB of 500 µm, was 420 pixels, exhibiting a

minimum deviation of 5% from the actual chipping width of 400 µm.
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Figure 5.6: The variation of Bwchipping with the: (a) cutting speed at ft = 0.1mm/tooth and ap =
0.75mm; (b) feeds at Vc = 60m/min and ap = 0.75mm; (c) ADOC at Vc = 60m/min and ft =
0.1mm/tooth and (d) optimum cutting condition (Vc = 40m/min, ft = 0.07mm/tooth and ap =
1mm)

From the above analysis, it was observed that the processing condition of the lowest speed

of 40 m/min, feed of 0.07mm/tooth, and ADOC of 1 mm minimized the evolution of Fi, BhFW ,

Bhchipping and Bwchipping during face milling of Inconel 718. Consequently, these parameters
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were considered as the optimum cutting conditions, which were also consistent with the ex-

perimental findings in Chapter 4. However, to assess their synergistic effect on the wear rate

in the early, uniform, critical, and failure regions, another experiment was conducted wherein

the optimal speed and feed/tooth, obtained from the contour plots established by the GKRR

model in [6], were tweaked. It was during this experiment that the informed decisions of

the inductive-reasoning algorithm were used to adjust the speed and feed at different levels

of wear progression. However, at this point, the 400 mm incremental cutting length was not

observed to eliminate the unnecessary delays and machine downtime during in-process MV-

TCM application. Instead, the failure modes and wear mechanisms were observed at 4 wear

stages, where solutions were implemented to reduce the rapid wear rate during machining.

Therefore, Table 5.2 was derived from Figures 5.2d, 5.4d, 5.5d, and 5.6d to delineate the sig-

nificant Limiting thresholds of these features for determining the multi-stage failure criteria

during machining.

Table 5.2: Features threshold values for determining the failure criteria

Levels VB (µm) Fi (pixels) BhFW (pixels) Bhchip (pixels) Bwchip (pixels)
LTVearly 100 2,000,000 90 30 80

LTVUniform 200 4,000,000 170 70 180
LTVcritical 300 5,000,000 250 100 270
LTVFailure 500 7,000,000 430 170 420

5.1.3 Training Performance of the DFSV-ML Model

After training and evaluating the feature engineering techniques, the 4 process parameters

were integrated with the Fi feature and the five failure modes to formulate a Diverse Fea-

ture Synthesis Vector (DFSV = [Vc, ft, ap, L, Fi, FW,CW,NW,BUE,FLW )]), which was

used to train MLPNN for VB prediction. During training, the dataset was partitioned into 80%

training and 20% testing. This means 405 out of 506 flank wear images were used to train the

DFSV-ML model for VB prediction, whereas the remaining 101 images were used for offline

validation of the trained DFSV-ML, ensuring high predictive efficiency outside the vicinity of

the training data. Thus, the time-series test data was selected from a specific cutting condition

(Vc = 40m/min, ft = 0.13mm/tooth, and ap = 1mm) to ensure the DFSV-ML was able to
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predict the VB profile under complex flank wear morphology. The performance of the DFSV-

ML architecture during training was investigated by varying the number of neurons in the

hidden layer between 4 and 9 (i.e., the maximum number of neurons was the difference be-

tween number of inputs, 10, and outputs, 1). Results indicated that an increase in the number

of neurons led to more divergence among the training performance curves. After several itera-

tions, at a learning rate of 0.0001, the optimum weights were found at 7 neurons, as illustrated

in Table 5.3.

The bias vector in the input layer was [2.17, 1.47, -1.54, 2.36, 2.49, -1.76, -2.21], corre-

sponding to a bias factor of -0.002 in the output layer. Figure 5.7a exhibits the error histogram

for DFSV-ML, which demonstrates a similar error distribution for all MLPNN architectures,

indicating minimal deviation between the predicted and actual VB data. In addition, the high

frequency instances occurred at a minimum error of 0.01579 µm. It is important to note that

this analysis only compared error instances and not the overall mean absolute percentage

error (MAPE), which was later evaluated to provide a reasonable performance metric when

validating the DFSV-ML. Additionally, the correlation coefficient R2 was evaluated to pro-

vide general information on how well the predicted fitted the measured VB values during the

training process, as illustrated in Figure 5.7b. DFSV-ML exhibited an R2 of 96.52%, indicating

high efficiency in predicting VB progression during face milling of Inconel 718. However, the

robustness of the DFSV-ML was further validated using the test dataset. In the mean time,

another ML technique used spatial binary features (SBF-ML) to predict VB progression and

again was evaluated by the MLPNN in MATLAB R2021a.

Table 5.3: Parameters for DFSV-ML [IW1– Weight for layer 1; OW– weight for output layer]

IW1 IW2 IW3 IW4 IW5 IW6 IW7 IW8 IW9 IW10 OW
0.12 0.69 -0.86 1.53 -1.67 -0.85 -0.72 1.89 0.46 0.71 0.42
-0.39 -2.09 -3.30 0.88 0.61 1.22 -0.80 -2.89 -0.48 0.678 0.17
-1.58 0.09 -0.66 0.82 -4.01 2.16 -0.77 -0.73 -0.96 0.75 -0.84
-5.71 -1.78 0.37 0.63 0.95 -1.11 -0.24 0.39 1.42 -1.87 0.04
-0.82 1.82 -1.13 1.41 -2.27 -1.82 -0.17 -0.56 -1.60 0.91 0.10
0.94 0.06 -2.80 -4.41 3.20 -1.19 0.65 1.27 -0.26 -1.42 -0.16
-1.17 2.00 3.29 -0.39 -1.89 2.06 1.01 -2.81 -0.02 0.786 0.55
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Figure 5.7: Training and validation of different MLPNN architectures with: (a) Error histogram and (b)
parity plot

5.1.4 Training Performance of the SBF-ML model

The robustness of spatial binary features (SBF) in predicting VB wear was first assessed by gen-

erating a Pearson correlation matrix in MATLAB R2019a, as shown in Appendix A.1. Among

the all, the wear area (var1) exhibited the strongest R2 of 95% (var4), thereby emerging as the

most dominant feature, which also agreed with an observation made in [227]. Its strength was

attributed to the uniform evolution of the wear region, owing to the paucity of uncontrolled

failure modes on the depth of cut (DOC) line. Conversely, the perimeter (var2), on the other

hand, displayed the lowest R2 of 55% (Figure 5.8b).

It was noted that by utilizing the ECED to skeletonise the binary image, some pixel in-

formation was lost, leading to fluctuations in the thickness of the edge surrounding the wear

region. In contrast, the fractal dimension exhibited a higher R2 of 90% as compared to the

perimeter, with substantial variations attributed to the progressive chipping and BUE forma-

tion on the Depth of Cut (DOC) line. In summary, both the wear area (Figure 5.8a) and the

fractal dimension (Figure 5.8c) were strong binary features that can be used to predict VB pro-

gression during face milling of Inconel 718. The consistent evolution of the wear region on

the side cutting edge was observed at the initial cutting stage, where the tools predominantly

experienced uniform flank wear, as demonstrated in Figure 5.8c4. However, at the uniform and

failure regions [66], other modes of failure, such as chipping and BUE, distort the morphology

of the flank wear geometry on the DOC line. For instance, the localized chipping on the DOC
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(a) (b)

(c)

Figure 5.8: The evolution of spatial binary features against VB: (a) Wear area; (b) Perimeter (c1) Fractal
dimension

line exposed the tool substrate after the TiAlN/NbN coating layer delaminated by the abrasive

particles of Inconel 718 [10]. This led to a reduction in the wear area and fractal dimension, as

depicted in Figure 5.8c3.

On the other hand, the adhesive particles of Inconel 718 protruded outside the cutting

edge, and this occurred at the early cutting phase, where BUE formation was prevalent at

the highest speed and lowest feed/tooth (Figure 5.8c2). Additionally, the BUE that filled the

chipped region enhanced the consistent evolution of the wear region, thereby normalizing the

spatial binary features during extraction. However, the Inconel 718’s hard particles increased

the localized chipping by removing the BUE with the chip flow in the subsequent passes during

machining [2]. This caused a substantial reduction in the wear geometry, which eventually
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decreased the area, perimeter, and fractal dimension.

After noticing that the area and perimeter could not fully encapsulate the complexity

of the flank wear geometry, especially in the presence of chipping and BUE, they were aug-

mented by another feature, fractal dimension, as shown in Figure 5.8c. The peaks on the fractal

curve corresponded to the instances of BUE formation on the Depth of Cut line (Figure 5.8c2),

leading to a substantial increase in the fractal features. Conversely, valleys signified localized

chipping on the DOC line (Figure 5.8c3), resulting in a substantial reduction in the fractal di-

mension. Therefore, by augmenting the fractal dimension to known geometric features, the

features revealed the presence of the uncontrolled failure modes and yielded the highest R2

of 99.73%, as shown in (Appendix A.2), which previous studies struggled to achieve with geo-

metric parameters alone [37, 331]. Just like the DFSV, the spatial binary feature technique was

also substantiated by training an MLPNN in MATLAB to validate the effectiveness of the these

features in predicting flank wear progression during machining. During SBF-ML training, the

parameters that were used to achieve the optimum performance are summarized in Table 5.5.

The initial bias and the maximum number of epochs were set at 0 and 1000. The transfer

function called hyperbolic function (‘tansig’) was applied to activate the neurons when com-

puting the output from the first layer. In this case, the tansig varied from -1 to +1 because the

weights, which are coefficients to inputs can either be positive or negative when computing

the output. However, due to the standard flank wear curve [9], the output transfer function

was purelin, that allows a non-negative and linear VB output during prediction. The number

of neurons tested in the hidden layer was 20, as shown in Figure 5.9a. The architectures with 5

neurons performed better than all other MLPNN architectures during training. The validation

MSE of MLPNN-5 after training was 0.0085. It was observed that the training progress con-

verged at epoch 6 with a validation MSE of 0.00013118, as shown in Figure 5.9c. Figure 5.9b

shows the actual and predicted VB with a minimum test error of 0.0128 mm. In addition, the

average errors were distributed between -0.0189 and 0.0280, where the highest instances were

found at 0.00026, dispersing around a zero-error line, as shown in Figure 5.9d.
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Table 5.4: Parameters for SBF-ML [IW1– Weight for layer 1; OW– output weight; b–bias]

b1 b2 IW1 IW2 IW3 OW
2.36459 -1.5651 -2.6522 0.6588 -0.1005
-1.49572 1.8466 -1.4726 0.6123 -0.0792
-1.63674 [0.0296] -7.0727 -0.9645 0.0954 -0.3322
0.41660 -1.7855 0.9697 -0.0003 -0.2592
-5.32979 -8.4452 -0.5294 0.0738 -0.4014

Figure 5.9: The training performance of the SBF-ML: (a) optimization of neurons in the hidden layer; (b)
the actual and predicted VB profile; (c) training progress; and (d) the error histogram

5.2 Offline Validation of the DFSV-ML and SBF-ML

After assessing the effectiveness of feature engineering and the performance of both the DFSV-

ML and SBF-ML models, they were validated using the test dataset to compare and select

the viable ML model for in-process MV-TCM application. During this process, the actual VB

measurements were compared with the predicted values generated by the models to evaluate
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scoring metrics, such as Mean Average Percentage Error (MAPE) and R2. This enabled offline

validation of the trained feature engineering and ML models before deploying them for online

MV-TCM application. Furthermore, a comparative study was conducted to determine the vi-

able ML model for in-process tool wear prediction and control during face milling of Inconel

718. As previously stated, the goal was to predict and control VB rate, thus, the diversity of

features was a more significant attribute for achieving this task. Figure 5.10b illustrates the

VB profiles and box-plots for the actual, DFSV-ML and SBF-ML predicted VB values.
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Figure 5.10: Comparative analysis of DFSV-ML and SBF-ML against the conventional method: (a) VB
profiles; (b) Perimeter (c1) Fractal dimension

5.2.1 Evaluating the Test Performance of DFSV-ML

The trained MLPNN was further validated using a test dataset, which was within the vicinity

of the training data. Figure 5.10b displays the boxplot for the actual and predicted VB for a

speed of 40 m/min, feed of 0.13 mm/tooth, and ADOC of 1 mm. The results indicated that the

RMSE between the actual VB (data1) and the predicted VB (data2) was 45.5µm, whereas the

mean absolute percentage error (MAPE) was 3.7%. This score was lower than the scoring met-

rics obtained by Wu et al. (with MAPE of 4.76%) [46], where geometric features were utilized

to predict the VB progression for the PVD and CVD coated carbide inserts during face milling

of Inconel 718. It was also discovered that the DFSV-ML had relatively higher performance in

terms of MAPE as compared to Kaya et al. (MAPE of 5.42%) [376], which applied features of

force-torque to predict VB progression during CNC milling of Inconel 718 using PVD-coated
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carbide inserts. This validates the effectiveness of applying the DFSV to enhance the predic-

tive efficiency of the ML model during face milling of Inconel 718. Furthermore, the boxplot

exhibited 1 outlier for the last VB measurement. However, this agreed with measured values,

which also indicated that the last VB value is the outlier. This agreement proves the best fitting

ability of the predicted data within the anticipated range of the measured VB values.

The median values for the actual and DFSV-ML box-plots were 112 and 107.8µm, in-

dicating the absolute deviation of 4.2µm. In addition, the median values for both methods

skewed towards values less than 200 µm, demonstrating a high prediction accuracy for small

VB values. This was attributed to the insignificant evolution of failure modes during early

cutting stages. In the absence of these failure modes, the strong predictor variables of VB

progression were found to be Fi and cutting length. However, high magnitudes of Bhchipping,

Bwchipping, and BUE emerged towards the critical and failure regions, mutilating the feature

patterns and energy layers, which affected the consistent evolution of the Fi feature. This

wear phenomenon resulted in a rapid VB rate, as shown in Figure 5.10a. Additionally, a sig-

nificant reduction in VB progression during the uniform cutting stage was observed due to

cyclic adhesion and BUE formation caused by a large chip load at the maximum feed of 0.13

mm/tooth, as shown in Figure 5.11(b). The large BUE induced another layer superjacent to

the TiAlN/NbN coating, thus protecting the tool’s substrate from further degradation during

machining. However, subsequent passes eliminated the BUE through continuous chip flow,

resulting in localized chipping on the tool’s cutting edge, as demonstrated in Figures 5.11(c)

and 5.11(d). This wear phenomenon exacerbated the magnitudes of Bhchipping and Bwchipping

during face milling of Inconel 718.
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Figure 5.11: Fig 9. Evolution of failure modes with cutting length (L) at Vc = 40 m/min, f = 0.13 mm/tooth,
and ap = 1 mm

It was observed that tool failure was not only determined by VB progression since catas-

trophic failure could still occur even before the tools reached the maximum VB criteria, as
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long as they experienced high magnitudes of Bhchipping and Bwchipping. Therefore, it was

worth noting that, determining the maximum failure criteria at the end of tool life based on

the VB criteria was not feasible during face milling of Inconel 718. As a result, this research

proposed a new approach of the multi-stage failure criteria, which utilized threshold values

of Fi, BhFW , Bhchipping, and Bwchipping magnitudes to identify the significant levels of differ-

ent VB stages. By focusing on the significant levels of VB progression, this approach did not

regulate the process parameters at the intermediate intervals between thresholds to minimize

the processing time during MV-TCM. Therefore, it was essential to apply the DFSV-ML to en-

hance the MV-TCM’s ability to detect and control in-process failure modes and VB evolution,

enhancing tool life extension during face milling of Inconel 718.

5.2.2 Evaluating the Test Performance of SBF-ML

The spatial binary feature technique was validated using the test data, which was different

from the one utilized in the previous section because the features were extracted from the

side cutting edge, where images presented a different flank wear profile. The system shows an

RMSE of 45.118µm. The high prediction accuracy at the early cutting stage was attributed to

minimum failure modes experienced on the side cutting edge of the tools. As such, the wear

region could easily be segmented to extract area, perimeter, and fractal dimension. In addition,

the boxplot in Figure 5.10b shows that the average actual VB of all 4 inserts were larger than

the predicted values. Moreover, the whiskers of the boxplot also showed that the distribution

of measured VB was scattered across a wider range than predicted values. Nevertheless, the

median values of mean actual and predicted VB are 112 and 121µm, indicating an average

deviation of 9µm between actual and predicted VB values.

On average, the box-plot shows the Mean Absolute Percentage Error (MAPE) of 2.099%,

lower than the error found in [37], where geometric parameters were applied for VB mea-

surement. In addition, the MAPE was even lower than the one found in [46], where features

extracted by CNN auto-encoders were used to predict flank wear progression for PVD and

CVD coated inserts CNC milling of Inconel 718. This indicates high efficiency of the spatial bi-

nary features, extracted from side cutting edge of the tools, in predicting VB progression even

with limited dataset. However, it was observed that the low prediction accuracy in the failure
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region, above 300µm, as shown in Figure 5.10a, was attributed to the localized chipping and

BUE. Besides, the model had already shown a more accurate prediction for lower VB values

less than 300µm, at the early cutting stage of flank wear progression, validating its practical

use for most face milling operations as recommended by ISO 8688-1 standard.

5.2.3 Comparing the DFSV-ML and SBF-ML for MV-TCM Application

Taking into account the presence of two viable feature engineering techniques developed in

this research, the evaluation matrix played a crucial role in determining the optimal method

that met all the necessary criteria for the intended MV-TCM application. Table 5.4 shows the

evaluation matrix, which was used to select the best technique based on the design specifica-

tions required to accomplish the research objectives and the intended MV-TCM application.

The criterion is that for each aspect, if a method surpasses a reference (Ref), it receives a score

of +1; otherwise, it gets −1. A fair comparison of the matrix involved treating each method

as a reference at least once during evaluation.

Table 5.5: Evaluation the ML models: [Opt1– DFSV-ML; Opt2– SBF-ML; Opt3: Conventional Measure-
ment]

Evaluation Matrix for feature engineering techniques
Criteria Opt1 Opt2 Ref Opt1 Ref Opt3 Ref Opt2 Opt3
R2 -1 -1 x -1 x 1 x 1 1
Accuracy -1 -1 x -1 x 1 x 1 1
Adaptability 1 1 x 1 x -1 x -1 -1
Sensitivity -1 -1 x 1 x 1 x -1 1
Extraction Complexity 1 1 x 1 x -1 x -1 -1
Features diversity 1 1 x 1 x -1 x -1 -1
Integrability with ML 1 1 x 0 x -1 x 0 -1
Feasibility -1 -1 x 1 x 1 x -1 1
TPO Enhancement 1 -1 x 1 x 1 x -1 -1
Processing Speed 1 1 x -1 x -1 x 1 -1
Industrial Applicability 1 -1 x 1 x 1 x -1 -1
Cost-effectiveness 1 1 x 0 x -1 x 0 -1
Overall

∑
+ve Scores 8 6 x 7 x 6 x 3 4

Overall
∑

0 scores 0 0 x 2 x 0 x 2 0
Overall

∑
-ve Scores 4 6 x 3 x 6 x 7 8

Predictive Efficiency during MV-TCM Utilization: Based on the evaluation matrix,

options 1, 2, and 3 had positive scores of 15, 9, and 10, respectively. Overall, this means
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the DFSV-ML exhibited superior characteristics as compared to the conventional and spa-

tial binary features. Although option 2 had higher accuracy, with a RMSE, R2 and MAPE of

45.118µm, 99.73% and 2.099% as compared to the DFSV-ML, it was limited in terms of fea-

tures diversity and sensitivity to enhance in-process tool wear control. Moreover, it could not

detect the failure modes to reveal the extent of wear severity and sub-optimal tool perfor-

mance. Option 3 was the most effective in capturing high-resolution tool wear images, but

its low processing speed and high cost of tool wear inspection made it less practical for in-

process application. However, the DFSV effectively captured similar diverse features, but with

relatively high simplicity, speed, and cost-effectiveness, making it more efficient for online

MV-TCM application than the conventional method.

Extraction Complexity from time-series tool wear data: Spatial binary features are

relatively easy to extract from tool wear images, whereas DFSV is relatively more complex be-

cause the models need to differentiate failure patterns by combining features of color, shape,

or edges. This requires more computationally intensive deep learning techniques that can

convolve the pixel information to extract latent features from the tool wear images. However,

setting up the hardware system for image capturing was relatively easy for DFSV because it

utilized the main cutting edge, which was oriented at a 45°angle to capture the flank wear

surface. On the other hand, setting up a camera to capture the side cutting edge of the tool

inserts required a complex hardware system. The camera had to be oriented parallel to the

spindle axis to view the bottom side of the cutter, which posed challenges such as lighting

inconsistency, staining the camera lens with residual coolant droplets, and, in the long run,

poor image resolution.

Features Diversity for in-process tool performance control: To ensure optimal per-

formance of DFSV-ML and SBF-ML models during MV-TCM applications, it is essential to

consider features diversity during training. Increasing the diversity of features during ML

training can improve accuracy and effectiveness in predicting and controlling tool wear evo-

lution during MV-TCM application. Unlike SBF-ML, DFSV-ML was trained on diverse features

that can be utilized for both predicting and controlling tool wear during face milling of Inconel

718. Such diversity makes the model more reliable in its performance during online applica-

tion, as it relies on the robustness and strength of various features for its prediction. Thus,
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the inconsistency of one feature due to uncertain factors could not significantly affect the

predictive efficiency of entire DFSV-ML.

Features Sensitivity to various cutting parameters: Cutting parameters significantly

affect the evolution of tool wear features during machining. If models are trained on data

collected from specific parameters, they may not be used to extrapolate VB progression when

new cutting parameters are applied during the machining process. Therefore, the ML model’s

robustness should depend on features that are sensitive to tool wear evolution and not process

parameters. Both SBF and DFSV were sensitive to cutting parameters, with SBF being more

sensitive to speed and depth of cut, as the side cutting edge experienced the highest friction,

exacerbating the abrasion and localized chipping, which affected the progressive change in

the area, perimeter, and fractal dimension. On the other hand, changes in failure modes lo-

cation, especially notching, BUE, and localized chipping, of DFSV were sensitive to the feed

rate, radial and axial depth of cut, although they can still be detected by shape, edges, and

colour. Additionally, the Fi magnitude in DFSV was not sensitive to all process parameters,

as it increased with wear depth regardless of changes in speed, feed, and ADOC. The different

sensitivity of features to cutting parameters makes DFSV more stable in predicting and con-

trolling tool wear evolution during face milling of Inconel 718. To further validate this point,

an experiment conducted in Chapter 6 applied a new cutting condition.

5.3 Conclusion

The ML models, including the multi-sectional SVD, and YOLOv3-TWDM, were successfully

trained and tested to extract a variety of features that accurately predicted the VB profile dur-

ing machining. The multi-sectional SVD successfully extracted the (Fi) magnitudes, which

displayed a strong correlation with the progressive VB for the test dataset, with an R2 value

of 83%. Due to the presence of chipping, notching, and flaking on the flank wear region, it was

recommended that the Fi feature should always be augmented by nominal features (failure

modes) to improve the predictive efficiency of VB progression under complex flank wear mor-

phology. On the other hand, the YOLOv3-TWDM successfully detected the 5 dominant failure

modes as nominal features of the flank wear region with an accuracy and mAP of 87.86%
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and 0.4907, respectively, at an IoU threshold of 0.65 and a detection rate of 1.792 seconds

per image. It exhibited the highest AUC when detecting uniform flank wear and chipping,

which was attributed to its prevalence in the dataset. Therefore, the multi-sectional SVD and

YOLOv3-TWDM were found powerful in extracting diverse features from tool wear images,

thus augmenting the process parameters to formulate a DFSV, which was used to train MLPNN

to predict and control VB progression.

The DFSV-ML was validated using test dataset and compared with SBF-ML. Despite SBF-

ML having lower MAPE and R2, the DFSV-ML was found more efficient and reliable as it

utilized diverse features for predicting and controlling VB progression during face milling of

Inconel 718. Furthermore, YOLOv3-TWDM was also utilized to extract the magnitudes of

BhFW , Bhchipping and Bwchipping to reveal the impact of specific failure modes on the flank

wear evolution during face milling of Inconel 718. It was also believed that the correlation

of these magnitudes with process parameters could be used to design the optimum cutting

condition by identifying the parameters, which minimized the magnitudes of these features.

As such, the evolution of Fi, BhFW , Bhchipping and Bwchipping magnitudes was correlated with

process parameters, and the speed of 40 m/min, feed of 0.07 mm/tooth, and ADOC of 1 mm

were found optimum in the process. By establishing threshold values forFi, BhFW , Bhchipping,

and Bwchipping based on their correlation with VB at the optimal condition during face milling

of Inconel 718, it becomes possible to determine significant stages of flank wear and adjust

process parameters for in-process tool wear control. This is particularly crucial during machine

vision TCM, as it helps reduce machining interruptions by focusing on significant wear stages

instead of randomly regulating process parameters.



Chapter 6

Predicting Tool Wear Evolution by

ML-based MV-TCM

Having meticulously conducted training and testing on feature engineering and machine learn-

ing (ML) models, the next step involved their integration into the MV-TCM setup, resulting

in the development of an ML-based MV-TCM system. To validate and affirm the versatility

of this system, it was rigorously tested through down-milling experiments carried out under

both known and unknown cutting conditions. Each experiment was repeated three times,

evaluating the system’s performance across various dimensions, including structural stability,

data acquisition and pre-processing, feature extraction, VB prediction, and in-process control

of tool performance. This comprehensive evaluation served as a proof to the reliability, appli-

cability, and proficiency of the developed system. In addition, the research also implemented

a multi-stage control of speed and feed, strategically designed to minimize the rapid evolu-

tion of failure modes and enhance tool life extension during CNC milling of Inconel 718. In

assessing tool longevity, the maximum cutting length emerged as a pivotal metric, serving as

a reliable indicator of tool performance during the cutting operation. Comparative analyses

across all conditions were conducted, and the condition that yielded the highest cutting length

was identified as the optimal choice in the process. This same criterion was applied to compar-

atively analyze ML-based MV-TCM system against both conventional methods and the GKRR

soft-computing approach.

162
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6.1 MV-TCM Structural Analysis and Data Acquisition

The performance of the system was assessed in terms of its ability to acquire, transfer, and

classify images for wear inserts within a reasonable processing time.

6.1.1 Structural Analysis

To ensure high integrity of the image acquisition process, the stability of the camera and

lighting assembly was analysed through the evaluation of the MV-TCM structural design using

ANSYS 2021 R2 software. The obtained results of equivalent stress, total deformation and

fatigue life at a scale factor of 3σ are presented in Figures 6.1 and 6.2. The highest stress and

lowest fatigue life were observed at the stand base, as depicted in Figures 6.1a and 6.1b, which

were attributed to the elevated vibration intensity at the point of contact between the base and

the worktable. Additionally, the vibration transmitted from the stand-base joint to the entire

structure created an initial stress concentration zone due to the relatively small cross-section

area. The results showed that by modifying the damping factor from 0 to 1, the maximum

stress at the base decreased, enabling the structure to withstand both fatigue and yield stress.

A minimum damping factor of 0.9 reduced the stress distribution throughout the entire

structure by 81%, providing a safety factor of 2.258 for yield and 1.05 for fatigue, as presented

in Figure 6.2a. It was noted that the fatigue life of the arms remained consistently above

1,000,000 seconds for all damping factors due to the minimal damage caused by low stress

concentration and elastic deformation on the nodes of the friction contacts. However, the

arms exhibited the highest deformation for all damping factors, as presented in Figure 6.2a,

indicating their substantial impact on the camera and light stability during image acquisition.

Furthermore, the loads exerted at the arms due to the resonant force generated at the excitation

point (the PDS displacement at the base of the MV-TCM structure) increased the maximum

vertical displacement. The analysis further revealed that the maximum deformation at both

the camera and light arm was around 1.7 mm, as shown in Figure 6.2a, at a damping ratio of

0.9, thus, maintaining the minimum Field of View of the Baumer camera. It should be noted

that all deformations remained within the +/- 11.385 mm FoV range, fulfilling the minimum

viewing requirements of the camera and lens during image capturing. In addition, Figure 6.2b
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(a) (b)

(c) (d)

Figure 6.1: The simulated results from ANSYS 2021 R2: (a) equivalent stress without a damping factor;
(b) fatigue life without a damping factor; (c) equivalent stress with a damping factor of 0.9; and (d) fatigue
life at a damping factor of 0.9

shows the uniform stress for the camera and light arms (65 MPa and 47 MPa), thus rendering

a damping factor of more than 0.9 safe for use in this research.
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Figure 6.2: The Results of structural damping and various factors: (a) stress/deformation against damping
factor; (b) Equivalent stress against fatigue life
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Therefore, the camera was securely affixed to the MV-TCM stand, supported by four mag-

net discs (HD-MAG-2003, Strong N52, with a diameter × thickness of 20 mm × 3mm), along

with vibration pads to absorb shocks caused by any extraneous vibrations at the CNC work-

table during the cutting of Inconel 718. Furthermore, due to its low yield and fatigue strength,

Aluminium alloy was not recommended for constructing the camera and light arms, especially

for continuous CNC milling operations, where high-frequency vibrations can cause high stress

and elastic deformation on the nodes, destabilizing the camera, lens, light, and photo-electric

proximity sensor. Thus, stainless steel would be a superior choice due to its higher fatigue and

yield strength, which is typically 3 - 10 times greater than that of Aluminium. Additionally,

stainless steel exhibits comparable corrosion resistance under the flood cooling conditions of

mineral oil-based cutting fluids.

6.1.2 Data Acquisition and Processing

After analysing the structural design, it was implemented for data acquisition. The findings in

this research show that a photoelectric proximity sensor was capable of detecting the cutter

as it approached the MV-TCM set-up. In addition, the Arduino Uno micro-controller harmo-

niously synchronized with the MATLAB computer vision software to enhance in-process data

acquisition, controlling the camera’s shutter to auto-capture the wear images during MV-TCM.

This also overcame the challenge of data transfer, as the file was directly saved to the disk (by

date and time) and transferred to the MATLAB programs for further processing. To prevent

the impact of random vibrations on the photoelectric proximity sensor’s sensitivity, the en-

tire circuit was affixed in the MV-TCM setup. Once the cutter was detected, the camera was

triggered to auto-capture time-series flank wear images.

After data acquisition, the binary classifier was employed to separate the wear inserts

from the residues. The binary classifier was first trained and tested to ensure the efficient

classification of these wear inserts. To further improve its robustness, additional experiments

were conducted online to acquire enough training data for the binary classifier. Thus, the total

dataset for training and testing the binary classifier was 1830 wear inserts and 2992 residues.

This data was divided into 80% training and 20% validation. The hyper-parameters were at-

tuned to optimal settings using SGD, including a learning rate of 0.0001, batch-size of 32,
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momentum of 0.9. Due to the distinct edges, boundaries, orientation, and shapes between the

wear inserts and residues, very few residues were misclassified as wear inserts, attributing to a

precision loss of approximately 0.3%, as shown in Figure 6.3b. Therefore, it was adept at sepa-

rating the wear inserts at a recall of 100%, with an AUC of 1, as shown in Figures 6.3a and 6.3b.

Its overall accuracy, recall, and precision are 97.49, 94.76 and 47.71%, attributing to a 97.55%

residues detection rate (where 216 out of 8976 residues were detected as worn inserts for the

entire in-process experiment of 3 replicates ×17 runs). The efficacy of the binary classifier at

these three replicates is compared in Table 6.1. The goal was to ensure that the TP and TN

Rates (TPR and TNR), which were accurate detections of both wear inserts and residues, were

greater than the FP and FN Rates (FPR and FNR), which signified misclassified wear inserts

and residues.

Residues WearInserts

Predicted Class

Residues

WearInserts

T
ru

e 
C

la
ss

Confusion Matrix for Validation Data

1365

366

0.3%99.7%

100.0%

0.3%

100.0% 99.7%

(a)

0 0.2 0.4 0.6 0.8 1
1 - Specificity

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
S

en
si

tiv
ity

ROC Curve for Fine-Tuned AlexNet

Residues images: AUC = 0.9875:
Wear inserts: AUC = 1
Random guess: AUC = 0.5

(b)

Figure 6.3: Performance of Fine-tuned AlexNet at optimum hyper-parameters (a) confusionmatrix during
training (b) The ROC curve for test dataset

Table 6.1: The performance of a binary classifier

Replicates TP TN FP FN TPR PPV TNR FPR Accuracy
1 64.00 2912.00 80.00 4.00 94.12 44.44 97.33 2.67 97.25
2 56.00 2404.00 59.00 3.00 94.92 48.70 97.60 2.40 97.54
3 60.00 2578.00 60.00 3.00 95.24 50.00 97.73 2.27 97.67

Mean 60.00 2631.33 66.33 3.33 94.76 47.71 97.55 2.45 97.49
Variance 16.00 66649.33 140.33 0.33 0.33 8.44 0.04 0.04 0.04

STDV 4.00 258.17 11.85 0.58 0.58 2.91 0.20 0.20 0.21

The overall standard deviation of all 3 replicates was 0.21, with 0.58 for wear inserts and

0.20 for residues, indicating high repeatability and reliability of the binary classifier in separat-

ing the wear inserts from the residues. Therefore, more than 4 wear inserts were transferred
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to YOLOv3-TWDM for failure modes analysis. Owing to significant discrepancies between

the wear inserts and residues, the model demonstrated a greater aptitude for classifying wear

inserts as opposed to residues. Because of this, an AUC loss of 1.25% was observed in Figure

6.3b as a few residues were misclassified as wear inserts. The precision rate reported in Figure

6.3a resulted in more than 4 wear inserts transferred to the YOLOv3-TWDM for failure modes

analysis. While this generated a slightly higher computational cost and processing time, it en-

sured no insert was missed during the analysis. After wear inserts were separated, the useful

images were transformed by CLAHE and 180°-rotation to standardize their resolution and ori-

entation for failure modes detection. The processed images were almost similar to the training

samples, as illustrated in Figures 6.4a, 6.4b, and 6.4c.

(a) (b) (c)

Figure 6.4: Difference between various images: (a) online; (b) online processed and (c) offline

6.2 Validating ML-MV-TCM for Tool Wear Prediction

After assessing the ML-based MV-TCM system for data acquisition, it was validated for failure

modes detection and flank wear prediction by comparing with the actual results measured

through the optical microscope. In this case, three conditions were used to validate the sys-

tem and each condition was repeated 3 times to ensure the data obtained is reliable to generate

plausible conclusions. The validation procedure was executed in accordance with the hypo-

thetical outline of this research, which encompassed the prognostic analysis of wear mecha-

nisms and failure modes evolution, along with the predominant features’ magnitudes (VB, Fi,

BhFW , Bhchipping, and Bwchipping) as key indicators of the failure criteria and tool life during

machining. During this process, online images were captured by both optical microscope (for

actual measurement) and Baumer camera (for in-process wear detection and prediction) at an
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incremental length of 400 mm. The optical microscope was used to identify the actual failure

modes through the utilization of SECO tools catalogue and ISO-8688-1 standard. In addition,

it was also used to measure actual flank wear depth (VB), and other features, such as chipping

width and depth (Bhchipping, and Bwchipping). It should also be noted that the tool life was

measured in terms of the maximum cutting length. As such, it was assumed that the optimum

cutting condition should yield the longest cutting length. Therefore, this research compared

the maximum tool life obtained while using the conventional, GKRR soft-computing, and ML-

based MV-TCM methods.

Appendices F.1, F.2, and F.3 show the summary of the actual and detected features for the

three cutting conditions. It is also worth mentioning that, in order to guarantee the system’s

reliability, the performance metrics were computed by considering the mean values of all 4

wear inserts across all replicates and conditions. This means that the actual validation data

was 4× the data displayed in the Appendix F, which is equivalent to 368 flank wear images.

This attributed to a data matrix of 368×11 for VB prediction in the proceeding section, where

the first 10 columns were input features and the last column was the VB response. As can

be seen in Appendices F.1, F.2, and F.3, the adoption of the new cutting conditions (speed =

40 m/min, feed = 0.08 mm/tooth, ADOC = 0.9 mm; speed = 60 m/min, feed = 0.08 mm/tooth,

ADOC = 0.9 mm; and speed = 100 m/min, feed = 0.15 mm/tooth, ADOC = 0.9 mm) resulted

in a significant wear phenomenon that revealed the synergistic impact of various speed and

feed levels. Among these, it can be observed that the first condition (Appendix F.1), designed

by the GKRR model, yielded the highest cutting length and tool performance as compared

to the other two conditions, with an approximate tool life extension of 39.4%, relative to the

previously determined optimal condition (speed = 40 m/min, feed = 0.07 mm/tooth, ADOC =

1 mm) during the offline experiment in Chapter 4.

6.2.1 Failure Modes Detection

During validation, the ML-MV-TCM detections were compared with actual failure modes iden-

tified through conventional method and ISO-8688-1 standard. The online processed images

were then loaded into the YOLOv3-TWDM for failure modes detection. Figure 6.6 shows 2

sets of the first replicate data obtained at a cutting length of 2400 mm. The results show that
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failure modes were repeatedly detected on the flank wear images, despite changes in the posi-

tion, orientation, and height of the images during data acquisition. The YOLOv3-TWDM was

efficient in detecting all 5 failure modes during in-process MV-TCM application, as shown in

Figure 6.6. However, the performance of the YOLOv3-TWDM had a slight drop due to in-

consistent lighting conditions and changes in the locations for most failure modes. Therefore,

to enhance the model’s performance, some online images were used to augment the train-

ing dataset. Thus, the model was retrained through the same supervised transfer learning

approach after increasing the dataset to 1226 (with 506 offline and 720 online images).
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Figure 6.5: Detection of failure modes for repeated cycles by YOLOv3-TWDM at Vc = 40m/min, ft =
0.08mm/tooth, ap = 0.9mm, and L = 800
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Figure 6.6: Failure modes detections by YOLOv3-TWDM at Vc = 40m/min, ft = 0.08mm/tooth,
ap = 0.9mm, and L = 6000

The general observation made in this research revealed that the early cutting stages exhib-

ited steady wear rate with some minor notching, micro-chipping, BUE and BUL. However, the

variation in the VB values between 100µm and 200µm was minimal across all the replicates
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and conditions, indicating minimum evolution of the wear mechanisms and failure modes

at the break-in zone. The reduced wear mechanisms were evidenced by the decrease in the

magnitudes of localized chipping during the early and uniform wear stages. For instance, in

Appendix F.1, it was observed that the micro-chipping emerged at L = 2800, which later dis-

appeared due to larger BUE formation, especially at the transitioning point between uniform

and critical failure regions (L > 4400mm). The BUE in the steady wear stage enhanced the

formation of the protective layer superjacent to the TiAlN/NbN coating, which prevented the

tool from severe degradation under abrasion wear, thus extending the economic life of the car-

bide inserts during face milling of Inconel 718. However, it was also observed that the same

BUE exacerbated the magnitude of chipping in the critical and failure stages (V B > 200µm)

due to cyclic adhesion and severe abrasion, leading to a rapid failure rate of the tools across all

replicates and conditions. Nevertheless, the chipping magnitudes intensified towards the end

of tool life, except for condition 3, where it emerged in the early wear stage due to the highest

cutting speed and temperature, which exacerbated the thermally induced wear mechanisms

and failure modes.

However, by comparing the actual and detected values, the study also revealed that cer-

tain failure modes went undetected at specific cutting lengths during the experiment. For

instance, in replicate 1 of condition 1, the system failed to detect BUE at cutting lengths of

4800, 5200, 6000, and 6400 mm due to their small magnitudes in the uniform wear stages as

the LED light and the Baumer camera were unable to accurately illuminate and capture the

feature patterns around these failure regions. In replicate 2 of the same condition, the system

failed to detect chipping between 3600 – 4000 mm cutting length due to their small magnitudes

as well, which could not produce the actual substrate colour under inconsistent lighting con-

ditions during online data acquisition. In addition, it confused notching wear with unknown

wear debris on the tool’s cutting edge, while BUE’s shape was somewhat opaque and did not

contrast well with the background under inconsistent LED illumination. It is worth noting

that these reasons apply to all undetected failure modes for the three cutting conditions. The

detailed analysis of the validation process is presented in the proceeding sections. To vali-

date its reliability for industrial use, it was further evaluated by computing the precision and

recall values for each failure mode to analyze their respective AUC performances during in-
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process MV-TCM application. The detected and actual features were used to plot a PR-curve,

which was used to compute the AUC values of specific failure modes under different cutting

conditions.

Condition 1 [Vc = 40m/min, ft = 0.08mm/tooth, ap = 0.9mm] : The findings in Fig-

ure 6.7 show that the uniform flank wear (UFW) had the highest AUC of 0.7790, which was

attributed to the largest detections due to its prevalence in the early cutting stages. It was

observed that the PVD-TiAlN/NbN coated carbide inserts experienced the uniform flank wear

due to the moderate abrasion wear mechanism at the lowest speed of 40 m/min and feed of 0.08

mm/tooth. In addition, the early cutting stage had the longest life-span, which influenced the

largest size of UFW dataset during in-process MV-TCM application, as shown in Appendices

F.1, F.2, and F.3. The AUC of chipping was 0.6924, slightly lower than uniform flank wear and

higher than notching, BUE, and flaking. This was attributed to the substantial chipping dataset

due to the cyclic adhesion and abrasion, especially in the critical and failure stages. Progres-

sive chipping was dominant in the critical and failure regions due to the synergistic impact

of moderate chip load at 0.08 mm/tooth and speed of 40 m/min, which plastically deformed

the cutting edge towards permanent degradation at the end of tool life [2]. In addition, the

detection of localized chipping was somehow confused with notching, especially when both

occurred at the ’tool’s entry point’ into the workpiece. As a result, some notching wear was

detected as localized chipping, thus, increasing the AUC of chipping as compared to notching.

However, since the occurrence of the chipping and notching were attributed to high impact

force and severe abrasion wear mechanisms as the cutting edge tries to shear the precipitation-

hardened layers of Inconel 718 [74], both features were deciphered as the mechanical failure

modes on the tool’s cutting edge.

Considering the fact that this experiment was conducted at the lowest speed of 40 m/min,

and feed of 0.08 mm/tooth, the system recorded the minimum adhesion wear due to the small

chip load and low cutting temperature, which reduced the BUE formation on the tool’s cut-

ting edge [64]. In addition, the small chip load could not successfully weld onto the tool’s

cutting edge at a low-temperature condition. Furthermore, it reduced the friction force on the

tool-workpiece contact zone, minimizing the rubbing action that led to attrition and flaking

of TiAlN/NbN layer fragments. Besides, the low cutting temperature reduced the dissolution
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Figure 6.7: Precision-recall curve for YOLOv3-TWDM during online failure modes detection for the first
condition of Vc = 40m/min, ft = 0.08mm/tooth, and ap = 0.9mm

of the Cobalt binder between the TiAlN layer and the substrate of the tools, thus maintaining

the bonding strength of coating layers to prevent flaking in the early cutting stages. Therefore,

flaking was the lowest detected failure mode by YOLOv3-TWDM. However, as the tool wear

progressed towards the critical and failure stages, the synergistic impact of the wear mecha-

nisms exacerbated the progressive chipping, flaking, and BUE, whose magnitudes negatively

influenced the tool performance during face milling of Inconel 718.

In summary, the average mAP of YOLOv3-TWDM for all replicates was 0.6572 at an IoU

threshold of 0.65. This was still considered an above-average score as compared to other appli-

cations, which reported a mAP of 0.691, relative to a small IoU value of 0.5 [377]. In addition,

the YOLOv3-TWDM had an average accuracy of 95.24% for uniform Flank Wear, 88.24% for

Chipping, 71.43% for Notching, 83.33% for BUE, and 57.14% for Flaking, thus yielding an over-

all relative accuracy of 79.08% for the entire detection efficiency. This shows that a YOLOv3-

TWDM had a high detection rate for uniform flank wear, chipping, and BUE for the lowest

speed and feed of 0.08 mm/tooth, which was obtained within the vicinity of the training condi-

tions. It was noted that regardless of slight variation in the position, orientation and resolution

of the tool wear images during online data acquisition, the failure modes were precisely de-

tected throughout the entire experiment, indicating the robustness of YOLOv3-TWDM despite

the changes in the tool’s failure patterns.
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However, there was low detection rate for notching, flaking, and some instances of BUE.

It was observed that YOLOv3-TWDM still possess some challenges in accurately detecting

objects that are small or have low resolution in the image. For stance, if the notching size

is smaller than the network’s receptive field, it could not be well represented in the feature

maps during detection. On the other hand, BUE, flaking and notching with low contrast or

visibility due to poor LED lighting conditions, occlusions, or cluttered backgrounds could not

be detected. Furthermore, it was noted that in the detection of multiple failure modes, notch-

ing and chipping had more overlapping instances, and flaking had complex structures which

definitely confused the model’s detection rate. Finally, the training data for BUE, notching

and flaking were relatively low, and could not adequately represent the variety of scenarios.

This caused poor generalization for the unseen failure modes scenarios. Moreover, the dataset

was imbalanced, with few dataset for BUE, notching and flaking, causing the YOLOv3-TWDM

under-perform for these under-represented classes.

Apart from identifying various failure modes in the flank wear region, the YOLOv3-

TWDM model was also utilized to determine the magnitudes of flank wear depth (BhFW ),

as well as chipping width and depth (Bhchipping and Bwchipping), as complementary indica-

tors of tool life during machining. The detected BhFW was found to be correlated with the

actual VB values, with an average R2, RMSE, MAE, and MAPE of 83.2%, 18.3µm, 26.3µm,

and 10.8µm, respectively (Table 6.2). These values indicate high predictive efficiency and

above-average correlation of actual and predicted VB. However, the mean average deviation

of 4.5µm was caused by the inconsistent B-box coordinates due to complex wear morphology

attributed to the progressive chipping, flaking, and BUE formation in the critical and failure

stages (V B > 200mm). Therefore, BhFW was found to be reliable in predicting VB progres-

sion in the early and uniform wear regions, where the synergistic impact of wear mechanisms,

such as cyclic adhesion and abrasion were insignificant and could not induce severe chipping,

BUE, or flaking on the tool’s cutting edge. Whereas in the critical and failure stages, the

progressive change in Bhchipping had a strong correlation, with an average R2, RMSE, MAE,

and MAPE of 87.1%, 23.8µm, 6.3µm, and 4.6µm. This was attributed to the permanent tool

degradation in the critical and failure stages due to cyclic adhesion and abrasion wear mech-

anisms [64]. The cyclic adhesion induced the BUE formation, which was plastically deformed
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and plucked together with aggressive chip flow and abrasive forces, resulting in chipping and

flaking on the tool’s cutting edge.

Table 6.2: The statistics of Failure Modes magnitudes at Vc = 40m/min, ft = 0.08mm/tooth and
ap = 0.9mm: For Bh

(1)
FW , (1) represents first replicate, whereas for Meana,p, a and p represent the

actual and detected values

Metric µa µp µRes σa σp σRes RMSE MAE MAPE R2

Bh
(1)
FW 131 127 4 87 76 -11 17.2 10.1 6.5 85.8

Bh
(1)
chipping 42.5 43.6 1.1 94.3 96.5 2.2 4.4 1.3 1.6 91.7

Bw
(1)
chipping 87.6 85.5 -2.1 186.7 181.8 -4.9 8.5 2.2 1.12 93.9

Bh
(2)
FW 171.5 170 1.1 153.1 136.4 -16.7 5.9 41.3 6.2 81.6

Bh
(2)
chipping 74.3 88.6 14.3 133.7 159.8 26.1 55.2 14.25 10 79.8

Bw
(2)
chipping 182.3 165.3 -17 326.6 296 -30.6 66.1 17.1 5.3 76.2

BhFW (Avg) 154 149.4 4.5 119.2 119.3 0.1 18.3 26.3 10.8 83.2
Bhchip(Avg) 54.4 60.5 6.2 106.7 119.1 12.4 23.8 6.3 4.6 87.1
Bwchip(Avg) 132.5 121.3 11.2 238.2 218.9 -19.4 42.9 11.3 4.1 86.14

Furthermore, the Bwchipping feature was exacerbated by the notching wear, which grad-

ually propagated across the cutting edge by cyclic adhesion and abrasion to form localized

chipping on the tool’s cutting edge. Nevertheless, the Bwchipping had an average R2, RMSE,

MAE, and MAPE of 86.14%, 42.9µm, 11.3µm, and 4.1µm. The mean average deviation of 11.2µ

showed that the Bwchipping was somehow affected by the BUE formation along the tool’s cut-

ting edge. Unlike the Bhchipping, when one part of the cutting edge experienced BUE, the

Bwchipping reduced, thus, its propagation fluctuated with the cyclic adhesion wear mechanism

during face milling of Inconel 718. Generally, all the scoring metrics were reproducible with

the BhFW having the smallest average residual deviation (σRes) of 0.1µm, indicating the high-

est reproducibility of the predicted against the actual values across all replicates. Therefore,

the YOLOv3-TWDM was considered a powerful tool to decipher and explore the underlying

micro-structures of various failure patterns on the tool’s cutting edge. Thus, it was efficient to

detect the presence of multiple failure modes, with flank wear and chipping being the dom-

inant features that affect the performance of PVD-TiAlN/NbN coated carbide inserts during

face milling of Inconel 718 [378]. Furthermore, the system successfully detected the size of

flank wear and chipping with an average deviation of 7.3µm, relative to the conventional

method, indicating its reliability for industrial use in the smart machining systems.

Condition 2 [Vc = 60m/min, ft = 0.08mm/tooth, ap = 0.9mm] : Figure 6.8 shows the
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highest AUC value for uniform flank wear (AUC = 0.782), agreeing to the results obtained

at the lowest speed of 40 m/min as both conditions were obtained within the vicinity of the

training parameters. Just like the previous condition, the tools at this condition experienced

the uniform flank wear due to the moderate abrasion wear mechanism at early cutting stages.

In addition, the early cutting stage had the longest tool life-span that attributed to the largest

dataset of UFW as compared to other failure modes (Appendix F.2). Again, the UFW was fol-

lowed by chipping, which had an AUC value of 0.587. Progressive chipping was predominant

in the critical and failure stages due to the synergistic impact of moderate chip load at 0.08

mm/tooth and medium speed of 60 m/min, which increased the temperature and the rate of

precipitation hardening, thus plastically deforming the tool’s cutting edge towards permanent

degradation [2]. In addition, some notching wear was detected as localized chipping, hence,

decreasing the AUC of notching to 0.275 during detection, despite both being mechanical fail-

ure modes during machining of Inconel 718 [74].

Figure 6.8: Precision-recall curve for YOLOv3-TWDM during online failure modes detection for the second
condition of Vc = 60m/min, ft = 0.08mm/tooth, and ap = 0.9mm

In view of the fact that this experiment was conducted at the medium speed of 60 m/min,

there was medium temperature that increased the rate of adhesion wear mechanism, thus

increasing the rate of BUE formation on the tool’s cutting edge [64]. Thus, BUE had an AUC
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of 0.534 as the miniature chip fragments could still weld against the tool’s cutting edge at the

medium cutting temperature. On the other hand, such wear phenomena increased the friction

force on the tool-workpiece contact zone, exacerbating the rubbing action that led to attrition

and flaking of TiAlN/NbN layer fragments, especially in the critical and failure wear stages.

With passage of time, the medium cutting temperature gradually caused the dissolution of

the Cobalt binder between the TiAlN layer and the substrate of the tools, thus weakening the

bonding strength of coating layers to exacerbate the rate of flaking. Hence, flaking followed

BUE with an AUC of 0.341. In general, the average mAP of YOLOv3-TWDM for all replicates

was 0.7254 at an IoU threshold of 0.65. This was higher than the previous threshold and was

considered the best score in this research as compared to other applications, which applied

an IoU of 0.5 [377]. In addition, the YOLOv3-TWDM had an average accuracy of 92% for

uniform Flank Wear, 79.3% for Chipping, 52% for Notching, 64% for BUE, and 57% for Flaking,

thus yielding an overall relative accuracy of 70%, indicating high detection rate at the medium

speed of 60 m/min and feed of 0.08 mm/tooth. Therefore, the YOLOv3-TWDM was adept at

detecting the failure modes at high precision and speed for data within the vicinity of the

training conditions.

Again, after detecting different types of failure modes, the YOLOv3-TWDM model was

employed to quantify the extent of flank wear depth (BhFW ), as well as chipping magnitudes

(Bhchipping and Bwchipping). These features served as supplementary metrics for assessing tool

life during the face milling process of Inconel 718. Again, the second condition demonstrated

a strong correlation between the detected and actual features across the replicates (Table 6.3).

The parameter BhFW exhibited a significant correlation, with an average R2 value of 90%,

along with an RMSE of 18.3µm, an MAE of 13.45µm, and a MAPE of 7.5µm. The mean av-

erage deviation of 8.9 µm was attributed to the edge loss due to chipping in the critical and

failure stages. Therefore, similar to the lowest speed of 40 m/min, BhFW was also found to

be a reliable predictor of VB in the early cutting stages at medium speed of 60 m/min. Such

a wear phenomenon was characterized by the consistent evolution of pixel distribution and

energy layers on the cutting edge of the tool. However, the critical and failure stages still ex-

hibited an irregular evolution of the energy layers, attributing features, such as Bhchipping and

Bwchipping, as prevalent indicators of tool life under these wear stages. Bhchipping evolution
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displayed an average R2 value of 83.7%, an RMSE of 19.2µm, an MAE of 9.9µm, and an MAPE

of 10µm, with an average deviation of 6.4µ attributed to cyclic adhesion and abrasion wear

mechanisms, which exacerbated edge loss as the tools slide against the precipitation-hardened

layer of Inconel 718 at the medium speed and cutting temperature during face milling of In-

conel 718.

Table 6.3: The statistics of Failure Modes magnitudes at Vc = 60m/min, ft = 0.08mm/tooth and
ap = 0.9mm: For Bh

(1)
FW , (1) represents first replicate, whereas for Meana,p, a and p represent the

actual and detected values

Metric µa µp µRes σa σp σRes RMSE MAE MAPE R2

Bh
(1)
FW 154.8 140.1 14.7 139.5 113.8 25.7 43.9 4.6 8.1 93

Bh
(2)
FW 125.5 122.4 3.1 80.6 81.2 0.6 9.25 22.3 6.2 87

Bh
(1)
chipping 95.8 94.9 0.87 130 121.7 8.3 2.7 7.9 7.6 75.8

Bh
(2)
chipping 69.9 81.8 11.9 67 78.9 11.9 35.7 11.9 12.4 91.6

Bw
(1)
chipping 340.8 307 33.8 361.6 324.4 37.2 101.4 33.8 7.8 81.7

Bw
(2)
chipping 278.9 268 10.9 281.8 270 11.8 32.75 14.75 5.5 89.3

BhFW (Avg) 140.1 131.2 8.9 110 97.5 13.15 26.23 13.45 7.15 90
Bhchip(Avg) 82.65 178.7 6.4 98.5 100.3 10.1 19.2 9.9 10 83.7
Bwchip(Avg) 309.9 135.9 22.3 321.5 297.2 24.5 67 24.3 6.65 85.5

Furthermore, the Bwchipping was particularly affected by the rapid propagation of notch-

ing wear at a medium speed of 60 m/min, gradually leading to localized chipping on the tool’s

cutting edge. This was further exacerbated by an increased rate of precipitation hardening at

medium speed and temperature. Despite this, Bwchipping still exhibited a strong performance,

with an average R2 value of 85.5%, an RMSE of 67µm, an MAE of 24.3µm, and an MAPE of

6.65µm. The highest average deviation of 22.35 µm indicated that Bwchipping was more influ-

enced by the wide-spreading of notching and localized chipping. This resulted in an irregular

evolution of Bwchipping, especially when one part of the cutting edge experienced BUE, which

could potentially be dislodged along with the chip flow during machining [64]. In general,

Bhchipping exhibited a minimum residual deviation (σRes) of 10.1µm, indicating highest repro-

ducibility of its results as compared to Bwchipping and BhFW . The ML still showed a higher

reproducibility of results at the lowest condition of 40 m/min as compared to the medium

speed of 60 m/min. This discrepancy was attributed to the prevalence of uniform flank wear

as the dominant failure mode at the minimum speed, accounting for nearly 67% of the vali-

dation dataset. Nonetheless, the system remained robust in predicting VB progression within



Chapter 6. Validating ML-MV-TCM for Tool Wear Prediction 178

the vicinity of the training conditions, despite slight variations in the scoring metrics.

Condition 3 [Vc = 100m/min, ft = 0.15mm/tooth, ap = 0.9mm] : After increasing the

speed and feed to 100 m/min and 0.15 mm/tooth, a maximum condition outside the vicinity

of the training parameters, chipping had the highest AUC of 0.778 (Figure 6.9), which was

attributed to the largest detections due to its prevalence throughout the entire experiment. It

was observed that at this condition the tools experienced the progressive chipping both in the

early and failure wear stages as shown in Appendix F.3. This was attributed to high rate of

precipitation hardening due to the highest cutting speed and temperature, as well as largest

chip load due to the highest feed rate of 0.15 mm/tooth. This exacerbated the cyclic adhesion

and severe abrasion, causing high cutting forces, which increased the rate of chipping in the

critical and failure stages during face milling of Inconel 718. Chipping was followed by the

uniform flank wear (UFW) with an AUC of 0.68. As observed inAppendix F.3, the uniform flank

wear was experienced in the early cutting stages, which had the short life-span as compared

to chipping due to rapid wear progression towards failure. Like the previous condition of 60

m/min, the BUE had an AUC of 0.519, following the uniform flank wear. This was attributed to

some few welds, which occurred due to the highest cutting speed and temperature. However,

the high cutting temperature also exacerbated the flaking wear as facilitated the dissolution

of cobalt binder between the tool and workpiece material, resulting in some TiAlN/NbN layer

plucked off together with chip flow on the flank face. Hence the flaking followed the BUE with

an AUC of 0.4. Finally, the notching wear had the lowest AUC of 0.367 as most notching was

identified as localized chipping during the detection process.

In summary, the average mAP of YOLOv3-TWDM for all replicates was 0.5488, which is

still considered a good score at an IoU threshold of 0.65. Additionally, the average accuracy

was 68.3%, lower than the previous two conditions. However, this still demonstrates that the

model achieved a relatively high prediction accuracy even under the intense condition of the

highest speed and feed rate, beyond the scope of the training parameters. The deviation in ac-

curacy can be attributed to the low detection rate of uniform flank wear, which constituted the

largest dataset during training of the ML network. Conversely, the highest condition exhibited

a high detection rate of chipping, which negated the desired trend of failure mode detection

used to train the YOLOv3-TWDM. In addition to detecting different failure modes in the flank
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Figure 6.9: Precision-recall curve for YOLOv3-TWDM during online failure modes detection for the first
condition of Vc = 100m/min, ft = 0.15mm/tooth, and ap = 0.9mm

wear area, the YOLOv3-TWDM model was employed to assess the extent of flank wear depth

(BhFW ), as well as chipping width and depth (Bhchipping and Bwchipping). These measure-

ments served as supplementary indicators of tool life during machining. It was observed that

the detected values showed a fair correlation with the actual features for all the replicates.

The detected BhFW (flank wear width) had an average R2 of 75%, with RMSE, MAE, and

MAPE of 62.25µm, 9.9µm, and 11.75µm, respectively (Table 6.4). Although the performance

was above average (with R2 > 50%), it was not as good as the previous two conditions,

which were obtained within the vicinity of the training conditions. The average deviation

(µRes and σRes) values were 35µm and 38.5µm, respectively, which were higher than the

values obtained in the previous conditions. At this condition, there was a rapid progression

of tool flank wear, characterized by continuous edge loss, built-up edge (BUE) formation, and

progressive chipping. The continuous edge loss and progressive chipping were attributed to

the high cutting forces and intense precipitation hardening effects at the highest cutting speed

and temperature. The formation of BUE further exacerbated the situation, as it continuously

got plucked together with the chip flow during machining. Thus, the synergistic effect of cyclic

adhesion and severe abrasion caused rapid evolution of failure modes, leading to a reduction
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in the uniform progression of the wear region and BhFW during face milling of Inconel 718.

Table 6.4: The statistics of Failure Modes magnitudes at Vc = 100m/min, ft = 0.15mm/tooth and
ap = 0.9mm: For Bh

(1)
FW , (1) represents first replicate, whereas for Meana,p, a and p represent the

actual and detected values

Metric µa µp µRes σa σp σRes RMSE MAE MAPE R2

Bh
(1)
FW 260 251 9 211 235 24 16.5 1.05 1.5 78

Bh
(2)
FW 281 220 61 249 196 53 108 18.75 22 71.8

Bh
(1)
chipping 158 156 2 178 138 40 3.9 23.85 62.5 93.3

Bh
(2)
chipping 222 184 38 268 224 44 69 30.85 8.5 82.8

Bw
(1)
chipping 568 467 101 425 247 178 181 100.75 13.2 86.5

Bw
(2)
chipping 569 461 108 502 412 90.5 194.4 86.95 12.2 68.7

BhFW (Avg) 21 235 35 230 215 38.5 62.25 9.9 11.75 75
Bhchip(Avg) 190 170 20 223 181 42 36.45 27.35 35.5 88.05
Bwchip(Avg) 569 464 104.7 463.7 329.5 134.2 187.7 93.85 12.7 77.6

The evolution of the detected Bhchipping (chipping depth) exhibited a similar rapid trend,

but showed a slightly better correlation with the actual values compared to the BhFW fea-

ture. The R2 value was 88.05%, with RMSE, MAE, and MAPE values of 36.45µm, 27.35µm,

and 35.5µ, respectively. The average deviation values were µRes = 20 and σRes = 42, with

the average mean lower and the standard deviation higher than that of BhFW . Overall, the

prediction of Bhchipping was better than that of BhFW because progressive chipping emerged

at the early cutting stage for the highest cutting condition. On the other hand, the evolu-

tion of the detected Bwchipping (chipping width) resulted in an R2 value of 77.6%, with RMSE,

MAE, and MAPE values of 187.7, 93.85, and 12.7, respectively. These values were slightly

lower than those of Bhchipping but higher than those of BhFW . The average deviation val-

ues were µRes = 104.75 and σRes = 134.25, indicating a large deviation between the actual

and predicted values. However, this condition was attributed to the large values of Bwchipping

throughout the entire experiment. As previously mentioned, the synergistic impact of high

cutting forces due to intense precipitation hardening at high cutting speeds and temperatures,

combined with cyclic abrasion caused by continuous BUE formation at the largest feed/tooth

and chip load, exacerbated the formation of chipping even in the early cutting stages, leading

to rapid tool failure during machining.
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6.2.2 Flank Wear Prediction

Just like failure modes detection and features detection above, the ML-based MV-TCM was

also substantiated by predicting VB progression online. This was achieved by conducting ex-

periments at various processing conditions to ensure that the ML-based MV-TCM was robust

enough to predict VB progression within the vicinity of the training conditions (all the process

parameters are within the range used during the training process) and outside the vicinity of

the training conditions (at least one of the significant process parameters is outside the range

used during the training process). The experiments were repeated to show the reproducibility

of the predicted against the actual data, as well as the reliability of the system for industrial

use. It is also worth noting that the data used in these tables, as well as Appendices F.1, F.2, and

F.3 contain the mean values of all 4 cutting inserts.

Condition 1 [Vc = 40m/min, ft = 0.08mm/tooth, ap = 0.9mm] : After validating the

performance of YOLOv3-TWDM for features extraction, the detected failure modes augmented

with Fi feature, speed, feed, depth of cut, and cutting length to predict the VB progression

through the utilization of the DFSV-ML. Considering that the process parameters were fixed

(Vc = 40m/min, ft = 0.08mm/tooth, ap = 0.9mm, and ae = 12.5mm), the VB progression

was susceptible to changes in the cutting length and wear morphology, whose features con-

sists of the Fi magnitude and failure modes. It was noted that the predicted agreed with the

measured VB values as shown in Appendix B.1. The performance of the DFSV-ML is presented

in Table 6.5. It shows that an average R2 across the replicates was 97%, indicating a strong

correlation between the predicted and actual VB values. The parity plots for estimated R2

are shown in Appendix B.2. The minor deviations were attributed to the absence of chipping,

notching, and flaking in the early cutting stages, which made it difficult for the ML model

to generate accurate predictions. The lack of significant changes in the failure modes led to

over-generalization of the ML model as it assumed that the uniform flank wear (UFW) was

the dominant failure mode across all VB stages. However, after several training iterations, the

model adapted to the changes in failure modes, with more emphasis on the failure modes, such

as chipping, notching and flaking, as significant predictor variables of VB progression in the

critical and failure stages.

Even though the DFSV-ML adapted to VB prediction, the deviations between actual and
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Table 6.5: The statistics of VB Vc = 40m/min, ft = 0.08mm/tooth, and ap = 0.9mm: For V B(1), (1)
represents first replicate, whereas for Meana,p, a and p represent the actual and predicted values

Metric µa µp µRes σa σp σRes RMSE MAE MAPE R2

V B(1) 131.1 138.6 7.5 87.4 85.7 1.99 31.1 10 7.6 97.97
V B(2) 171.5 157.4 14.1 153 112.5 40.5 54.4 27.7 1.59 95.25
V Bµ 151.3 148 10.8 120.2 99.1 21.2 42.75 18.85 4.6 97

predicted values were still persistent across the cutting process. These persistent errors were

as well caused by the fluctuation in Fi magnitudes due to inconsistent energy layers in the

critical and failure regions, which were attributed to failure modes, such as notching, flaking

and chipping. However, the fluctuation of the Fi magnitude was compensated by the consis-

tent evolution of the failure modes as nominal descriptors of the flank wear region, and this

demonstrated the robustness of the DFSV in representing the complex flank wear morphology

during face milling of Inconel 718. It was observed that the average MAPE and RMSE of 4.6%

and 42.75µm, indicating high predictive efficiency of VB for all replicates during in-process

MV-TCM application. In addition, the average deviations were µRes = 10.8 and σRes = 21.2,

indicating high repeatability of the results across the replicates. Finally, the R2
V B value was

97%, indicating high correlation of the predicted and actual VB.

Condition 2 [Vc = 60m/min, ft = 0.08mm/tooth, ap = 0.9mm] : To further validate the

reliability of the system in predicting VB progression within the vicinity of the training condi-

tions, the ML model was tested at a medium speed of 60 m/min, a feed of 0.08 mm/tooth, and

an ADOC of 0.9 mm. Again, under these fixed conditions, the VB progression was susceptible

to changes in the cutting length and wear morphology. Similar to the 40 m/min test, the pre-

dicted values agreed with the measured VB values at this condition, with an R2 value, RMSE,

and MAPE of 93%, 27.97µm, and 11.9%, respectively (Table 6.6). The results showed a strong

correlation between the predicted and measured values. The minor deviations of µRes = 9.3

and σRes = 6.4µm were attributed to the inconsistent evolution of the flank wear region due

to micro-chipping and notching, which distorted the energy layers, affecting the rate of Fi

and BhFW evolution in the critical and failure stages. This exacerbated the magnitudes of

Bhchipping and Bwchipping, highlighting the significance of using the magnitudes of chipping

wear as indicators of tool life. This means that even if the VB was not accurately predicted at

this point, the failure criteria and tool life could still be predicted by utilizing the magnitudes
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of Bhchipping and Bwchipping in the critical and failure wear stages. Nevertheless, the small

deviations between the actual and predicted values indicated high repeatability of the results

during in-process MV-TCM application. Furthermore, the high correlation and minor devia-

tions between the predicted and measured VB validated the robustness and repeatability of

the DFSV-ML in predicting VB progression during in-process MV-TCM application.

Table 6.6: The statistics of VB at Vc = 60m/min, ft = 0.08mm/tooth, and ap = 0.9mm: For V B(1),
(1) represents first replicate, whereas for Meana,p, a and p represent the actual and predicted values

Metric µa µp µRes σa σp σRes RMSE MAE MAPE R2

V B(2) 154.7 148 6.7 135.9 127.7 8.2 20.1 14 12.8 94
V B(1) 125.5 113.6 11.9 80.55 75.9 4.65 35.83 11.94 10.38 92.65
V Bµ 140.1 130.8 9.3 108.225 101.8 6.42 27.97 12.97 11.59 93

Condition 3 [Vc = 100m/min, ft = 0.15mm/tooth, ap = 0.9mm] : After considering the

variations in the working conditions of the CNC milling machine, another test was conducted

to further validate the system. This time, the parameters were selected outside the vicinity of

the training range. To ensure the process parameters were outside the vicinity of the training

range, they were selected above the maximum speed and feed/tooth ( which is Vc = 80m/min

and ft = 0.13mm/tooth). This condition include Vc = 100mm/tooth, ft = 0.15mm/tooth,

and ap = 0.9mm. By predicting the VB progression under this condition, it was believed that

the model could perform outside the vicinity of the dataset used to train the ML model in

this research, hence robust enough to extrapolate VB under unknown cutting conditions. The

predicted still agreed with the measured VB values with an average R2, RMSE, and MAPE of

81%, 55.2µm, and 6.7%, which was still an above average score, especially considering that the

condition applied was outside the range of the training parameters (Table 6.7). The average

deviations were µRes = 31.9 and σRes = 42.1, which were higher than the previous condi-

tions. However, in view of the fact that BhFW was also used to detect the progressive change

in the VB, the DFSV-ML showed a higher performance as compared to the YOLOv3-TWDM.

This means the diverse features synergistically contributed to the accurate VB prediction dur-

ing face milling of Inconel 718. Thus, this research demonstrates the robustness of the DFSV

in representing the evolution of the complex wear morphology during face milling of Inconel

718.

However, the deviations of the actual from predicted values were attributed to several
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Table 6.7: The statistics of VB at Vc = 100m/min, ft = 0.15mm/tooth, and ap = 0.9mm: For V B(1),
(1) represents first replicate, whereas for Meana,p, a and p represent the actual and predicted values

Metric µa µp µRes σa σp σRes RMSE MAE MAPE R2

V B(1) 260.3 253.7 6.6 211.4 221.8 10.4 10.4 26 8.57 83.7
V B(2) 281.6 224.4 57.2 249.3 175.5 73.8 100 86.95 4.9 78.5
V Bµ 271 239 31.9 230.4 198.7 42.1 55.2 56.5 6.7 81

factors. The tools experienced high cutting force due to high rate of precipitation hardening

effect at high cutting speed and temperature. This exacerbated failure modes, such as chip-

ping and BUE, which caused rapid evolution of the flank wear progression during machining.

However, such failure modes also induced heterogeneous pixel distribution and unstructured

energy layers, which fluctuated the rate of Fi and BhFW evolution in the early cutting stages.

Furthermore, it was observed that some failure modes, such as BUE, notching, and flaking,

were not detected during the machining process due to rather changes in the location and

shape as such samples were not common in the training dataset (Appendix B.2). This was

attributed to less scenarios of BUE, notching, and flaking in the training dataset as such fail-

ure modes were not common in the early and uniform wear stages. Due to low detection

rate of these failure modes, the DFSV-ML’s performance was somehow affected, leading to

either under- or over-generalization of the output. This could be avoided with an increased

number of notching, flaking, and BUE samples in the training dataset. In the meantime, it

is believed that the model still has high detection rate for uniform flank wear and chipping,

which were reported as dominant failure modes during face milling of Inconel 718 [74], as

well as throughout the entire experiment in this study. Therefore, the model is robust enough

in detecting dominant failure modes and predicting the average flank wear depth (VB) as key

indicators of tool performance.

6.2.3 Evaluating the Processing Time

The time complexity is another aspect to be validated in this research to consider minimum

processing speed and maximum acquired information during ML-based MV-TCM application.

However, the ML-based MV-TCM was compared to the conventional method, which took an

average time (Conv. Tc) of 900 s for every experimental run. By considering that time is a
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determinant of tool productivity rate, justifying the fraction of time the ML-MV-TCM process

took over the total conventional time was very crucial as it ensured the minimum delay during

in-process tool performance control and optimization. The detailed analysis of the processing

time is presented in Table 6.8. The cutting time and processing time by binary classifier were

almost constant in each iteration, whereas the multi-sectional SVD and YOLOv3-TWDM were

time-variant due to inconsistent number of wear inserts. However, due to a linear trend in the

time response, the models had a slightly higher computational cost but could not crash under

an unexpected increase in the number of flank wear images.

Table 6.8: Time Analysis for in-process ML-MV-TCM application

Images Conv. Tc YOLOv3 BC Tc T. Reg. ML Time Total % Reduction
4 900 20.9 4.9 248.7 60 25.8 334.5 63
8 1800 27.1 7.4 248.7 60 34.5 343.2 81
12 2700 32.6 10.7 248.7 60 43.3 352.0 87
16 3600 38.7 14.4 248.7 60 53.0 361.8 90
20 4500 45.8 17.9 248.7 60 63.7 372.5 92
24 5400 52.3 21.4 248.7 60 73.7 382.4 93

Therefore, the total processing time, including the time to cut Inconel 718, register at the

camera’s location, binary classification, and ML models (especially in a case where 5-9 images

were classified and detected) varied between 334.545 and 382.442 seconds (Where 25.803 -

73.700 sec was a range for the ML models, 248.742 sec was the total cutting time (T) of an

incremental length of 400 mm, and 60 sec is the time for tools registration (Tool Reg.) at the

focal coordinate), with an allowable tolerance of +/ − 2 sec. Therefore, the ML-based MV-

TCM takes approximately 25.64% to 35% of the total time, with 7.7 - 19.27% for ML models

and 17.9 - 15.69% for tool registration to the MV-TCM set-up. Therefore, considering that the

conventional method took 3150 sec on average to process 14 images, the ML-based MV-TCM

system reduced the processing time by 84.3%. It was also worth noting that the processing

time could be minimized further by improving the system’s robustness with more control

mechanisms, such as the implementation of automatic pattern matching algorithm, which can

precisely select the actual wear inserts, thus reducing the number of images to be transmitted

to and processed by the ML models.
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6.3 In-process Control of Tool Wear Evolution

After validating the ML-based MV-TCM system with the conventional method, the in-process

experiment was further extended to control the flank wear and chipping magnitudes at differ-

ent wear levels by manually regulating the cutting speed and feed rate. At this point, only the

CMOS industrial camera was used to acquire online data and no actual measurement was con-

ducted. During this process, the YOLOv3-TWDM was used to detect the failure modes, which

were inductively used to predict the wear mechanisms by an inductive-reasoning algorithm.

These failure modes and wear mechanisms were used as predictor variables of the sub-optimal

process conditions, including inappropriate level of the cutting speed and feed rate. Thus, upon

detecting these features, the Limiting Threshold Values (LTV) of different flank wear features

established in Table 5.2 were used to determine the wear levels for in-process adjustment of

the cutting speed and feed rate. This means the incremental cutting length of 400 mm was no

longer observed at this point to reduce the processing time because modulating these param-

eters empirically is time-consuming as it involved adjusting the G-code of the CNC machine

[379].

According to the observations made in Chapter 4, the uniform flank wear, whose depth

was detected as Fi and BhFW in this research, was the most preferred failure mode in face-

milling Inconel 718. For this reason, the abrasion wear, which is the main causative mechanism

for the uniform flank wear progression [294], was supposed to be minimized to reduce and

control the evolution of Bhchipping and Bwchipping magnitudes, especially in the uniform wear

stages, thereby enhancing tool life extension during face milling of Inconel 718. Therefore,

the lowest speed below 40 m/min was selected due to its influence in reducing the cutting

temperature and friction, thus, minimizing the severe abrasion wear mechanism, as well as

the evolution of the Bhchipping and Bwchipping magnitudes, especially in the early and uniform

wear stages. On the other hand, the feed rate below 0.08 mm/tooth reduced cyclic adhesion and

Built-Up Edge (BUE) formation due to moderate chip load, especially in the critical and failure

regions. The result of such wear phenomenon is the low rate of Bhchipping and Bwchipping evo-

lution, especially in the critical and failure region as no significant adhesive and BUE particles

got removed by severe abrasion and aggressive chip flow during machining [64].
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In addition, the ADOC greater than 0.9 mm reduced the localized chipping in the DOC

region, making the tools survive more impact forces at the lowest speed and feed/tooth. Nev-

ertheless, the findings in Chapter 4 revealed that the ADOC had minimum influence on the

evolution of wear mechanisms, hence, it was fixed at 0.9 mm as this value promised the highest

tool life according to the contour plots designed by GKRR model in Appendix C.5. Therefore,

the cutting speed of 35 and 40 m/min, and the feed rate of 0.06, 0.07, and 0.08 mm/tooth were

selected in this research as significant levels of speed and feed, whose synergy would extend

the tool life, according to the GKRR contour plots. Figure 6.10 shows the progressive change in

the failure modes magnitudes after regulating the speed and feed at various wear levels until

the failure criteria. Therefore, the speed and feed were regulated using two strategies: (1) one-

time adjustment ([speed, feed] was adjusted once throughout the entire experiment to sim-

ulate the typical approach in conventional, evolutionary, and soft-computing strategies) and

(2) multi-stage adjustment ([speed, feed] was adjusted several times at different wear stages –

early, uniform, critical, failure), a strategy proposed in this research.

6.3.1 One-time adjustment of speed and feed

The one-time speed and feed adjustment was first performed at a condition of 40 m/min and

feed of 0.08 mm/tooth, which was the initial optimal condition designed by the GKRR model,

and slightly higher than optimal values obtained in Chapters 4 and 5. It was perceived that

the tools sustained a moderate temperature, friction, and chip load, which were attributed

to the moderate BUE and BUL formation on the tool’s cutting edge. The moderate chip load

and speed resulted in high friction and plastic deformation, which exacerbated the asperities

deformation and galling in the early and uniform wear stages, producing a protective layer

superjacent to the TiAlN/NbN coating. This layer prevented the tool’s coating or substrate

from further degradation or chipping wear by reducing the impact of severe abrasion wear

mechanism in the subsequent passes of the machining process. As a result, tools at this con-

dition experienced the lowest Fi and FFW magnitudes in the uniform wear region, as shown

in Figures 6.10a and 6.10b. However, the moderate chip load at 0.08 mm/tooth feed rate exac-

erbated the cyclic adhesion and abrasion, which resulted in the high evolution of the chipping

magnitudes (Bhchipping and Bhchipping) in the critical and failure regions (Figures 6.10c and
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Figure 6.10: The predictive control of flank wear evolution at various speeds (Vc or V m/min) and feeds
(ft or F mm/tooth): (a) evolution of Fi; (b) evolution of BhFW ; (c) evolution of Bhchipping ; (d) evolution
ofBwchipping ; (e) the predicted VB, and (f) the predicted and measured VB at a multi-stage optimal cutting
condition

6.10d), thus, reducing the overall cutting length during machining.

After randomly reducing the speed from 40 to 35 m/min and feed from 0.08 to 0.07

mm/tooth, the tools experienced low friction, galling, plastic and asperities deformation due
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to low temperature and reduced chip load on the tool’s cutting edge. This reduced the BUE,

thereby preventing the formation of the protective layer superjacent to the TiAlN/NbN coat-

ing, making the rate of tool degradation faster as compared to the 40 m/min and 0.08 mm/tooth.

Although this wear phenomenon minimized the evolution of the chipping magnitudes in the

critical and failure wear stages (Figures 6.10c and 6.10d), the absence of the protective layer

hastened the rate of Fi and BhFW progression due to abrasion wear mechanism, especially in

the early cutting stages.

By further decreasing the feed rate to 0.06 mm/tooth, the deleterious effects of intense

friction and rubbing action further reduced the rate of Bhchipping and Bwchipping evolution in

the early cutting stages. Contrary, such wear phenomenon also increased the energy layers

on the wear region, leading to high Fi and BhFW evolution (Figures 6.10a and 6.10b). Nev-

ertheless, it reduced the impact of the cyclic adhesion and severe abrasion wear mechanisms,

which, in the long run, minimized the progressive chipping in the critical wear stage as no

BUE was plucked together with chip flow. This yielded a longer cutting length in the critical

and failure regions as compared to 40 m/min and 0.08 mm/tooth. Therefore, it can be seen

that the 40 m/min and 0.08 mm/tooth yielded a better performance in the early cutting stages,

whereas 35 m/min and 0.07 mm/tooth yielded a better performance in the critical and failure

stages. As a result, one more round of experiment was conducted to apply this multi-stage

adjustment of speed and feed.

6.3.2 Multi-stage adjustment of speed and feed

During this phase, the moderate VB rate in the critical and failure wear regions at 35 m/min and

0.07 mm/tooth was harmoniously blended with the success of 40 m/min and 0.08 mm/tooth

in reducing the tool degradation, especially in the early cutting stages. As previously ob-

served, the former minimized the cyclic adhesion, thus, mitigating the impact of the chipping

magnitudes in the critical and failure regions. On the other hand, the latter was employed

in the initial and steady wear stages due to the moderate chip load, which induced intense

rubbing, asperities deformation, and galling to produce an additional protective layer super-

jacent to the TiAlN/NbN coating. This prevents the uncontrolled failure of the multi-layer

PVD-TiAlN/NbN coated carbide inserts during face milling of Inconel 718. As a result, a multi-
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stage adjustment of speed and feed was found to be more effective in consistently yielding the

longer cutting length and low VB rate throughout the wear stages as compared to one-time

adjustment. Therefore, by utilizing the detections of the YOLOv3-TWDM to predict the wear

mechanisms and devise process conditions through the utilization of the inductive-reasoning

algorithm, this research necessitated the speed and feed to be regulated at least twice to con-

sistently minimize the VB rate and enhance tool life extension during machining.

In summary, after plotting the graph of predicted BhFW (designated as predicted VB) and

measured VB at this optimal condition Figure 6.10f, the estimated MAPE,R2, and RMSE for the

predicted VB was 5.678%, 87.89%, and 32.61µm, indicating a reasonable agreement between

the predicted and measured VB values at the optimal processing condition. Considering that

the conventional method achieved the maximum cutting length of 4400 mm, at the optimal

cutting condition of Vc = 40m/min, ft = 0.07mm/tooth, and ap = 1mm, the GKRR optimal

condition achieved a length of 4600 mm, signifying a tool life extension of 4.5%, making it more

efficient in predicting and optimizing VB rate under limited dataset. On the other hand, the

YOLOv3-based MV-TCM achieved an average cutting length of 6133 mm at the same optimal

condition of Vc = 40m/min, ft = 0.08mm/tooth, and ADOC = 0.9 mm, thereby extending

the tool life by 39.39% (relative to the conventional method) and 33.33% (relative to the GKRR

soft-computing method). Furthermore, the method applied in this research was informed by

the real-time changes in the microstructures (in-process evolution of wear mechanisms and

failure modes) in selecting or designing the promising cutting condition. This makes the pro-

posed system more significant in enhancing the in-process tool performance control and op-

timization, as the detected failure modes can be used to decipher the sub-optimal processing

parameters, which have shown that upon adjustment, can improve the performance of the

carbide inserts during face milling of Inconel 718. After further conducting the multi-stage

parameters adjustment to minimize the evolution of flank wear and chipping magnitudes, the

tool life was further extended by 17% (6133 to 7200 mm).
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6.4 Comparing the ML-based MV-TCM with GKRR

GKRR Cross Plots Analysis: Considering the competitive nature of the GKRR model with

the proposed ML-MV-TCM, a comparison was made to authenticate the system’s robustness

against known conventional and soft computing techniques. The GKRR model was developed

by the same experimental data obtained in Chapter 4. Table 6.9 shows the statistics of features

used to train GKRR model.

Table 6.9: The statistics of each feature used to establish the optimum cutting parameters

Feature Maximum Minimum Average Standard deviation Unit
Flank wear (VB) 674 0 41.4 114.5 µm

Cutting speed (V) 100 0 41.0 27.5 m/min
Feed rate (ft) 0.15 0 0.07 0.05 mm/tooth

Axial depth of cut (ap) 1.5 0 0.6 0.4 mm
Cutting length (L) 5400 0 1179 1199 mm

The GKRR model’s evaluation from full-fit (RMSE = 30.9µm andR2 = 0.93) and 5-fold CV

test (RMSE = 49.7µm and R2 = 0.81) suggested that the model had some predictive ability

(see Appendix C.1). The model’s fitting quality was evaluated by cross-plot analysis, which

visualized the relationship between multi-variables. Appendix C.2, C3, and C4 show the cutting

length cross plots at cutting speed of 40, 60, and 80 m/min, respectively. Values in parenthesis,

i.e., (X,Y,Z), shown in the each plot represents cutting speed, feed rate, ADOC, respectively,

which were held constant during evaluation. The scattered point and the solid line in the plot

represent the measured and ML predicted VB data, respectively. In general, all the predicted

data agreed well with the measured VB in Chapter 4. At the lowest cutting speed of 40 m/min

and the lowest feed rate of 0.07 mm/tooth, the VB profile exhibited four stages – (1) rapid VB

formation due to break-in of the tools when cutting initializes, (2) a slow increase in VB in the

middle of the cutting length due to minimum plastic deformation and wear mechanisms, (3)

increasing VB acceleration due to the synergistic wear mechanisms, and (4) rapid VB rate due

to severe chipping and permanent material loss as the tools approach the failure criteria.

The observed profiles were consistent with the literature finding that flank wear evolves

as early rapid wear, uniform wear, critical and failure region. While increasing the feed rate

from 0.07 to 0.13 mm/tooth, the above-mentioned stage 2 gradually vanished. In this case,
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VB accelerated into the rapid failure region after the initial break-in, indicating a high tool

deterioration rate caused by severe wear mechanisms and failure modes. When the cutting

speed was increased to 80 m/min, all the VB profiles exhibited the type in which only stage

1 and stage 3 existed even at the lowest feed rate. These profiles suggest that face milling

of Inconel 718 at such a high speed would cause severe wear mechanisms and failure modes

on the tool’s cutting edge, which was not feasible for real applications. This viewpoint is

consistent with literature findings, but this was the first time that a quantitative VB profile of

PVD-TiAlN/NbN coated tools was possible in terms of the multiple cutting parameters. More

detailed mechanistic study of these VB profiles was presented in Chapter 4.

GKRR Optimization Design by Contour Plots: As previously discussed that the ADOC

less than 0.75 mm exacerbatedBhchipping andBwchipping due to severe abrasion on the precipitation-

hardened layer, an ADOC of 0.9 mm was thus selected to plot the VB contour diagram at var-

ious cutting speeds, feeds, and cutting lengths. Figures a to f in Appendix C.5 show the VB

contour plots at various cutting speeds. The red hollow circle represents V B < 500µm at

the given cutting condition. The convenience of the VB contour diagram was to visualize the

promising cutting condition space where the minimum VB, minimum cutting time and maxi-

mum material removal rate could be achieved. For instance, at ADOC of 0.9 mm, cutting speed

of 30 m/min, and feed rate of 0.1 mm/tooth, removed depth of 50 mm with cutting time of ca.

60 min was required and VB was less than the 500µm criteria. On contrary, at ADOC of 0.9

mm, cutting speed of 80 m/min, and feed rate of 0.05 mm/tooth, removed depth of < 15mm

and VB exceeded the 500µm criteria. Based on the contour property plot shown in Appendix

C.6, a promising condition at the cutting speed of 40 m/min, feed rate of 0.08 mm/tooth, and

ADOC of 0.9 mm was designed. These parameters were relatively consistent with the findings

presented in Chapters 4 and 5, where the cutting speed of 40 m/min, the feed of 0.07 mm/tooth,

and ADOC of 1 mm mitigated the severity of failure modes magnitudes during face milling of

Inconel 718.

The ML model predicted that cutting at this condition can extend tool life, achieving the

cutting depth of 43 mm within 50 minutes before VB reached 500µm. The GKRR statistics

along with the cross-plot analyses suggested that the model captured the correct VB profile,

which was consistent with the findings in Chapter 4. The GKRR was further applied to design
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the desirable processing conditions, where a speed of 40 m/min, feed rate of 0.08 mm/tooth,

and ADOC of 0.9 mm minimized the rapid evolution of wear mechanisms and failure modes

in the early and uniform wear regions (as presented in Appendix C.7). To further confirm this

condition, a parallel experiment was performed to validate the designed cutting condition.

Figure 6 shows the VB progression with respect to the cutting length diagram. The scatted

points are the measured VB while the solid line is the ML predicted VB. There were some

discrepancies between the measured and the predicted data. Before the cutting length of 3000

mm, the prediction was underestimated, while after that, the prediction was overestimated. It

was until cutting length of 4400 mm that the prediction agreed well with the measured one.

Although there was an error of ca. 100µm at cutting length of 4000 mm, overall, these errors

were considered minor.

After the experimental validation, it was confirmed that the newly designed cutting con-

dition yielded a removed depth of 42 mm in 47 minutes with a maximum VB of 551µm. Ap-

pendix C.7 shows the microstructure of the tool’s cutting edge after facing-milling up to 4600-

mm cutting length. Appendix C.7a shows the optical micrograph of the tool exhibiting the

uniform flank wear at cutting length of 1200 mm. When the cutting length reached 4000 mm,

a progressive chipping occurred in the failure region as shown in Appendix C.7b. It was at-

tributed to synergistic effect of abrasion and cyclic adhesion on the tool’s cutting edge [375].

BUE or built-up layer (BUL) formation accelerated progressive chipping as BUE got plucked

by the subsequent cut [64], as shown in Appendix C.7c and d, when the cutting length reached

4400 and 4600 mm, respectively. The small chip load also reduced the cutting force and cyclic

adhesion by BUE or BUL formation. Appendix C.7e and e show SEM image of the dotted-line

region in Appendix C.7c and d, respectively. The microstructure revealed that the localized

chipping in the failure region was caused by abrasion and cyclic adhesion.

Therefore, considering that the conventional method achieved the maximum cutting length

of 4400 mm, at the optimal cutting condition of Vc =40 m/min, ft =0.07 mm/tooth and ADOC of

1 mm, the GKRR optimal condition extended the tool life by 4.5%. Hence, it was more efficient

in optimizing the tool performance as compared to the conventional method. The complexity

of the GKRR primarily includes predicting flank wear evolution in a high dimensional space

where the practical processing parameters were used. Even though it was only informed by
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the cutting conditions with a small amount of data, it still predicted the correct VB profile, and

deciphered its complex physics. Thus, it was competitive to the proposed ML-based MV-TCM

system, as both could predict VB profile and select the desirable cutting condition under lim-

ited datasets. However, the ML-based MV-TCM achieved an average cutting length of 6133

mm at the same optimal condition of Vc =40 m/min, ft =0.08 mm/tooth and ADOC = 0.9 mm,

thus extending the tool life by 39.39% for conventional methods, and 33.33% for GKRR. After

further conducting the multi-stage parameters adjustment to minimize the evolution of the

failure modes magnitudes, the tool life was further extended by 17.39% (6133.333 to 7200 mm),

exceeding the performance of the conventional and GKRR methods by 63.63% and 56.52%,

respectively.

As it can be noted, the ML-based MV-TCM yielded better tool performance as compared

to both the conventional and GKRR method despite both being conducted at relatively the

same cutting conditions. Though this was not thoroughly investigated in this research, it was

believed that the combined effect of fully interrupted cutting operation, manual handling of

tools, and chemical treatment during conventional method induced further degradation on the

unused sides of the tool inserts, thus lowering the tool’s strength, exacerbating the wear mech-

anisms and failure modes during machining. Just like the conventional method, the GKRR data

was also collected using the interrupted cutting operation. In addition, the feature engineer-

ing technique applied when training GKRR model was not informed by the microstructural

evolution of wear mechanisms and failure modes. This limited its ability to capture the actual

behaviour of the flank wear evolution during face milling of Inconel 718. In this regard, the

ML-based MV-TCM and the conventional approach were still more imperative for the pre-

dictive control of flank wear evolution as compared to the soft computing method of GKRR

model. They were able to predict the causative mechanisms of sub-optimal tool performance

through the in-process detection of wear mechanisms and failure modes. To summarize this,

an evaluation matrix was designed in Table 6.10 to compare the general characteristics of these

methods. The detailed analysis of the scoring metrics applied to distinguish the performance

of the models is presented below Table 6.10.

Predictive Efficiency–Accuracy and Processing Speed: Predictive efficiency refers to

a model or system’s ability to make accurate predictions based on historical data. This metric
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Table 6.10: Comparing the predictive performance: [Opt1– ML-based MV-TCM; Opt2– Gaussian Kernel
Ridge Regression; Opt3: Conventional Measurement]

Evaluation Matrix for the predictive models
Criteria Opt1 Opt2 Ref Opt1 Ref Opt3 Ref Opt2 Opt3
Accuracy -1 -1 x -1 x 1 x 1 1
Features diversity -1 -1 x 1 x 1 x -1 1
Feasibility 1 1 x 0 x -1 x 0 -1
Predictive Efficiency 1 1 x 0 x -1 x 0 -1
Processing Speed 1 1 x 1 x -1 x -1 -1
Repeatability -1 -1 x 1 x 1 x -1 1
Cost-effectiveness 1 1 x 0 x -1 x 0 -1
Reliability 1 1 x 1 x -1 x -1 -1
Simplicity 1 1 x 1 x -1 x -1 -1
Inductive-Reasoning 1 -1 x 1 x 1 x -1 -1
Adaptability 1 1 x 1 x -1 x -1 -1
Overall

∑
+ve Scores 7 6 x 7 x 5 x 1 4

Overall
∑

0 scores 0 0 x 3 x 0 x 3 0
Overall

∑
-ve Scores 4 5 x 1 x 6 x 7 7

gauges the accuracy of the model, and it is evaluated by comparing the predicted with mea-

sured values. While a system/model might perform well in predicting flank wear evolution in

the vicinity of the training dataset, unprecedented circumstances or new data might render

the model useless. Based on the outcome of this research, the GKRR had a comparable perfor-

mance [training (RMSE = 30.9µm and R2 = 0.93) and 5-fold CV offline validation (RMSE =

49.7µm and R2 = 0.81)], to the ML-based MV-TCM system [offline validation (R2 = 96.52%,

RMSE = 45.5µm, MAPE = 2.36%) and in-process validation (MAPE, R2, and RMSE was

3.52%, 97%, and 29.09µm)]. Except for the optical microscopes, which was a datum at this

point, the two techniques were adept at providing similar predictive efficiency offline, except

that the ML-based MV-TCM could be used for in-process tool wear prediction and control

during face milling of Inconel 718.

Features Diversity: Feature diversity refers to the multiplicity of the features that cap-

ture various aspects of the flank wear phenomenon under different cutting conditions. This

was critical since it enhanced the performance and resilience of ML models applied in MVTCM.

If all the features utilized in a model are interconnected or superfluous, the model may become

exclusively specific to a particular data subset, thus making it difficult to generalize to new data

from the new cutting conditions. Conversely, if the features are diverse and encapsulate vari-
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ous information of the flank wear morphology, the model was likely to identify the underlying

patterns and make accurate predictions on new data. Based on this description, the conven-

tional method had the most diverse features. That is why its data was used to train, as well

as validate both GKRR and ML-based MV-TCM system. This was followed by the ML-based

MV-TCM system, as it could detect the magnitudes of failure modes as additional features

to the known process parameters, thereby enhancing the features diversity to improve the

predictive efficiency during in-process application. The GKRR soft-computing, on the other

hand, applied the features of the cutting speed, feed rate, ADOC, and cutting length, which

could only predict the quantitative measure of VB progression without being informed by the

microstructural evolution of the failure modes during face milling of Inconel 718.

Feasibility during In-process Utilization: System or model feasibility assessment in-

volves determining whether a proposed system or model can be successfully developed and

implemented within the limitations of the existing dataset and cutting conditions, while con-

sidering the possible advantages and drawbacks of its execution. In addition, it also consid-

ered the availability of essential hardware and software integration and the technical impact

on non-expert users. Based on the understanding established in this research, both the ML-

based MV-TCM and GKRR methods were found to be more feasible for in-process application.

However, the conventional digital microscopes cannot be installed in the CNC milling envi-

ronment, as such, it was infeasible for in-process MV-TCM application.

Cost-effectiveness: Cost-effectiveness was a critical factor that had a significant impact

on the success of this research, especially during in-process flank wear prediction and con-

trol. Just like the conventional method, the robustness of the GKRR was dependent on the

numerical data obtained from various processing conditions, including cooling conditions,

tool grades, workpiece properties, and cutting operations, which could deplete the limited

resources and time allocated for the experiment. In contrast, the ML-based MV-TCM was au-

tomated using an inductive-reasoning script that prioritized the predicted information from

flank wear images irrespective of the cutting conditions applied. Furthermore, by applying

the multi-stage parameters adjustment to control tool wear evolution, the ML-based MV-TCM

saved time and resources as only few experiments were required to optimize the cutting mech-

anism. Moreover, the early diagnosis of failure modes ensured that corrective measures were
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taken before the cutting mechanism became uncontrollable, thus enhancing the predictive

control of rapid tool failure during face milling of Inconel 718.

Reliability for In-process Application: System or model reliability refers to the ca-

pacity of a system or model to predict tool wear evolution under specific cutting conditions

with minimum losses for a particular period of time. The fatigue and stress analysis of the

MV-TCM structure illustrated that, under intensive utilization, it had relatively high Mean-

Time-Between-Failure (MTBF), Mean-Time-To-Repair (MTTR), Failure-Rate (FR), and avail-

ability for the entire cutting operation, making it more effective for in-process application.

This ensured more safety, efficiency, and effectiveness for industrial use as compared to the

conventional method, which could not even be used for in-process tool wear analysis due to its

sophisticated hardware system, which has relatively low MTBF, MTTR, and FR if intensively

utilized for online.

Simplicity in Operation: Simplicity in system operation pertains to the art of being

user-friendly, even for non-expert machinists. With an introduction of a GUI, an ML-based

MV-TCM system had a well-defined and easy-to-use interface and logical workflow, which

simplified tool wear monitoring and control without requiring extensive technical know-how.

This reduced the time and effort of the non-expert machinists to understand the fundamentals

of the cutting mechanism before using the system. In addition, users can quickly learn how

to use the ML-MV-TCM system without requiring extensive training to mount the set-up and

execute the software. Finally, by automating it to minimize human intervention, the system

reduced more effort required for tool wear monitoring by the conventional methods.

Inductive-Reasoning Capability: The MV-TCM system possessed the ability to engage

in inductive reasoning, which involved the utilization of the specific failure modes to derive

generalizations about underlying wear mechanisms. It analysed the patterns in the histori-

cal tool wear data and utilized them to construct a wear mechanisms hypothesis, which was

scrutinized against additional data to predict the plausible processing conditions during face

milling of Inconel 718. While inductive reasoning was a powerful tool for making and form-

ing hypotheses, it was crucial to keep in mind that these predictions were based solely on

the empirical observations made in the existing dataset, which may not always be reliable or

accurate for the unknown conditions. However, unlike the conventional and GKRR, the ML-
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based MV-TCM inductive-reasoning capability still gave hope for in-process tool performance

control and optimization during face milling of Inconel 718.

Adaptability with Varying Cutting Conditions: Adaptability to various cutting con-

ditions is a vital attribute for the models utilized in machining operations. It pertains to the

system’s proficiency under different machining parameters, including cutting speed, feed rate,

and depth of cut. This research shows that an ML-based MV-TCM is more adaptable to dif-

ferent cutting conditions due to its diverse features as compared to GKRR and conventional

methods. Additionally, it can be used to adjust the machining parameters, such as cutting

speed and feed rate, to optimize the cutting tool’s performance online, which results in tool

life extension, better surface finish, and higher productivity.

6.5 Conclusion

This chapter presents an experiment that aimed to test the effectiveness of an ML-based MV-

TCM model for predictive control of tool performance during face milling of Inconel 718. The

study found that the MV-TCM successfully detected the cutter and controlled the camera’s

shutter to auto-capture the flank wear images during machining. This technique overcame the

challenge of data transfer by directly transferring the file to MATLAB programs for further

processing. The binary classifier was efficient in separating the images for the wear inserts.

These inserts were then loaded into the multi-sectional SVD for feature extraction. The results

showed that the extracted feature, Fi, was a strong predictor of flank wear evolution in the

early and uniform wear regions, where severe wear mechanisms and failure modes were less

prevalent. However, the study also found that Fi was insufficient in representing the complex-

ity of the VB profile. As a result, YOLOv3-TWDM was employed to delineate the complexity

of the flank wear morphology by detecting multiple failure modes in the critical and failure

stages.

After evaluation, it was found that the YOLOv3-TWDM achieved a mAP of 0.5659 at an

IoU threshold of 0.65, which was higher than the score obtained during training. This score

was still considered above average when compared to other known applications. Addition-

ally, the YOLOv3-TWDM demonstrated an overall accuracy of 90.86% and a relative accuracy
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of 79.08%, making it an ideal choice for detecting failure modes during MV-TCM. YOLOv3-

TWDM also detected the magnitudes of flank wear height/depth (BhFW ), chipping height

(Bhchipping), and chipping width (Bwchipping), though the utilization of the bounding box co-

ordinates. Finally, the Fi, BhFW , Bhchipping, and Bwchipping were correlated with the process

parameters, where a cutting speed of 40 m/min, a feed of 0.07 mm/tooth, and an ADOC of 1

mm were found optimum in the process. An inductive-reasoning algorithm was utilized to

predict the underlying wear mechanisms associated with the detected failure modes. During

this process, limiting thresholds of Fi, BhFW , Bhchipping, and Bwchipping were used to estimate

the stopping criteria for adjusting the optimum speed and feed/tooth.

As a result, the research concluded that a multi-stage adjustment of speed and feed was

more effective than a one-time approach in achieving low VB rates across all flank wear levels.

Therefore, the optimal condition for face milling Inconel 718 required the speed and feed to be

adjusted at least twice during the machining process to maximize cutting efficiency. Specif-

ically, a speed of 40 m/min and feed of 0.08 mm/tooth were recommended for the early and

uniform wear stages, while a speed of 35 m/min and feed of 0.07 mm/tooth were suggested for

the critical and failure regions. By employing this strategy, the VB rate was minimized, and

cutting length was maximized. The estimated MAPE, R2, and RMSE for the predicted VB pro-

file were 5.678%, 87.89%, and 32.61µm, respectively, indicating a strong agreement between

the predicted and measured VB values at the optimal processing condition. Furthermore, the

ML-based MV-TCM system was validated with a soft-computing technique (GKRR) and found

to be capable of predicting VB and optimizing the process parameters using limited datasets.

However, unlike conventional and soft-computing techniques, the ML-based MV-TCM system

used a multi-stage optimization strategy that recognized the need to adjust process parameters

more than once at various flank wear levels to achieve optimal cutting efficiency.



Chapter 7

Conclusion

The research conclusion was divided into principal accomplishments (research findings and

contributions) and shortcomings (limitations and proposed future work) of this study. Given

that this topic is constantly evolving, there are several enhancements that must be made to

the MV-TCM system’s design as a sequel to the significant strides presented in this thesis.

7.1 Research Findings

In this study, an experiment was conducted to investigate the wear complexity in terms of

wear mechanisms, failure modes, and progressive VB for the multi-layer PVD-coated carbide

inserts during face milling of Inconel 718. The experimental findings showed an inherent cor-

relation among the wear mechanisms, failure modes, progressive VB, and processing param-

eters, which prompted the creation of coherent tool wear dataset for training the ML models.

The outcome of this experiment successfully responded to the first question by achieving the

first objective of this research. The key findings on the first methodology are highlighted as

follows:

• The cutting speed, feed rate and axial depth of cut had a significant impact on the evolu-

tion of failure modes and VB rate, with the synergistic effect of the speed and feed rate

predominantly affecting wear mechanisms, such as adhesion, abrasion, oxidation, and

diffusion.

• The increase in speed and feed led to the rapid tool deterioration rate and uncontrolled

200
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failure modes, such as chipping, flaking, notching, built-up edge (BUE), flank wear, ther-

mal cracks, mechanical cracks, and coating delamination. However, flank wear, chip-

ping, BUE, flaking, and notching were dominant failure modes, which affected tool per-

formance at the lowest/medium speed and feed.

• Therefore, it was discovered that predicting and controlling these failure modes in the

early cutting stage can improve the performance of carbide inserts during CNC milling

of Inconel 718.

However, due to the complex flank wear morphology on the time-series imagery sig-

nals, achieving online detection of failure modes and VB rate necessitated the enhancement

of MV-TCM system’s design through the utilization of the advanced feature engineering and

machine learning techniques. The robustness of these models were contingent upon a Diverse

Feature Synthesis Vector (DFSV) even under complex wear morphology and varying process-

ing conditions, thus responding the second question by achieving the second objective of this

research. The key findings on the second methodology are highlighted as follows:

• The multi-sectional SVD was able to extract the magnitudes of energy layers to quantify

the progressive change in the flank wear depth.

• The YOLOv3-TWDM detected and quantified the magnitudes of dominant failure modes,

including uniform flank wear, chipping, notching, flaking, and BUE.

• The key descriptor variables of VB progression, which formulated the DFSV under com-

plex wear morphology consisted of the cutting parameters (input features), failure modes

(categorical features), and magnitude of the wear region (numerical feature).

• The sensitivity to VB progression of the DFSV-ML was attributed to the inclusion of

the failure modes as nominal features that attributed to the rate of VB evolution during

machining. Conversely, the SBF-ML features were affected by the multi-modal nature of

the time-series flank wear images under complex evolution of the uncontrolled failure

modes.

After evaluating the stability of the MV-TCM structure, it was successfully integrated

with the feature engineering and ML models to form an ML-based MV-TCM. Despite some
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challenging machining domains, which caused a slight drop in its performance, the developed

ML-based MV-TCM system demonstrated the simplified way of auto-detecting, capturing, and

analysing tool wear signals with high processing time as compared to the conventional, evolu-

tionary, and soft-computing techniques. The outcome provide a response to the third question

by achieving the third objective of this research. The following are key findings of the third

method applied in this research:

• Although there was image noise due to smearing and inconsistent illumination of the

LED light, the system managed to detect failure modes with an overall accuracy, relative

accuracy, and mAP of 90.86%, 79.08%, and 0.5659, respectively. It also predicted VB

progression at an average MAPE, R2, and RMSE of 3.52%, 97%, and 29.09 µm, respectively.

• By leveraging the feature thresholds at different wear levels, the ML-MV-TCM was able

to provide necessary information for speed and feed regulation.

• The ML-based MV-TCM proved to be more efficient, reliable, and practical for real-life

applications as it detected online evolution of the wear mechanisms and failure modes,

thereby furnishing significant information that facilitated the in-process selection of the

optimal speed and feed rate during machining.

• Unlike one-time optimization employed in the conventional and GKRR methods, the

ML-based MV-TCM system utilized a ”multi-stage parameters control” approach by rec-

ognizing that the process parameters should be adjusted more than once at various VB

levels to determine the critical stage of tool’s diagnosis, which can improve the real-time

cutting mechanism during CNC milling of Inconel 718.

By employing this strategy, the tool life was extended by 63.63% (relative to the conven-

tional method) and 56.52% (relative to the GKRR soft computing technique) with a MAPE, R2,

and RMSE of 5.678%, 87.89%, and 32.61 µm, respectively. This justifies the significance and

novelty of utilizing the ML-based MV-TCM system’s design for in-process predictive control

of tool wear evolution during face milling of Inconel 718, thus achieving the overall hypothesis

of this study.
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7.2 Research Contributions

The research contributions were divided into: (1) knowledge enhancement; (2) database en-

hancement and (3) impact to society.

7.2.1 Knowledge Enhancement

The contributions under knowledge enhancement were divided into 3, aligning with the re-

search questions, objectives, and methods applied in this research: (a) Enhancing versatile

data synthesis; (b) demonstrates the need for ML for in-process tool wear prediction; and (c)

demonstrates the need for ML-based MV-TCM in streamlining tool performance prediction

and control under challenging CNN machining domains. The description of these points are

given below:

a –In response to the first objective and research question, the experimental findings

demonstrated a strong correlation between wear mechanisms, failure modes, and pro-

cess parameters, elucidating the understanding of wear complexities that necessitated

the synthesis of versatile features, which fostered the creation of a coherent dataset in

the field of machine vision-based TCM. The dataset was leveraged to train the feature en-

gineering and ML models for the predictive control of tool wear evolution during face

milling of Inconel 718. Thus, unlike the previous MV-TCM approach, the ML models

in this research were enhanced to extract more versatile features that were exclusively

leveraged to predict and control VB rate under limited dataset.

b –In response to the second objective and research question, the findings in chapters 5

and 6 highlight the imperative need for data-mining analytics (multi-sectional SVD) and

Deep Learning (YOLOv3-TWDM, MLPNN, and pre-trained CNNs) to effectively stream-

line feature engineering and wear prediction, especially when dealing with limited and

complex data within the MV-TCM framework. This approach has been demonstrated to

be reliable, particularly in challenging CNC milling domains, where traditional methods

and classical image processing techniques may fall short in enhancing the efficiency and

accuracy of wear diagnosis. Therefore, a comprehensive contribution to the field of MV-

TCM is the integration of advanced ML models, which streamlined feature engineering,
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wear prediction, and facilitated multi-stage tool performance control and optimization.

By utilizing these elements, the research successfully achieved a more efficient and adap-

tive MV-TCM framework for addressing the complexities of tool wear evolution during

CNC milling of Inconel 718. Furthermore, the induction reasoning algorithm employed

in this research played a pivotal role of enhancing adaptive decision-making strategies

during TCM. This contributed significantly to the overall improvement in efficiency and

resource utilization.

c –In response to the third objective and research question, the robustness and versatility

of the ML-MV-TCM system’s design significantly diminished human-machine interac-

tion, giving rise to innovative tool wear monitoring and control under varying cutting

conditions. By minimizing human-machine interaction, the ML-MV-TCM system con-

tributes to enhanced health and safety of machine operators, reducing potential risks

associated with manual wear inspection. The reduction in downtime, coupled with

the in-process optimization of tool performance, results in a substantial decrease in the

cost associated with tool wear monitoring. The ML-MV-TCM system introduces a user-

friendly interface, allowing non-expert machinists to engage in simplified in-process

wear characterization and control. By providing timely and accurate information on

tool wear, it allows for more precise planning and execution of tool-change routines,

minimizing unexpected tool failures, and leading to increased overall productivity and

reduced unnecessary disruptions in the machining process. Therefore, the ML-MV-TCM

system’s design stands as a transformative approach that addresses the complexities of

wear diagnosis but also elevates safety standards, reduces downtime, and lowers costs,

making it a substantial contribution to the body of knowledge in the field of TCM.

7.2.2 Impact to Society

The societal impact of this work was achieved in terms of the safety of the ML-MV-TCM sys-

tem, which reduced the need for human-machine interaction and streamlined innovation for

wear detection, prediction, and control during face milling of Inconel 718. The reduction in

human-machine interaction was made possible by eliminating the time-intensive practices,



Chapter 7. Research Limitations 205

such as manually removing tools from the CNC environment and cleaning them with danger-

ous chemicals to inspect wear mechanisms, failure modes, and measure the progressive VB

using optical microscopes. On the scientific aspect, it was further observed that such prac-

tices can alleviate the significant failure modes on the tools cutting edge, such as notching and

BUE, which reveal dominant wear mechanisms and sub-optimal cutting conditions during face

milling of Inconel 718. Furthermore, the successful implementation of the multi-sectional SVD,

YOLOv3-TWDM, and inductive-reasoning algorithm in the MV-TCM system’s design simpli-

fied the in-process wear characterization and optimization, allowing non-expert machinists to

effectively monitor and control process parameters to improve the overall cutting efficiency

during face milling of Inconel 718.

7.3 Research Limitations

The first limitation encountered in this study was the difficulty to generate a large and well-

balanced dataset with diverse wear mechanisms and failure modes, which would have further

enhanced the robustness of features used to train the feature engineering and ML models.

This was attributed to the limited time, resources, as well as variations in the processing con-

ditions, such as cutting fluids, tool grades, workpiece material properties and compositions,

which could have again enhanced the diversity of features in the DFSV. The third constraint

arose from the fact that the DFSV was formulated by prioritizing the perceived dominant

failure modes affecting the flank wear progression, while disregarding the influence of alter-

native forms of wear, such as crater wear, which could have influenced the evolution of wear

mechanisms and failure modes for other milling operations, tools, and workpiece materials.

Therefore, it was believed that the DFSV may not have fully captured the broader spectrum

of the wear mechanisms and failure modes, which may limit the system’s application in other

milling operations. Finally, the system was designed using a laboratory setup, where aspects

like system’s feasibility, reliability, and integrability with multiple CNC controllers for in-line

production were not physically validated in a real manufacturing setup.
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7.4 Proposed Future Work

To further advance this research, five topics were proposed based on the limitations encoun-

tered in this research.

7.4.1 Proposed Topic 1

The first topic pertains to the development of a control system that enhances the data acqui-

sition of the MV-TCM set-up. The data acquisition process can be automated to control the

camera capturing and ML processing of the time-series tool wear data during machining. The

auto-capturing system can improve the efficiency of the manufacturing processes by providing

real-time tool wear information, which can indicate the state of tool wear conditions and pro-

vide a solution to prevent rapid tool failure. This reduces the risk of damage to the workpiece’s

material and enhance tool life extension. To enhance this feed-forward process, a closed-loop

control system can be used to provide the adaptive response to the CNC controller to opti-

mize the decision-making process of the ML-based MV-TCM system. The performance of the

system can be evaluated and validated through both simulation and experiment conducted at

various processing conditions.

7.4.2 Proposed Topic 2

In addition to Inconel 718, the microstructural evolution of wear mechanisms and failure

modes for various aerospace metals, such as Waspaloy, Rene 41, Haynes 282, γ − TiAlN -

based alloy, CMSX-4, and TMS-82, can also be affected by changes in input conditions of the

CNC milling process. Changes in the microstructures of tool coatings and tribological proper-

ties of different cutting fluids can influence the evolution of dominant wear mechanisms and

failure modes when cutting these superalloys. This will diversify the training dataset when

developing robust machine learning models. Therefore, this research proposes a further study

to monitor the evolution of wear mechanisms and failure modes by utilizing the ML-based

MV-TCM during CNC milling of these superalloys using different tool coatings and cutting

fluids.
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7.4.3 Proposed Topic 3

Given that the CNC machine utilizes motion controllers, logic controllers, and programmable

logic controllers (PLCs), it is evident that improving the inductive reasoning algorithm of the

ML-based MV-TCM system could enable it to communicate with these controllers and imple-

ment plausible solutions for predictive control of tool wear progression during machining.

This improvement could enhance the functionality of CNC controllers, especially the PLC,

by utilizing the information predicted by the ML-MV-TCM to adaptively control the input

parameters and improve the cutting mechanism, scrap rate, and manufacturing productiv-

ity. Therefore, the third area of research investigates the viability of advanced deep learning

techniques, such as graphical neural networks and deep reinforcement learning, in regulat-

ing process parameters and communicating feedback to the CNC PLC controller to optimize

overall cutting efficiency during the machining of superalloys.

7.4.4 Proposed Topic 4

To optimize the cutting mechanism, it is essential to improve the predictive control of the

machining errors for various CNC milling operations. This is critical to minimize machine

downtime, increase energy efficiency, reduce scrap rate, and improve manufacturing produc-

tivity. One effective approach is to develop a deep learning algorithm that utilizes the MV-TCM

system to detect and predict patterns of the machining errors during real-time operation. The

model can be trained on historical data to predict the patterns of poor machining indicators

arising from the uncontrolled wear mechanisms and failure modes in the early cutting stages.

By doing so, the dimensional tolerance of the machined components, energy efficiency, and

overall cutting mechanism can be improved in early cutting stages before the tools experience

the unprecedented failure during machining. This approach has a significant impact in the

aerospace industry, where prediction of machining errors is critical to maintain the precision

standards of high and low-pressure compressor blades and discs.
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7.4.5 Proposed Topic 5

Despite their exceptional properties for high-temperature applications in high-pressure com-

pressor blades, discs, and casings, the machinability rating of Inconel 718 and Waspaloy is

below par, leading to rapid edge loss of most carbide inserts due to the high cutting forces

and intense heat generated in the primary and secondary shear zones. The interrupted milling

process, coupled with flood cooling conditions, exacerbates this issue by facilitating fluctuat-

ing loads, impact forces, and cyclic mechanical and thermal stresses. This, in turn, results in

sub-surface thermal or mechanical cracks, chipping, and even catastrophic failure of the tool’s

cutting edge. Furthermore, the tendency of Inconel 718 to weld onto the tool’s edge causes

adhesion wear and build-up edge (BUE). The subsequent removal of BUE with aggressive chip

flow accelerates edge degradation, particularly when dealing with uncoated or insufficient

tool coatings, inadequate cooling or lubrication, improper tool geometry, vibration, and chat-

ter. Hence, monitoring instantaneous changes in edge loss during such cutting conditions

becomes crucial.

Considering carbide inserts with multiple edges, tool wear signals or data streams can

be acquired at different edge profiles using digital cameras and computer vision software. By

analysing this information using a machine vision-based tool condition monitoring (MV-TCM)

system, it is possible to determine the real-time deviation of the cutter’s edge from its initial

position. Compensating such deviations can significantly improve the machining tolerance

and precision standards of aerospace structural components. Therefore, Cutting Edge-Wear

Compensation pertains to the real-time process of offsetting the gradual degradation and dete-

rioration of a tool’s cutting edge, aiming at improving the surface finish, dimensional tolerance

of the components, and the performance of carbide tools during CNC milling of superalloys.

Therefore, this research proposed a further study on monitoring of cutting Edge-Wear Com-

pensation using multiplexing vision system in CNC milling of Inconel 718 or Waspaloy.
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[60] J. G. Corrêa, R. B. Schroeter, and Á. R. Machado, “Tool life and wear mechanism
analysis of carbide tools used in the machining of martensitic and supermartensitic
stainless steels,” Tribology International, vol. 105, no. July 2016, pp. 102–117, 2017.
[Online]. Available: http://dx.doi.org/10.1016/j.triboint.2016.09.035

[61] V. Varghese, D. Chakradhar, and M. R. Ramesh, “Micro-mechanical characterization
and wear performance of TiAlN/NbN PVD coated carbide inserts during End milling
of AISI 304 Austenitic Stainless Steel,” Materials Today: Proceedings, vol. 5, no. 5, pp.
12 855–12 862, 2018. [Online]. Available: https://doi.org/10.1016/j.matpr.2018.02.270

https://doi.org/10.1016/j.matpr.2018.09.020
https://doi.org/10.1016/j.matpr.2018.09.020
https://doi.org/10.1080/14786435.2018.1540891
https://doi.org/10.1016/j.matpr.2017.12.029
https://doi.org/10.1007/s12541-020-00332-w
http://dx.doi.org/10.1016/j.jclepro.2010.01.015
http://dx.doi.org/10.1016/j.procir.2014.07.124
https://linkinghub.elsevier.com/retrieve/pii/S0043164806003553
https://linkinghub.elsevier.com/retrieve/pii/S0043164806003553
http://dx.doi.org/10.1016/j.triboint.2016.09.035
https://doi.org/10.1016/j.matpr.2018.02.270


BIBLIOGRAPHY 214

[62] D. Jianxin, L. Lili, L. Jianhua, Z. Jinlong, and Y. Xuefeng, “Failure mechanisms of
TiB2 particle and SiC whisker reinforced Al2O3 ceramic cutting tools when machining
nickel-based alloys,” International Journal of Machine Tools and Manufacture, vol. 45, no.
12-13, pp. 1393–1401, 2005.

[63] P. Hoier, K. B. Surreddi, and U. Klement, “Tool wear by dissolution during machining
of alloy 718 and Waspaloy: a comparative study using diffusion couples,” International
Journal of Advanced Manufacturing Technology, vol. 106, no. 3-4, pp. 1431–1440, 2020.

[64] A. C. De Melo, J. C. G. Milan, M. B. Da Silva, and Á. R. Machado, “Some observations
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Appendix A

Performance of the Spatial Binary
Features

A.1 Pearson Square Matrix for Spatial Binary Features:
Var1=Area; Var= perimeter; Var3= FractalDimension;
and Var4= VB
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A.2 Regression Analysis of Spatial Binary Features



Appendix B

Prediction and parity plots of ML-based
MV-TCM system

B.1 MLPNNVBprofiles for the the first 2 replicates at Vc =

40mm/min, ft = 0.08mm/tooth, ap = 0.9mm, and ae =

12.5mm
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B.2 Parity plots at Vc = 40mm/min, ft = 0.08mm/tooth,
ap = 0.9mm, and ae = 12.5mm
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B.3 Pearson Matrix for Evaluating R2 of the SV magni-
tudes in DFSV

Var1=M1; Var2=M2; Var3=M3; Var4=M4; Var5=M5; Var6=Fi; Var7=VB; and Var8=RUL
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B.4 ML-based MV-TCM performance
(a) BwBUE magnitudes at various speeds during training and testing of the ML models; (b)
BwBUE magnitudes at various feeds; (c) BwBUE magnitudes at optimal cutting condition;
and (d) processing time analysis
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B.5 Proof of Concept for a cyber-physical ML-based MV-
TCM system
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Appendix C

Performance of GKRR: Cross plots,
parity plots, and Contour plots

C.1 Gaussian kernel ridge regression Model’s Validation
Plots

Figure illustrates the Parity plot of (a) full fit and (b) 5-fold cross validation. The error bar
shown in the plots was the standard deviation of VB of the four inserts. In full fit, the root-
mean-square error (RMSE), RMSE over standard deviation ratio (RMSE/σ), and R2 value
were 30.9, 0.27 and 0.93, respectively. In 5-fold CV test, the RMSE, RMSE/σ, and R2 value
were 49.7, 0.43 and 0.81, respectively. All the RMSE/σ ratios were less than unity, which
suggested some predictive ability of the present model.
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C.2 Gaussian kernel ridge regressionModel’s cross plot at
40 m/min

Cutting length cross plot at cutting speed = 40 m/min. The error bar shown in the plots was
the standard deviation of VB from the four inserts. The dotted line represents VB criteria of
500µm based on ISO 8688-1 standard.
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C.3 Gaussian kernel ridge regression Model’s cross plots
at 60 m/min

Cutting length cross plot at cutting speed = 60 m/min. The error bar shown in the plots was
the standard deviation of VB from the four inserts. The dotted line represents VB criteria of
500µm based on ISO 8688-1 standard.
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C.4 Gaussian kernel ridge regression Model’s cross plots
at 80 m/min

Cutting length cross plot at cutting speed = 80 m/min. The error bar shown in the plots was
the standard deviation of VB from the four inserts. The dotted line represents VB criteria of
500µm based on ISO 8688-1 standard.
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C.5 Gaussiankernel ridge regressionModel’s property plots
Cutting length vs. feed rate plot at ADOC of 0.9 mm and cutting speed of (a) 30, (b) 40, (c) 50,
(d) 60, (e) 70, and (f) 80 m/min. The red hollow circle represents V B < 500µm at the given
cutting condition. The black solid line represents the cutting time in the unit of minutes. The
blue solid line represents the removed depth from the cutting process in the unit of millimeter.

C.6 Graphical Summary of the GKRR ML model
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C.7 Failure modes and wear mechanisms analysis during
GKRR

Optical micrograph of TiAlN/NbN-coated carbides inserts atVc = 40mm/min, ft = 0.08mm/tooth,
ap = 0.9mm, and ae = 12.5mm after cutting length of (a) 1200, (b) 4000, (c) 4400, and (d) 4600
mm. Secondary electron images of the dotted-line region in (c) and (d) showing the localized
chipping caused by abrasion and cyclic adhesion after cutting length of (e) 4400, and (f) 4600
mm.
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Machine Learning MATLAB Programs

D.1 Data Acquisition Codes
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D.1.1 Setting Up the Arduino Uno Micro-controller and Camera

3/16/23 12:28 PM C:\Users\Tiyamike\Des...\arduinoSetup.m 1 of 1

%initialize the Arduino Uno using the arduino function in MATLAB
% with the appropriate COM port and board type parameters.
% Set up the sensor pins using the configurePin function.
% Specifying the pin number and pin mode (digital input or analog input).
% Finally, set up the camera controls by configuring the appropriate pins using 
configurePin.
 
function arduinoSetup()
 
% Initialize Arduino Uno
a = arduino('COM3', 'Uno');
 
% Set up sensor pins
configurePin(a, 'D2', 'DigitalInput');
configurePin(a, 'D3', 'DigitalInput');
configurePin(a, 'A0', 'AnalogInput');
configurePin(a, 'A1', 'AnalogInput');
 
% Set up camera controls
configurePin(a, 'D4', 'DigitalOutput');
configurePin(a, 'D5', 'DigitalOutput');
configurePin(a, 'D6', 'DigitalOutput');
configurePin(a, 'D7', 'DigitalOutput');
 
end
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D.1.2 Auto-Capturing the Flank Wear Images

3/18/23 6:10 PM C:\Users\...\camera_IR_capture_24_2_23.m 1 of 1

% Connect to Arduino hardware
a = arduino;
 
% Configure pin 7 as an input
configurePin(a, 'D7', 'DigitalInput');
 
% Connect to the camera
camList = webcamlist;
cam = webcam(1);
 
% Specify the directory to save the images
dir = 'C:\Users\Tiyamike\Desktop\Documents\Pictures\Online Image Acquistion' ;
 
% Loop to continuously check the value of the IR sensor
while true
    % Read the value of the IR sensor
    irValue = readDigitalPin(a, 'D7');
    
    % If the value is 0 (ie something is blocking the sensor), take a picture
    if irValue == 0
       img = snapshot(cam);
        
        % Generate a unique file name for the image
        filename = [dir, num2str(floor(now * 10^5)), '.jpg'];
        
        % Save the image to disk
        imwrite(img, filename);
        
        % Display the image
        imshow(img);
        
        % Pause for 33.333 milliseconds to slow down the loop (30fps)
        pause(1/30);
        
   
    else 
        disp('no object')
        pause(0.2)
    end
end
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D.1.3 Data Save and Transfer Function

3/18/23 3:39 PM C:\Users\...\Data_save_transfer_script.m 1 of 1

%% Save and Transfer Image Data during MV-TCM
function []=Data_save_transfer_script()
 
%% Define the file location, day, date, time, number, and name
file_location = 'C:\Users\Tiyamike\Desktop\Documents\Pictures\Online Image 
Acquistion';  % Change this...
% to the desired location
day = datetime("now", 'ddd');
date = datetime("now", 'yyyy-mm-dd');
time = datetime("now", 'HH-MM-SS');
number = '0001';  % Change this to the desired number
name = 'image';
 
%% Create the directory if it doesn't exist
if ~exist([file_location day '\' date], 'dir')
    mkdir([file_location day '\' date]);
end
 
%% Capture the image
% Call the image capturing fucntion to acquire img;
%% Save the image to the file
imwrite(img, file_name);
 
%% Transfer the file to a remote location
remote_location = 'C:\Users\Tiyamike\Desktop\Documents\Pictures\Online Image 
Acquistion';  % Change this to the desired...
% remote location
command = ['pscp.exe ' file_name ' ' remote_location];  % Change this to the path of 
pscp.exe on...
% your system
[status, output] = system(command);
 
%% Check if the transfer was successful
if status ~= 0
    error('Error transferring file: %s', output);
else
    disp('File transfer successful');
end
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D.2 Binary classifier Main code

3/18/23 5:59 PM C:\Users\Tiyamike\...\binaryclassifier.m 1 of 1

%% changing all thermal images to gray image
load('trainedNet3.mat')
filenames = dir(fullfile(image_folder, '*.tif'));  
total_images = numel(filenames);
tday = datetime(now,'Format','yyyy-MM-dd','convertFrom','datenum');
ttime = datetime(now,'Format','HH.mm.ss','convertFrom','datenum');
mainfolder = fullfile(outputdestination,'Wear Inserts');
    if ~exist(mainfolder,'dir')
        mkdir(mainfolder)
    end
wearfoldername = 'Wear Insert %s';
wearfolder = sprintf(wearfoldername,tday);
wearfolder2 = fullfile(mainfolder,wearfolder);
    if ~exist(wearfolder2, 'dir')
       mkdir(wearfolder2)
    end
wearfiles = sprintf(wearfoldername,ttime);
wearfiles2 = fullfile(wearfolder2,wearfiles);
mkdir(wearfiles2)
 for n = 1:total_images
     full_name= fullfile(image_folder, filenames(n).name);
     our_images = imread(full_name);
     ds = augmentedImageDatastore(imageSize, our_images, ...
    'ColorPreprocessing', 'gray2rgb');
     imageFeatures = activations(net1, ds, featureLayer, ...
    'MiniBatchSize', 32, 'Outputas','columns');
     label1 = predict(classifier, imageFeatures, 'ObservationsIn','columns');
     switch label1
           case 'WearInserts'
                A = our_images;
                [image_folder, baseFileNameNoExtenstion, ext] = fileparts(full_name);
                newFilename = [baseFileNameNoExtenstion, '.tif'];
                newfoldername = fullfile(wearfolder2,wearfiles);
                newFile = fullfile(newfoldername, newFilename);
                newfilepath = fullfile(pwd,newFile);
                imwrite(our_images, newFile,'tif');
           case 'Residues'
                A = our_images;
                [image_folder, baseFileNameNoExtenstion, ext] = fileparts(full_name);
                newFilename = [baseFileNameNoExtenstion, '.tif'];
                newfoldername = fullfile(wearfolder2,wearfiles);
                newFile = fullfile(newfoldername, newFilename);
                newfilepath = fullfile(pwd,newFile);
                imwrite(our_images, newFile,'tif'); 
     end
 end
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D.3 The multi-sectional SVD Code

D.3.1 Enhanced SVD

3/19/23 1:40 AM C:\Users\Tiyamike\Desk...\SVD_Enhanced.m 1 of 2

function [U,S,V,rmse,Relative_Norm,compression_ratio, PSNR,SNR,SSIM_val]= 
SVD_Enhanced(Image)
 
%% Processing RGB image channels
[m,n,k]=size(Image);
q=60;
Wear_Image=double(Image); U=zeros(m,m);
S=zeros(m,n);V=zeros(n,n);
Relative_Norm=zeros(q,k);
compression_ratio=zeros(q,1);
rmse=zeros(q,k);
for i=1:k
[U(:,:,i),S(:,:,i),V(:,:,i)]=svd(Wear_Image(:,:,i));
end
for r=1:q
    ca=zeros(m,n,k);
    compression_ratio(r)=m*n/(r*(m+n+1));
    for i=1:k
        cai=zeros(m,n,k); 
        [ca(:,:,i),cai(:,:,i)]=deal(U(:,1:r,i)*S(1:r,1:r,i)*V(:,1:r,i)'); 
        Relative_Norm(r,i)=S(r+1,r+1,i)/S(1,1,i); 
        rmse(r,i)=sqrt(sum(sum(((Wear_Image(:,:,i)-ca(:,:,i)).^2)))/(m*n));
        [PSNR(r,i), SNR(r,i)] = psnr(ca(:,:,i), Wear_Image(:,:,i));
        [SSIM_val(r,i),SSIM_map(r,i)] = ssim(ca(:,:,i),Wear_Image(:,:,i));
        imwrite(uint8(cai), sprintf('%dr%d.jpg',r,i));
    end
    imwrite(uint8(ca), sprintf('%dr.jpg', r)); 
end
 
%% Plotting performance graphs
% % Plotting the room mean square errors of each image section
% figure 
% plot(1:q,rmse_A1,'MarkerEdgeColor','r','MarkerEdgeColor','g'); hold on;
% plot(1:q,rmse_A2,'MarkerEdgeColor','r','MarkerEdgeColor','g'); hold on;
% plot(1:q,rmse_A3,'MarkerEdgeColor','r','MarkerEdgeColor','g'); hold on;
% plot(1:q,rmse_A4,'MarkerEdgeColor','r','MarkerEdgeColor','g'); hold on;
% xlabel('Approximation Rank r');
% ylabel('Root Mean Square Error');
 
% % Plotting the compression ratio of each image section
% figure
% plot(1:q,compression_ratio_A1); hold on;
% plot(1:q,compression_ratio_A2); hold on;
% plot(1:q,compression_ratio_A3); hold on;
% plot(1:q,compression_ratio_A4); hold on;
% plot(1:q,compression_ratio_A5); hold off;
% xlabel('Approximation Rank r'); 
% ylabel('Compression Ratio'); xlim([1 q])
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D.3.2 Multi-sectional SVD Features Extraction

3/19/23 1:48 AM C:\Users\Tiyami...\multi_sectional_SVD.m 1 of 3

function F_i = multi_sectional_SVD(Image) 
%This function has an input called Image. The function is used to divide the image 
into 160-sections 
% This function is calls a function calls SVD_Enhanced to decompose the sections
% From each section, 55 singular values are extracted to compute the magnitudes by 
using l2-norm
% The maximum values of each row are combined to create an F_i feature
%% Loading an Image and segmenting
Image = im2gray(Image);
img1 = Image;
R = 180; C = 96;q=60;
NumberofBlocks = size(img1,1)*size(img1,2) / (R*C);
dividedImage = zeros([R C NumberofBlocks]);
ImageRows = 1;
ImageColumns = 1;
try
    for count=1:NumberofBlocks
        NewImage(:,:,count) = img1(ImageRows:ImageRows+R-1,ImageColumns:
ImageColumns+C-1);
        ImageColumns = ImageColumns + C;
        if(ImageColumns >= size(img1,2))
            ImageColumns = 1;
            ImageRows = ImageRows + R;
            if(ImageRows >= size(img1,1))
                ImageRows = 1;
            end
        end
    end
end
%% separate the blocks of image 
% first row
A3B3 = NewImage(:,:,43); A4B3 = NewImage(:,:,44); A5B3 = NewImage(:,:,45); A6B3 = 
NewImage(:,:,46);
A7B3 = NewImage(:,:,47); A8B3 = NewImage(:,:,48); A9B3 = NewImage(:,:,49); A10B3 = 
NewImage(:,:,50);
A11B3 = NewImage(:,:,51); A12B3 = NewImage(:,:,52);
% second row
A3B4 = NewImage(:,:,63); A4B4 = NewImage(:,:,64); A5B4 = NewImage(:,:,65); A6B4 = 
NewImage(:,:,66);
A7B4 = NewImage(:,:,67); A8B4 = NewImage(:,:,68); A9B4 = NewImage(:,:,69); A10B4 = 
NewImage(:,:,70);
A11B4 = NewImage(:,:,71); A12B4 = NewImage(:,:,72);
% third row
A3B5 = NewImage(:,:,83); A4B5 = NewImage(:,:,84); A5B5 = NewImage(:,:,85); A6B5 = 
NewImage(:,:,86);
A7B5 = NewImage(:,:,87); A8B5 = NewImage(:,:,88); A9B5 = NewImage(:,:,89); A10B5 = 
NewImage(:,:,90);
A11B5 = NewImage(:,:,91); A12B5 = NewImage(:,:,92);
% fourth row
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3/19/23 1:48 AM C:\Users\Tiyami...\multi_sectional_SVD.m 2 of 3

A3B6 = NewImage(:,:,103); A4B6 = NewImage(:,:,104); A5B6 = NewImage(:,:,105); A6B6 = 
NewImage(:,:,106);
A7B6 = NewImage(:,:,107); A8B6 = NewImage(:,:,108); A9B6 = NewImage(:,:,109); A10B6 = 
NewImage(:,:,110);
A11B6 = NewImage(:,:,111); A12B6 = NewImage(:,:,112);
 
%% Apply SVD in each section of the sub-image
%first row
[~,S_A3B3,~,~,~,~,~,~]= SVD_Enhanced(A3B3); [~,S_A4B3,~,~,~,~,~,~]= SVD_Enhanced
(A4B3);
[~,S_A5B3,~,~,~,~,~,~]= SVD_Enhanced(A5B3); [~,S_A6B3,~,~,~,~,~,~]= SVD_Enhanced
(A6B3);
[~,S_A7B3,~,~,~,~,~,~]= SVD_Enhanced(A7B3); [~,S_A8B3,~,~,~,~,~,~]= SVD_Enhanced
(A8B3);
[~,S_A9B3,~,~,~,~,~,~]= SVD_Enhanced(A9B3); [~,S_A10B3,~,~,~,~,~,~]= SVD_Enhanced
(A10B3);
[~,S_A11B3,~,~,~,~,~,~]= SVD_Enhanced(A11B3); [~,S_A12B3,~,~,~,~,~,~]= SVD_Enhanced
(A12B3);
%second row
[~,S_A3B4,~,~,~,~,~,~]= SVD_Enhanced(A3B4); [~,S_A4B4,~,~,~,~,~,~]= SVD_Enhanced
(A4B4);
[~,S_A5B4,~,~,~,~,~,~]= SVD_Enhanced(A5B4); [~,S_A6B4,~,~,~,~,~,~]= SVD_Enhanced
(A6B4);
[~,S_A7B4,~,~,~,~,~,~]= SVD_Enhanced(A7B4); [~,S_A8B4,~,~,~,~,~,~]= SVD_Enhanced
(A8B4);
[~,S_A9B4,~,~,~,~,~,~]= SVD_Enhanced(A9B4); [~,S_A10B4,~,~,~,~,~,~]= SVD_Enhanced
(A10B4);
[~,S_A11B4,~,~,~,~,~,~]= SVD_Enhanced(A11B4); [~,S_A12B4,~,~,~,~,~,~]= SVD_Enhanced
(A12B4);
%third row
[~,S_A3B5,~,~,~,~,~,~]= SVD_Enhanced(A3B5); [~,S_A4B5,~,~,~,~,~,~]= SVD_Enhanced
(A4B5);
[~,S_A5B5,~,~,~,~,~,~]= SVD_Enhanced(A5B5); [~,S_A6B5,~,~,~,~,~,~]= SVD_Enhanced
(A6B5);
[~,S_A7B5,~,~,~,~,~,~]= SVD_Enhanced(A7B5); [~,S_A8B5,~,~,~,~,~,~]= SVD_Enhanced
(A8B5);
[~,S_A9B5,~,~,~,~,~,~]= SVD_Enhanced(A9B5); [~,S_A10B5,~,~,~,~,~,~]= SVD_Enhanced
(A10B5);
[~,S_A11B5,~,~,~,~,~,~]= SVD_Enhanced(A11B5); [~,S_A12B5,~,~,~,~,~,~]= SVD_Enhanced
(A12B5);
%fourth row
[~,S_A3B6,~,~,~,~,~,~]= SVD_Enhanced(A3B6); [~,S_A4B6,~,~,~,~,~,~]= SVD_Enhanced
(A4B6);
[~,S_A5B6,~,~,~,~,~,~]= SVD_Enhanced(A5B6); [~,S_A6B6,~,~,~,~,~,~]= SVD_Enhanced
(A6B6);
[~,S_A7B6,~,~,~,~,~,~]= SVD_Enhanced(A7B6); [~,S_A8B6,~,~,~,~,~,~]= SVD_Enhanced
(A8B6);
[~,S_A9B6,~,~,~,~,~,~]= SVD_Enhanced(A9B6); [~,S_A10B6,~,~,~,~,~,~]= SVD_Enhanced
(A10B6);
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[~,S_A11B6,~,~,~,~,~,~]= SVD_Enhanced(A11B6); [~,S_A12B6,~,~,~,~,~,~]= SVD_Enhanced
(A12B6);
 
%% calculating magnitude of the eigen values with rank 60 for all image slices
% magnitudes for the first row
Magnitude_A3B3 = norm(S_A3B3(6:60,:).^2); Magnitude_A4B3 = norm(S_A4B3(6:60,:).^2);
Magnitude_A5B3 = norm(S_A5B3(6:60,:).^2); Magnitude_A6B3 = norm(S_A6B3(6:60,:).^2);
Magnitude_A7B3 = norm(S_A7B3(6:60,:).^2); Magnitude_A8B3 = norm(S_A8B3(6:60,:).^2);
Magnitude_A9B3 = norm(S_A9B3(6:60,:).^2); Magnitude_A10B3 = norm(S_A10B3(6:60,:).^2);
Magnitude_A11B3 =norm(S_A11B3(6:60,:).^2);Magnitude_A12B3 = norm(S_A12B3(6:60,:).^2);
Magnitude_B3 = max(Magnitude_A3B3,Magnitude_A4B3,Magnitude_A5B3,Magnitude_A6B3,
Magnitude_A7B3,Magnitude_A8B3,...
    Magnitude_A8B3,Magnitude_A9B3,Magnitude_A10B3,Magnitude_A11B3,Magnitude_A12B3);
% magnitudes for the second row
Magnitude_A3B4 = norm(S_A3B4(6:60,:).^2); Magnitude_A4B4 = norm(S_A4B4(6:60,:).^2);
Magnitude_A5B4 = norm(S_A5B4(6:60,:).^2); Magnitude_A6B4 = norm(S_A6B4(6:60,:).^2);
Magnitude_A7B4 = norm(S_A7B4(6:60,:).^2); Magnitude_A8B4 = norm(S_A8B4(6:60,:).^2);
Magnitude_A9B4 = norm(S_A9B4(6:60,:).^2); Magnitude_A10B4 = norm(S_A10B4(6:60,:).^2);
Magnitude_A11B4 =norm(S_A11B4(6:60,:).^2);Magnitude_A12B4 = norm(S_A12B4(6:60,:).^2);
Magnitude_B4 = max(Magnitude_A3B4,Magnitude_A4B4,Magnitude_A5B4,Magnitude_A6B4,
Magnitude_A7B4,Magnitude_A8B4,...
    Magnitude_A8B4,Magnitude_A9B4,Magnitude_A10B4,Magnitude_A11B4,Magnitude_A12B4);
% magnitudes for the third row
Magnitude_A3B5 = norm(S_A3B5(6:60,:).^2); Magnitude_A4B5 = norm(S_A4B5(6:60,:).^2);
Magnitude_A5B5 = norm(S_A5B5(6:60,:).^2); Magnitude_A6B5 = norm(S_A6B5(6:60,:).^2);
Magnitude_A7B5 = norm(S_A7B5(6:60,:).^2); Magnitude_A8B5 = norm(S_A8B5(6:60,:).^2);
Magnitude_A9B5 = norm(S_A9B5(6:60,:).^2); Magnitude_A10B5 = norm(S_A10B5(6:60,:).^2);
Magnitude_A11B5 =norm(S_A11B5(6:60,:).^2);Magnitude_A12B5 = norm(S_A12B5(6:60,:).^2);
Magnitude_B5 = max(Magnitude_A3B5,Magnitude_A4B5,Magnitude_A5B5,Magnitude_A6B5,
Magnitude_A7B5,Magnitude_A8B5,...
    Magnitude_A8B5,Magnitude_A9B5,Magnitude_A10B5,Magnitude_A11B5,Magnitude_A12B5);
% magnitudes for the fourth row
Magnitude_A3B6 = norm(S_A3B6(6:60,:).^2); Magnitude_A4B6 = norm(S_A4B6(6:60,:).^2);
Magnitude_A5B6 = norm(S_A5B6(6:60,:).^2); Magnitude_A6B6 = norm(S_A6B6(6:60,:).^2);
Magnitude_A7B6 = norm(S_A7B6(6:60,:).^2); Magnitude_A8B6 = norm(S_A8B6(6:60,:).^2);
Magnitude_A9B6 = norm(S_A9B6(6:60,:).^2); Magnitude_A10B6 = norm(S_A10B6(6:60,:).^2);
Magnitude_A11B6 =norm(S_A11B6(6:60,:).^2);Magnitude_A12B6 = norm(S_A12B6(6:60,:).^2);
Magnitude_B6 = max(Magnitude_A3B6,Magnitude_A4B6,Magnitude_A5B6,Magnitude_A6B6,
Magnitude_A7B6,Magnitude_A8B6,...
    Magnitude_A8B6,Magnitude_A9B6,Magnitude_A10B6,Magnitude_A11B6,Magnitude_A12B6);
%% Computing the F_i Feature
F_i = Magnitude_B3 + Magnitude_B4 + Magnitude_B5 + Magnitude_B6;
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D.4 Failure Modes Detection Main Code

3/18/23 6:30 PM C:\Users\Tiyam...\tool_wear_prediction.m 1 of 2

%% model deployment for different images.
 
%obtain the newest folder from the imagefolder
cameradestination = ('C:\Users\user\Pictures\Baumer Image Records\VCXU-65M.R' );
run('obtainnewestfolder.m');
 
%% Data daving and file transfer code
 
%specify the destination of output
outputdestination = pwd;
 
%Specify the folder of the images
image_folder = 'C:\Users\Tiyamike\Desktop\Documents\Pictures\Online Image 
Acquistion';
run('binaryclassifier.m');
addpath(mainfolder,wearfolder2,wearfiles2);
clearvars -except mainfolder wearfolder2 wearfiles2;
wearfolderdir = wearfiles2;
 
%loads the trained network
warning('off','all');
load('mainnetrev3.mat');
close(fig);
%% Loading folder from online data acquisition
% change to the folderpath that store the images
imageStorageFolder = wearfiles2;
% get the all the jpg images in the folder 
imageFolder = dir(imageStorageFolder);
% identifying the number of files in the folder 
nfiles = numel(imageFolder);
% the newest folder will be the last folder
currentFolderName = imageFolder(nfiles).name;
currentFolder = imageFolder(nfiles).folder;
currentFolderPath = fullfile(currentFolder,currentFolderName);
% access the lastest folder and read the total number of images inside
ImageList = dir(fullfile(currentFolder, '*.tif'));
total_images = numel(ImageList);
% resize the image to [227 227 3] for conv1;
inputSize = baseNetwork.Layers(1).InputSize;
imds_our_images = imageDatastore(imageStorageFolder);
featureLayer = 'conv1';
Image_Montage = cell(total_images,1);
bottomposition = [0 800];
%%
for i = 1:total_images
     current_imagename = ImageList(i).name;
     current_image = imread(current_imagename);
     
     if ndims(current_image) == 2  %#ok<ISMAT> 
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    % It's a 2D image.  Convert to 3-D.
        current_image = cat(3, current_image, current_image, current_image);
     end
     Image_Rot = imrotate(current_image,180);                
     %CLAHE
     LAB = rgb2lab(Image_Rot+30);
     L = LAB(:,:,1)/100;
     L = adapthisteq(L,'NumTiles',[8 8],'ClipLimit',0.005);
     LAB(:,:,1) = L*100;
     Image_CLAHE = lab2rgb(LAB);              
     %enlarging
     RegionInterest = [100 100 900 900];   % please fine tune the size of this rect 
to get the best result [0 0 1100 900] [100 0 1200 1100]
     Image_Enlarge = imcrop(Image_CLAHE,RegionInterest);
     %Resizing
     imdsReSz=im2single(imresize(Image_Enlarge,networkInputSize(1:2)));
     %I = imdsReSz;
     %I = Image_CLAHE;
     I = Image_Enlarge;                 
     %% Yolov3 detector to display image and B-Box               
     [bboxes,scores,labels] = detect(yolov3Detector,I);
     % filter based on confidence
     conffilter = 0.1;
     scoresbelow = find(abs(scores)<conffilter);
     scoresupper = find(abs(scores)>conffilter);
     scores(scoresbelow) = 0;
     scoresfiltered = scores(scores~=0);
     bboxesfiltered = bboxes(scoresupper,:);
     labelsfiltered = labels(scoresupper,:);
     % Display the detections on image.
     Final_Image = insertText(I,bottomposition,
current_imagename,'BoxColor','black','FontSize',50,'TextColor','white');     
     if ~isempty(scoresfiltered)                  
            Final_Image = insertObjectAnnotation(Final_Image, 'rectangle',
bboxesfiltered,labelsfiltered,'LineWidth',5,'TextBoxOpacity',0.5,'FontSize',40);                
     end 
     Image_Montage{i} = Final_Image;                 
end
run("showfigure.m");
save(append(wearfolderdir, '\Image Montage.mat'),"Image_Montage");
saveas(gca, fullfile(wearfolderdir, 'wearmontage'), 'jpeg');
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D.5 Description of the Inductive-Reasoning

D.5.1 Determining Wear Mechanisms and Failure Modes

3/19/23 11:29 PM C:\Users\Ti...\predict_wear_mechanism.m 1 of 1

 
function [mechanisms] = predict_wear_mechanism(I)
 
%This function takes an image file name, a speed value, and...
% a feed value as input parameters. It loads the image file, extracts features...
% using image processing algorithms, and classifies the features into wear labels...
% using machine learning algorithms. Then, for each wear label, it predicts a wear...
% mechanism based on a switch statement that maps each wear label to a wear 
mechanism...
% Finally, it prints the wear label, wear mechanism, speed, and feed values for each 
wear...
% label using the fprintf function.   % Predict wear mechanisms for each label using 
a loop
 
  [~,~,labels] = detect(yolov3Detector,I); % Extracting failure modes from the 
YOLOv3-TWDM
  if isfield(predicted_labels, 'label')
      % Execute function for predicted label
      if predicted_labels.labels == 1
          for i = 1:length(labels)
                label = labels(i);
                switch label
                    case 'Uniforn flank wear'
                        mechanisms = 'abrasion,minor adhesion';
%                         bboxesfiltered = bboxes(scoresupper,:); 
%                         Bh_FW = bboxesfiltered (4);
%                         Failure_magnitude = Bh_FW;
                    case 'notching'
                        mechanisms = 'abrasion,high impact force';
                    case 'flaking'
                        mechanisms = 'diffusion,abrasion,adhesion,oxidation';
                    case 'BUE'
                        mechanisms = 'Adhesion';
                    case 'chipping'
                        mechanisms = 'severe abrasion, cyclic adhesion';
%                         bboxesfiltered = bboxes(scoresupper,:);
%                         Bw_chipping = bboxesfiltered (3);
%                         Bh_chipping = bboxesfiltered (4);
%                         Failure_magnitude = [Bh_chipping,Bw_chipping];
                 end
                fprintf('Wear label: %s\n', label);
                fprintf('Wear mechanism: %s\n', mechanisms);
          end
      end
      else
    disp('No predicted label found');
  end
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D.5.2 Determining the LTV and Process Parameters

3/19/23 11:26 PM C:\Users\Tiya...\determine_speed_feed.m 1 of 2

function [v, f] = determine_speed_feed(v_initial,f_initial)
%The code defines the initial cutting speed (v_initial), initial feed rate 
(f_initial),...
% and wear thresholds (LTV). 
% The calculate_speed_feed function takes the limiting values of LTV...
% It checks if any LTV exceeds the limit for each flank wear level
% Calculates the adjusted cutting speed (v) and feed rate (f) based on the highest 
percentage of LTV...
 
Optimal_parameter_1 = v_initial;                 % Initial cutting speed (m/min)
Optimal_parameter_2 = f_initial;                 % Initial feed rate (mm/tooth)
 
LTV1_Fi = 2000000; LTV2_Fi = 4000000; LTV3_Fi = 5000000; LTV4_Fi = 7000000;
LTV1_BhFW = 90; LTV2_BhFW = 170; LTV3_BhFW = 250; LTV4_BhFW = 430;
LTV1_BhChip = 30; LTV2_BhChip = 70; LTV3_BhChip = 100; LTV4_BhChip = 170;
LTV1_BwChip = 80; LTV2_BwChip = 180; LTV3_BwChip = 270; LTV4_BwChip = 420;
 
% Fi_limits = [LTV1_Fi,LTV2_Fi,LTV3_Fi,LTV4_Fi];                     % initial 
feature 1 (pixels)
% BhFW_limits = [LTV1_BhFW,LTV2_BhFW,LTV3_BhFW,LTV4_BhFW];           % initial 
feature 2 (pixels)
% BhChip_limits = [LTV1_BhChip,LTV2_BhChip,LTV3_BhChip,LTV4_BhChip]; % initial 
feature 3 (pixels)
% BwChip_limits = [LTV1_BwChip,LTV2_BwChip,LTV3_BwChip,LTV4_BwChip]; % initial 
feature 4 (pixels)
 
F_i = multi_sectional_SVD(Image);
 
 [~,~,labels] = detect(yolov3Detector,I); % Extracting failure modes from the YOLOv3-
TWDM
    for i = 1:length(labels)
          label = labels(i);
                switch label
                    case 'Uniforn flank wear'
                         bboxesfiltered = bboxes(scoresupper,:); 
                         BhFW = bboxesfiltered (4);
                    case 'chipping'
                         bboxesfiltered = bboxes(scoresupper,:);
                         BwChip = bboxesfiltered (3);
                         BhChip = bboxesfiltered (4);                
                end
    end
 
if Fi <= LTV1_Fi || BhFW <= LTV1_BhFW || BhChip <= LTV1_BhChip || BwChip <= 
LTV1_BwChip  
    mechanisms = predict_wear_mechanism(I);
    wear_percentage = max([(Fi/LTV1_Fi);(BhFW/LTV1_BhFW);(BhChip/LTV1_BhChip);
(BwChip/LTV1_BwChip)]);
    % Calculate the adjusted cutting speed and feed rate
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    v = Optimal_parameter_1 * (1 + wear_percentage);
    f = Optimal_parameter_2 * (1 - wear_percentage);
 
elseif (LTV1_Fi < F_i) && (F_i <= LTV2_Fi) || (LTV1_BhFW < BhFW) && (BhFW <= 
LTV2_BhFW) ...
        || (LTV1_BhChip < BhChip) && (BhChip <= LTV2_BhChip) || (LTV1_BwChip < 
BwChip) && (BwChip <= LTV2_BwChip) 
    disp('It is a uniform wear stage');
    mechanisms = predict_wear_mechanism(I);
    wear_percentage = max([(Fi/LTV2_Fi);(BhFW/LTV2_BhFW);(BhChip/LTV2_BhChip);
(BwChip/LTV2_BwChip)]);
    % Calculate the adjusted cutting speed and feed rate
    v = Optimal_parameter_1 * (1 + wear_percentage);
    f = Optimal_parameter_2 * (1 - wear_percentage);
 
elseif (LTV2_Fi < F_i) && (F_i <= LTV3_Fi) || (LTV2_BhFW < BhFW) && (BhFW <= 
LTV3_BhFW) ...
        || (LTV2_BhChip < BhChip) && (BhChip <= LTV3_BhChip) || (LTV2_BwChip < 
BwChip) && (BwChip <= LTV3_BwChip) 
    disp('It is the critical region, so tools can failure any time' );
    mechanisms = predict_wear_mechanism(I);
    wear_percentage = max([(Fi/LTV3_Fi);(BhFW/LTV3_BhFW);(BhChip/LTV3_BhChip);
(BwChip/LTV3_BwChip)]);
    % Calculate the adjusted cutting speed and feed rate
    v = Optimal_parameter_1 * (1 + wear_percentage);
    f = Optimal_parameter_2 * (1 - wear_percentage);
 
elseif Fi > LTV3_Fi || BhFW > LTV3_BhFW || BhChip > LTV3_BhChip || BwChip > 
LTV3_BwChip 
    disp('The tools have reached the failure stage, no action is required' );
    mechanisms = predict_wear_mechanism(I);
 
elseif Fi > LTV4_Fi || BhFW > LTV4_BhFW || BhChip > LTV4_BhChip || BwChip > 
LTV4_BwChip 
    disp('Tools have failed, stop cutting and change them');
    mechanisms = predict_wear_mechanism(I);
else
    disp('Continue with the current process parameters');
end
 
fprintf('Wear label: %s\n', label);
fprintf('Wear mechanism: %s\n', mechanisms);
fprintf('Wear mechanism: %s\n', v);
fprintf('Wear mechanism: %s\n', f);
 
 
 
 



Appendix E

MV-TCM Assembly Drawing
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Appendix F

Validation Data

F.1 Condition 1: Vc = 40m/min, ft = 0.08mm/tooth and
ap = 0.9mm

F.1.1 Average values for Replicate 1

Table F.1: Comparison of the Actual and Predicted Values for Replicate 1

L(mm) F.modea Bhchip(a) Bwchip(a) V Ba F.Modep Bhchip(p) Bwchip(p) V Bp

400 UFW - - 84 UFW - - 80
800 UFW - - 88 UFW - - 86
1200 UFW - - 112 UFW - - 76
1600 UFW - - 116 UFW - - 80
2000 UFW - - 120 UFW - - 97
2400 UFW - - 120 UFW - - 125
2800 BUE - - 120 BUE - - 116
3200 BUE - - 121 BUE - - 118
3600 BUE - - 120 BUE - - 117
4000 BUE - - 124 BUE - - 126
4400 CW,BUE 96 292 144 CW,BUE 92 279 142
4800 CW,BUE 112 248 145 CW 118 240 141
5200 CW,BUE 84 144 164 CW 80 148 167
5600 CW,BUE 132 328 208 CW,BUE 135 320 203
6000 CW,BUE 236 456 284 CW 246 445 278
6400 CW,BUE 260 716 360 CW 268 700 352
6800 CW,FW 508 828 724 CW,FW 502 802 748
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F.1.2 Average values for Replicate 2

Table F.2: Comparison of the Actual and Predicted Values for Replicate 2

L(mm) F.modea Bhchip(a) Bwchip(a) V Ba F.Modep Bhchip(p) Bwchip(p) V Bp

400 UFW - - 92 UFW - - 100
800 UFW - - 88 UFW - - 84
1200 UFW - - 92 UFW - - 96
1600 UFW - - 92 UFW - - 80
2000 UFW - - 100 UFW - - 102
2400 UFW - - 104 UFW - - 98
2800 CW 76 172 96 CW 90 143 121
3200 CW 196 200 100 UFW,CW 232 190 105
3600 UFW,CW 72 176 100 UFW 83 158 123
4000 UFW,CW 104 184 108 UFW 128 165 118
4400 UFW,CW 96 184 108 UFW,CW 118 160 125
4800 UFW,BUE - - 135 UFW,BUE - - 150
5200 CW,BUE 724 868 424 CW,BUE 256 866 326
5600 CW,BUE 424 562 482 CW,BUE 507 517 428
6000 CW,FW 176 936 816 CW,FW 200 832 604
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F.2 Condition 2: Vc = 60m/min, ft = 0.08mm/tooth and
ap = 0.9mm

F.2.1 Average values for Replicate 1

Table F.3: Comparison of the Actual and Predicted Values for Replicate 1

L(mm) F.modea Bhchip(a) Bwchip(a) V Ba F.Modep Bhchip(p) Bwchip(p) V Bp

400 UFW - - 50.5 UFW - - 60.5
800 UFW - - 59.8 UFW - - 74
1200 UFW,CW 17.5 92.5 79 UFW 20 89 67
1600 UFW,CW 23 104 87 UFW 25.25 86 72
2000 UFW,CW 51.8 241 107 UFW,CW 51 207 95
2400 UFW,CW 56.5 255 111 UFW,CW 65.25 234 120
2800 BUE,CW 125 579 165 CW 143 552 166
3200 BUE,CW 187 893 261 BUE,CW 175 808 223
3600 BUE,CW,FW 402 904 474 CW 375 787 457

F.2.2 Average values for Replicate 2

Table F.4: Comparison of the Actual and Predicted Values for Replicate 2

L(mm) F.modea Bhchip(a) Bwchip(a) V Ba F.Modep Bhchip(p) Bwchip(p) V Bp

400 UFW - - 75 UFW - - 68
800 UFW - - 75 UFW - - 71
1200 UFW,CW 23 96 81 UFW 27 65 65
1600 UFW,CW 45 152 95 CW 48 134 70
2000 UFW,CW 64 207 94 UFW,CW 66 195 88
2400 UFW,CW 114 341 111 CW 125 339 100
2800 BUE,CW 84 461 121 CW 106 478 117
3200 CW 85 385 148 CW 115 371 138
3600 CW,BUE,FW 215 887 331 CW 251 831 305
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F.3 Condition 3: Vc = 1000m/min, ft = 0.15mm/tooth and
ap = 0.9mm

F.3.1 Average values for Replicate 1

Table F.5: Comparison of the Actual and Predicted Values for Replicate 1

L(mm) F.modea Bhchip(a) Bwchip(a) V Ba F.Modep Bhchip(p) Bwchip(p) V Bp

200 UFW - - 76 UFW - - 79
400 UFW,CW 17.75 136 80 CW 67 155 85
600 UFW,CW 35.25 387 89 CW 41 418 87
800 CW,BUE 177 616 364 CW 170 557 290
1000 CW,BUE,FW 403 1135 508 CW 346 740 554

F.3.2 Average values for Replicate 2

Table F.6: Comparison of the Actual and Predicted Values for Replicate 2

L(mm) F.modea Bhchip(a) Bwchip(a) V Ba F.Modep Bhchip(p) Bwchip(p) V Bp

200 UFW - - 70 UFW - - 75
400 UFW - - 81 UFW - - 76
600 UFW,CW 49 414 114 CW 47 266 88
800 CW 250 662 307 CW 192 639 292
1000 CW,BUE,FW 591 1202 625 CW 496 938 442
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