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Abstract

This thesis describes the experimental realisation of state-dependent traps employing RF-

dressed adiabatic potentials. 87Rb atoms have been successfully confined to chip-based

atom traps that can independently address atomic ground states defined by the total

angular momentum, F . The ring-shaped trap can be used as a Sagnac interferometer to

measure rotation with respect to the inertial frame of reference. The results of spatially

dependent radio frequency field polarisation control in this trap resulted in counterprop-

agating motion of the atoms in the F = 1 and F = 2 states.
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L. Elson, D. Johnson, E. da Ros, B. Hopton, M. Overton, N. Cooper, S. Madkhali, V.

Naniyil, C. Colquhoun, L. Hackermüller, A. Davis, K. Jensen, A. Meraki, A. Akbar and

others.

My gratitude goes toward my examiners, Dr. Elliot Bentine and Prof. Juan P. Garrahan

for taking their time to provide constructive feedback.

Finally, I would like to thank my family: my mother, Lina, and brothers, Justinas and

Karolis.

iii



iv



Contents

Abstract i

Acknowledgements iii

1 Introduction 1

1.1 Description of Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

1.2 Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.3 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.4 Aims and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 The Atomic Sagnac interferometer 11

2.1 The Sagnac Phase . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2 The 87Rb Atom . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.3 The Ramsey Sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 RF-Atom Interactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.5 State-Dependent Guide . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.5.1 Numerical Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 37

3 Experimental Setup 39

3.1 Conductor Structures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1.1 External Coils . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1.2 The PCB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.1.3 RF Antennae . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.1.4 The RF Chip . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

v



vi CONTENTS

3.1.5 The Electromagnet Chip . . . . . . . . . . . . . . . . . . . . . . . . 48

3.2 RF & MW Electronics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.1 RF Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.2 Impedance Matching Electronics . . . . . . . . . . . . . . . . . . . 52

3.2.3 MW Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.3 Vacuum Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.1 Rate Table . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.2 UHV Chamber . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

3.4 Optical Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

3.4.1 Laser Locking, Tuning and Beam Shaping . . . . . . . . . . . . . . 63

3.4.2 On-Chamber Optics . . . . . . . . . . . . . . . . . . . . . . . . . . 67

3.5 Absorption Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

3.5.1 Observing Atoms in F = 1 Manifold . . . . . . . . . . . . . . . . . 72

4 Experimental Results 73

4.1 Experimental Sequence . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 Initial Cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2.1 Optical Molasses . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.2.2 Magneto-Optical Trap . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.3 Transfer Into Magnetic Trap . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.3.1 Compressed MOT . . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.3.2 Optical Pumping . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84

4.3.3 Atom Capture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.4 Evaporative RF Cooling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90

4.5 Optically Plugged Quadrupole Trap . . . . . . . . . . . . . . . . . . . . . . 94

4.6 Atom Transport . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97

4.7 The Chip-Based Ioffe-Pritchard Trap . . . . . . . . . . . . . . . . . . . . . 100

4.8 MW Pulses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
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Chapter 1

Introduction

This thesis describes work on building an atom interferometer capable of measuring rota-

tion through the use of state-dependent radio frequency (RF)-dressed adiabatic potentials.

Successful progress toward the Sagnac interferometer has been made by demostrating a

state-dependent transport of 87Rb atoms in a ring-shaped trap. I will present to you

a journey from putting the atom chip inside the vacuum chamber to state-dependently

guiding the atoms on a chip.

1



2 Chapter 1. Introduction

1.1 Description of Work

The structure of this PhD thesis is outlined below, including a short description of the

contents and key ideas/results.

Chapter 1: A brief overview of the history of rotation detection and the motivation

behind the experiment is presented. Historical links between first devices to sensors un-

derpinning modern technology are covered. Following the chronicle of discoveries leading

to matterwave interferometry is the motivation for our particular implementation of the

Sagnac interferometer. State-of-the-art experiments within the field are reviewed and

potential advantages of our setup over the competing strategies is explained. Lastly, we

touch on the milestones that are key to the success of the experiment with a brief look at

the importance of each one to the success of the overall project.

Chapter 2: The theory behind the state-dependent transport scheme is investigated

and key results are presented. Numerical simulations as well as analytical results will

provide insight into the interaction between atomic spins, static magnetic fields, and RF

radiation. A general model of an atom interacting with magnetic fields will be presented

before we show how the potentials can be dynamically shaped to drive atoms around an

enclosed loop to perform Sagnac interferometry.

Chapter 3: The experimental setup will be described in this chapter. This includes the

vacuum setup, RF & microwave (MW) electronics, control & timing infrastructure, laser

optics, current carrying wire configuration and AC field source description. Some of the

in-house-built component designs developed for this project are also included here.

Chapter 4: This chapter will present experimental techniques and results leading to-

wards a rotation sensing device. The covered subjects range from initial laser cooling

of the atoms to preparing quantum superpositions of states that can be guided indepen-

dently of each other. A full loop around the ring in one of the quantum states has been

completed to show the multi-loop capability for a measurement with increased sensitivity.
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Chapter 5: The summary of this thesis will look at the overall progress towards the

fully functional rotation sensor and review the remaining hurdles to overcome. A method

to reduce transition linewidth dependence on the applied magnetic field will be presented

as well as design improvements are presented. Additionally, a time-averaging scheme will

be presented to make the device more robust against mechanical motion.
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1.2 Overview

A Sagnac interferometer, first introduced by Georges Sagnac [3], is a device used to

measure one’s rotation with respect to inertial frame of reference at a rate, Ωrot, using

the phase shift that arises in an area-enclosing interferometer.

The early concepts of measuring rotation rate date back as far as the 2nd century BC with

the Chinese invention of a mechanical device known as the ”South Pointing Chariot” [4],

which employed a rotating wheel to maintain its direction of travel. In 1851 the Earth’s

rotation rate was measured with the help of a large pendulum by the French physicist

Jean Bernard Leon Foucault [5]. The pendulum’s precession displayed a gyroscopic effect,

setting the foundation for further gyroscope development. The first practical gyroscopes

used mechanical motion to provide stabilising force, keeping the device still with respect

to the inertial frame of reference. Initially used for naval navigation applications, these

devices were developed in the early nineteenth century, notably the gyrocompass built

by the German inventor Hermann Anschütz-Kaempfe in 1908 and the Sperry Gyroscope,

invented by Elmer Ambrose Sperry in 1933. As time passed, gyroscopes became essen-

tial pieces of equipment in aerospace and space applications. In the late 20th century,

compact devices based on micro-electromechanical systems (MEMS) technology [6] made

rotation sensors widely available with sensitivity high enough to measure the Earth’s ro-

tation rate with a cheap sensor in a smartphone [7]. Ring laser gyroscopes (RLGs) and

fibre optic gyroscopes (FOGs) that use interferometry of light travelling in a ring cavity

(RLGs) and a coiled optical fibre (FOGs) offer a higher level of measurement precision

than MEMS devices and are frequently the preferred option in the inertial sensing field.

The first ring laser gyroscope was built in 1963 [8] and since then further research has

shown the feasibility of interfering with matter waves rather than electromagnetic waves,

which brings its own set of benefits and challenges [9]. Namely, an increase in rotation

sensitivity of an order of 1010 has been estimated to be achieved by replacing conven-

tional electromagnetic waves with matter waves [10]. The reason for this dramatic gain

in sensitivity comes from the much larger accumulated phase of a matter interferometer

compared to its light counterpart for the same rotation ϕmatter/ϕlight = mc2/h̄ω, where
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m ≈ 10−25kg is the mass of the Rb-87 atom, c is the speed of light, h̄ the reduced Planck

constant, and ω ≈ 2π × 1015Hz is the angular frequency of light.

The Sagnac interferometer works by splitting coherent wavepackets into a superposition

of waves travelling on a closed-loop path in counter-propagating manner. When the waves

recombine again after completing a full loop, a measurement is made to determine the

differential phase imprinted onto the wavepackets due to the setup rotating with respect

to an inertial frame of reference, also called the Sagnac phase ϕSagnac.

Although we use Sagnac’s invention to measure the rotation rate with high precision

to this day, he made the wrong assumption about what gives rise to this phase shift

between different paths that the waves take. The interferometer was first built to prove the

existence of luminiferous aether. The argument proposed was that an observer travelling

through the aether would experience a frictional drag force. The higher the relative

velocity of the observer to the aether would lead to the greater the drag force. Under

rotation with respect to stationary frame of reference this would mean that wavepackets

are moving with the flow of aether while the waves in the other arm of the interferometer

would propagate against the flow as shown in figure 1.1, hence the differential phase would

manifest from discrepancy in the drag force.

Figure 1.1: According to Sagnac, waves propagating in opposite arms of the interferometer
should experience different amounts of drag force resulting in a phase shift ϕSagnac when
the experiment is rotating with respect to an inertial frame of reference at a rate ΩRot.
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Further work by Max von Laue [11] and Paul Langevin [12, 13] has shown that one can

derive the differential phase from relativistic effects, making the experimental rotation

rate measurement possible even in the absence of luminiferous aether. In fact, the effect

can be expressed in terms of the proper time difference for particles travelling in opposite

directions. One of the more impressive examples of related measurement was carried out

by Joseph C. Hafele and Richard E. Keating [14], where they placed two identical atomic

clocks on aeroplanes travelling around the Earth in opposite directions and managed

to predict and measure the relative time difference between the two devices caused by

relativistic effects.

This PhD project expands on the idea of a matter-wave Sagnac interferometer by intro-

ducing a novel way of guiding the interfering particles around an enclosed path rather

than using ballistic transport. The scheme for this experiment was introduced in 2007

[15], and only realised in practise 16 years later. Details of previous theoretical and exper-

imental work can be found in theses by T. Bishop [16], F. Gentile [17], and J. Johnson

[18].

1.3 Motivation

Sagnac interferometers have a wide variety of uses, including current sensing [19], tem-

perature measurement [20], gravitational wave detection [21, 22], and rotation sensing

[23, 24]. Today, Sagnac interferometers are considered to be some of the most accurate

devices for precise rotation measurements. The technology has improved significantly

with the rise of fibre optic gyroscopes guiding aircraft and space missions [25], however,

matter wave interferometers are getting closer to becoming a better alternative due to

their long-term stability. Even the best FOGs are limited by the bias instability, meaning

that eventually the accuracy of the measurement cannot improve any further by averag-

ing the measurement over longer times. The averaging time limit of the FOGs is around

10000s [26], after which systematic effects, such as the Earth’s tidal forces and temper-

ature swings start increasing the uncertainty in the measurement. A recent paper by a

research group in Paris [27] observed no such levelling off in precision on the same time
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scale with their cold-atom system. Given that a sufficiently small size, weight and power

package is achieved, a matter-wave interferometer can be used to supplement conventional

ring laser gyroscopes to limit systematic drift in inertial navigation framework [28].

The early matter wave interferometer designs rely on atoms freely falling in space [29,

30, 31], therefore, increasing the sensitivity by increasing the enclosed area of the device

becomes challenging. Making an interferometer with a larger area with this design requires

increasingly taller vacuum setups to accommodate the atoms accelerating downward with

gravity. Later generations of interferometers take advantage of multi-loop schemes [32]

and some setups also rely on moving the atoms along the guide, thus reducing the volume

of the device. The majority of these schemes, however, still rely on ballistic transport of

atoms along the guide [23, 33, 34].

The free propagation of atoms in a guide means that one needs to impart some momen-

tum to atoms travelling around the loop in order to complete a full loop. This is not

an issue when the atoms are moving horizontally; nevertheless, the single-loop area be-

comes limited under tilt due to gravitational potential gradient. Large momentum kicks

may cause parametric heating and may still be insufficient to reach the top of the guide.

Another prevalent issue stems from the spread of atomic wavepackets along the waveg-

uide over time, leading to a reduced measurement contrast. Instead, we opt for a fully

trapped setup that uses RF-dressed adiabatic potentials [35] that trap atoms in all three

dimensions during measurement [15, 36].

With the advent of atom chip technology [37], cold-atom experiments can be made

compact and more power efficient. Atoms chips use microfabrication techniques to deposit

small wire structures on substrates, usually made of silicon. Evaporated metal conductors

have few imperfections and can be placed a few µm from the atoms which leads to

high trapping field gradients. Small size and low power requirements play in our favour;

therefore, an atom chip setup has been chosen as the initial platform to test the feasibility

of such device. Due to atoms being in close proximity to the conductors, one can achieve

extremely high field gradients for atom trapping, and the RF field magnitude required

for guiding the atomic ensemble can be achieved with off-the-shelf commercially available
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components.
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1.4 Aims and Objectives

The key requirements for achieving a functional rotation sensing device are listed below.

The motivation behind our design choices and the significance of each of the milestones

will be presented.

Loading Atoms Into a Ring Trap

The experimental setup consists of many current-carrying components, as well as RF

and MW sources, which work together to produce a dense atomic ensemble prepared in a

quantum state needed to measure the Sagnac phase. External coils and ultra-high vacuum

compatible part of the setup work hand in hand during the transport stage from a typical

six beam magneto-optical trap to a trap produced by the atom chip. Along the way, the

atoms are pumped into a magnetically sensitive state, transferred into a purely magnetic

DC trap, cooled down and loaded into a complex potential.

RF Field Control

Multiple sources of RF fields are used to produce state-dependent potentials that can be

individually moved around by achieving a high level of control over the RF field frequency

and spatially dependent polarisation. We will outline the field-producing elements in the

setup, their role, and verification procedures in place used to ensure the correct operation

of the device.

State-Dependent Transport

Through the use of constructive and destructive interference of the fields, the RF dressed

adiabatic potentials are shaped to serve as a matterwave guide that is capable of state-

dependent atom transport. The experimental realisation of such a transport method has

not been shown before and is therefore interesting from the perspective of practical appli-

cations as well as fundamental science. We demonstrate the capability of completing a full

loop around the atom chip guide with atoms moving in counter-propagating directions.
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The Ramsey Sequence

A series of carefully timed MW pulses is required for the operation of our device. We use

a spin-echo-type sequence to eliminate any phase that rises from the guide having small

asymmetric manufacturing imperfections or from the tilted operation of the device with

respect to gravity. The description of the sequence and key parameters will be provided

in the chapters 2 and 4 of this thesis.

Gyroscope Realisation

Although we already have a grasp on how to perform state-dependent transport and MW

pulse sequences to obtain an interferometric phase, the combination of the two to obtain

a rotationally sensitive measurement has yet to be achieved. The nature of the biggest

hurdles to overcome will be identified with a path to address the most recent challenges.

Design Improvements

Most of the tasks to be completed during this project have been successfully realised;

however, there are many ways to improve the setup in the future. On the basis of the

experimental observations, many areas for design improvement were identified. The main

challenges will be covered, as well as the description of specific setup alterations to address

them. Unfortunately, due to time constraints, these changes in the experiment are yet

to be implemented; however, significant progress has been made towards the inclusion of

additional infrastructure.

These upgrades may include but are not limited to:

• MW dressing scheme that shows promising results towards achieving a narrow spec-

tral width of a clock transition required for high precision measurements,

• adding more strategically placed wire structures,

• implementation of time-averaged potentials to improve the spatial overlap of the

state-dependent traps.



Chapter 2

The Atomic Sagnac interferometer

This chapter examines the development of RF-dressed adiabatic potentials for atom trap-

ping and transport. We will begin by exploring the general operating principles of a

Sagnac interferometer. We will then analyse the energy-level structure of a single Rb-87

atom and the microwave pulses used to couple the energy levels of interest. We will then

discuss the potentials created by time-dependent magnetic field interactions. Finally,

we will investigate a particular type of RF-dressed trap, as the ring lattice geometry is

beneficial for the construction of the rotation sensor.

11
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2.1 The Sagnac Phase

The operation of the Sagnac interferometer shown in figure 2.1 can be explained through

relativistic effects that lead to rotation measurements. We can start from simple Lorentzian

transformations to explain what gives rise to the Sagnac phase. For this example, we as-

sume that the waves travel around the circular loop with radius R, in counter-propagating

directions, at velocity v.

Figure 2.1: Relativistic Sagnac interferometer.

We denote the waves travelling in counter-clockwise direction with the subscript ’+’ and

the waves travelling in the opposite direction with ’−’. We assume that the entire setup

is rotating with respect to an inertial frame of reference with rate Ω. The time in this

rotating frame of reference, t′, is transformed according to equation 2.1

t′ = γ

(
t− ΩRx

c2

)
, (2.1)

where c is the speed of light, γ is the Lorentz factor, t is the time and x is the position in

the inertial frame of reference.
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The position in this dynamic frame of reference is given by x′.

x′ = γ (x− ΩRt) , (2.2)

where γ is defined as

γ =
1√

1− v2

c2

. (2.3)

Here, v = x/t is the phase velocity. In the transformed frame of reference, we can look at

the velocity v′±, and path length l′±, for the two waves.

v± =
v ±RΩ

1± vRΩ
c2

(2.4)

l′± = 2πR±RΩt′± (2.5)

From equations 2.4 and 2.5 we can calculate the arrival times of waves in each of the

interferometer arms.

t′± =
l′±
v′±

=
2πR (1± vΩ/c2)

v
(
1− R2Ω2

c2

) , (2.6)

which in turn gives us the time difference ∆t.

∆t =
∣∣t′− − t′+

∣∣ = 4πR2Ω

c2
(
1− R2Ω2

c2

) (2.7)

With atom interferometers we can use ∆t scaled by the Compton frequency [38] to find

the Sagnac phase, ϕSagnac, imprinted due to rotation with respect to the inertial frame of

reference.

ϕSagnac = 2πfCompton∆t = 2π
mc2

h
∆t (2.8)
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In the regime where R2Ω2 << c2 equation 2.8 simplifies to

ϕSagnac =
4mAΩ

h̄
, (2.9)

where m is the mass of the particles, and A = πR2 is the effective area enclosed by the

interferometer path. For classical waves, one should use the frequency of the waves rather

than the Compton frequency. One can notice that, in the end, the Sagnac phase depends

on the rotation rate, Ω, and not the velocity of the particle.

We can also examine the errors associated with the measurement. The mass term’s

uncertainty is much lower than the other terms, so it can be disregarded. The Planck

constant is fixed, so the only sources of uncertainty in the measurement are δA and δΩ.

δϕ2
Sagnac =

(
∂ϕSagnac

∂A
δA

)2

+

(
∂ϕSagnac

∂Ω
δΩ

)2

=

(
mΩ

h
δA

)2

+

(
mA

h
δΩ

)2
(2.10)

The first term in equation 2.10 tends to 0 if Ω = 0. We can achieve this through com-

pensation of the rotation by placing our setup on a rotating platform that cancels the

motion with respect to the inertial frame of reference. When motion around the axis of

rotation is compensated completely, the device measures no phase shift, and the rotation

rate is inferred from the corrections that had to be applied to the system. This technique

is called gimballing and allows us to minimise the errors associated with δA. Another

solution would involve moving the atoms in the two interferometer arms at different rates

to make sure that they meet at the same location within the inertial frame. This will be

discussed in further sections of this chapter. The second term corresponds to systematic

errors that cannot be avoided.
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2.2 The 87Rb Atom

It is important to understand the underlying structure of the atom in question before we

continue to look at a specific case. A comprehensive description and many useful data

on the atomic structure of 87Rb are compiled in the paper by D. Steck [2]. Another

useful reference may be the textbook by C.J. Foot [39]. We begin by looking at the

energy-level structure defined by the interactions between the single outermost electron

and the nucleus of the atom.

The energy structure of group IA elements is very similar to Bohr’s model of an atom

[40] which only considers a single electron orbiting the positively charged nucleus. Bohr’s

model of an atom describes the energy-level structure that only depends on the funda-

mental quantum number n.

En = −Z
2RE

n2
, (2.11)

where Z is the atomic mass of the atom in question and RE is the Rydberg energy. This,

however, does not represent the energy-level structure of heavier atoms, and quantum

defect correction has to be introduced to match the experimentally observed spectral

data. The binding energy required to kick the electron out of its orbit then follows the

modified relation.

EB = − Z2hc

(n− δs)
2 , (2.12)

where h is the Planck’s constant, and δs = 3.19 is the quantum defect associated with

the electronic spin that interacts with the nucleus of the atom. Quantum defect values

for various alkali metal atoms can be found in [39]. The outer electron of 87Rb is in the

energy state given by the fundamental quantum number n = 5.

Electrons have a magnetic moment µS proportional to the spin angular momentum vector,

S. When these electrons orbit a positively charged nucleus, they see an effective magnetic

field B which depends on the total angular momentum L = r×p. Here, r is the position

of the electron with respect to the nucleus and p is the momentum of the electron. The
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energy shift due to this spin angular momentum and orbital angular momentum follows

the relation in equation 2.13.

∆E = −µS ·B, (2.13)

which is directly proportional to quantity L · S. To find the expression for L · S, we

introduce a quantity J , known as the total angular momentum of the electron.

J = L+ S. (2.14)

Taking the dot product of J with itself we find that

2L · S = J2 −L2 − S2. (2.15)

J can take values in the range |L− S| ≤ J ≤ |L+ S| that determine the ground state

of 87Rb with L = 0, S = 1/2 and J = 1/2 as well as the first excited state with L = 1,

S = 1/2, and J = 1/2 or J = 3/2. This fine structure of the atom determines the

optical transition lines, known as the D1 line for the 52S1/2 ↔ 52P1/2 transition and the

D2 line for the 52S1/2 ↔ 52P3/2 transition. The D1 transition for 87Rb corresponds to a

wavelength of about 795nm, while the D2 line can be seen at 780nm.

The further splitting of the ground and excited states describes the hyperfine structure

of the atom as a result of the coupling between the total electron angular momentum J

and the total nuclear angular momentum I. The total angular momentum of the atom is

presented as a quantity F .

F = J + I (2.16)

F can take values in integer steps that fall within the range |I − J | ≤ F ≤ |I + J |.
87Rb has nuclear angular momentum I = 3/2 and therefore, for a ground state J = 1/2,

F can take values of 1 or 2. By the same example, the excited state 52P1/2 can have

values F = 1, 2 and the state 52P3/2, corresponding to the line D2, has possible values
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F = 0, 1, 2, 3. The Hamiltonian in this case is represented by

Ĥhfs = AhfsI · J +Bhfs

3 (I · J)2 + 3
2
I · J − I (I + 1) J (J + 1)

2I (2I − 1) J (2J − 1)
, (2.17)

which leads to eigenenergies that correspond to hyperfine structure energy shift.

∆Ehfs =
1

2
AhfsK +Bhfs

3
2
K (K + 1)− 2I (I + 1) J (J + 1)

2I (2I − 1) 2J (2J − 1)
, (2.18)

where Ahfs is the magnetic dipole constant, Bhfs is the electric quadrupole constant that

has a value of 0 for the states J = 1/2, and K is given by

K = F (F + 1)− I (I + 1)− J (J + 1) . (2.19)

The values for Ahfs and Bhfs can also be found in [2]. Equation 2.18 defines the energy

level shifts due to hyperfine structure that can be interrogated by a laser. For the purposes

of this experiment, the D2 line is of greater interest because of the existing cycling optical

transition that can be used to capture and cool atoms. The energy level diagram of the

transition D2 is provided below.

Figure 2.2: D2 line 87Rb structure. Data taken from [2].
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Now we can look at the structure that forms due to interactions between applied static

magnetic fields and the atomic spin. The Hamiltonian for this interaction is

ĤDC = −µtot ·B =
µB

h̄
(gSS + gLL+ gII) ·B, (2.20)

where µB is the Bohr magneton, h̄ is the reduced Planck’s constant, B is the applied

external magnetic field, and g are the g-factor constants that take into account changes

in the electron spin, electron orbital, and nuclear parts of the magnetic moment. If

the applied magnetic field provides energy shifts smaller than the fine structure, then

the Hamiltonian can be described by quantum numbers J and I. Without any loss of

generality, we can choose the magnetic field to be pointing along the z-axis. This leaves

us with the Hamiltonian expression that can be written as

ĤDC =
µB

h̄

(
gJ Ĵz + gI Îz

)
Bz. (2.21)

The Hamiltonian can be simplified even further if the applied magnetic field introduces

energy shifts that are smaller than hyperfine splittings [41]. The equation in that case

can be described by a single quantum number F

ĤDC = µBgF F̂zBz, (2.22)

where Fz and Bz are projections of F and B on the z-axis, and gF is called the hyperfine

Landé g-factor. gF can be expressed as

gF = gJ
F (F + 1)− I (I + 1) + J (J + 1)

2F (F + 1)
+ gI

F (F + 1) + I (I + 1)− J (J + 1)

2F (F + 1)

≈ gJ
F (F + 1)− I (I + 1) + J (J + 1)

2F (F + 1)
,

(2.23)

with gJ expressed as
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gJ = gL
J (J + 1)− S (S + 1) + L (L+ 1)

2J (J + 1)
+ gS

J (J + 1) + S (S + 1)− L (L+ 1)

2J (J + 1)

≈ 1 +
J (J + 1) + S (S + 1)− L (L+ 1)

2J (J + 1)
.

(2.24)

The simplified result for gj comes from assuming approximate values gs ≈ 2 and gL ≈ 1

[2]. the Hamiltonian from equation 2.22 is described by the linear Zeeman effect which

leads to energy level splitting, determined by the quantum number mF , corresponding to

the projection of the total atomic angular momentum onto the quantisation axis set by

the applied magnetic field [42].

∆E|F,mF ⟩ = µBgFmFBz (2.25)

The mF can take values |−F | ≤ mF ≤ |F | and for the ground states of 87Rb the two

ground states have similar magnitudes but opposite signs gF=1 ≈ −gF=2 ≈ −1/2 [43].

The states of interest for us are the low-field seeking states that have the potential mini-

mum at zero magnetic field. Wing [44] stated that by generalising Earnshaw’s theorem

one can deduce that there may only exist magnetic field local minima but no maxima can

occur. This means that we can only use low-field seeking states when trapping atoms in

DC traps. This may not be the case for dynamic potentials.

The states of interest for this device are |F = 2,mF = 1⟩ and |F = 1,mF = −1⟩ due to

having a very similar energy shift ∆E|F=2,mF=1⟩ ≈ ∆E|F=1,mF=−1⟩. This ensures that

even in spatially varying magnetic field, the transition frequency between the two states

is constant.
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2.3 The Ramsey Sequence

To measure the Sagnac phase, an optical gyroscope needs interfering photons, mirrors

and beam splitters. The matterwave counterpart can use microwave frequency pulses as

optical components to power a Ramsey interferometer [45]. Multiple pulses can be used

to operate a Ramsey - Bordé interferometer [46], which reduces common-mode noise

during the measurement.

The theoretical description of the interaction between the spins of the atoms and the

introduced MW field can be found in [39]. The system Hamiltonian, Hα
R, only needs

to describe the transitions between the two RF-dressed states of interest, labelled as

|1⟩ = |F = 1, m̄F = −1⟩ and |2⟩ = |F = 2, m̄F = 1⟩, separated by energy h̄ω0, equivalent

to the bare transition clock frequency h̄ωhfs. The bar over the label of the state indicates

that we are dealing with adiabatic RF-dressed states rather than bare atomic states. The

formalism describing these states will be provided in the following sections of this chapter.

The system is driven by an arbitrarily polarised MW field with Rabi frequency ΩMW,Rabi,

detuning ∆MW = ωMW − ω0, and phase α

Ĥα
R = ΩMW,Rabi (cos (α)σ̂x + sin (α)σ̂y) + ∆MW σ̂z. (2.26)

Here, σ̂x,y,z are Pauli matrices and ΩMW,Rabi is dependent on MW field amplitude as well

as polarisation [1]. The interferometer sequence displayed in figure 2.3 consists of three

MW pulses separated by time intervals T . First, a MW pulse prepares a superposition

between |1⟩ and |2⟩ after which atoms are transported around the ring track for time T .

At the halfway point, a MW π - pulse is applied to act like a mirror before the atoms are

driven back to their initial position. Finally, after the atoms have returned, a third MW

pulse performs the last π/2 - pulse to read out the Sagnac phase.
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Figure 2.3: Expectation value evolution as a function of time during the experiment

The state evolution operator, Û , is represented as

Ûα (τ) = e−iĤα
Rτ , (2.27)

where τ is the length of a particular time period in the experimental sequence. The π

- pulses are defined so that τπ,π
2
× ΩMW,Rabi = π, π

2
. The evolution of time is described

by operators that have ΩMW,Rabi = 0 and τ = T , where T is the time interval between

the π- and π/2- pulses. The total sequence applied to the initial state |2⟩ transforms the

wavefunction as shown below

|ψSagnac⟩ = Ûα
π
2
Û (T ) Û0

πÛ (T ) Û0
π
2
|2⟩ . (2.28)

The operators can be represented as rotations on the Bloch sphere in figure 2.4. During

the free propagation time atoms can acquire different phases, indicated by multiple arrows

on the Bloch sphere. This can happen due to atomic thermal motion within the trap.

A π-pulse applied half-way through the free propagation stage minimises the dephasing

effects.
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Figure 2.4: Ramsey sequence represented as rotations around the Bloch sphere. Black
arrows indicate the state of the atoms and blue traces show the time evolution of the state
during MW pulses.
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2.4 RF-Atom Interactions

In this section, we will tackle the description of atomic spins interacting with DC and

RF fields in order to shed some light on how the RF dressed potentials work. The total

magnetic field, Btot, applied to the system can be split into static magnetic field and RF

field contribution.

Btot = BDC +BRF (ωt) (2.29)

It is useful at this point to consider a frame of reference that rotates about the static

field vector at Larmor precession frequency in order to look at the components of the

AC magnetic field that have non-zero coupling terms. For this, we introduce circular

components that will form a complete basis.

ê+ =
1√
2
(êx + iêy) (2.30a)

ê− =
1√
2
(êx − iêy) (2.30b)

êπ = êz, (2.30c)

where ê+ corresponds to σ+ polarisation, ê− to σ−, and êπ corresponds to π-polarised

RF field. Also, from equation 2.22 we can work out the Larmor precession frequency for

atoms in a fixed magnetic field.

ωLarmor =
µBgF F̂zBz

h̄
(2.31)

We can define an arbitrarily polarised RF field, BRF (t), oscillating at angular frequency

ωRF .

BRF (t) = (BRF+ê+ +BRF−ê− +BRFπêπ) e
iωRF t + c.c. (2.32)
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The Hamiltonian for magnetic field interactions, ĤB, is then expressed as

ĤB =
µBgF
π

(
F̂zBDC +

(
1√
2

(
F̂+BRF+ + F̂−BRF−

)
+ F̂πBRFπ

)
e−iωRF t

)
+ h.c.,

(2.33)

where the angular momentum operators follow the relations below.

F̂π |F,mF ⟩ = m |F,mF ⟩ (2.34a)

F̂ 2 |F,mF ⟩ = F (F + 1) h̄2 |F,mF ⟩ (2.34b)

F̂± |F,mF ⟩ =
√

(F ∓mF ) (F ±mF + 1) |F,mF ± 1⟩ (2.34c)

and

[
F̂π, F̂+

]
= F̂+ (2.35a)[

F̂π, F̂−

]
= −F̂− (2.35b)[

F̂+, F̂−

]
= 2F̂π (2.35c)[

F̂ 2, F̂±,π

]
= 0. (2.35d)

The derivation of these relations can be found in textbooks, such as the one by A. Mes-

siah [47]. We apply a rotation operator that rotates about z-axis at Larmor precession

frequency. The unitary rotation operator is represented by

Û± = ei(φ+sωRF t)F̂z , (2.36)

where the sense of rotation, s = ± is determined by the g-factor as

s =
gF
|gF |

. (2.37)
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Under this rotation, we can define the wavefunction ϕ.

ϕ = Û±ψ (2.38)

which follows the time-dependent Schrödinger equation.

Ĥψ = ih̄
∂ψ

∂t
(2.39)

From this we can obtain the time evolution of the wavefunction.

ih̄
∂ϕ

∂t
= ih̄

∂Û±

∂t
ψ + Û±Ĥψ = ih̄

∂Û±

∂t
Û †
±ϕ+ Û±ĤÛ

†
±ψ (2.40)

Because Û± commutes with F̂z, this gives
[
Û±, F̂z

]
= 0, and therefore ih̄∂Û±

∂t
Û †
± =

−h̄ωRF F̂z. This result allows us to express the Hamiltonian in the rotating frame of

reference as

Ĥrot = iωRF F̂z + Û±ĤBÛ
†
±. (2.41)

Plugging equation 2.33 into 2.41 gives

Ĥrot =
µBgF
2

((
BDC − h̄ωRF

µB |gF |

)
F̂z +

(
BRFπe

i±ωRF t +B∗
RFπe

i∓ωRF t
)
F̂π

+Û±

(
1√
2

(
F̂+B+ + F̂−B−

)
e−iωRF t

)
Û †
±

)
+ h.c..

(2.42)

For an applied AC magnetic field at frequency ωRF , there will be a static magnetic field

which satisfies condition ωRF = ωLarmor. This resonant DC field, Bres, can be written as

Bres =
h̄ωRF

µB |gF |
(2.43)

We use the Baker-Campbell-Hausdorff equation [48] to take into account the terms Û±.

eαF̂z F̂±e
−αF̂z = e±αF̂± (2.44)
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This allows us to rewrite the Hamiltonian in the rotating frame of reference.

Ĥrot =
µBgF
2

(
(BDC −Bres) F̂z

+
(
BRFπe

i±ωRF t +B∗
RFπe

i∓ωRF t
)
F̂π

+
1√
2

(
F̂+B+e

(−1+s)iωRF t + F̂−B−e
(−1−s)iωRF t

+ F̂−B
∗
+e

(1−s)iωRF t + F̂+B
∗
−e

(1+s)iωRF t
))

,

(2.45)

where s is defined in equation 2.37. By applying the rotating wave approximation it is

assumed that all terms oscillating at high frequencies have zero effect on average and

therefore can be dismissed. We can see that depending on the value of s only B+ or B−

terms have no time dependency. This result indicates that atoms in F = 2 manifold with

s = 1 are only coupled with σ+-polarised RF field and atoms in the F = 1 states with

s = −1 only interact with σ−-polarised field. The Hamiltonian can then be simplified to

Ĥ±
rot =

µBgF
2

(
(BDC −Bres) F̂z +

1√
2

(
F̂±B± + F̂∓B

∗
±

))
. (2.46)

The effective magnetic field, Beff , that interacts with the atoms is

Beff = (BDC −Bres) êz +
1

2

(
B± +B∗

±
)
êx. (2.47)

We can define a quantity defining RF detuning from the atomic resonance, ∆RF , and the

polarisation-dependent term, proportional to the Rabi frequency, ΩRF.

h̄∆RF =
µBgF
2

(BDC −Bres) (2.48)

h̄Ω±
RF =

µBgF |B±|
2

(2.49)
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From equation 2.47 we can see that in the rotating frame of reference the atomic spin is at

an angle θRF with respect to the quantisation axis. The angle is determined by detuning

and RF field strength.

θRF = arccos

(
−δ
ΩRF

)
+
s− 1

2
π (2.50)

The time-independent interactions between the atoms and the applied RF field are based

on the fact that the atomic spin precession is fast enough to follow the changes in θRF as

the atoms traverse the spatially variable magnetic field due to thermal motion. Exper-

imentally, not being able to follow this condition results in atomic spins spontaneously

flipping and leaving the trap. In order for the equations above to be valid, the condition

for adiabatic state following must be followed.

∂θRF

∂t
<< ωLarmor (2.51)

The eigenenergies of this rotated Hamiltonian represent the magnetic field dependence of

the energy levels. In this case, we need to consider the quantum number m̄ rather than

mF because we work in the transformed frame of reference under the assumption that

BDC −Bres >> 1 where RWA is valid.

EF,m̄ = −µBgF m̄s

√
|B±|2

2
+ (BDC −Bres)

2 (2.52)

The eigenstates of Ĥ±
rot will coincide with the states defined by ĤDC in the non-resonant

case; however, a multiple integer of photon energies has been added to make the eigenen-

ergies cross where ∆RF = 0. Due to the perturbation terms this becomes an avoided

crossing with the spacing between the eigenstates of Ĥ±
rot being separated by h̄Ω±

RF as

seen in figure 2.5. The eigenstates of Ĥ±
rot are superpositions of the unperturbed Hamil-

tonian’s eigenstates, so it is not appropriate to discuss atoms that absorb single photons.

Instead, we can say that the atomic states are dressed with the RF field.
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Figure 2.5: F = 2 bare state potential vs. RF-dressed potential in a 1D quadrupole trap.

In this picture the atoms traversing the resonant field region are adiabatically transitioning

between different eigenstates of the unperturbed Hamiltonian, which results in the atoms

being confined by a surface defined by the condition ωLarmor = ωRF . The transition

probability for a two-level system is given by the Landau-Zener formula [49, 50].

P = 1− e−2πΓ, (2.53)

where Γ is the adiabaticity coefficient given by

Γ =
ω2
Larmor
∂∆RF

∂t

(2.54)

Equation 2.54 tells us that the Larmor precession frequency, ωLarmor, needs to be large to

retain the atoms within the RF-dressed potential after many transits across the avoided

crossing. This condition is hard to overcome in a quadrupole trap, since the majority of

atoms will sit near zero-field region, where the Larmor precession frequency is small. We

overcome this issue by placing the atoms into an Ioffe-Pritchard type trap which has a

magnetic field zero replaced by a magnetic field minimum with nonzero value. Due to
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technical reasons, the magnetic trap minimum field is selected to be such that the spurious

harmonic components of the RF sources would not flip the atomic spins, thus preventing

a loss channel.

We can now use these RF-dressed adiabatic potentials described in equation 2.52 to guide

atoms in a state-dependent way to operate the Sagnac interferometer. The RF polarisation

can have controlled spatial dependency with respect to the static magnetic field, which

will be exploited to create dynamic atom traps.
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2.5 State-Dependent Guide

The theory from the previous sections is combined to define a trap used to transport the

atoms in a state-dependent way. The first thing to consider is the formation of purely

magnetic DC trapping potentials, followed by the introduction of RF fields that will shape

our trap and allow dynamic control of local trap minima. The trapping scheme is outlined

in detail in [51].

The DC trap in our design is formed by running currents of equal magnitude in the

four parallel wires running in counter-propagating directions. This forms an upright 2D

quadrupole trap that extends along the parallel wires. The height at which the magnetic

field zero occurs, z0, is given by equation 2.55

z0 =
1

2

√
4dG+ 4G2 − w2, (2.55)

where w is the wire width, G is the gap between the axis of symmetry and the centre of

the middle conductor, and d is the distance between the outer conductor and the nearest

middle conductor, as described in Figure 2.6.

Figure 2.6: Schematic diagram of a 2D quadrupole created by four infinitely long conduc-
tors.
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The field gradient in this case is given by

∂B

∂z
=

2µ0I

π

z0d

G (d+G) (d+ 2G− w) (d+ 2G+ w)
, (2.56)

where µ0 is the Bohr magneton. These calculations can be found in T. Bishop’s thesis

[16].

This infinite trap approximation can be used to create a trap geometry where the parallel

wires form concentric rings rather than extend in straight lines towards infinity. In doing

so, we can create a circular track required to operate the Sagnac interferometer.

Given that the radius R of the concentric wires is much larger than the extent of the trap,

the magnetic field for this DC trap can be expressed in polar coordinates defined in figure

2.7.

BDC = qr


− cos θ cosϕ

− sin θ cosϕ

sinϕ

 (2.57)

Figure 2.7: DC ring quadrupole diagram

Looking at equations 2.57 and 2.52 one can notice that by introducing an RF dressing

field, the trapping potential confines the atoms at a fixed distance rres from the DC field

minimum. The value of rres is determined by the condition BDC = Bres and, therefore,

can be expressed as

rres =
1

∂BDC/∂r

h̄ωRF

µBgF
. (2.58)
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In a 3D quadrupole trap the dressing frequency defines a resonant shell surface that is

observed by producing a frequency ramp from zero to a finite value. The size of the shell

depends on the final value of ωRF and the magnetic field gradient of the trap. In the

figure 2.8, it can be seen that the shell radius increases when vertically polarised dressing

field frequency is ramped up. It is also clear that the atoms leave the equator in the x-y

plane and end up in the location where the static magnetic field is collinear with the RF

dressing field polarisation, therefore, atoms end up at the poles because of the polarisation-

dependent term in Equation 2.52. The RF field at the equator is perpendicular to the

DC field and thus can be expressed as a superposition of field polarised along ê+ and ê−,

whereas at the poles the only non-zero RF field component is êπ. This results in vanishing

coupling regions at the top and bottom of the trap, where the atoms fall back into the

centre of the DC quadrupole trap.

Figure 2.8: RF-dressed 3D quadrupole trap produced with a vertically polarised RF
field. The top row shows false coulour absorption images of atoms with different dressing
frequencies. The blue lines in the bottom diagram show the path that the atoms take and
the black arrows show the DC magnetic field lines.

In a ring quadrupole trap the zero-coupling regions are eliminated by introducing an

orthogonal field component pointing radially outward with a 90 degree phase shift. The
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directions of the two field components produced by separate coils are shown in figure 2.9.

As a result, an elliptically polarised RF field, called the smoke-ring field, is applied to the

atoms. With this geometry, a potential minimum forms on a torroidal surface at distance

r = rres from the centre of the DC quadrupole field. The total RF dressing field that

creates a resonant torroidal potential is given by

B
(t)
RF =

a+√
2


cos θ

sin θ

i

 a−√
2


cos θ

sin θ

−i

 , (2.59)

where a+ and a− are magnitudes of the orthogonal circular RF field components.

Figure 2.9: RF field produced by the copper RF chip in the radial direction (red) and
vertically polarised RF produced by the PCB coil underneath (blue) create the smoke

ring field B
(t)
RF above the gold atom chip wires.

The introduced RF dressing field is assumed to be uniform across the extent of the trap,

so there are no potential variations due to RF field magnitude drop-off as we move away

from the surface. The vertically polarised field produces a potential minimum at the

location where the RF field is aligned with the DC field. The second, radially symmetric

field is superimposed in the same location with a 90 degree relative phase shift to keep the

atoms confined to the resonant surface. If we consider the atoms in the F = 2 states, only

the projection of the AC field onto the ê+ component will interact with the ensemble. The

magnitude of the coupled RF field at r = rres can be described by the equation below.
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∣∣∣B(t)
RF

∣∣∣2 = |BRF · ê+|2 =
|a+|2 + |a−|2

+
+

|a+a−|
2

cos (2ϕ+ α), (2.60)

where α = arg (a+) − arg (a−). For purely circular cases, where a+ = 0 or a− = 0, the

potential minimum becomes independent of θ or ϕ, and therefore the RF field couples

across the entire torroidal surface with equal strength. When a± > 0, the dressing field

becomes elliptical and the potential minima form at locations ϕ = α/2 and ϕ = α/2 + π.

With linearly polarised RF we have conditions a± > 0 and a+ = a− leading to zero

coupling regions where the atomic states become degenerate and atoms are lost from the

trap. These configurations are represented in figure 2.10. With these considerations in

mind, we chose an RF field that is elliptically polarised to localise the atoms at ϕ = ±π/2.

Figure 2.10: Cross-section view of an RF-dressed torroidal trap for |F = 2, m̄F = 1⟩ state.
Changing the relative phase between the two circular RF components modulates the ϕ
coordinate of the traps. Setting one of the two circular components to zero removes the
localisation of the trapping potentials along ϕ.

The radial symmetry of this trap is broken by introducing another, much weaker, RF field

that interferes constructively or destructively with the radial part of the smoke ring field

as shown in figure 2.11. In this way, the atoms are still mainly confined to ϕ = ±π/2,

but the confinement along θ is modulated. This symmetry-breaking field is called the

multipole field and it allows one to produce potential minima along the extent of the

circular trap. The multipole AC field can be written as
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B
(m)
RF =

∣∣∣B(m)
RF

∣∣∣ rn−1


sin ((n− 1) θ − nθ0)

cos ((n− 1) θ − nθ0)

0

 , (2.61)

where n is the order of the multipole field and θ0 is an arbitrary rotation of the multipole

field around the z-axis. The quadrupole order determines the number of minima created

around the ring trap.

Figure 2.11: DC and RF fields forming the adiabatic RF-dressed ring lattice potentials.
Only the radially symmetric part at ϕ = ±π/2 is contributing to confinement along θ.

The higher order quadrupole field produces trap minima with closer spacing; however,

the trap depth decreases exponentially with n. One can superimpose two multipole fields

of the same order, n, with θ0 = 0 and θ0 = π/2n to create a multipole field with arbitrary

in-plane polarisation. Such a combined field produces an RF field of general form which

can be expressed in terms of circular components with arbitrary amplitudes U±

B
(g)
RF =

U+√
2

(
reiθ

)(n−1)


i

1

0

+
U−√
2

(
reiθ

)(n−1)


i

−1

0

 . (2.62)

We then project the RF field onto the ê+ component to observe the effects of the AC field

on the atoms in the F = 2 manifold.
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B
(g)
+ = B(g)RF · ê+

= −U+r
(n−1)1 + sinϕ

2
e−inθ + U−r

(n−1)1− sinϕ

2
einθ

(2.63)

One can see that for ϕ = π/2 the RF field is pointing along the z-direction and the U−

term becomes zero while U+ becomes maximised. The opposite happens at ϕ = −π/2

and U+ vanishes completely. The ring lattice structure can be reproduced by looking at

the vector sum of the smoke ring field and the multipole field projected onto ê+.

|B+|2ϕ=±π
2
=

∣∣∣B(m)
+ +B

(t)
+

∣∣∣
ϕ=±π

2

=
(a+ + a−)

2

4
+
∣∣U±r

(n−1)
∣∣2 + (a+ + a−)

∣∣U±r
(n−1)

∣∣ sin (nθ ∓ φ±)

(2.64)

Considering ê− we can get a full picture of how potentials behave in both F manifolds.

We find that in this particular configuration, where the traps are formed at ϕ = ±π/2, the

effects of the two circular RF components coupling to the atoms are completely decoupled.

Following this, the polarisation of the RF field determines the location of potential minima

around the trap for the F = 1 and F = 2 traps completely independently of each other.

The RF-dressed potentials can be used to drive the atoms around a circular trap in a state-

dependent fashion by changing the polarisation of the multipole field. This is achieved

by applying two linearly polarised RF fields in the plane and changing their amplitude

as well as their phase relative to B
(t)
RF . Atom transport is already possible with only one

multipole RF source; however, the position of the traps in F = 1 manifold will not be

decoupled from the position of the traps in F = 2, making the gimballing of the system

impossible.
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2.5.1 Numerical Simulation

A numerical approach can be used to determine the trapping potential across the entire

resonant surface. With a DC field pointing in various directions across the trap volume,

we can rotate an arbitrary RF field into a frame aligned to the local field direction and

rotating at the local Larmor frequency to numerically calculate the coupling strength of

the RF field components. We look at the DC field direction in every point and estimate the

rotation required to get the vector to align with the z-axis in the new frame of reference,

shown in figure 2.65. The DC field vectors in our case can be described by equation 2.57.

The angles θ and ϕ are defined in figure 2.7.

The rotation applied to the system at each point in space first aligns the DC field vector

with the x-z plane by applying rotation around the z-axis, Uz (−θ), by an angle −θ, and

then another rotation around the y-axis, Uy (−ϕ), by an angle −ϕ.

B′
DC = Uy (−ϕ)Uz (−θ)BDC = |BDC | ê′z (2.65)

Figure 2.12: DC fields of a ring quadrupole potential at the resonant surface represented
as vectors with no active transformations on the left and with Uy (−ϕ)Uz (−θ) applied to
BDC on the right.

The same rotation operators are applied to the applied RF field and only the contribution

of σ+ is taken into account when estimating |BRF |. This rotation leads to a complex

potential landscape seen in figure 2.13 which can be shaped by changing the polarisation

of the applied RF field.
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B′
RF = Uy (−ϕ)Uz (−θ)BRF (2.66)

Figure 2.13: RF dressed ring quadrupole trapping potential for atoms in state
|F = 2, m̄F = 1⟩. The Rabi frequency associated with z-field is 300 kHz, 100kHz with
radial field, and 25kHz with RF field in x-direction.



Chapter 3

Experimental Setup

This chapter covers the practical aspects of putting the setup together. There are many

pieces of equipment that need to be adjusted and timed just right to provide any sign of

results. The experimental setup can be separated into several broad categories, including

analogue and digital control, vacuum setup, laser delivery system, DC field generating

structures, RF setup, and control electronics. We will begin by exploring the conductor

structures, starting from the largest ones outside the vacuum chamber and ending with

microfabricated wires inside spanning only 40µm across. Then we will have a look at RF

& MW electronics that drive AC magnetic fields with high precision before we move on

to the vacuum system description. Finally, we will cover the laser system and the optics

required to prepare cold atomic ensembles as well as atom probing.

39
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At the heart of the experiment is the atom chip assembly, containing the electromagnet

chip (EM chip), the RF chip, and the ultra-high-vacuum compatible PCB bonded together

and mounted onto a CF-160 vacuum flange. As seen in Figure 3.1, there are also out-of-

plane RF coils and a MW antenna placed close to the PCB. The entire flange is placed

inside the vacuum chamber upside down to prevent Rb atoms from falling onto the surface

and introducing contamination. Laser light is delivered through the side windows and a

large viewport at the bottom of the chamber.

Figure 3.1: Experimental setup on a CF-160 flange.

The entire experiment is controlled by a National Instruments PXI system which incor-

porates a computer and an FPGA into a 19-inch rack-mounted enclosure. The block

diagram of all connections to the PXI system is given in figure 3.2. The PXI system

produces analogue and digital signals with 2µs resolution and allows the user to inter-

act with the experiment via the LabView interface. Analogue signals control currents in

wires, laser frequency, and MW/RF signal amplitudes. The digital channels are responsi-

ble for relay switching, actuating mechanical shutters, enabling laser output, setting the

RF frequency ramps, and switching MW/RF output.
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Figure 3.2: PXI system control diagram.
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3.1 Conductor Structures

3.1.1 External Coils

There are three pairs of external coils present in the setup. The first pair is a set of two

circular coils in anti-Helmholz configuration, producing magnetic fields for the magneto-

optical trap. The MOT coils have 240 turns in each of them (20 layers with 12 windings

each) with a rectangular wire cross section of 3.15× 1.4mm2, internal diameter of 80mm,

outer diameter of 115mm, and nominal height of 46mm. The coils are driven indepen-

dently by Keysight N5745A power supplies. We control each coil separately, because that

allows us to change the vertical position of the quadrupole field should the need for it

arise. To prevent the MOT coils from overheating, they have been placed between cooling

plates that run cold water through them.

Figure 3.3: External coil configuration.

The temperature stability is especially important when trying to switch the inductive

coils off and on in a very quick succession. The high inductance of the coils combined
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with the changing resistivity of the wire leads to changes in the current rise and fall times.

The timing of the recapture stage might drift by as much as 10ms without proper thermal

management, causing the position of the magnetic trap and free falling atoms to miss

each other and losing atoms from the trap as a result. Also, smoother recapture of atoms

with tight timing tolerances can affect the final temperature of the trap because shaking

the trap can excite vibrational modes within the atomic ensemble, leading to parametric

heating.

The MOT coils have automotive relays connected in series to completely stop current

flow during the late stages of the experiment. This is done because even when the power

supplies are set to output no current, a small amount of residual current still affects the

lifetime of the atom cloud near the chip surface. The relays are only actuated when the

drive current is low to prevent relay arcing, which can weld the relay contacts shut and

damage the power supplies.

The remaining two pairs of external coils produce the field in the same direction, thus

producing uniform magnetic fields that can be used to adjust the position of the magnetic

atom trap. The coils take a rectangular shape to minimise the distance between the

conductor and the science region within the vacuum chamber. The coil pair that produces

the bias field in the y-direction is wound first, because it needs to displace the quadrupole

trap by a distance of 2.5 cm. Keeping the wires closer to the chamber creates larger

magnetic fields and makes the setup more efficient. The coil pair that produces bias fields

in the x-direction only needs to slightly adjust the position of the trap by a few millimetres

rather than move it over relatively large distances. Both sets of coils are also used in the

final ring quadrupole trap to cancel out any stray magnetic fields present in the lab. The

compensation coils are driven by bipolar KEPCO BOP 20-20ML power supplies using

their analogue input.
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Figure 3.4: Top view of the setup external compensation coils highlighted.
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3.1.2 The PCB

The vacuum-compatible PCB inside the vacuum chamber is the intermediate structure,

meant to aid the transfer of atoms from the magnetic trap, generated by the large MOT

coils, into the atom chip trap, which is less than a millimetre across. The circuit board

shown in figure 3.5 is made of 12 conductor layers, 10 of which contain wires that form

7 concentric coils, labelled C1 - C7, going from C1 being the largest, and C7 being

the smallest. The coils of decreasing radius can produce higher magnetic field gradients

close to the PCB surface, thus increasing the evaporative cooling efficiency. Each coil

is connected to individual uni-polar power supplies to provide more control over the

generated magnetic field potentials. We found experimentally that it is more useful to

run the coils C1 & C2 in reverse to produce a magnetic quadrupole field without the

use of any external magnetic fields. The inherent symmetry of the PCB locates the

atoms directly beneath the science region of the atom chip, making the chip trap loading

procedure possible. The PCB also contains connections required to pass the DC and RF

currents to RF and electromagnet (EM) chips.

Figure 3.5: PCB coils

Some of the PCB coils also have home-built bias tees connected on the outside to allow

RF current injection without disrupting the normal operating mode of the coils during the

transport stage. Coil C4 runs the RF current through it to produce a vertically polarised

RF field, which contributes to the formation of the RF-dressed ring lattice trap.
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3.1.3 RF Antennae

The out-of-plane RF antennas were added to the setup to produce a linearly polarised RF

field which can interfere with the radial field components as described in previous sections.

The antennas are square-shaped with a side length of 5 cm, made of 0.5mm2 wire with

5 turns each. The windings are attached to the PCB at a shallow angle because they

would interfere with the optical path of the MOT beams otherwise. Only one antenna is

required for state-dependent transport, hence, the RFx coil is connected to a high-power

RF amplifier and the RFy coil is used for low-power probing and cooling.

Figure 3.6: RF coils are attached to the PCB using UHV-compatible adhesive.
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3.1.4 The RF Chip

The RF chip produces the radial field component required for the creation of the RF-

dressed potentials. The design presented in figure 3.7 features two spiral coils with 10

turns each connected through the central via. The wires on this 280µm silicon chip

are formed on each side by etching a 40µm deep groove and filling it with electroplated

copper. The conductor width is 40µm, which gives it the effective cross-sectional area of

0.0016mm2. Current vs. voltage measurements show that the DC resistance of the chip

is 5.753Ω.

Figure 3.7: A) Drawing of the RF chip spiral; B) Top view diagram of the RF chip; C)
The layers of the RF chip: 1. Protective SiO2 layer (1µm); 2. Si susbtrate (280µm); 3.
Bottom copper tracks (40µm); 4. Top copper tracks (40µm); 5. Gold alignment marks
(100nm); 6. Gold pads (2µm); 7. Protective SiO2 layer (1µm); D) The RF chip bonded
on the PCB.

For AC applications, we use a vector network analyser to determine the chip’s complex

impedance. An RF transformer and a matching network are then specifically tuned to

maintain the resonance condition of the coil at the driving frequency.



48 Chapter 3. Experimental Setup

3.1.5 The Electromagnet Chip

The EM chip seen in figure 3.8 is a 2-layer design on a 280µm silicon substrate with the

lead wires rotated 180 degrees from each other. This way the influence of the lead wires is

eliminated by swithing to a different layer before the atoms get close to discontinuity. The

design of the coils is based on equations 2.55 and 2.56. The vertical separation between the

two layers was taken into account to maintain the same magnetic field gradient and ensure

maximal trap overlap along the z-axis. The wires with counterpropagating currents are

connected in series to reduce common-mode noise at the cost of not being able to control

the position of the ring quadrupole field.

Figure 3.8: A) Picture of the electromagnet chip in the fabrication room. The gold on
the chip surface acts as a mirror; B) Diagram of the EM chip top loop; C) Close-up
microscope picture of the EM chip.
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The gold conductor layers are evaporated on the surface under vacuum conditions until

a thickness of 2µm is achieved. The layout of the layers is given in figure 3.9. The top

layer of the EM chip also has 2µm gold evaporated on the remaining part of the substrate

surface to form a mirror surface that is used to image the atoms by reflecting the laser

light off the surface.

Figure 3.9: The layers of the EM chip are as follows: 1. Protective SiO2 layer; 2. Si
susbtrate (280µm); 3. Protective SiO2 layer; 4. Bottom gold rings, (2µm); 5. SU-8
panarization layer, (5µm); 6. Top gold rings (2µm); 7. Gold mirror layer (2µm); 8.
Protective SiO2 layer (40nm)
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3.2 RF & MW Electronics

3.2.1 RF Generation

The experiment uses eight phase-locked RF channels coming from two PCBZ evaluation

boards based on the AD9959 chip from Analog Devices. Each of the boards features

4 RF outputs with 10-bit DAC, 32-bit frequency resolution, and a maximum output

frequency of 500MHz. The clock reference for these boards is provided externally. We

have found that the 10MHz clock provided by the PXI system was suffering from phase

noise problems, which, as seen in figure 3.10, were eliminated by replacing the clock

reference with the Stanford Research Systems CG 635 digital clock synthesiser. The phase

noise measurements were performed using the HP 8563E spectrum analyser and data were

collected using open source automated measurement routine software [52]. Both the PXI

system and the reference clock share the same oven-controlled, GPS-stabilised 10 MHz

oscillator (Jackson Labs Fury).

Figure 3.10: AD9959 phase noise measurement.

There are four RF output channels dedicated to generating the RF fields required to

produce RF-dressed potentials. The RF outputs are equipped with switches, voltage-

controlled attenuators, and amplifiers outlined in the figure below.
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Figure 3.11: RF electronics setup

The need for voltage controlled attenuators comes from technical hardware limits that

cannot produce long amplitude ramps directly from the DDS while the switches are used

to make sure that no noise is introduced near the atoms when the channel is not in use.
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3.2.2 Impedance Matching Electronics

The impedance of each RF coil is matched to 50Ω at 1 MHz with a corresponding LC

network. We determined the impedance of each coil with a vector network analyser

(Rhohe & Schwarz ZNB 20) and used open source analytic software [53] to determine

the approximate values of the series and shunt components required to match the reso-

nance condition. Since the coils are symmetric (source and ground connections can be

swapped without affecting the operation mode), they are treated as balanced antennae,

which require unbalanced-balanced transformers to function properly with our amplifiers.

The impedance matching PCB board contains a manually wound transformer to get the

real part of the load impedance close to 50Ω. The circuit is then further tuned by plac-

ing through-hole capacitors in series or parallel to remove the imaginary component as

presented in figure 3.12.

Figure 3.12: Impedance matching circuit diagram.
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3.2.3 MW Setup

We have a selection of antennas that can be used to generate the MW fields necessary for

the experiment. Some of these are commercially available, while others are home-built.

The most basic antenna we have is the home-built UHV-compatible monopole antenna,

which seen in figure 3.13. It has the advantage of being small and compact, and being

very close (2 cm) to the atom chip. However, the magnetic field polarisation is fixed to

be linear and parallel to the x-y plane, and the antenna has poor directivity, resulting in

most of the MW power being wasted. Tuning this antenna is relatively straightforward;

simply shorten the length of the central stub to satisfy the condition (l = λ/4) to increase

the resonant frequency.

Figure 3.13: A Microwave monopole antenna is easy to build from UHV-compatible com-
ponents and is close to the atom chip. A MW horn needs to be placed outside the vacuum
chamber.

Other MW antennae may only be placed outside the vacuum chamber because some

materials in the antenna are incompatible with the vacuum system. All external MW

sources are placed underneath the vacuum chamber, where a CF-160 window allows the
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MW fields to pass through. The commercially available MW horn has better directivity

than the monopole antenna, with the magnetic field produced by this source being linearly

polarised in the x-y plane.

Lastly, with the help of MATLAB’s Antenna Designer tool, we designed a pair of helical

antennas with left- and right-handed helicity as shown in figure 3.14. When driven with

the same power and frequency, the right-handed antenna would not drive any Rabi cycles,

while the left antenna would transfer atoms between F=1 and F=2 manifolds with high

efficiency. The coupling strength of the MW field depends on the MW polarisation and

the chosen transition. The theory behind MW interactions is covered in chapters 4 and

5. Since it is not obvious which MW transition is going to be used from the beginning, it

is useful to have both antennae available to us.

Figure 3.14: Helical antennae used to to produce circularly polarised MW fields. Top
graph shows simulated vs. measured S11 component of a right-handed antenna (black).
The left-handed antenna shaper printed in white PLA filament can be seen placed under
the vacuum chamber window.
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The MW electronics used to drive the antenna are outlined in the figure 3.15. We use

a MW source with fixed frequency as a local oscillator, which is mixed with the RF

signal produced by one of the DDS channels. The mixing products of the MW and RF

frequencies produce sidebands, the lower of which is passed through a narrow-band filter

cavity and then to a high-power MW amplifier. Multiple RF signals can be combined to

produce several sidebands; however, the magnitude of each sideband becomes difficult to

predict. We mainly use the monopole antenna for the MW generation, and the MW horn

is set up under the vacuum chamber viewport as a pick-up to adjust the power of each

sideband to make consistent measurements. The signal picked up by the MW horn is fed

to a spectrum analyser for evaluation.

Figure 3.15: Microwave electronics setup diagram.
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3.3 Vacuum Setup

3.3.1 Rate Table

The experiment is placed on top of a rotating platform, driven by a 2 kW electric motor,

referenced to an optical encoder wheel with 1 arcsecond resolution, to provide a reliable

way to measure rotation during the experiment and cancel out the phase accumulation

of the Earth’s rotation if needed. The platform seen in figure 3.16 is held in place by an

air bearing to minimise vibrations caused by the motion of the platform. Additionally,

a pressure sensor is installed to prevent motor drive from engaging if the air bearing

pressure becomes too low.

Figure 3.16: The rate table setup.
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3.3.2 UHV Chamber

The experiment is carried out in a vacuum chamber with eight CF-60 side windows, a

CF-160 bottom window, and a CF-160 wire feed-through at the top, allowing for 200

individual wire connections via four D-sub 50 connectors as seen in fugure 3.17. The

internal volume of the system is approximately 20 litres. The NEXTorr D 200-5 com-

bination pump, manufactured by SAES Getters, is used to maintain the pressure inside

the chamber below 1× 10−10mBar. It is acting as an ion pump and an absorptive getter

simultaneously. We cannot provide a good number for the vacuum quality because it

exceeds the reading range of the pressure gauge.

Figure 3.17: Pictures of the vacuum chamber.

Initially, a turbo pump is used to pull the vacuum, while a diaphragm pump provides the

intermediate pressure needed for the turbo pump during the baking process. After the

desired vacuum is achieved, the turbo pump is detached, and the chamber is sealed. The

setup needs to be maintained at high temperature for more than a week to achieve high

quality vacuum. The main reason for baking is to drive the moisture out of the bulk of

the metal chamber. The baking temperature limit is set to 120◦C by the glass transition

temperature of PCB materials. The setup is wrapped with heater belts, insulated with

aluminium foil, like shown in figure 3.18, and equipped with four temperature probes to
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monitor temperature on the exterior surface. We have individual control over each heating

belt, which makes it easier to prevent temperature gradients. Temperature differential

can cause uneven thermal expansion of materials, introducing strain across glass windows

and other components which leads to cracks and mechanical damage to the chamber.

Figure 3.18: Vacuum chamber prepared for the baking process.

The bakeout procedure follows the steps outlined below. Figure 3.19 provides key mea-

surements of vacuum chamber temperature and internal pressure during this procedure.

• Once the apparatus is put together, the valve that links the vacuum chamber and

the turbo pump is opened. The rough vacuum can be achieved by the backing pump

in approximately one hour without having to switch on the turbo pump.

• After a rough vacuum is established, the turbo pump is turned on. Initially, the

turbo pump drive motor draws more current due to the viscosity of the air at high

pressures. It can take a few hours for the pressure to drop to the point where the

current from the drive motor decreases and the turbo pump is at full speed.
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• The hot-filament ionisation gauge is switched on to measure the vacuum pressure.

Turning the pressure gauge on at high gas pressure would lead to catastrophic failure

of the device.

• The heating belts begin to raise the temperature of the chamber. The temperature

of the vacuum chamber increases slowly over several days, never exceeding the max-

imum temperature change rate of 1◦C/h. The final temperature during the baking

period is 120◦C.

• The following days are spent with the temperature kept at its highest until the

readings on the pressure gauge decrease and remain steady. Afterward, an electric

current is passed through a Rubidium dispenser to break the seal, resulting in a

short-term surge in pressure.

• Temporarily heating the non-evaporable getter material causes some of the gasses

to be released and pumped away by the turbo pump. The remaining gasses diffuse

into the material, creating a reactive surface that can capture any gas molecules in

the vacuum chamber. This conditioning procedure takes 24 hours and causes the

second temporary spike in pressure.

• The temperature inside the vacuum chamber is then gradually lowered until we

reach the operating temperature of the ion pump. The ion pump element is turned

on and then off again before the NEG element is put in activation mode for another

hour.

• The ion pump is turned on for another 15 minutes. This pulsing of the ion pump is

done to ensure that there are no gasses embedded within the structure of the pump.

• The vacuum chamber is finally sealed from the turbo pump, and the temperature of

the entire setup is slowly brought to room temperature over the period of 24 hours.

The safest way to disconnect the turbo pump is to reduce its speed before turning

off the diaphragm pump. This prevents the turbo pump from being exposed to

atmospheric pressure while its rotor blades are still in motion.
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Figure 3.19: Temperature and pressure change during the bakeout process.

All materials inside the chamber have been tested to ensure that they are suitable for

UHV conditions. The 12-layer PCB and the UHV compatible antenna were of particular

concern; however, the final vacuum achieved is below 1× 10−10mBar. The PCB materials,

adhesives, and thermal interface compounds have been certified by ATSM E595 for use

by NASA.

A copper piece called the cold finger is placed in the middle of the feedthrough flange

at the top of the vacuum chamber. Its purpose is to mount the PCB and to take away

the heat generated in the wires trough ohmic losses. The thermal interface between the

PCB and the cold finger is a silver-filled paste from the Kurt J. Lesker company, and

the PCB material of choice is manufactured by Rogers Corporation. The circuit board is

made of RO4350B laminate with 2 oz. copper cladding, separated by RO4450F prepreg.

The RF chip is bonded on top of the PCB using a UHV compatible adhesive, and the

chip itself contains only non-outgassing materials, such as silicon, evaporated gold pads,

electroplated copper traces, and a silicon dioxide insulation layer. The atom chip at the

top of the stack contains materials similar to those of the RF chip; however, a distinct

difference between the two chips is the two-layer evaporated gold structure on top of the

atom chip. The first gold layer is evaporated onto the silicon substrate, which is then
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covered in 5 microns of SU-8 polymer, known for its hardness, UHV compatibility, and

flat surface finish.

Electrical connections between different layers of the PCB structure seen in figure 3.20

are made by either gold wire ball bonding or silver-filled conductive epoxy where the ball

bonding process poses a high risk of damaging the chip. The layer at highest risk of

damage during the ball bonding process is the top layer of the atom chip. The reason

for the increased risk is the fact that the upper gold layer of the atom chip rests on

top of the SU-8 polymer. When the ball bonder applies pressure required to cold-weld

the gold wire to the atom chip pad, the polymer underneath fails and causes a failure

known as ”cratering”. Due to the high failure risk, it was opted to make the top layer

connections using silver-filled conductive epoxy, which was subsequently cured in an oven.

An extensive overview of gold wire ball bonding can be found in [54].

Figure 3.20: Atom chip bonding connections. The bonds in the top left corner of the
picture were done using silver-filled epoxy rather than gold wire ball bonding technique.
Epoxy bonding is only used for gold pads resting on top of SU-8 layer to prevent chip pad
damage.
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In addition to the existing conducting structures, a monopole MW antenna has been

placed inside the vacuum. This antenna is composed of an SMA cable, made by LewVac,

kapton-insulated copper wire, and a UV-curable adhesive, OP-67-LS, manufactured by

Dymax. This adhesive has since been replaced by OP-81-LS, which offers better out-

gassing properties, but is more difficult to store. The UV curable adhesive is also used to

attach a combination mirror and λ/4 waveplate, produced by LENS-Optics GmbH. The

waveplate was placed on top of the PCB, and the glue was then applied in 4 locations

around the optical component to secure it to the surface. This optical component is a

part of magneto-optical trap setup and it facilitates cold atom cloud preparation away

from the chip surface.

This experiment utilises a Rubidium metal dispenser as its atom source. The dispenser

contains isotopes with concentrations that match their natural abundance, meaning that

the atomic vapour is composed of 72.2% 85Rb and 27.8% 87Rb. The dispenser is manu-

factured by SAES Getters and is placed in a ceramic holder to protect other components

of the setup from thermal damage.
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3.4 Optical Setup

3.4.1 Laser Locking, Tuning and Beam Shaping

The optical bench contains beams from 3 laser systems. Two commercially available

systems, TA Pro and DL Pro, are made by Toptica, and a compact laser for experiments

in matter wave interferometry (CLEMI), is developed by C. Rammeloo at University of

Birmingham. The CLEMI system is housed in a 19-inch rack from which an optical fibre

delivers light to the optical bench. The lasers emit light at four distinct frequencies around

the D2 transition line (780nm), each with its own purpose. The laser locking scheme is

displayed in figure 3.22 and the diagram of the laser setup is provided in figure 3.21.

An additional laser table is dedicated to a tunable, high-power Titanium-Sapphire laser

with a set wavelength of 760 nm to serve as a ’plug’ for the optically plugged quadrupole

trap (OPQT) setup described in chapter 4. The laser light is transferred from the optical

benches to the experimental setup via polarisation maintaining single-mode optical fibres.

About 1W of the power is delivered into the vacuum chamber.

Figure 3.21: Schematic diagram of the optical bench setup.
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The DL Pro and CLEMI lasers are locked to 87Rb reference using Doppler-free saturated

absorption spectroscopy (SAS) [55], and the TA Pro is phase-locked to the DL Pro using

the electronics described in [56]. The counterpropagating pump and probe beams in

a vapour cell eliminate the broadening effects due to thermal motion of atoms within a

vapour cell and provide a stable frequency reference for laser locking. The error signal

required for frequency stabilisation is derived by modulating the laser diode current at

high frequency, typically over 100 kHz, which is later demodulated and passed through

low-pass filter and into a proportional-integral feedback control loop for the laser. More

details on the derivation of the error signal can be found in [57].

The CLEMI system provides laser fibre-coupled light output for imaging the atoms and

the optical pumping procedure. It is capable of producing up to 400 mW of laser power

at 780 nm, however, only about 80 mW of power is used for the experiment. The spectral

feature used for laser locking is a crossover peak equidistant between the F = 2 ↔ F ′ = 2

and F = 2 ↔ F ′ = 3 transitions. In one path, an acousto-optical modulator (AOM)

shifts the laser frequency up by 133MHz to match the resonance of F = 2 ↔ F ′ = 3 for

imaging, and in the other path the frequency is adjusted by −133MHz to shift towards

the F = 2 ↔ F ′ = 2 line. The laser beam in each path passes the AOM twice, therefore,

doubling the frequency shift and the dynamic range of the device without steering the

beam as the RF input frequency changes. The AOMs serve two roles in this setup: to

adjust the laser frequency with high precision and to quickly and reliably switch the laser

beams on/off. Even fast mechanical shutters take 1− 10 milliseconds to completely close,

while an AOM is capable of shutting off the output of the beam within < 100µs.

The DL Pro system is an external cavity diode laser (ECDL) in Littrow configuration

outputting a single-mode beam with 100 mW of power. This beam acts as a repumper

which excites the atoms from F = 1 ground state to excited F ′ = 2 state and allows them

to decay to the F = 2 manifold. The DL pro is locked to a F = 1 ↔ F ′ = 1 transition

feature, whereas AOM increases the laser frequency by ≈ 157MHz to be on resonance

with the F = 1 ↔ F ′ = 2 transition. The repumper beam passes the AOM twice, just

like the imaging and the optical pumping beams.
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The cooling laser light is provided by the TA Pro, which delivers 1.5 W of power at

the output. It is a tapered amplifier system referenced by a master ECDL, similar in

construction to the DL Pro system. The master laser has a fraction of its output used

to phase-lock itself to the DL Pro. Both the TA Pro master and the DL Pro reference

beams are spatially overlapped onto a fast photo diode using a 50/50 beamsplitter. The

photodiode can detect the beat note between the two lasers, corresponding to the fre-

quency difference of the two sources, but not the individual frequencies of the lasers. This

photodiode signal is amplified and fed into a phase lock circuit [56] which allows us to

dial in the required frequency difference between the stabilised DL Pro reference and the

master laser of the TA pro in increments of 10 MHz. The cooler wavelength is set to be

red-detuned from the F = 2 ↔ F ′ = 3 transition. This is achieved by setting the TA Pro

master laser frequency to be shifted by 6.21 GHz from the F = 1 ↔ F ′ = 2 transition,

which is actually blue-detuned from the F = 2 ↔ F ′ = 3 line, and then shifting the light

frequency down using a double-pass AOM setup to achieve the desired detuning.
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Figure 3.22: Laser locking frequency diagram (above) and typical spectroscopy signal
used for laser locking (below). Arrows with dotted lines indicate AOM frequency shift.
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3.4.2 On-Chamber Optics

The light delivered from the optical fibres is distributed among 6 fibre couplers affixed

to the vacuum chamber with each beam direction displayed in figure 3.23. There are

three retroreflected beams producing magneto-optical trap, imaging, and optical pumping

beams, and the OPQT ’plug’ beam.

The cooler beams in the x-y plane are 45 degrees from the y-axis and orthogonal to each

other. The beams are first collimated and expanded to 25mm diameter, then, they pass

through a polarising beamsplitter to clean the light polarisation before a quarter waveplate

sets the appropriate circular polarisation required to produce the MOT. On the other

side of the vacuum chamber there are adjustable mirrors which reflect the cooler light

back. Another quarter-waveplate is placed between the mirror and the vacuum chamber

in order to preserve the light-field helicity when the light propagation changes direction.

The z-beam has the quarter-waveplate and mirror attached to the PCB inside the vacuum

chamber instead of being positioned externally. Each cooler beam has around 30-50 mW

of cooler power at the output and up to 10 mW of repumper light coupled into the same

fibres. The power balance between each cooler beam needs to be adjusted carefully to

optimise the size of the MOT through the use of the half-waveplates on the optical bench.

We did not observe the need to balance the power output of the repumper in each of the

beams, as long as sufficient repumper intensity was present in combined output of the

three fibres.

The ’plug’ beam is directed in the y-direction through the centre of the magnetically cap-

tured atom cloud near the PCB surface. Since this beam requires submillimeter alignment

precision, a pair of mirrors are used to direct and adjust the collimated beam path. A

convex lens focusses the beam to a spot about 30µm in diameter at the location of the

atoms. The 1 W of laser power is terminated at the beam dump on the opposite side of

the vacuum chamber.

The optical pumping beam is expanded to 50mm diameter to uniformly illuminate the

free-falling atomic cloud along the x-axis. A polarising beamsplitter is placed at the

fibre output before the beam passes through a quarter-waveplate to set the correct pump
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beam polarisation. Only < 10mW of laser power is needed to successfully pump the atoms

into the |F = 2,mF = 2⟩ state. An imaging beam fibre can also be combined through a

beamsplitter to investigate the atomic ensemble during the MOT loading, CMOT, optical

pumping, and magnetic recapture stages.

Imaging of the atoms is done along the x-axis when we investigate the initial stages of

atomic ensemble preparation; or along the y-axis during the remainder of the experimental

stages, such as evaporative cooling, atom chip loading and guiding of atoms inside the

chip-based trap. Imaging along the y-axis is done by reflecting the probe light from the

atom chip surface before it is captured by the CCD camera. This allows us to observe the

real atom image and the reflection at the same time. We can use the two images to locate

the cloud position along the y-axis as well as the distance from the chip. A narrow-band

optical filter is placed in front of the CCD camera to prevent any light from the optical

’plug’ beam from being scattered onto the sensor.
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Figure 3.23: Vacuum chamber optical setup
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3.5 Absorption Imaging

The analysis of ultra-cold atom clouds is usually based on absorption imaging. To perform

absorption imaging, a wide-diameter laser beam illuminates a triggerable CCD camera

after passing through the atomic cloud. For a resonant beam, some of the light is absorbed

by the atoms, such that the cloud casts a shadow. We take three images to estimate

the optical density of the cloud; see Fig. 3.24. The first image (atoms) is taken in the

presence of atoms, the second image (light) is taken without atoms to reference the light

distribution, and a third image (dark) is taken to measure any background illumination.

The atomic density distribution can then be estimated independent of ambient lighting

conditions and local intensity variations due to the beam profile and optical interference

patterns. The atomic column density follows from Lambert-Beer’s law and the light

intensity on the CCD camera, I0, is obtained as

I (x, y) = I0e
−OD(x,y) (3.1)

with the optical density (OD) of the cloud obtained from intensity profiles of the three

images taken during the experiment.

OD (x, y) ∝ log(Iatoms (x, y))− log(Idark (x, y))

log(Ilight (x, y))− log(Idark (x, y))
(3.2)

The atom number of the cloud in the shot can be calculated by summing over the pixel

values and multiplying the result by a constant as described in [58]. Atom number is

given by

Natoms =
x2px

M2
opticalσ0

∑
x,y

OD (x, y) , (3.3)

where xpx is the size of the pixels, Moptical is the magnification of the optical system, and

σ0 is the on-resonance cross sectional area of an atom that can be found in publication

by D. Steck [2].
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Figure 3.24: Measuring the optical density of the atom cloud (the units on the figures
are in pixels). Three images are obtained: a) with a shadow cast by atoms, b) light
field distribution c) background illumination. Part d) shows the processed image where
brighter regions correspond to higher optical density.

Noise in the images due to camera shaking between the atom cloud, light and dark shots

can cause inaccurate readings. To improve the signal to noise ratio, we exclude all parts

of the image that only contain noise and no information about the atoms. We do this

by manually selecting a region of interest within the image for each complete set of

measurements. Subsequently, further data analysis can be implemented to reduce noise,

and several noise reduction protocols have been investigated in Appendix A. This should

in theory reduce the experimental time since fewer images are needed for averaging at the

cost of greater initial time to obtain a good reference set.
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3.5.1 Observing Atoms in F = 1 Manifold

We have set up a scheme outlined in figure 3.25 to observe the atoms in the F = 1 states

without having to change the imaging setup too much. In order to do this we have coupled

some of the repumper beam light into the same optical fibre as the imaging beam. To

see the F = 1 atom manifold we first apply the imaging beam pulse that removes any

remaining atoms in the F = 2 states that could affect our measurements, followed by a

repumper pulse that brings the atoms from the F = 1 manifold to the F = 2 states. After

the atoms are transferred from the state F = 1 to the state F = 2, we can proceed with

the imaging of the atoms. This has proven to be a reliable way of imaging the atoms in

F = 1 ground state; however, the atom number in this case is likely to be reduced since

the atoms can decay into non-trappable states after the repumper pulse and leave the

trap before being exposed to imaging light.

Figure 3.25: Atom imaging sequence in F = 1 ground state manifold. The Repump
employs F = 1 ↔ F ′ = 2 transition and the Imaging beam is locked to F = 2 ↔ F ′ = 3
transiton.
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Experimental Results

At the beginning of the experiment ≈ 108 87Rb atoms are loaded inside the magneto-

optical trap (MOT) with temperature of around 1mK. At the end of our measurement,

we are only left with ≈ 104 atoms inside the atom chip trap at 1µK to complete the

interferometric measurement. In this chapter, we will talk about how the experiment is

run, how to characterise the setup, and how our observations inform us about the choice

of experimental parameters.

73
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4.1 Experimental Sequence

Typical sequence takes around 23 s. Most of the time is spent loading the MOT (10 s), then

the atoms are transported toward the PCB (1.8 s), evaporatively cooled in the optically

plugged quadrupole trap (5 s) and in the Ioffe-Pritchard type trap created by the atom

chip (2.6 s). At the end of the sequence, additional waiting periods are added to ensure

that the background gas pressure and setup temperature remain consistent during each

run. The key parts of the experiment are provided in Figure 4.1. This chapter will focus

on preparing the atoms and loading them onto the chip.

Figure 4.1: Key experimental sequence stages.
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4.2 Initial Cooling

Almost every cold-atom experiment begins with a MOT. First introduced in 1987 [59],

MOTs became one of the most important tools in the field of cold atom research. S. Chu,

C. Cohen-Tannoudji and W. D. Phillips were jointly awarded a Nobel prize in 1997 for

development of techniques used for atom trapping and cooling [60].

Our implementation of such a trap is a standard six-beam MOT that loads 6× 108 atoms

over the course of 10 s. The laser light produces a velocity-dependent force that reduces

the temperature of the atom cloud and two external coils in anti-Helmholz configuration

produce the magnetic field gradient leading to a position-dependent scattering force. The

derivations of the equations in this section pertaining to atom trapping and cooling follow

atom physics textbook authored by Foot [39].

4.2.1 Optical Molasses

The fundamental idea behind laser cooling relies on the Doppler effect causing atoms to

experience a velocity-dependent force. Atoms will be moving around the vacuum chamber

in all directions, however, the atoms moving towards the light source will see the light

frequency increase, and the atoms moving away from the source will experience red-shifted

light. The light shift, ∆ω, can be written as

∆ω =
vatom
c

ωL. (4.1)

Here, vatom is the velocity of an atom, c is the speed of light, and ωL is the angular

frequency of light. For the purposes of laser cooling, we can simplify the model of our

atom to a two-level system with a ground and excited states, represented as |g⟩ and

|e⟩ respectively. A red-detuned laser beam will only bridge the gap between the two

energy levels when detuning is close to the Doppler shift. This causes a net force pointing

along the light propagation direction when the atom’s velocity component against light

propagation is large enough. The net force due to photon emission vanishes because the

spontaneous emission occurs in all directions at an equal rate, γscattering.
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γscattering =
γ

2

I/I0

1 + I/I0 + (δ±/γ)
2 , (4.2)

where angular detuning δ± = ωlight±∆ω−ωtransition, γ is the natural transition linewidth

of the D2 line, I is the intensity of the laser light, and I0 = πhcγ/3λ3 is the saturation

intensity with σ0 being the on-resonance scattering cross-section of the atom. In our case

I0 ≈ 16.7W/m2 [2]. These absorption and spontaneous emission events lead to a force,

FL, defined by an angular wave vector of light, kL;

FL = h̄kLγscattering. (4.3)

Now we introduce two counter-propagating beams to obtain the final expression for

Doppler cooling force

Fmolasses = FL (δ−)− FL (δ+)

≈ −2
∂FL

∂ωL

kLvatom

= αvatom,

(4.4)

where α has the form given below;

α ≈ −4h̄k2L
I

I0

−2δ/γ(
1 + (2δ/γ)2

)2 . (4.5)

Here, δ = |δ±| and we assume that kL << γ. The steady-state temperature is estimated

from

kBT (δ) =
h̄γ

4

1 + (2δ/γ)2

−2δ/γ
(4.6)

which has a minimum value when δ = γ/2. The lowest temperature achievable through

optical molasses, TD, also known as Doppler cooling limit [61], has the form

TD = T (δ = γ/2) =
h̄γ

2kB
. (4.7)

87Rb has a transition linewidth of γ = 2π × 6.065MHz [2] that results in TD≈ 145µK.
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4.2.2 Magneto-Optical Trap

Optical molasses force, described in equation 4.4 only depends on velocity and not position

within the trap. To maintain a high density of atoms in the trap, we utilise magnetically

sensitive states to change δ. The 3D quadrupole field applied to the atoms will shift the

energy levels according to equation 2.25 causing the atomic transition frequency to shift

by amount βz.

βz =
gFmFµB

h̄

∂B

∂z
z (4.8)

To illustrate the working principle of this effect, we can define a fictitious system with

F = 0 and F = 1 manifolds coupled by a red-detuned light field. A diagram of such a

setup is provided in figure 4.2. The selection rules dictate that in the lab frame of reference

the atoms resonate with σ+-polarised light on one side and σ−-polarised light on the other.

The light force affecting the atoms inside the magneto-optical trap can then be determined

by considering the combined frequency shifts caused by the velocity-dependent Doppler

effect and the position-dependent Zeeman effect.

FMOT = −2
∂F

∂ω
(kLvatom + βz)

= −αvatom − αβ

kL
z

(4.9)

Atoms are decelerated and held in position because of the differential light pressure that

is exerted on them.
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Figure 4.2: A diagram of a 3D MOT. The Zeeman effect, displayed on the right side,
gives rise to position-dependent light force.

As time passes, the number of atoms within the trap will grow according to

N (t) = Ns

(
1− e−t/τ

)
. (4.10)

The total number of steady-state atoms, Ns, is determined by a relatively simple equation

[62].

Ns =
V 2/3

√
6σ

(
v2c

M/2kBT

)2

, (4.11)

where V is the volume of the trap, vc is the capture velocity of the atoms within the trap,

M is the mass of the atom, and σ is the collisional cross section of the atom. This equation

indicates that the final number of atoms in a MOT is directly proportional to how large

the MOT beams are. Additionally, increasing the capture velocity, vc, can dramatically

improve our final atom number. It has been shown in [63] that the capture velocity is

related to the trap depth by equation 4.12.

v2c =
2b2Utrap

M
, (4.12)

where Utrap is the depth of the trapping potential, and the experimental work by [63] has

found that b = 1.29± 0.12.
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Experimentally, the MOT accumulates 6×108 atoms over a period of 10 seconds; however,

as seen in figure 4.3, the number of atoms during the loading stage appears to decrease

towards the end. This is due to the reduced background gas pressure, since the 87Rb

dispensers are only briefly pulsed with higher current (≈ 7A) at the beginning of the

sequence. For the remainder of the experiment, the dispenser runs at low current (< 3A)

to keep the dispenser temperature high without increasing the pressure too much.

Figure 4.3: Atom number vs. time during the MOT loading stage. False-colour absorption
images of the atom cloud are show on the right: top picture shows the optical density
map of the atomic ensemble at t = 0 s and the bottom picture displays the image of the
atom cloud at the end of the loading scheme with t = 10 s.

Figure 4.4 shows how the temperature of the MOT can be estimated by switching the

MOT coils and allowing the thermal cloud to undergo ballistic expansion. The time

evolution of the cross-sectional size of the atom cloud, σcloud (t), with temperature, T ,

follows the equation below [64].

σcloud (t) =

√
σ2
cloud (t = 0) +

kbTt2

M
. (4.13)

The camera’s field of view is exceeded by the atom cloud in 6 miliseconds, thus restricting

the time available for temperature measurement. The fitting process yielded a temper-

ature of T = 1.2± 0.3mK, which is not in agreement with the limit temperature value

expressed in Equation 4.7. This higher-than-expected temperature is likely caused by the

fact that the Cooler Laser detuning that maximises the atom number in the trap does not
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lead to the minimum cloud temperature. Also, at low time values, a Gaussian fit is not

a good measure of the atomic cloud size because the shape of the cloud is still deformed

due to the non-uniform spatial intensity profile of light.

Figure 4.4: Ballistic expansion temperature measurement after MOT stage. The top row
of images show the atomic ensemble expansion after 0, 3 and 6 ms.
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4.3 Transfer Into Magnetic Trap

The cold atoms collected in our magneto-optical trap are further cooled and handed over

to purely magnetic traps. Atom location, determined by the magnetic field minimum

position, can be manipulated by applying additional fields created externally or by running

currents in the local wire structures, enabling complex transport sequences. As soon as

the MOT loading is complete, the MOT coils are switched off and a series of carefully

timed pulses, frequency sweeps and magnetic field ramps are carried out to prepare the

atoms in a pure, magnetically sensitive state. The main stages of this process involve

polarisation gradient cooling, also known as the compressed MOT stage, optical pumping

of the atoms into the |F = 2,mF = 2⟩ state, and switching on the magnetic fields to

provide a trapping force that levitates the atoms inside the vacuum chamber.
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4.3.1 Compressed MOT

The compressed MOT stage enhances the cooling capabilities of the magneto-optical trap

by compressing the atom cloud and taking advantage of polarisation gradient cooling [65].

This technique allows us to achieve lower temperatures and higher phase-space densities,

which are key to conducting our experiment. To do this, the magnetic field gradient

confining the atoms is ramped down, and the atoms are allowed to freely expand in all

directions while interacting with the light field.

As the atoms are falling under gravity, the detuning of the Cooler Beam is ramped away

from the resonance frequency of the F = 2 ↔ F ′ = 3 transition. The fast-moving atoms

have a different Doppler shift compared to atoms with zero velocity. We can scan the

laser frequency to address all velocity groups to improve the cooling efficiency. The sweep

time value is determined by looking at the number of photons required to stop an atom

completely.

Nphotons =
vatoms

vrecoil
, (4.14)

where vrecoil = h/ (λM) is the recoil velocity of the atom. Atoms with temperature on

the order of 1mK require around 100 photons to slow down. The atoms scatter photons

at a maximum rate of γ/2 which gives a timescale for a frequency sweep duration

tsweep =
2Nphotons

γ
. (4.15)

The minimum required sweep time for atoms at the temperature of 1 mK takes a few

microseconds and is therefore mainly limited by the electronics that run the experiment.

Once the ramps are complete, the polarisation gradient cooling stage takes place. The

phenomenon was first discovered experimentally in 1988 [61], when lab demonstrations

of laser cooling exceeded predictions set by the Doppler effect (a pleasant surprise). The

theoretical explanation for polarisation gradient cooling was provided soon after in 1989

[66]. The polarisation gradient in question is formed when σ+ and σ−-polarised light

beams travel in counter-propagating directions. The superposition of these two beams
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travelling along the z-axis creates a standing wave light field with a linear polarisation

rotating in the x-y plane as we go along z. This spatial polarisation variation is presented

in figure 4.5.

Figure 4.5: Rotation of light field polarisation in space.

As the atoms move along the z-axis with momentum kvatom, the light polarisation per-

ceived by the atoms changes. This could be described by applying a rotation operator

which keeps the light polarisation constant, however, this will introduce energy shifts,

caused by a fictitious magnetic field, which will manifest as a light pressure imbalance

between σ+ and σ− fields. With red-detuned light, where δ = ωL − ωtransition < 0, and

vatoms > 0, the atoms will absorb more σ− photons and the opposite will be true for

the atoms with vatom < 0. The magnitude of light intensity in this case determines the

velocity capture range, the cooling force is independent of power, and the Doppler effect

plays no role in cooling the atoms.
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4.3.2 Optical Pumping

The purpose of optical pumping is to prepare the atoms in the most magnetically sensitive

state |F = 2,mF = 2⟩. This state is chosen for multiple reasons. First, the magnetic

fields generated by the coils can levitate the atoms with lower magnetic field gradients

as discussed in the sections below. Second, the preparation of the atoms in the stretched

state ensures the maximum compression required for efficient evaporative cooling. The

atoms are optically pumped into the state |F = 2,mF = 2⟩ by applying a uniform bias

field in the x-direction that sets the quatization axis for the atoms and shining a beam of

light resonant with the transition F = 2 ↔ F ′ = 2. Depending on the light polarisation,

the atoms can be pumped into one of the dark states set by the transition selection rules.

The dark states, indicated by black circles in figure 4.6 ends up with the majority of the

atom population, since there is no allowed transition that will pump the atoms out of

those states. In the figure the transitions stimulated by the laser light are marked with

solid arrows, and the spontaneous decay events are shown as grey arrows pointing down.

Figure 4.6: Optical pumping diagram with σ±, π pump polarisations.
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4.3.3 Atom Capture

After the compressed MOT and optical pumping stages have been completed, the atoms

are once again confined in space. However, this time, instead of light pressure exerting the

majority force, it is the magnetic forces that confine the atoms inside the vacuum chamber.

We use equation 2.25 to determine the minimum magnetic field gradient required to

overcome the gravitational potential, Vgrav =Mgz pulling the atoms down.

∂BDC

∂z
=

Mg

µBmFgF
, (4.16)

where M is the mass of the atom isotope in question, and g is the gravitational accel-

eration constant. 87Rb atoms require at least ≈ 16G/cm field gradient if they popu-

late state |F = 2,mF = 2⟩, and ≈ 32G/cm if the atoms are in states |F = 2,mF = 1⟩ or

|F = 1,mF = −1⟩. The magnetic field gradient is created by the MOT coils; however,

because the atoms have fallen down during the previous stages of the experiment, the

external magnetic fields need to be adjusted such that the magnetic field zero region still

overlaps with now accelerated atomic ensemble.

After the atoms are recaptured in the magnetic trap, the temperature of the atoms can

be measured to verify the success of the process. According to data in figure 4.7, the

temperature at the end is reduced below the Doppler cooling limit, at 64± 14µK. Time-

of-flight measurement has been used to determine the temperature of the cloud after

letting it settle for 500 ms in the recaptured magnetic trap. During the ballistic expansion

measurement, a non-zero magnetic field could distort the cloud expansion, giving a lower

than expected temperature reading.
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Figure 4.7: Temperature estimate from ballistic expansion after CMOT stage. The top
row of images displays the atom cloud at different free-fall times during ballistic expansion.

We also employed in-situ RF thermometry, which does not necessitate switching of the

magnetic trap. By introducing RF radiation a certain frequency, it is possible to selectively

remove atoms at a fixed magnetic field intensity. At the resonance condition, where the

frequency of the RF probe is equal to the Larmor frequency, the atomic spin is flipped

and the atoms are released from the trap. This can be used to our benefit, as we can

investigate the thermal distribution of the atoms one frequency at a time. By repeating

the experiment multiple times with different ωprobe each time we can measure the fraction

of atoms removed from the trap, which gives us an indication of the temperature of the

atom cloud.

Depending on trap topology, the shape of the RF spectrum will look different. In our

experiment we care about atoms either in a quadrupole trap, which has a linear potential

gradient in all directions, or in an Ioffe-Pritchard type trap, which can be approximated

as a harmonic potential. For a simple case of a quadrupole trap, we can write down a
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potential equation.

E = mFgFµB|B| (4.17)

The field magnitude B can be expressed by equation 4.18. There is a constant field

gradient, q, in the x-y plane that is constant across the quadrupole trap. The factor

of 2 in the z-direction gradient comes from the coil arrangement in the anti-Helmholz

configuration.

|B| = q
√
x2 + y2 + (2z)2 = qr (4.18)

We also assume that the loss feature as a function of RF frequency will follow the nor-

malised Boltzmann distribution, N(r).

N(r) = NA4πr2e−E/kBTdr (4.19)

The normalisation constant, A, should be set such that the integrated area under the

distribution curve would give the total number of atoms, N . This equation subdivides

the total number of atoms, N , to a number of thin equipotential shells with surface area

4πr2 and thickness dr. Each of these shells contains only atoms with energy E so the

temperature T can be estimated. Probe frequency, f , is related to the equipotential

radius, r through potential energy relation.

hf = mFgFµBqr (4.20)

From equations 4.20 and 4.19 we can derive the relationship between the RF probe fre-

quency and the number of lost atoms.

dN(f) = NA4π

(
h

mFgFµBq

)3

f 2e
− hf

kBT df (4.21)

The temperature reading obtained by this method, as seen in figure 4.8, is 43.6± 1.3µK.

The temperature readings obtained using these two methods were not in agreement with
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each other, but both measurements were well below the Doppler cooling limit. The

temperature reading obtained with RF spectroscopy is dependent on the power of the RF

probe 1 and the transitions between the regimes where either the total energy or just the

potential energy of the particle is measured, resulting in slightly different results [67].

Figure 4.8: Temperature estimate from RF spectroscopy in a magnetic trap after the
compressed MOT stage confirms that the atoms can be cooled down past TD ≈ 145µK
with laser light. RF probe duration here is 550ms.

Similarly, the Ioffe-Pritchard trap has a harmonic potential that can be expressed in terms

of the trap’s curvature, c, and the position, r, which creates an isopotential surface.

E = mFgFµBcr
2 (4.22)

The thermal distribution for this trap is derived following the same steps as in 4.19. The

scaling of this distribution with respect to the frequency of the RF probe is different.

While the shape of this function represents the temperature of the cloud quite accurately,

there is an additional frequency offset added by the presence of non-zero magnetic field

1The Rabi frequency at the atom chip trap driven by a coil of the same size and the same number
of turns is 25kHz (from later data in the thesis). This was done with a 30W RF amplifier running at
maximum power. The amplifier running the probe coil puts out 50mW of power ( 24.5x reduction in
current) and the atom-coil distance between the measurement of the magnetic trap vs. measurement on
the atom chip is doubled from 3cm to 6cm (another factor of 4.5 reduction in field magnitude). This
leaves us with a Rabi frequency of 200Hz and the probing time is 550ms. Here, the more important issue
to address would be the cloud rethermalizing during measurement rather than power broadening.
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minimum at the bottom of the Ioffe-Prichard trap. The envelope of the spectrum needs

to be shifted in frequency such that the beginning of the analytical solution matches with

the potential minimum energy in the harmonic potential.

dNharmonic(f) = NA2π

(
h

mFgFµBc

)3/2√
fe

− hf
kBT df (4.23)

Figure 4.9: RF thermometry in an Ioffe-Pritchard type trap. The trap bottom corre-
sponds to 1.06MHz. The variations in atom number off-resonance can be attributed to
background gas pressure variations over time.
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4.4 Evaporative RF Cooling

During the magnetic transport stages of the sequence the atomic cloud temperature in-

creases due to trap compression as well as non-adiabatic heating. Our goal is to reduce the

cloud temperature to the point where it is just above the transition temperature for the

formation of a Bose-Einstein condensate (BEC) [68]. Only at such ultra-low temperature

we can expect to perform relevant measurements and attempt to load ring-shaped traps

of the envisioned design. Low temperatures correspond to a longer de Broglie wavelength

associated with the atom and, therefore, relieve the precision requirements needed to

observe high-contrast interference fringes, however, achieving BEC may not be desirable

due to increased collision losses. Our Sagnac interferometer requires atom clouds to pass

each other at half-way point, so a lower number density is preferred at that stage of the

experiment to prevent scattering losses. Figure 4.10 illustrates how evaporative RF cool-

ing is used to achieve such temperatures. The applied RF is ramped down in frequency

to remove atoms in a controlled manner starting with the highest potential energy and

then moving down until only the lowest energy atoms are left. P. Valkering’s thesis [69]

is a useful resource for this part of the experiment. The efficiency of this process depends

critically on the ratio of the collisional rethermalisation rate to the atom loss rate. If done

efficiently, the lowered temperature of the cloud will raise the phase-space density (PSD),

which is a good measure to describe the density of the atomic cloud, because it also takes

into account the average distance between each particle. PSD is given by

ρps = nλ3dB = n

(
2πh̄2

MkBT

)3/2

, (4.24)

where n is the number of atoms per unit volume and λdB =
√

2πh̄2/MkBT is the thermal

de Broglie wavelength. A BEC is attained when the phase-space density exceeds 2.6.

Intuitively, this means that a BEC is achieved when the average distance between atoms

is comparable to the de Broglie wavelength. An important parameter in evaporative

cooling is called the truncation parameter, η, which relates the average energy of an atom

to the energy of an atom removed due to cooling processes, Et.
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η =
Et

kBT
(4.25)

Provided that η > 1, the energy of the atom that is removed will be greater than the

average energy of an atom in the ensemble, thus decreasing the total temperature of the

cloud. To determine the energy of the atom that is removed, we use Et = h̄ωRF . The

evaporative cooling process necessitates that the atom cloud re-thermalises before the RF

frequency can be reduced again.

Figure 4.10: Evaporative cooling of an atomic ensemble. The top row shows the thermal
distribution of the atomic ensemble as a function of frequency and the bottom row is
a cartoon diagram representing atoms in a magnetic potential. In column A we have
an initial thermal distribution of atoms. In column B the RF field couples the Zeeman
sublevels of 87Rb in a way that introduces a pathway for most energetic atoms to leave
the trap, resulting in a truncated thermal distribution. In column C we can see the new
steady state of the atom cloud with a reduced temperature. This process is repeated in
discrete steps until desired temperature is achieved.

The duration of the rethermalisation process is equivalent to the time it takes for atoms

to experience three collisions on average [70]. The average collision rate for each atom

can be expressed as

Γcollision = ⟨vatom⟩σ ⟨n⟩ , (4.26)
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where ⟨n⟩ is the atom number density, σ is the collisional cross section, and ⟨vatom⟩ is the

mean velocity of the atom. We can rewrite ⟨vatom⟩ as

⟨vatom⟩ =
√

8kBT

πM
, (4.27)

where M is the mass of the atom. The elastic cross-sectional area of the 87Rb atom in

the |F = 2, gF = 2⟩ state is given by equation 4.28.

σ = 4πa2 (4.28)

Here, a takes the value found in [71].

a = 109a0, (4.29)

where a0 is the Bohr radius.

The final collision rate is then given by

Γcollision =

√
8kBT

πM
4π (109a0)

2 Natoms

Vtrap
, (4.30)

where Vtrap is the volume of the trap. The cooling process can eventually enter a runaway

regime, where the increased atom density raises the collision rate, allowing the time

between cooling frequency steps to get shorter and shorter, until either we run out of

atoms or a BEC forms.

The first cooling ramp shown in figure 4.11 occurs in an optically plugged quadrupole trap

with frequency being ramped from 25MHz to < 1MHz in 5 s. The trap temperature in

the optically plugged quadrupole trap is reduced from 71µK to 21µK and the RF power

is gradually reduced to prevent the atoms from entering the regime where the RF field

dresses the atoms instead of kicking them out.
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Figure 4.11: RF cooling ramp in optically plugged quadrupole trap.
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4.5 Optically Plugged Quadrupole Trap

The challenge that we face is that colder atoms tend to accumulate closer and closer to

the centre of the magnetic trap, where the magnetic field is minimal. For a quadrupolar

trap, the minimum is at zero field where the hyperfine energy levels become degenerate

and spontaneous Majorana spin flips lead to rapid atom loss. In order to go around this

problem, we have multiple approaches that we can try; however, we found that using an

optically plugged quadrupole trap [72, 73, 74, 75] works the best.

A more detailed derivation of the following results in this part can be found in [76]. The

repulsive potential, Udipole, produced by the blue-detuned light field with intensity profile,

I (r), is given by

Udipole (r) = −3πc2

2ω3
0

(
γ

ω0 − ωlight

+
γ

ω0 + ωlight

)
I (r) , (4.31)

and the scattering rate, Γsc, is expressed as

Γsc (r) = − 3πc2

2h̄ω3
0

(
ωlight

ω0

)3(
γ

ω0 − ωlight

+
γ

ω0 + ωlight

)2

I (r) , (4.32)

where ω0 is the angular frequency of the D2 transition line, ωlight is the frequency of the

applied field, and γ is the natural transition linewidth.

Several simplifications can be applied to the above equations by assuming that our light

frequency is close to resonance. We can ignore the term containing ω0+ωlight and we can

also assume that ωlight/ω0 ≈ 1. This gives us simplified equations that depend only on

detuning, ∆ = ωlight − ω0

Udipole (r) = −3πc2

2ω3
0

γ

∆
I (r) (4.33)

and

Γsc (r) = − 3πc2

2h̄ω3
0

( γ
∆

)2

I (r) . (4.34)

The Gaussian beam profile, I (r), is defined by beam waist, w (z), and output power, P .
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I (z, r) =
2P

πw2 (z)
e
−2 r2

w2(z) , (4.35)

where w (z) is the 1/e2 intensity beam radius at position z. Combining the quadrupole

magnetic trapping field with the dipole beam pushing the atoms away from a zero-field

region creates the trap shown in figure 4.12.

Figure 4.12: Optically plugged quadrupole trapping potential. In this particular case, the
parameters are: ∂BDC/∂r = 32G/cm, λ = 760nm, P = 1W , w (0) = 14µm.

Because atoms are strongly expelled from the centre of the quadrupole potential, the

atomic states always remain nondegenerate and thus Majorana losses are avoided. This

technique allows us to evaporatively cool the atoms with greater efficiency, and this leads

to an improved phase-space density at the end of the RF cooling ramp. The improvement

is clearly visible at the end of the cooling ramp in figure 4.13.
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The laser beam punching a hole in the atom cloud should ideally repel atoms without

driving any transitions. Therefore, it is in our interest to maintain Γsc as low as possible

while keeping the repulsive potential high enough to prevent atoms from entering a zero-

field region. An important relationship to note is the one between the scattering rate and

the dipole potential.

h̄Γsc =
γ

∆
Udipole (4.36)

We can see that with increasing detuning the scattering rate decays faster than the trap-

ping potential magnitude, however, we need a large beam intensity to maintain high

potential barrier. While, in theory, a BEC can be achieved with as little as 70 mW of

plug power [77], we maintain the intensity of the plug beam as high as practically possi-

ble to completely expel the atoms from a spatial region where the plug beam is focused.

We found that even by reducing the plug beam power by 20% does not affect the atom

number significantly compared to other sources of uncertainty, such as power fluctuations

in Cooler Beam power, detuning, and background gas pressure.

Figure 4.13: False colour absorption images of the atom cloud after identical evaporative
cooling stage with and without the optical plug beam. The colours represent the optical
density of the atoms. On the right, a blue-detuned laser beam with λ = 760 nm and
≈ 1, W power is focused at the center of the atom cloud to exclude the atoms from the
region in space where |BDC (r)| = 0 to prevent Majorana losses.
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4.6 Atom Transport

Atoms can move around in space by changing the applied magnetic fields. Different

configurations will cause the magnetic field zero region seen in figure 4.14 to appear at

different locations. The simplest example of that would be moving an atomic ensemble

along one dimension by applying a uniform bias field. In the 2D example, the DC field

has the form

BDC =
∂BDC (x, y)

∂r
r

−x

y

 , (4.37)

where r =
√
x2 + y2, and the bias field can be described as

Bbias = Bbias

x
0

 (4.38)

with the total field written as

Btotal = BDC +Bbias, (4.39)

so the position of the zero-field region will depend on the magnitude of the bias field and

the magnetic field gradient, ∂BDC/∂r. This method only works in the regime where Bbias

is small because, due to the geometry of the coil, the quadrupole trap is only linear in

magnetic field magnitude within a limited region in space.
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Figure 4.14: Quadrupole field zero being displaced by introducing a bias field.

In the experiment, the bias fields were adjusted in a particular order to move the atoms

from an optically plugged quadrupole trap to an atom chip-based trap. Figure 4.15 shows

the key parts of the loading sequence. The process involves bringing the atoms closer

to the chip surface, compressing them, and then loading them into the atom chip trap.

Unfortunately, due to the trap gradient and spatial mismatch, the handover procedure

results in atom losses, with only about 10% of the atoms being loaded into the ring trap.

We noticed that the number of atoms transferred into the ring trap increases with an

increase in atom chip current; however, we are limited by the fact that the atom chip

wires become too hot due to ohmic losses.
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Figure 4.15: Loading of the Atom chip. False colour absorption images were taken during
the atom chip loading stage with 1, 40, 60, 70, and 80 ms delay from the start of the
stage. The x- and y-axes represent indices of 5.6µm wide pixels.

The atoms can also be moved by applying currents to complex wire structures within the

PCB or atom chip inside the vacuum chamber; however, the effects in this case are less

predictable and require numerical analysis. The magnetic fields created by wire structures

follow the Biot-Savart law, which we employ in our finite element analysis.

The simulation tools available to us can determine the position of zero-field locations as

well as the size of the isopotential surface, which informs us of the trap gradient magnitude

that we expect to see.
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4.7 The Chip-Based Ioffe-Pritchard Trap

As mentioned in section 2.4, adiabatic loading of atoms into RF-dressed potentials requires

a Larmor precession frequency above ωRF at the trap bottom. The RF dressing frequency

of 1MHz was chosen for two reasons. Firstly, the rotating wave approximation breaks

down at a lower limit where higher order time-dependent terms under rotation about

the quantisation axis are discounted. The high RF power required for atom confinement

leads to the condition where ΩRF,Rabi ≈ ωRF and thus the RWA becomes invalid. Second,

the RF electronics produce frequency harmonics, which causes increased atom losses. At

the required RF power the higher harmonics are strong enough to completely remove the

atoms from the trap within a few miliseconds.

The lifted trap bottom is achieved by forming an Ioffe-Pritchard-type trap with an atom

chip field and bias field. The trap forms due to the residual field created by the atom-chip

lead wires. A simulation of the conducting structures shown in figure 4.16 verifies that

one can continuously switch between a ring quadrupole and an IP trap just by changing

the applied external bias field pointing perpendicular to the lead wires. The simulation

results estimate the transverse magnetic field gradient in this trap to reach ≈ 1000 G
cmA

.

The size of the trap volume is limited due to the fact that the atom chip was not initially

intended to form this type of trap. This particular trap configuration was only identified

after examining the results of magnetic field simulations.
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Figure 4.16: Formation of the Ioffe-Pritchard type trap by the EM chip wire structure
running 0.3A current. Ring quadrupole (A) is turned into an Ioffe-Pritchard trap (B)
by applying a magnetic bias field of 1.5 G in the y-direction. Different colours indicate
surfaces where the magnetic field magnitude is a constant value.

Initially, the bottom of the trap is kept low (around 0.45MHz) to maintain a high potential

depth. Here, the atoms are evaporatively cooled down to ≈ 10µK with a frequency ramp

from 4.00MHz to 0.95MHz in 2.6 seconds. Later, the applied external bias field is increased

to set the minimum Larmor precession frequency to 1.04MHz which is just above the RF

dressing frequency of 1MHz. During each operation an RF spectrum was taken to verify

the success of each stage and the results have been presented in figure 4.17.
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Figure 4.17: RF spectroscopy signal of atoms in IP trap before the RF cooling ramp (A,
B), after RF cooling ramp (C, D), and after increasing the magnetic trap minimum field
(E, F). Figures on the right (B, D, F) show false-colour absorption images of the atoms
with the colour representing the optical density of the medium.
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4.8 MW Pulses

So far, we have been observing atoms guided in the |F = 2,mF = 2⟩ state. As de-

scribed in chapter 2, the Sagnac interferometer requires a superposition between states

|F = 1, m̄F = −1⟩ and |F = 2, m̄F = 1⟩. We employ timed MW pulses to achieve the

desired initial state. In the non-dressed picture, there are nine available MW transitions

with seven distinct frequencies that can couple F = 1 and F = 2 manifolds. Each of these

frequencies is labelled with a group number n like shown in the figure below.

Figure 4.18: Different available MW transition frequencies within the ground state mani-
fold depicted in different colours. Although there are 9 possible transitions, only 7 distinct
frequencies are available with group labels n = −3,−2, ..., 3.

With atoms contained in the RF-dressed potentials, an additional structure appears [78].

The typical selection rules for each MW frequency and polarisation are no longer valid

because a multi-photon transition is capable of coupling almost any two Zeeman sublevels

between the two ground-state manifolds. The angular momentum can now be conserved

on more transitions than before because the RF dressing field provides an additional

degree of freedom to absorb excess angular momentum. The microwave spectrum of the

RF-dressed atomic states features 7 groups of peaks, labelled in integer numbers from −3

to 3, each separated by ωlarmor = ωRF,dressing and each of the groups contains a number
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of peaks equal to possible destination states, separated by effective Rabi frequency like

shown in figure 4.19. For example, with the starting state |F = 2, m̄F = 2⟩, there are three

possible destination states: |F = 1, m̄F = −1⟩, |F = 1, m̄F = 0⟩, and |F = 1, m̄F = 1⟩.

Figure 4.19: MW spectrum of RF-dressed atoms in IP trap with atoms starting in the
RF dressed |F = 2, m̄F = 2⟩ state. The diagram of the available transitions is displayed
on the right: there are 7 groups of peaks, separated by ωRF , where each peak within the
group is separated by ΩRF and corresponds to a specific RF-dressed state.
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Figure 4.20 shows that the complex MW spectrum structure allows for seven different

pathways to move atoms from the |F = 2, m̄F = 2⟩ state to the |F = 1, m̄F = −1⟩ state.

The MW frequency is determined by measuring the coupling strength. We measure the

rate of atom transfer into the F = 1 manifold and select the transition that transfers

atoms to the |F = 1, m̄F = −1⟩ state the quickest.

Figure 4.20: Spectroscopic measurements of MW coupling strengths for
|F = 1, m̄F = −1⟩ ↔ |F = 2, m̄F = 2⟩ transition across different groups. Here, 0
Hz offset corresponds to probe frequency of ωprobe = ωhfs = 2π × 6.834..GHz. Displayed
is the number of atoms remaining in the F = 1 manifold with narrow frequency scans
across individual transitions. If pulse durations are much shorter than a Rabi cycle, the
amplitude of the peak indicates the relative coupling strength of each transition.

The transfer pulse is timed to maximise the number of atoms in the |F = 1, m̄F = −1⟩

state. MW pulse timing is determined from the graph in figure 4.21. After the atoms

have been transferred to the |F = 1, m̄F = −1⟩ state, an imaging light pulse is used to

remove any atoms that remain in the F = 2 manifold. The Rabi oscillations decay to

1/e amplitude within 0.073± 0.005ms from F = 1 data and 0.095± 0.022ms in F = 2

observations.
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Figure 4.21: MW-driven Rabi flopping between |F = 2, m̄F = 2⟩ and |F = 1, m̄F = −1⟩
within group -2. The differences in the steady-state atom number for the two states can
be attributed to changing background gas pressure over time. Negative starting number
for F=1 is a data processing artefact.

The following MW pulse prepares the superposition between the two trappable states and,

as before, we observe Rabi oscillations shown in figure 4.22 to select the most optimal

group for the MW transfer pulse. We found that in our setup, group -2 works best.
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Figure 4.22: Rabi frequency measurement of |F = 1, m̄F = −1⟩ ↔ |F = 2, m̄F = 1⟩ tran-
sition with different groups. X-axis represents the duration of the MW pulse.

The duration of the MW pulse is carefully timed to prepare an even superposition of

|F = 1, m̄F = −1⟩ and |F = 2, m̄F = 1⟩. In our case, the π/2-pulse corresponds to≈ 40µs.

Applying π- and π/2-pulses separated by time T , as described in Section 2.3, makes it

possible to operate a Ramsey interferometer that reads out an interferometric phase as a

population imbalance between states. However, for now, we only apply the first pulse in

an RF-dressed IP trap because the Rabi frequency is larger than that in an RF-dressed

quadrupole potential. A larger Rabi frequency increases the separation between peaks

and helps to resolve the desired transition with hotter atoms.
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4.9 Ramsey-Bordé Interferometer

With the MW pulse framework in place an interferometric sequence can be attempted

without displacing the atoms between the pulses. As described in section 2.3, a sequence

of π/2− and π pulses, separated by time T , is applied to observe the interferometric

signal which is read out as a population imbalance between atoms in the F = 1 and

F = 2 manifolds. The first two MW pulses are applied in-phase with respect to each

other, however, the last MW pulse has got a phase shift. Depending on the phase shift

value, the measurement basis changes and thus, as seen in figure 4.23, the phase shift

becomes imprinted onto the measurement result.

Figure 4.23: Ramsey fringes as a function of the final MW pulse phase shift with T =
0.02ms and T = 0.26ms. Atom number measured in the |F = 1, m̄F = −1⟩ state.

The contrast of the interferometer fringe defined as C = Nmax−Nmin

Nmax+Nmin
decays as a function

of time T between each MW pulse [79]. In this paper multiple models are presented for

different dynamical scenarios that all result in similar contrast behaviour. We choose one

that describes a diffusive gas in a field gradient while the true situation in this trap can

be represented by nearly ballistic motion of atoms in a harmonic potential.
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C (T ) ≈ e(−2T/T2)
3

, (4.40)

where T2 is the 1/e decay time of a spin-echo measurement, not to be confused with 1/e

free induction decay time T ∗
2 which is typically shorter. The T ∗

2 time describes how fast

the signal decays under constant MW radiation rather than a spin-echo sequence. From

the data presented in figure 4.24 the measured value of the T2 time was found to be on

the order of 0.478± 0.035ms, while the T ∗
2 time estimated from group n = −2 data in

figure 4.22 is 0.65± 0.11ms.

Figure 4.24: Ramsey fringe contrast decay measurement.

The decay time T2 is governed by the width of the transition line |F = 2, m̄F = 1⟩ ↔

|F = 1, m̄F = −1⟩. The sharpness of this transition line is limited by the magnetic field

dependence of the energy difference between the trapped adiabatic states caused by the

fact that the g-factor magnitude in ground state F -manifolds differs by about 0.5% [80].

This g-factor discrepancy can be reproduced by evaluating equations 2.23 and 2.24. Ther-

mal motion of atoms across the magnetic trap means that the fixed transition frequency
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becomes a distribution of frequencies with a finite width. According to figure 4.25 an

RF-dressed trap with ωRF = 1MHz, trap gradient of ∂BDC

∂r
= 300G/cm and effective Rabi

frequency ΩRF,Rabi = 2π × 300kHz will lead to ≈ 2kHz linewidth given that atoms are

displaced by 50µm.

Figure 4.25: The RF-dressed potentials of the states |F = 2, m̄F = 1⟩ and
|F = 1, m̄F = −1⟩ (left) do not overlap perfectly. The difference between these energy
levels is given on the right.

The measured full width at half maximum of the transition in question is ≈ 2kHz when the

atoms are cooled down to 1µK. In figure 4.26 the transition linewidth has been measured

at several probe power settings to ensure that the power broadening effects are avoided.

A naive interpretation of this result leads us to believe that the contrast decay time

is inversely proportional to the linewidth of the |F = 2, m̄F = 1⟩ ↔ |F = 1, m̄F = −1⟩

transition, as 1/T2 ≈ 1/0.5ms = 2kHz. Cooling the atoms to even lower temperatures

can mitigate this effect, however, transferring atoms between mismatched potentials with

MW pulses will lead to parametric heating.
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Figure 4.26: |F = 2, m̄F = 1⟩ ↔ |F = 1, m̄F = −1⟩ linewidth measurement with differ-
ent MW probe power strengths in group -3. Y-axis represents the atom number in the
|F = 2, m̄F = 1⟩ state. ∆fMW = 0 occurs at fMW = 6.834...GHz.
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4.10 The RF Phase-Dependent Position Control

Atoms loaded into an IP trap with a sufficiently lifted trap bottom can be adiabatically

transferred into an RF-dressed trap. A strong RF driving field produced by either RF chip

coils or the C4 coil from the PCB interacts with atoms even when not on resonance. The

applied dressing field magnitude of each source can be estimated through RF spectroscopy.

According to [81], the atoms are resonant with the probing field at angular frequencies

equivalent to ΩRF,Rabi, ωRF −ΩRF,Rabi, and ωRF +ΩRF,Rabi. We can prove this by looking

at the applied RF probe field with some arbitrary polarisation and frequency ωprobe. The

probing field in the lab frame of reference can be written as

Blab = (b+ê+ + b−ê− + b0ê0) e
iωprobet (4.41)

In the reference co-rotation framework with the dressing field, the probe field can be

defined by Brot

Brot =
(
b+ê+e

−iωdresst + b−ê−e
iωdresst + b0ê0

)
eiωprobet. (4.42)

The effective magnetic field rotates from e0 by an angle α = tan−1 ΩRF,Rabi

∆
, with ∆ =

ωdress − ωLarmor. We then find an expression for an effective σ+ component by rotating

it around the y-axis by an angle α in the frame of reference co-rotating with the dressing

field. The rotation is represented by a unitary matrix M .

ê+,eff =M ê+e
−i

√
Ω2+∆2t, (4.43)

with M represented as

M (α) =


cosα 0 sinα

0 1 0

− sinα 0 cosα

 . (4.44)

We can now find the coupling coefficient between each of the probe field polarisation

components and the atoms. We do this for each polarisation component and we name
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the coupling coefficients A+, A−, and A0.

|A+| = b+ê+ · ê+,effe
it(ωprobe−ωdress−

√
Ω2+∆2) (4.45a)

|A−| = b−ê− · ê+,effe
it(ωprobe+ωdress−

√
Ω2+∆2) (4.45b)

|A0| = b0ê0 · ê+,effe
it(ωprobe−

√
Ω2+∆2) (4.45c)

From the equations above, it can be seen that the coefficient |A+| becomes time indepen-

dent when ωprobe = ωdress +
√
Ω2 +∆2, |A−| resonates at ωprobe = ωdress −

√
Ω2 +∆2, and

the exponential for |A0| becomes constant at ωprobe =
√
Ω2 +∆2.

In figure 4.27 one can see that for a fixed detuning, the coupling strength for different

polarisations will vary depending on the magnitude of the applied RF dressing field.

Within a static magnetic field, where the RF field is polarised precisely along e± or e0,

only one of the peaks would be observed. We can observe all three peaks due to thermal

motion of atoms within the trap.
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Figure 4.27: RF coupling strengths of different polarisation components. Here, ∆ =
2π × 50kHz.

We have measured the RF coupling strengths of individual RF sources and found that the

RF chip drives the atoms with an effective Rabi frequency of 240 kHz and the C4 field

achieves 300 KHz. There are only two prominent peaks visible in figure 4.28; however,

the peak corresponding to ωRF −ΩRF,Rabi can also be seen with higher power or different

RF polarisations.
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Figure 4.28: RF field strength measurement of RF chip and C4 coil fields.

The choice of the relative RF phase is made by looking at the Rabi frequency when both

RF sources are switched on at the same time. The RF chip field is chosen to be the

reference, and the C4 field is delayed by different amounts to achieve the desired phase

offset. The measured Rabi frequency with one of the ground states only describes the

magnitude of one circular polarisation. To get a full polarisation description, we need to

observe the Rabi frequency in both F-manifolds at the same time. From results in figure

4.29 is it possible to determine that the angle RF chip and C4 coil field is ≈ 17◦. In the

end, a phase of 118.8◦ has been chosen to produce an upright elliptical RF polarisation.

Figure 4.29: RF coupling strength changes with RF polarisation.
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With fixed relative phase between the RF chip and C4 coils, the DC bias field produced

by the compensation coils is lowered and the quadrupole trap is handed over to the top

loop of the EM chip. This sequence transfers atoms from an RF-dressed IP trap into an

RF-dressed quadrupole ring trap in an adiabatic manner. We observe the changes in the

trapping potential during the DC field ramp by looking at the RF spectra of the atomic

ensemble shown in figure 4.30. Without the dressing field, the potential minimum is

lowered towards zero, whereas with the RF dressing field switched on, the atoms remain

confined to the resonant surface, allowing us to observe typical spectroscopic features

around a dressing frequency of 1 MHz. The effective Rabi frequency is lowered in the

RF-dressed quadrupole trap as a result of a change in the direction of the static magnetic

field with respect to the RF field.

Figure 4.30: RF-dressed atom cloud spectrum in IP trap (top) vs. quadrupole ring trap
(bottom).
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Another key observation made to verify that the atoms were loaded into the RF-dressed

potential comes from lifetime measurement presented in figure 4.31. Atoms confined to

the resonant surface do not cross the DC zero-field region and therefore they do not

undergo Majorana spin flips, keeping the atom lifetime much longer.

Figure 4.31: Lifetime of atoms in bare ring quadrupole (top) vs. lifetime in RF-dressed
ring quadrupole trap (bottom).

After the successful ramp into the RF-dressed quadrupole ring trap, we can introduce the

linearly polarised RFx field, which interferes with the radial component of the elliptically

polarised RF field, produced by the RF chip and C4 coils. The magnitude of the RFx

field was measured by keeping the atoms confined by the DC potentials while varying

the relative phase of the RFx field and estimating the resulting Rabi frequency through

RF spectroscopy. With the current setup it is possible to modulate the effective Rabi

frequency by ±2π× 25kHz. These measurements predict the formation of an RF-dressed

potential with traps slightly tilted with respect to the z-axis as seen in figure 4.32.
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Figure 4.32: Theoretical prediction of the RF-dressed trapping potential based on exper-
imental measurements.

To change the phase of the RFx field, we introduce a small frequency shift to the RFx

field with respect to the elliptical dressing field and wait for a fixed amount of time. In

this part of the experiment, the atoms remain in the |F = 2, m̄F = 2⟩ state to maintain a

higher potential gradient and keep the number of atoms as high as possible. We always

wait for 100 ms to give the atoms enough time to settle down and change the frequency

offset by ±5Hz. Depending on the frequency shift, the relative phase of the RFx field

varies and, therefore, we locate atoms in different positions around the ring. We should

be able to observe two clouds trapped in potentials at the top and bottom of the torus

moving in counter-propagating directions due to inverted static magnetic field direction

in each trap. In this case, however, only one of the two ring traps is loaded. This happens

due to gravity pulling the atoms out of the weaker trap formed further away from the

chip surface.

Having verified the working principle of our control scheme, we can attempt to transport

the atoms in the |F = 2, m̄F = 2⟩ state around the entire loop. The RFx field frequency
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is ramped up by 5 Hz, and, due to the resulting phase shift of the in-plane RF field,

we observe atoms travelling counterclockwise. The atoms are transferred from top EM

chip loop trap to the trap generated by the bottom layer structure to avoid guiding the

atoms over the lead wires. Unfortunately, because the longitudinal trapping potential is

quite shallow, the atomic ensemble spreads a bit too wide, and the edge of the cloud still

interacts with the lead wire discontinuity at 150 ms. The results of these experiments are

presented in figure 4.33.



120 Chapter 4. Experimental Results

Figure 4.33: False colour absorption images of RF-dressed trap evolution with fixed trans-
port duration on the left column (A− E) and fixed RFx frequency offset on the right
(F− J). Here we observe atoms in |F = 2, m̄F = 2⟩ state.
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The total duration of the round trip is 200 ms, as seen in figure 4.34. The angular position

of the atom cloud was extracted by determining the center of mass position within each

frame of the experimental sequence. Linear fit of the graph confirms that the atoms are

being guided around the ring at a fixed rate rather than being accelerated.

Figure 4.34: Plot of atom cloud angular position during the transport stage where the
RFx coil frequency offset is +5Hz. The rotation rate of the atom cloud is estimated to
be 37.20± 0.48 rad/s.

With this transport scheme it is possible to complete 9 full loops, since the lifetime of

atoms in the stationary trap has been measured to be 1.8 seconds, as shown in figure 4.35.

The RFx coil deepens the trapping potential and the lifetime measurement is different

from the data presented in Figure 4.31. Notably, no decrease in the lifetime of atoms in

the trap has been observed as a result of the addition of an RFx field.

Figure 4.35: Lifetime measurement data of stationary atoms in an RF-dressed ring
quadrupole trap.
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The temperature of the dressed ring quadrupole trap was measured before and after the

transport sequence. The atomic ensemble has heated from 3.48± 1.65µK to 5.20± 2.51µK,

which corresponds to a heating rate of 8.6µK/s. The heating rate puts a limit on how

many loops we can achieve, however, the heating rate can be significantly reduced by

employing optimal control techniques to accelerate atoms smoothly [82].

We then prepared atoms in a superposition of two states, |F = 1, m̄F = −1⟩ and |F = 2, m̄F = 2⟩,

and repeated the guiding procedure with the RFx field frequency offset set to ±2Hz. The

atoms always began in the same position, determined by the IP trap, and ended up in

different places depending on the RFx field frequency offset and the atomic state. When

the RFx field was changed by +2Hz, the atoms in the F = 2 state were guided clockwise

and the atoms in the F = 1 state moved counterclockwise around the ring trap. The

positions of atoms in different ground states after 100ms transport stage are displayed in

figure 4.36. When the frequency shift of the RFx field was set to −2Hz, the atoms started

to move in opposite directions: atoms in the F = 2 manifold were guided counterclockwise

and atoms in the F = 1 state were moved clockwise.
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Figure 4.36: Absorption imaging figures of atoms in a state-dependent RF-dressed
trap during transport via potential modulation. The left column shows atoms in
|F = 1, m̄F = −1⟩ and the right column displays atoms in |F = 2, m̄F = 2⟩ state. Modu-
lation field produced by RFx coil has a +2Hz frequency offset with respect to the smoke
ring dressing field, the trap radius is 0.5mm.

There are two RFx field phase values where the trap positions in states F = 1 and F = 2

overlap. This defines two possible locations where MW π-pulses can be applied. The trap

overlap location can be controlled arbitrarily by introducing an RFy field to control the

polarisation of the linearly polarised RF field in the x-y plane.
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In conclusion, the experiments have shown that the atom chip is capable of producing DC

trapping fields that provide enough potential for trapping, and the RF-dressed transport

scheme is able to move the atoms around the ring-shaped guide. Additionally, the MW

setup has been constructed and its operation has been confirmed through interferometric

and spectroscopic measurements. This has enabled the observation of Rabi cycles and

other important spectroscopic features in the MW range, thus demonstrating the ability

to create quantum superpositions of atoms in a materwave Sagnac interferometer.

124
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5.1 MW Dressing

The discrepancy between the Ramsey-Borde interferometer coherence time (T2≈ 0.5ms)

and the time it takes for 87Rb atoms to complete a full loop around the atom chip guide

(Tguide≈ 200ms) is a major issue. To address this, two approaches can be taken: creating

tighter traps to accelerate the atoms faster and using MW dressing fields to enhance the

|F = 2, m̄F = 1⟩ ↔ |F = 1, m̄F = −1⟩ transition linewidth, as described in B. Foxon’s

thesis [1]. The latter technique involves the application of off-resonant MW fields that

couple atomic states, resulting in energy shifts δE that increase the spatial potential

overlap between the |F = 2, m̄F = 1⟩ and |F = 1, m̄F = −1⟩ states. The energy states of

87Rb can be shifted by applying a detuned MW field, with the shift dependent on the

MW field power, coupling strength, and detuning.

δE =
h

2

(
−∆+ sign (∆)

√
Ω2 +∆2

)
≈ h

Ω2

∆
(5.1)

The ∆ term is symmetrical on either side of the transition, but the coupling strength

term, Ω, can be either positive or negative depending on the transition and frequency.

Dr. Foxon’s PhD thesis [1] provides an in-depth analysis of the coupling strength for

different polarisation components and transitions. Her experiments showed that the MW

dressing scheme can remove the magnetic field dependence on the transition frequency

to the first order when in free-fall. Additionally, using multiple MW frequencies at once

can reduce the transition linewidth to approximately 100 Hz. To estimate the value of Ω

for a transition |F,m⟩ → |F ′,m′⟩ with a specified polarisation, the values from the tables

in [1] can be used, where θF is defined as the angle of the effective MW field. As an

example, the coupling strengths for different transitions and σ−-polarised MW field have

been presented in table 5.1.

θF =
π

2
− tan−1

(
BDC −Bres,F√

2B±
RF

)
(5.2)

We select a frequency that interacts strongly with only one of the two states of interest

that can be trapped. Depending on the amplitude and polarisation of the microwave
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transition Ĥ−,n=−3
MW /Ω−

norm Ĥ−,n=−1
MW /Ω−

norm Ĥ−,n=1
MW /Ω−

norm

|1,−1⟩↔|2,−2⟩ 1√
2
(1+cos θ1)(1+cos θ2)

2 −
√
2sin θ1(1+cos θ2)sin θ2

1√
2
(1−cos θ1)sin

2θ2

|1,−1⟩↔|2,−1⟩ 1√
2
(1+cos θ1)(1+cos θ2)sin θ2 −

√
2sin θ1

(
1−cos θ2−2cos2 θ2

)
− 1√

2
(1−cos θ1)sin (2θ2)

|1,−1⟩↔|2,0⟩
√
3(1+cos θ1)sin

2θ2
√
3sin θ1sin (2θ2) − 1√

3
(1−cos θ1)

(
1−3cos2 θ2

)
|1,−1⟩↔|2,1⟩

√
2(1+cos θ1)(1−cos θ2)sin θ2

√
2sin θ1

(
1+cos θ2−2 cos2 θ2

)
1√
2
(1−cos θ1)sin (2θ2)

|1,−1⟩↔|2,2⟩ 1√
2
(1+cos θ1)(1−cos θ2)

2
√
2 sin θ1(1−cos θ2)sin θ2

1√
2
(1−cos θ1)sin

2 θ2

|1,0⟩↔|2,−2⟩ − sin θ1(1+cos θ2)
2 −2cos θ1(1+cos θ2)sin θ2 sin θ1sin

2 θ2

|1,0⟩↔|2,−1⟩ −2sin θ1(1+cos θ2)sin θ2 −2cos θ1
(
1−cos θ2−2 cos2 θ2

)
− sin θ1sin (2θ2)

|1,0⟩↔|2,0⟩ −
√
6sin θ1sin

2 θ2
√
6cos θ1sin 2θ2 −

√
2
3
sin θ1

(
1−3cos2 θ2

)
|1,0⟩↔|2,1⟩ −2sin θ1(1−cos θ2)sin θ2 2cos θ1

(
1+cos θ2−2cos2 θ2

)
sin θ1sin (2θ2)

|1,0⟩↔|2,2⟩ −sin θ1(1−cos θ2)
2 2cos θ1(1−cos θ2)sin θ2 sin θ1sin

2 θ2

|1,1⟩↔|2,−2⟩ 1√
2
(1−cos θ1)(1+cos θ2)

2
√
2sin θ1(1+cos θ2)sin θ2

1√
2
(1+cos θ1)sin

2 θ2

|1,1⟩↔|2,−1⟩
√
2(1−cos θ1)(1+cos θ2)sin θ2

√
2sin θ1

(
1−cos θ2−2cos2 θ2

)
− 1√

2
(1+cos θ1)sin (2θ2)

|1,1⟩↔|2,0⟩
√
3(1−cos θ1)sin

2 θ2 −
√
3sin θ1sin (2θ2) − 1√

3
(1+cos θ1)

(
1−3cos2 θ2

)
|1,1⟩↔|2,1⟩

√
2(1−cos θ1)(1−cos θ2)sin θ2 −

√
2sin θ1

(
1+cos θ2−2cos2 θ2

)
1√
2
(1+cos θ1)sin (2θ2)

|1,1⟩ ↔|2,2⟩ 1√
2
(1−cos θ1)(1−cos θ2)

2 −
√
2sin θ1(1−cos θ2)sin θ2

1√
2
(1+cos θ1)sin

2 θ2

Table 5.1: Normalised coupling coefficients for all possible transitions with σ− polarised
field present. Values were taken from B. Foxon’s thesis [1].

field, we can observe the potential landscape of a particular state shift and tilt seen in

figure 5.1 to better align with the curvature of the other potential. To achieve this, the

δE contribution to the total Hamiltonian must have the opposite curvature compared to

what is shown in Figure 4.25. A |F = 1,mF = −1⟩ ↔ |F = 2,mF = −2⟩ transition is a

suitable choice due to its curvature when coupled with σ− polarisation; however, the MW

frequency and amplitude must be carefully chosen for the best results.
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Figure 5.1: Coupling strength Ω vs. position for atoms dressed with 1 MHz dressing field
and ∂B

∂x
= 300G/cm matching parameters from figure 4.25. Groups -3, -1, and 1 have

non-vanishing coupling coefficients for σ− polarisation. A 35µG MW field amplitude is
assumed and the dashed vertical line provides a visual reference for the resonant field
taken as the average between values for F=1 and F=2 manifolds.

First signs of successful MW dressing have been observed by looking at the atoms in an

RF-dressed IP trap. We have used the monopole MW antenna inside the vacuum chamber

to dress and probe the atoms. The dressing frequency was set to be 3.085MHz above the

hyperfine splitting frequency and ΩRF,Rabi≈ 200kHz, which corresponds to a blue-detuned

MW dressing from the transition |F = 1,mF = −1⟩ ↔ |F = 2,mF = −1⟩ in group n = 3.

We observe a small shift in the transition frequency as well as improvement in linewidth.

More power and multiple dressing frequencies must be introduced to achieve a desired

linewidth of several Hz.
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Figure 5.2: MW transition linewidth improves with MW dressing enabled.
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5.2 Operation Under Tilt

The state-dependent RF-dressed adiabatic potential implementation can be expanded to

have higher order multipole traps providing tighter confinement of atoms in the radial

direction. Currently, the modulation of effective Rabi frequency by ±25MHz only allows

setup operation under a small tilt. The largest potential gradient in the longitudinal

direction of the trap is given by

∂ERFtrap

∂θ
= 2π × 25kHz

∂ sin θ

∂θ
h̄. (5.3)

The maximum gravitational potential gradient around the ring tilted at an angle αtilt is

given as

∂Egrav

∂θ
= mgr sinαtilt. (5.4)

Combining equations 5.3 and 5.4 provides a way to calculate the maximum possible tilt

without losing the atoms due to gravity forces.

sinαtilt =
2πh̄× 25kHzh̄

mgr
(5.5)

The theoretical maximum tilt achievable currently is only 0.67◦ and the minimum required

Rabi frequency modulation frequency needed to tilt the setup by 90 degrees is on the order

of 2.1MHz. Having more lattice sites will ensure tighter confinement along the track which

will also help to overlap the two thermal clouds at the end of the interferometer sequence

with higher precision. The result above puts a lower bound on ωRF , since it is required

that ΩRF,Rabi < ωRF to remain in the adiabatic regime.
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5.3 Setup Redesign

Considering arguments laid out in section 5.2, it has been found that an Ioffe-Pritchard

type trap can address a lot of issues and requirements presented by the experiment. A

lifted trap bottom enables adiabatic transfer into RF-dressed potentials while avoiding

interaction with higher RF harmonics and prevents Majorana losses during the cooling

stages. The changes in setup geometry are reflected in the designs of the vacuum com-

patible PCB as well as the RF and the EM chips. Additional changes are also covered

in the following sections. Unfortunately, due to delays in supply chain and experimental

setbacks, we were unable to test this new setup and quantify the impact of the improve-

ments.
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5.3.1 The PCB

The PCB has been redesigned to include straight wire segments forming a H-trap as.

The PCB shown in figure 5.3 will be able to form IP type traps with an applied external

magnetic field. The lifted trap bottom and a larger trap volume will prevent Majorana

losses during the early evaporative cooling stages, removing the need for optically plugged

quadrupole trap setup. It will also facilitate easier transfer of atoms into RF-dressed ring

quadrupole trap which will improve the signal to noise ration of our measurements. The

new design, shown in the figure below, features 14 conductive layers, with the PCB coils

containing up to 10 turns and the straight wires placed in the two layers just under the

surface of the PCB. The board still has the same number of concentric wire windings (C1-

C7), however, the coils are now rectangular. The shape of the PCB coils was changed to

work better with the bar wires forming the H-trap.

Figure 5.3: The redesigned PCB.

The simulation of the transport stage in figure 5.4 shows an IP trap forming above the

PCB surface with the bias fields applied. The isosurfaces indicate where the total magnetic

field magnitude remains the same and show that the trap bottom is lifted above zero by

at least 0.3G at all times.
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Figure 5.4: PCB transport sequence. The top row of images show the isopotential surfaces
of the trap traversing the extent of the PCB. The bottom graph shows the currents
required to complete the transport sequence. Here, C1-C7 are concentric square coils
that follow the same convention as the current PCB, P1L & P1R are the large parallel
bars, P2L & P2R are smaller parallel bars, PCB z is the central wire, EM z is the EM
chip z-wire, and X comp/Y comp are the external bias coils.
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5.3.2 The RF Chip

The RF chip currently produces a radially symmetric field that is tilted from the vertical

axis by only ≈ 17◦ at the location of the atom trap, meaning that a large fraction of the

RF power is being wasted. The design of the RF chip can be improved by reducing the

inner radius of the spiral. DC field simulations of the setup presented in figure 5.5 have

shown that at the location of the ring quadrupole trap the RF field is pointing at 17.96◦

which agrees with the Rabi frequency measurements described in section 4.10. The new

design should have have a smaller spiral which produces a field rotated by 40.29◦ from the

vertical axis. While the smaller loop creates a smaller overall field, the radial component

increases in magnitude and the unwanted vertical field component becomes smaller.

Figure 5.5: Numerical simulation of field produced by the RF chip.

In addition to the adjusted spiral geometry a z-trap structure can be added by taking

advantage of previously unused gold pads. The z-wire near the atom chip might prove

to be useful when trying to compress the atoms during the evaporative cooling ramp.

Currently, however, a possibility to evaporate a z-wire structure onto one of previously
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unused RF chips is being explored. Figure 5.6 shows a 1 mm wide gold conductor with

2µm thickness that has been deposited to reduce the manufacturing time and costs. The

rectangular gold patches have also been included to serve as levelling spacers that will

keep the EM chip from tilting during the bonding process.

Figure 5.6: The redesigned RF chip.
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5.3.3 The EM chip

The EM chip remains largely unchanged, however, the substrate thickness can be reduced

from 280µm to 200µm, getting the atoms even closer to the PCB coils. Just like the case

of the RF chip, a z-wire structure seen in figure 5.7 has been added to the lower conductor

layer to allow the formation of tightly confined IP traps.

The main setback is a small mistake made during the bonding process which misaligned

the EM chip with respect to the RF chip. The alignment marks are 100µm wide and

separated by 100µm gaps. Skipping one of these alignment marks resulted in chip mis-

alignment of ≈ 200µm which, unfortunately, made the PCB-chip stack unusable.

Figure 5.7: The redesigned atom chip bottom layer.
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5.4 Time-Averaged Adiabatic Potentials

One of the remaining challenges preventing us from completing an interferometric mea-

surement is the spatial mismatch between positions of atoms in the F = 1 and F = 2

ground states. The trapping potentials defined by the σ+-polarised field will have their

principal axes tilted with respect to traps defined by the σ−-polarised field. Figure 5.8

shows a simulation where a multipole trap of 2nd order is used as an example. This

tilt between the trapping potentials will cause the loss of contrast when the atoms in-

teract with the MW field during the read-out stage of the experiment. Performance of

the interferometer can be affected by increased temperature of the atom cloud or larger

RF field produced by the RFx coil. The spatial overlap becomes even worse under tilt

due to the gravity pulling the atoms towards the edges of the elliptical traps. Reducing

the temperature means that less atoms remain in the trap, and the reduced RFx field

lowers the trap depth. Both of these outcomes are undesirable and, thus, Time-averaged

adiabatic potentials (TAAPs) have to be employed [83, 84, 85].

The time-averaged potentials, as outlined in J. Johnson’s thesis [18], require modulation

the z-component of the RF dressing field at the right frequency, leading to time-averaged

potentials defined as

Vaverage =
1

T

∫ T

0

V (t)dt. (5.6)

The frequency at which the RF field magnitude needs to be modulated needs to be

higher than the mechanical motion frequency of the atom within the trap but below the

dressing frequency ωRF . If the modulation frequency is too low, the atoms will always

follow the moving potential minimum and not experience any averaging effects. If the

field is modulated too fast, the modulation frequency becomes comparable to ωRF , so the

condition for allowed RF field modulation frequency ωm is given by ωtrap << ωm << ωRF .

The RF field magnitude in the z-direction can be represented by Equation 5.7;

BRF,z (t) = BRF,z sinωmt. (5.7)
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Experimentally, this would require an RF source with a facility for I/Q modulation. By

modulating the RF field magnitude at angular frequency ωm ≈ 2π×10kHz we can obtain

the average potential for both atomic states. We can see in figure 5.8 that the traps in

this case overlap completely, however, the trap depth is reduced.

Figure 5.8: TAAP influence on the trapping potential shape. Figures A) and B) show
traps with no time-averaging, C) and D) display the trap potentials overlap when the DC
magnetic field is modulated. Figures A) and B) show potentials for |F = 2, m̄F = 1⟩ state
with RF field strengths of 1.5 G in the z-direction, 0.9 G in the radial direction, and 0.3
G in the x-direction. The isopotential contour plots on the right indicate the tilt of the
traps keeping atoms in the states F = 1 (dashed lines) and F = 2 (solid lines).
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5.5 Conclusion

The scheme presented in this thesis has many potential advantages in sensing applica-

tions and the experimental observations described here have increased the confidence in

feasibility of this scheme. The completed work also sets a solid foundation for making

a new generation of atom chips for Sagnac interferometry. While the measurement is

possible and the path to proceed is clear, this endeavour remains extremely difficult. The

experiment can be improved by altering the existing designs and implementing additional

techniques that will mitigate the main challenges that are preventing us from progressing

forward in the short-term. Once the device is operational, there will be a set of new

problems to explore, mainly integration of the cold atom setup into a hybrid system that

benefits from high measurement bandwidth of traditional rotation sensors and long-term

stability of matterwave interferometers.
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Appendix A

Imaging Denoising Techniques

A.0.1 PCA Analysis

Principal component analysis [86] can be used to reduce the noise in the imaging data [87].

It relies on reducing the dimensionality of a complex system by picking out principal axes

along which most of the variation within the system happens. We describe a matrix Rij

to perform image decomposition using PCA. Here i is the image index and j corresponds

to pixels within the image. First, the mean value of each pixel,Mi in the set of N reference

images is found.

Mi =
1

N

N∑
j=1

Rij (A.1)

We can then rewrite samples R as a zero mean value matrix, B. Matrix B only contains

information about the individual pixel intensity variation with zero mean value.

B = Rij −Mi (A.2)

The next step in the process is to calculate a cross-correlation matrix, S, which describes

the correlation between any two pixels within the reference images. An image with com-

pletely uncorrelated noise in the entire image would only have non-zero terms on the

diagonal. On the other hand, correlated pixels, such as in case of interference fringes

spanning a wide region of the image, some off-diagonal terms become significant.
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S =
1

p− 1
BBT (A.3)

The normalised and reshaped eigenvectors of S describe the principal components of all

the reference images R, and the corresponding eigenvalues tell us the scaling factor. The

eigenvalues are normalised such that the total sum adds to 1. The eigenvectors with the

largest eigenvalues tell us along which principal axis the image A is most likely to vary.

It is usually sufficient to take only a few largest eigenvectors and disregard the rest. The

’perfect’ background image is found by calculating the overlap between image A and each

of the most significant principal components. Finally, the eigenvectors, scaled accordingly

by taking into account the numerical overlap integral and eigenvalues, are superimposed

onto a single picture.

Even with a relatively low resolution image estimating S quickly becomes computationally

intensive and demands a lot of memory. For Example, a 640× 480 image requires us to

define a matrix with over 94× 109 entries. Thankfully, the deep learning community has

developed tools that are specifically meant to deal with this problem. A Python module

’Scikit learn’ [88] performs the calculation within minutes without exceeding the memory

limit. Some improvement can be seen in the overall background image as well as the

regions around the atom chip rings analysed in figure A.1. Processing images only takes a

short while, however, this method has its limitations. The random noise withing the atom

chip track structure simply cannot be predicted which causes unreliable performance in

the vicinity of the atom chip. Indeed, from the figure below we can see that the difference

between non-processed and de-noised images contains mostly noise coming from the atom

chip tracks.
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Figure A.1: Optical density image without post-processing vs. PCA de-noising technique.
The difference between the two results is shown on the right.

A.0.2 Machine Learning Approach

The fringes and noise in the absorption images comes mostly from the fact that there are

multiple pictures taken at different times. Because of that, small displacements of the

camera with respect to the setup become apparent. The goal here is to eliminate the need

for multiple images entirely as described in [89], by using deep learning techniques.

Although the method itself is complicated, the idea is simple: cut out a ’hole’ from the

original absorption image with atoms where the cloud is supposed to be, and teach an

algorithm to fill in the gaps to produce a background image as shown in figure A.2. The

algorithm is learning to fill a hole with reference images which contain no atoms and

therefore only produces artificial background light images.

The image generator is written in Python by adapting the code from ’Super resolution

generative adversarial network’ [90], which has already been successful at recovering small

details within complex images. Superres GAN has two main components: a generator and

a discriminator. The generator is given poor quality inputs and learns how to produce

upscaled images which are then evaluated by the discriminator. The discriminator tries

to tell apart the reference images from the ones that were ruined on purpose and then

upscaled by the generator. These two networks would usually compete until the quality

of the generator and discriminator does not improve anymore. The generator uses a

’Resnet34’ [91] network known for working well with image processing applications, and

produces some promising results. It manages to fill in the hole with 0.0264% validation
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loss. To produce these results, 3300 images have been used, however, these images can be

taken a lot faster compared to the experimental sequence. Another advantage would be

the computational efficiency. The network only needs to be trained once, the rest of the

image processing relies on simple matrix operations which are easily scalable in parallel

computing implementations.

Figure A.2: The generator manages to fill the hole with lots of detail with an input that
has some information missing completely. Figure A is the input with region of interest
cropped out, B is the reconstructed result, and C is target reference image.

Unfortunately, with the deep learning approach we run into similar issues as with the

PCA method. Some of the noise within the images simply cannot be predicted due to its

chaotic nature and we end up with unreliable results seen in figure A.3. This method could

be revisited in the future, as the discriminator part is still missing in this implementation.

It was also pointed out later on that the mean background image was not subtracted from

the reference image set before passing the data to train the model. Subtracting the mean

image should be the first thing to do in the following iterations of this method.
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Figure A.3: Image with the 3 image processing and no defringing methods applied (left)
vs. deep learning approach (right). Although a lot of background noise is removed with
the DL method, the atomic signal also becomes comparable to background noise levels.


