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Abstract

Early detection and treatment of gastrointestinal cancers has been shown to dras-
tically improve patients survival rates. However, wide population based screening
for gastrointestinal cancers is not feasible due to its high cost, risk of potential
complications, and time consuming nature. This thesis forms the proposal for the
development of a cost-effective, minimally invasive device to return quantitative
tissue information for gastrointestinal cancer detection in-vivo using spatial fre-
quency domain imaging (SFDI). SFDI is a non-invasive imaging technique which
can return close to real time maps of absorption and reduced scattering coefficients
by projecting a 2D sinusoidal pattern onto a sample of interest. First a low-cost,
conventional bench top system was constructed to characterise tissue mimicking
phantoms. Phantoms were fabricated with specific absorption and reduced scat-
tering coefficients, mimicking the variation in optical properties typically seen in
healthy, cancerous, and pre-cancerous oesophageal tissue. The system shows ac-
curate retrieval of absorption and reduced scattering coefficients of 19% and 11%
error respectively. However, this bench top system consists of a bulky projector and
is therefore not feasible for in-vivo imaging. For SFDI systems to be feasible for
in-vivo imaging, they are required to be miniaturised. Many conditions must be
considered when doing this such as various illumination conditions, lighting condi-
tions and system geometries. Therefore to aid in the miniaturisation of the bench
top system, an SFDI system was simulated in the open-source ray tracing software
Blender, where the capability to simulate these conditions is possible. A material
of tunable absorption and scattering properties was characterised such that the spe-
cific absorption and reduced scattering coefficients of the material were known. The
simulated system shows capability in detecting optical properties of typical gastroin-
testinal conditions in an up-close, planar geometry, as well in a non-planar geometry
of a tube simulating a lumen. Optical property imaging in the non-planar, tubular
geometry was done with the use of a novel illumination pattern, developed for this
work. Finally, using the knowledge gained from the simulation model, the bench top
system was miniaturised to a 3 mm diameter prototype. The novel use of a fiber ar-
ray producing the necessary interfering fringe patterns replaced the bulky projector.
The system showed capability to image phantoms simulating typical gastrointestinal
conditions at two wavelengths (515 and 660 nm), measuring absorption and reduced
scattering coefficients with 15% and 6% accuracy in comparison to the bench top
system for the fabricated phantoms. It is proposed that this system may be used for
cost-effective, minimally invasive, quantitative imaging of the gastrointestinal tract
in-vivo, providing enhanced contrast for difficult to detect cancers.
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Chapter 1

Introduction

Reflectance optical imaging is a prominent imaging technique in biomedical optics as
it can non-invasively return structural, functional and molecular tissue information
at high resolution. In this chapter, the propagation of light in biological tissue is
reviewed. The understanding of light propagation, which can lead to the extraction
of tissue optical properties, absorption and scattering, is looked at. The importance
of tissue absorption and scattering is also discussed. Spatial frequency domain imag-
ing (SFDI) as a diffuse optical imaging technique is discussed. The advantages and
disadvantages of this imaging technique are discussed, and SFDI systems that are
currently in use in the field are compared with one another. With the idea of ap-
plying SFDI to gastrointestinal imaging, current gastrointestinal imaging modalities
and devices are looked at, noting the advantages and disadvantages to all in relation
to the proposed SFDI device.

1.1 Light propagation

The radiative transport equation (RTE) is a fundamental equation describing photon
propagation in a medium, such as biological tissue [1]. Solving the RTE for light
propagation in biological tissue enables the extraction and isolation of the absorption
and scattering properties of the tissue, by using information from the reflected light.
There are many possible solutions to the RTE which will be discussed in this section.
These methods find the diffuse reflectance for some given illumination conditions and
system constraints.

1.1.1 The diffusion approximation

Numerical solutions to the RTE are laborious, time consuming and costly. Therefore,
analytical solutions can be readily obtained by use of the diffusion approximation.
The diffusion approximation aims to solve a series of differential equations to un-
derstand the propagation of light through turbid, highly scattering media, such as
tissue, by providing intuitive solutions. Cuccia et al. set out to provide a con-
ceptual framework for a spatially modulated photon density standing wave in an
experimental set-up with the use of periodic illumination, which will be presented
in this section [2]. To start, the time-independent form of the diffusion equation for
a homogeneous medium is given by:

∇2φ− µ2
effφ = −3µtrq (1.1)
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where φ is the fluence rate (optical energy delivered per unit area), µtr is the trans-
port coefficient given by µtr = µa + µ′

s where µa is the absorption coefficient and
µ′
s is the reduced scattering coefficient, µeff is the effective attenuation coefficient

given by µeff =
√
3µaµtr, q is the illumination source which is given by:

q = q0(z) cos(kxx+ α) cos(kyy + β) (1.2)

where k = 2πf , f being the spatial frequency of the illumination, and α and β
are the spatial phases in the spatial dimensions x and y respectively, with arbitrary
dependence on depth, z. The medium of interest will have a diffuse fluence rate due
to this illumination source of the form:

φ = φ0(z) cos(kxx+ α) cos(kyy + β) (1.3)

Substituting Eqns 1.2 and 1.3 into 1.1 an equation identical to the diffusion equation
for planar illumination is obtained (derived in Appendix A):

∂2

∂z2
φ0(z)− µ′2

effφ0(z) = −3µtrq0(z) (1.4)

where

µ′
eff = (µ2

eff + k2
x + k2

y)
1/2 =

1

δ′eff
(1.5)

where δ′eff is the effective penetration depth into the medium. For planar illumina-
tions of a sinusoidal wave, it is assumed that it is only modulating in one direction,
x, with constant illumination. Therefore, one can let k = kx as ky = 0. The source
of this planar photon density wave reflectance can be modelled as [3]:

q0(z) = P0µ
′
se

µtrz (1.6)

where P0 is the incident power. Putting Eqn 1.6 into Eqn 1.4 and solving for φ0(z),
one gets (derived in Appendix B):

φ0(z) =
3P0a

′

µ′2
eff/µ

2
tr − 1

eµtrz + Ce−µ′
effz (1.7)

where the reduced albedo, a′ = µ′
s/µtr and C is a constant of integration depen-

dent on the boundary conditions of the semi-infinite geometry. This constant is
determined, in this case, by use of the partial current boundary condition [4], where
the flux, j, (optical energy per unit time) is set proportional to the fluence at the
material interface (i.e. z → 0):

j|z→0 ≡
−∇φ|z→0

3µtr

= −Aφ|z→0 (1.8)

where A is a proportionality constant given by:

A =
1−Reff

2(1 +Reff )
(1.9)

where Reff is the effective reflection coefficient, given by:

Reff ≈ 0.0636n+ 0.668 +
0.710

n
− 1.440

n2
(1.10)
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where n is the refractive index of the diffuse medium e.g. tissue. The diffuse
reflectance, also known as the diffuse spatial modulation transfer function (MTF)
of the system, for a given set of optical properties can therefore be given by:

Rd =
−j|z→0

P0

=
3Aa′

(µ′
eff/µtr + 1)(µ′

eff/µtr + 3A)
(1.11)

So, for a given set of optical properties at a given spatial frequency, Eqn 1.11 will
return the diffuse reflectance.

Looking at the denominator of Eqn 1.11, where

µ′
eff

µtr

=
(µ2

eff + k2

µ2
tr

)1/2
=
(3µaµtr + (2πf)2

µ2
tr

)1/2
(1.12)

it is noted that the diffuse reflectance is frequency dependent in the form of an
inverse polynomial function of a single, positive valued µ′

eff/µtr. Therefore, the use
of low or high frequencies will result in a variance in the diffuse reflectance and
hence the ability to accurately resolve optical property values. From Eqn 1.12, it is
noted that for low spatial frequencies, k ≪ µeff , absorption has the dominant effect,
while for high spatial frequencies, k ≫ µeff , scattering has the maximal effect, as
the diffusion approximation assumes that µ′

s ≫ µa. For a planar illumination, i.e.
k = 0, accompanied by an absorption of 0, µ′

eff of Eqn 1.12 → 0 and therefore Rd

of Eqn 1.11 → 1.
The diffusion approximation suffers from many limitations. Firstly, it is only

valid for µ′
s ≫ µa, for a semi-infinite medium given the above boundary conditions.

However use of different boundary conditions for arbitrary geometries (e.g. slab)
would allow for the approximation of a non semi-infinite medium, at the expense of
a more complex diffusion approximation. Secondly, the distance from the incident
light source to a point on the boundary of the medium, ρ, is expected to be much
greater than the transport mean free path, l∗:

ρ ≫ l∗ (1.13)

where the l∗ is the distance a photon travels within a medium before it changes it’s
direction, defined by [5]:

l∗ =
1

µa + µ′
s

(1.14)

It has been found that the minimum value of ρ for accurate optical property retrieval
is ρ ∼ 4l∗ [6, 7]. There also exists a limitation of maximum possible spatial frequency.
The spatial frequency inverse of l∗ is the transport spatial frequency (fx,tr), which
is exactly equal to the transport coefficient µtr = fx,tr. By thinking of the inverse of
ρ as a metric of spatial frequency, it can therefore be said that:

fx ≪ 1

l∗
= µtr (1.15)

Therefore the maximum spatial frequency that agrees with the diffusion approxima-
tion must be less than µtr = µa + µ′

s.
The diffusion approximation can be used to accurately determine the optical

properties of a homogeneous media, agreeing with the above constraints. However,
the generation of Monte Carlo simulations to solutions of the RTE as opposed to
using the diffusion approximation has been shown to increase accuracy [2].
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1.1.2 Monte Carlo simulations

To overcome the limitations implicit in using the diffusion approximation for optical
property specification, e.g. µa ≪ µ′

s and maximum spatial frequency specification
(fx ≪ µtr), an alternate approach is required. Monte Carlo simulations are fre-
quently used to generate solutions that are analytically difficult to solve. This is
typically done by modelling an experiment as a series of probability density functions
(which in this case are random scattering events over a range of possible scattering
angles and random absorption events), sampling these probability density functions
repeatedly, and then returning a statistical result of interest (which in this case is
the expected distribution of possible reflectance values) [8]. A probability density
function is a function which determines the probability of a specific, random vari-
able appearing within a distribution for a continuous variable, and can be used to
determine the probability of an observation occurring randomly [9].

Monte Carlo simulations have been used for many years to model light trans-
port in tissue [10, 11], and open-source code is available to perform Monte Carlo
simulations of the RTE [12]. There are several quantities to be considered to run a
successful simulation of photon propagation within a turbid medium. Firstly, one
must consider the probability that a photon will be absorbed within the medium.
Secondly, one considers the probability that a photon will reflect at the interface
between two media (i.e. air and tissue). Another consideration is the probability
that a photon will scatter within the medium, and in doing so change its direction
of propagation. A phase function describes this new direction a photon takes after
a scattering event. Deciding on a correct phase function is paramount in accuracy
of simulation. For biological tissue with multiple scattering events, with a source
detector distance between 20 and 30 mm, one can describe photon scattering by
the Henyey-Greenstein phase function [13, 14]. Binzoni et al. discuss the use of
the Henyey-Greenstein phase function to model photon direction after a scattering
event in Monte Carlo simulations [15]. The Henyey-Greenstein phase function is
given by:

PHG(θ) =
1

4π

1− g2

(1 + g2 − 2g cos(θ))3/2
(1.16)

where g is the anisotropy which defines the direction of scattering within the medium
(which will be discussed in Sect 1.2.1) and θ is the deflection angle of the photon
after a scattering event. θ = 0 implies that the photon direction is not affected by
the scattering event.

Cuccia et al. use ‘white’ Monte Carlo simulations to generate diffuse reflectance
values for a set of input optical properties for a single layered medium [2], while work
has been done to show the capability to extend this to multi-layered media [16]. A
white Monte Carlo simulation is used to reduce computational time by performing a
single simulation with no absorption in the material and scaling the results to predict
the light propagation for a range of different absorption and scattering properties
[17]. Kienle et al. showed that this method compared to the conventional method
resulted in errors in absorption and reduced scattering coefficients of < 1% and < 2%
respectively [18]. For the simulation by Cuccia et al., they simulated a collimated
point source of 107 photons for the illumination and a detector with a numerical
aperture of 0.22. They used values of g and n of 0.71 and 1.33 respectively, in line
with known information of the phantom, tissue-mimicking material which was used.
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Agreement was found between the diffusion approximation and these white Monte
Carlo simulations of 12% for fx ≤ 0.5µtr and a′ = 0.99 [2].

1.1.3 Alternate solutions

Other techniques exist besides Monte Carlo simulations to overcome the limitations
of the diffusion approximation. Erickson et al. devised a custom, empirically de-
rived look-up table based of tissue-mimicking phantom measurements to overcome
the constraints [19]. This was done by taking measurements of reflectance and mod-
ulation of 126 varying phantom material properties and comparing the results with
that of a 99% reflecting reference standard using the equations:

R(x, y) =
IDC,sample(x, y, )× 0.99

IDC,ref (x, y)
(1.17)

M(x, y) =
IAC,sample(x, y)/IDC,sample(x, y)

IAC,ref (x, y)/IDC,ref (x, y)
(1.18)

where R(x, y) is the reflectance, M(x, y) is the modulation, and IAC and IDC are
the magnitudes of the AC and DC components of projected pattern, which will be
discussed in Sect 1.3.1. They found that, for large absorption coefficient, µa ≥ 0.3
mm−1, the diffusion approximation produces very large errors and cannot accurately
extract an absorption coefficient, while the empirically derived look-up table has
an absorption coefficient error of just 7%. For an absorption coefficient of µa =
0.5 mm−1, the error in calculated reduced scattering coefficient for the diffusion
approximation is 12%, reduced to 6% by using the empirically derived look-up table
[19].

Kim describes the use of discrete-ordinate methods to compute the Green’s func-
tion as a solution to the RTE [20]. The Green’s function is a fundamental solution
to the RTE [21]. Plane wave modes are general solutions to the RTE, and an ana-
lytical expansion of these is the calculated Green’s function. The reasoning for using
discrete ordinate method is because plane wave modes are not known analytically
and therefore must be determined numerically. This method is limited to media
with minimum forward scattering, as it can not successfully compute solutions to
the RTE for highly forward scattering material.

Post et al. propose an improved model for diffuse reflectance to that of Cuccia et
al. by obtaining the tissue impulse response through computing the reflectance as a
function of radial distance ρ using a narrow pencil beam as an illumination source
under the partial current boundary condition (PCBC) [22]. The updated diffuse
reflectance is given by:

RPCBC(k) =
a′

4A
3
µ′
eff/µtr

[
1− exp

(
− 4A

3
µ′
eff/µtr

)]
1 + µ′

eff/µtr

(1.19)

By comparing this new model of diffuse reflectance to the model proposed by Cuccia
et al. in Eqn 1.11, this new model reduces the median relative error in the extracted
absorption coefficient from 0.022% to 0.008% and in the extracted reduced scattering
coefficient from 0.029% to 0.026%. The two main differences in the models are source
of incident illumination, where Cuccia et al. model plane wave illumination while
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Post et al. propose a pencil beam illumination, and the improved model replaces
µeff with µ′

eff .
Looking at the above models, the diffusion approximation should be used in cases

where the discussed constraints are obeyed such as the turbid medium being semi-
infinite with µ′

s ≫ µa. If the set up does not meet these conditions, a Monte Carlo
simulation of diffuse reflectance values should be used to overcome these constraints,
at a cost of increased computational time. Non-conventional system geometries, or
samples not obeying the previously discussed diffusion approximation limits, would
benefit from the use of an empirically derived look-up table. This is due to the
look-up table being specific to that imaging system, increasing accuracy in optical
property retrieval.

1.2 Tissue optical properties

Optical properties can tell us important information on the material make up of
biological tissue. Structural tissue information gives an insight to objects within the
tissue that have the potential to be scattered by light, such as cell nuclei, mitochon-
dria, and collagen. Functional tissue information gives details on the work being
carried out by the tissue, such as blood oxygenation or cell transport. To under-
stand the functional tissue information, it’s often necessary to be aware of molecular
tissue information, such as oxyhaemoglobin (HbO2), deoxyhaemoglobin (Hb), lipids
and melanin content [23].

1.2.1 Absorption and scattering

Figure 1.1: Schematic of absorption, reflectance and scattering processes in bulk
tissue.

The dominant optical properties of tissue are expressed by the absorption coef-
ficient µa, the scattering coefficient µs, and the refractive index n. It is typical to
use µs when investigating thin tissue samples where one to several scattering events
take place. For thicker samples where multiple scattering events occur, the angle θ
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is introduced which represents the deflection angle of a photon during a scattering
event. The anisotropy of a material is represented as:

g = ⟨cos θ⟩ (1.20)

and defines the probability distribution of scattering in a sample in terms of for-
ward and backward scattering i.e. g = 0 has both forward and backward scattering
(isotropic), g = −0.9 is dominated by backward scattering with some forward scat-
tering, and g = 0.9 is dominated by forward scattering with some backward scat-
tering. Therefore, for a thick sample with multiple scattering events, the reduced
scattering coefficient is used instead, given by:

µ′
s = µs(1− g) (1.21)

Scattering within a medium depends on the relative refractive index change from
the surrounding medium (typically air) to the medium of interest, the wavelength
of the incident light, and the size of particles within the medium of interest. One
way to describe optical scattering can be by Mie theory, in which the scattering of
particles within a sample is due to the particles having a refractive index different
to that of the surrounding sample (e.g. cell nucleus having different refractive index
to surrounding cell) [24]. Mie theory assumes the scattering particles are perfectly
spherical in shape, and that different sphere sizes simulate the optical scattering
behaviour of a material [25]. Mie scattering is dominated by forward scattering,
i.e. g ≈ 0.9. Another type of scattering is Rayleigh scattering in which the scat-
tering is caused by light propagating through a medium in which the particle size
is much smaller than the wavelength of incident radiation [26]. Rayleigh scattering
is wavelength dependent i.e. the amount of scattering ∼ λ−4 [27]. Therefore, dif-
ferent wavelengths will scatter differently in contrasting samples, and consideration
must be taken as to which wavelength used relates to the expected scattering within
the sample. By either Mie or Raleigh scattering, bulk scattering refers in a large
amount of back scattering from the incident light, whereas multiple scattering and
absorption events within the tissue are responsible for the eventual attenuation of
the incident light. A depiction of scattering in tissue is shown in Fig 1.1.

Absorption is a process where the incident beam of photons is attenuated by
tissue components, also shown in Fig 1.1. Various chromophores in biological tissue
absorb light, such as HbO2, Hb, and melanin [29]. HbO2 and Hb are important tissue
optical properties because they have the potential to differentiate between malig-
nant and benign tumours. As a tumour grows, it rapidly outgrows its blood supply,
and therefore proliferated tumours often present with regions of significantly lower
oxygen concentration than healthy tissue. These hypoxia conditions often exist in
malignant tumours over benign tumours. The vasculature of tumours is directly
related to proliferation, growth and metastasis [30]. Therefore, the ability to differ-
entiate between HbO2 and Hb is invaluable in determining tissue type. HbO2 and
Hb have significantly different absorption spectra at several wavelengths, depicted
in Fig 1.2, particularly in the near infrared wavelength range, which is the principle
on which pulse oximeters are based [31]. Using the modified Beer-Lambert law, the
absorption at particular wavelength is obtained by:

µa(λi) =
N∑

n=1

εn(λi)cn (1.22)
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Figure 1.2: Absorption coefficient vs wavelength for oxyhaemoglobin (HbO2) and
deoxyhaemoglobin (Hb). Adapted from [28].

where ε is the chromophore extinction coefficient at a particular wavelength, λ,
(which are known values from literature [32, 33]), c is the chromophore concentra-
tion and N is the number of chromophores. In this case, the reduced scattering co-
efficient has been previously determined, and such the pathlength has been inferred
for the absorption coefficient calculation. By taking measurements of the absorp-
tion coefficient at different wavelengths, the concentration of the chromophores of
interest can be calculated via the matrix:µa(λ1)

...
µa(λj)

 =

ε1(λ1) . . . εi(λ1)
...

. . .
...

ε1(λj) . . . εi(λj)

×

c1...
ci

 (1.23)

where i represents the number of wavelengths used and j represents the number of
chromophores of interest [34]. For determination of HbO2 and Hb in tissue, it is
typical to use two wavelengths either side of isobestic point of HbO2 and Hb at 800
nm, as seen in Fig 1.2. Sato et al. determine the optimum wavelength pair to use
for measurement of tissue HbO2 and Hb by simultaneously imaging a sample at five
wavelengths: 678, 692, 750, 782, and 830 nm for pairing with 830 nm [35]. The signal-
to-noise (SNR) ratios for each wavelength pair was calculated over several sample
areas. They found that pairing 692 nm with 830 nm had the highest SNR, and is
therefore the optimal choice. It is of note that at this wavelength, the difference
in absorption coefficient between HbO2 and Hb is at it’s largest, which may be a
contributing factor to the high SNR obtained.
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Optical property Measurable by SFDI
µa ✓
n ×
µs ×
g ×
µ′
s ✓

Table 1.1: Optical property measurement compatibility with direct measurement
from spatial frequency domain imaging.

Optical properties can be measured by different techniques. Table 1.1 depicts
the optical properties directly measurable with SFDI, which will be introduced in
Sect 1.3.1. As µ′

s can be measured via SFDI, knowledge of the material of interest’s
anisotropy factor, g, can infer the materials scattering coefficient, µs.

1.2.2 Absorption and scattering of typical gastrointestinal
conditions

Holmer et al. have shown that cancerous and non-cancerous tissue in the stomach
and oesophagus exhibit a variation in measured optical properties [36]. A total of
36 samples of adenocarcinoma and squamous cell carcinoma (SCC) were imaged,as
well as several samples of healthy stomach and healthy oesophageal tissue taken
from the surgical safety margin. Adenocarcinomas are malignant tumours formed
in the glands of the epithelial tissue [37], which is the tissue that lines hollow organs
[38]. SCC arises from the proliferation of squamous cells, which are flat cells that
line different parts of the gastrointestinal (GI) tract [39]. SCC’s are among the most
frequent incidences of solid tumours in humans and are a major cause of cancer
related deaths [39]. Their main feature is their high degree of cellular heterogeneity.
SCC can originate from stratified epithelial cells, which are layers of cells that cover
the inside and outside surfaces of the body and have the capability to self-renew,
or form pseudo-stratified epithelium cells (which are a single layer of cells tightly
packed, appearing as if they are stacked in layers) through the activation of quiescent
cells. Quiescent cells are cells that remain out of the cell cycle, but can commence
division once activated, resulting in a switch in cell fate determination.

The samples were imaged in an integrating sphere spectrometer over the wave-
length range 300− 1140 nm. An integrating sphere spectrometer is a device which
measures the reflectance and transmission of light through a sample, from which the
samples optical properties can be inferred. Further discussion on how an integrating
sphere operates will be given in Chapter 3. Over this wavelength range, it was found
that the absorption coefficient of both adenocarcinoma and SCC is less than that of
healthy oesophageal tissue. The scattering coefficient of adenocarcinoma is greater
than that of healthy stomach tissue at wavelengths < 600 nm and less than that
of healthy stomach tissue at wavelengths > 600 nm. The scattering coefficient of
SCC is comparable to that of healthy oesophageal tissue at wavelengths < 420 nm
and less than that of healthy oesophageal tissue at wavelengths > 420 nm. The
anisotropy of tissue was also measured, ranging from 0.8 − 0.94 with no variation
between that of healthy and cancerous tissue at wavelengths ≥ 630 nm. Holmer et
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al. suspects the lower scattering coefficients seen in adenocarcinoma > 600 nm and
SCC at > 420 nm compared to healthy tissue can be attributed to the lower content
of chromophores, cell nuclei and cell membranes present in tumour tissue. The lower
absorption coefficients seen in adenocarcinoma and SCC may be attributed to their
rapid proliferation resulting in poorly formed vasculature, described in Sect 1.2.1.
However, as oesophageal neoplasia is associated with angiogenesis [40], it might be
suspected that these regions of new, abnormal cell growth have a higher absorption
coefficient than that of healthy tissue, while regions of abnormal cells present for
some period of time will have a lower absorption coefficient compared the healthy
tissue. This is because the rapid proliferation will first result in more blood ves-
sels and an increased absorption coefficient, but then the vasculature will rapidly
outgrow it’s blood supply, decreasing the absorption coefficient.

Figure 1.3: Schematic representation of the progression from healthy oesophageal
tissue to oesophageal adenocarcinoma (a) normal stratified squamous epithelium
in the oesophagus (b) metaplasia occurring, an indication of BO. Goblet cells are
intestinal mucosal epithelial cells whose purpose is for nutrient digestion and absorp-
tion of mucosa [41] (c) development of low grade dysplasia (d) development of high
grade dysplasia (e) neoplastic oesophageal adenocarcinoma. Adapted from [42].

Before detection of adenocarcinoma within the oesophagus, most patients are di-
agnosed with a precancerous condition termed Barrett’s Oesophagus (BO) in which
the typical epithelial cells lining the oesophagus (see Fig 1.3 (a)) change to that of
columnar cells, which are commonly found in the small and large intestine [42, 43]
in a process termed metaplasia (see Fig 1.3 (b)). It is thought that these columnar
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epithelial cells arise directly from stromal cells [44]. It can be a result from ongoing
acid and bile reflux from the stomach, where dysplasia then occurs at the distal end
of the oesophagus (see Fig 1.3 (c & d)). Dysplasia is the development of abnor-
mal cells within tissue, and can lead to a wide range of conditions such as enlarged
tissue and precancerous cells. Many people with BO do not develop oesophageal
adenocarcinoma. However, there still exists a necessary requirement for patients
with BO to undergo regular endoscopies to monitor the conditions progression as
up to 13% of patients with BO in the UK will develop oesophageal adenocarcinoma
in their lifetime [45]. Detecting changes from BO to neoplastic tissue is invaluable
in treating the disease early to prevent progression to adenocarcinoma. There is no
evidence toward significant difference in the absorption coefficient between healthy
tissue and BO. However, neoplastic tissue in the oesophagus in particular is asso-
ciated with angiogensis, as previously discussed, and therefore will have a higher
absorption coefficient than surrounding healthy tissue (or surrounding BO). The
scattering of stromal cells present in BO is significantly greater than that of healthy
tissue [46]. However, neoplasia is associated with a slight decrease in the scattering
of these stromal cells present in BO, which is attributed to degradation of collagen
fibers [46].

Sweer et al. imaged resected oesophageal tissue at several wavelengths from 471
nm to 851 nm [47], which will be discussed in depth in Sect 1.3.4. As shown in Table
1.2 in Sect 1.3.4, it was found that the ratios of absorption coefficient at 471 nm
to absorption coefficient at 851 nm for healthy tissue, Barrett’s Oesophagus, and
squamous cell carcinoma were 13, 25, and 11 respectively. It was also found that the
ratios of reduced scattering coefficient at 471 nm to reduced scattering coefficient at
851 nm for healthy tissue, Barrett’s Oesophagus and squamous cell carcinoma were
2, 1.2 and 1.7 respectively.

Therefore, it is suspected that as oesophageal tissue progresses from healthy
(Fig 1.3 (a)), to BO (Fig 1.3 (b)), to dysplasia (Fig 1.3 (c & d)), to adenocarcinoma
(Fig 1.3 (e)), that the absorption coefficient will stay constant from healthy to BO,
then a significant increase as it progresses to neoplasia, followed by a significant
decrease in adenocarcinoma. As for the scattering coefficient, it is suspected that it
will increase from healthy tissue to BO, and then decrease throughout the disease
progression. The capability to detect these optical property variances is vital in
determining tissue type. The American Society for Gastrointestinal Endoscopy set
out guidelines which state that a new technology needs to have 90% sensitivity and
80% specificity to be recommended for targeted biopsy [48].

1.3 Spatial Frequency Domain Imaging

Conventional measurements of the structural and functional properties within a tur-
bid medium (such as tissue), described in Sect 1.2, rely on resolving the behaviour
of photon propagation within the medium, discussed in Sect 1.1. In the real spatial
domain, a point source illuminates a medium which induces a diffuse reflectance in
time with a spatial point spread function (s-PSF), of which the shape of the spatial
decay is characteristic of these sub surface structural and functional properties of
the medium. Measuring medium properties in the real domain is advantageous as it
offers high signal-to-noise ratio (SNR) data. However, to recover optical properties
over a large field of view, a point scanning technique is normally required which is
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time consuming and not possible for real-time return of material parameters. There-
fore, measuring medium properties in the spatial frequency domain is advantageous
for wide field, real time imaging.

1.3.1 An Introduction

Figure 1.4: SFDI process: (a) a series of high and low frequencies are projected
onto a sample of interest. A camera placed directly above the sample captures how
the sample reflects/transmits the projected patterns. (b) A demodulation is then
performed where the s-MTF i.e. diffuse reflectance of each pixel in the image can
be determined for each spatial frequency. Using a light propagation model to relate
the diffuse reflectance values to optical properties via a look-up table, (c) optical
property maps of the absorption and reduced scattering coefficient may be obtained.

In the spatial frequency domain, a wide 2D intensity sine wave is projected onto
the medium and, by a process called demodulation, the spatial modulation trans-
fer function (s-MTF) as a function of spatial frequency is obtained which contains
information on the properties of the medium. The s-MTF of the medium is rep-
resented by the function Rd(x, fx), the diffuse modulation transfer function of the
system, which can be modelled with any light propagation model described in Sect
1.1. Then, solving the inverse problem allows recovery of optical properties of the
medium. Measurements in the spatial domain rely on less complex mathematical
models which reduces complexity, as well as providing the capability to image large
(≳ 10× 10 cm) field of views rapidly.

Spatial Frequency Domain Imaging (SFDI) is a well established, low-cost imaging
technique that can deliver close to real time quantitative maps of absorption and
reduced scattering coefficients, inferring information on the structural and functional
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information of the sample of interest [2, 49, 50]. Conventional imaging consists of
projecting a 2D sinusoidal pattern of known spatial frequency onto a sample of
interest, while work has shown success with square waves and speckle illumination
[51, 52]. Typically, the projector is placed at a small angle (≲ 10◦) to the normal
in an effort to reduce specular reflections recorded by the camera [53] (See Fig 1.4
(a)). Specular reflections result from light perfectly reflecting off a sample surface
due to changes in refractive index, rather than scattering in all directions (diffuse
reflectance). This results in the presence of a bright spot of light in captured images
and therefore the return of improper optical property values [54]. Another measure
to reduce specular reflections is to place cross polarisers in front of the projector and
camera. The sample reflects/scatters the incident light, reducing the amplitude of
the 2D projection pattern. A camera placed directly above the sample captures the
modified amplitude of the illumination pattern due to these reflections/scatterings
taking place within the sample. It is assumed that the captured diffusely reflected
intensity, I, of the projection pattern is the sum of the modulated (AC) and planar
(DC) components of the sinusoid, such that I = IAC + IDC , where the intensity
components can be modelled as:

IAC = MAC(x, fx) · cos(2πfxx+ α) (1.24)

IDC = MDC(x) · cos(α) (1.25)

where MAC and MDC represent the modulated amplitude envelope of the reflected
photon density wave at position x at frequency fx, and α is the spatial phase of
the illumination pattern. To determine MAC , the sample is illuminated with a
sinusoidal pattern of spatial frequency fx at three spatially shifted phases of α =
0◦, 120◦ and 240◦. A process called demodulation is performed on every pixel in the
image using the equations (derived in Appendix C):

MAC(x, fx) =

√
2

3

(
(I1(x)− I2(x))

2 + (I2(x)− I3(x))
2 + (I3(x)− I1(x))

2
)1/2

(1.26)

MDC(x) =
1

3

(
I1(x) + I2(x) + I3(x)

)
(1.27)

where I1, I2 and I3 are the three equiphase shifted images captured of their respective
spatial frequency patterns. Conventionally, a minimum of two spatial frequency
patterns are required: one of spatial frequency lower than the other (or planar
projection with spatial frequency = 0 mm−1) and one with a spatial frequency
higher than the first (typically ≥ 0.1 mm−1). This is because the absorption of a
sample attenuates the lower spatial frequencies of the MTF more than scattering,
and the scattering attenuates the higher spatial frequencies of the MTF more than
absorption. Therefore, using two spatial frequencies allows for the decoupling of
the optical properties. However for low absorbing samples, as typically required
for accurate SFDI, three higher frequency captures may be used to obtain the DC
modulation amplitude image by averaging them together, as an AC image is the
sum of an AC and DC image. Reducing from six to three images may result in
increasing the average noise across the image, imperfections and non-linearities.

The calculated AC and DC modulation amplitudes must be related to diffuse
reflectance values, in order to calculate the optical properties. An AC modulation
amplitude calculation, as in Eqn 1.26, in the frequency domain is a product of
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Figure 1.5: Full acquisition workflow of typical SFDI optical property maps (a)
schematic of typical workflow from data acquisition through to extraction of optical
properties, µa and µ′

s (b) raw acquisition images at two spatial frequencies and three
equally shifted phases and resultant, processed, optical property maps, µa and µ′

s.
Adapted from [50].

the source intensity I0, the modulation transfer function of the system MTFsystem,
and diffuse spatial modulation transfer function of a medium with specific optical
properties, also known as the diffuse reflectance Rd:

MAC(x, fx) = I0 ·MTFsystem(x, fx) ·Rd(x, fx) (1.28)

There is a need to calibrate for the source intensity and MTF of the system. By
using a reference material of known optical properties, and hence known diffuse
reflectance, this can be achieved. Therefore, the diffuse reflectance of an unknown
sample can be found through the equation:

Rd(x, fx) =
MAC(x, fx)

MAC,ref (x, fx)
·Rd,ref (x, fx) (1.29)

where MAC and Rd are the AC modulation amplitude and diffuse reflectance of the
unknown sample of interest andMAC,ref andRd,ref are the ACmodulation amplitude
and diffuse reflectance of the reference material of known optical properties. Rd,ref

is found through use of chosen light propagation model, discussed in Sect 1.1. By
substituting MDC in place of MAC in Eqn 1.29 and using Rd calculated at the DC
spatial frequency, one then has two values for diffuse reflectance at the high and low
spatial frequency of projection (see Fig 1.4 (b)).

To determine the optical properties of a sample of interest, one generates a look-
up table (LUT) from a chosen light propagation model as discussed in Sect 1.1. The
LUT is a pre-calculated set of DC diffuse reflectance vs AC diffuse reflectance values,
where each set of values corresponds to a specific set of optical properties. Then,
through an interpolation (typically cubic), the optical properties of the sample of
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interest can be determined (see Fig 1.4 (c)). A typical workflow of the SFDI process
is depicted in Fig 1.5 (a & b).

1.3.2 Additional techniques to conventional spatial frequency
domain imaging

SFDI has several drawbacks associated with it. Translating an SFDI instrument
to a clinical environment can be challenging as, conventionally, a minimum of six
patterns (two spatial frequencies, three phases) needs to be both projected and
captured by the system on the sample of interest, and then processed to obtain
the resultant optical properties. This process can be time consuming in a fast-
paced clinical setting and it can be challenging for use with real-time acquisition.
Increasing the speed of SFDI measurements is paramount in the strive toward their
clinical translation. Several techniques exist which make it possible to overcome
the drawbacks of SFDI, and enhance it’s potential to make it feasible for clinical
imaging, which will be discussed here.

Single snapshot of optical properties imaging

Figure 1.6: Comparison of SFDI and SSOP. Image(s) are acquired, the DC and
AC components are extracted, and the optical properties obtained. The standard
acquisition process using SFDI requires 6 images (top left) and the SSOP method
requires a single image (bottom left). Adapted from [55].

Single snapshot of optical properties (SSOP) imaging is an alternate technique to
conventional SFDI with the advantage to potentially image optical properties 3 times
as fast. This is due to the fact that SSOP requires the projection of a singular spatial
frequency at a singular phase instead of three phase images at two spatial frequencies,
as shown in Fig 1.6. As only one, high spatial frequency pattern is projected, the
captured illumination pattern must be filtered to extract the low and high frequency
information to get the low (DC) and high (AC) modulation amplitudes. The optical
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properties are then calculated as before via a light propagation model by knowledge
of the diffuse reflectance of the sample [55]. Reducing the necessary number of
patterns to project leads to shorter acquisition times. However, as just one image
is acquired and filtering is applied, the resultant optical property maps do suffer
from reduced image quality due to energy spectrum losses, and hence inaccuracies
in optical property values, compared to conventional SFDI.

One method to separate the low and high frequencies proposed by Vervandier
et al. relies on performing a line by line Fourier transform on each individual line
of the single, captured image [55]. The first and last maxima of the line spectrum
are separated to get the respective low and high frequency components by a cut-
off frequency, calculated by determining the closest local minimum to the highest
AC frequency detected in a smoothed line spectrum. An inverse Fourier transform
(IFT) is then applied to each separated low and high spectra which corresponds to
a row in the resultant DC and AC images respectively.

Another approach to filter an SSOP image proposed by van de Giessen et al.
makes use of rectangular blocking filters after performing a Fourier Transform to
mask out the individual low and high frequencies [56]. Fig 1.7 (a) depicts the
raw images captured. While a single spatial frequency may be used to extract
optical properties, the additional of a second spatial frequency, orthogonal to the
first spatial frequency, may be used to extract height information from the sample
of interest. This is because the sample of interest will shift the lateral phase of
the projected sinusoid, which can be converted to height. This technique is termed
3D-SSOP, where both optical property and height information can be obtained
simultaneously. The spatial frequency required for profilometry imaging is, as a
rule, less than that of the spatial frequency used for optical property measurements.
The spatial frequency pattern for a profilometry measurement must also be projected
orthogonal to the spatial frequency pattern for optical property measurement as a
sample with inhomogeneous height will show variation in one pattern orientation
and not the other, due to the relative orientation of the projector. This variation
can be seen clearly in Fig 1.7 (a). When projecting two patterns simultaneously,
the captured image must first be expanded by mirroring the image to reduce image
artefacts at the image edges.

Filtering may then be used to extract the individual low and high frequencies,
after applying a 2D Fourier transform to the mirrored image. To isolate the DC
component, the side high frequencies are masked out, as well as the high frequencies
present due to the orthogonally projected pattern for the profilometry measure-
ment, as shown in Fig 1.7 (b). A 2D IFT is then applied to the entire image. The
AC component is isolated by masking out the centre low frequency, as well as the
high frequencies present due to the orthogonally projected pattern for the profilom-
etry measurement, as was done in isolating the DC component, also shown in Fig
1.7 (b). To obtain the AC image, a 2D IFT is applied, as well as an additional
Hilbert transform [57]. A Hilbert transform is used over an inverse Fourier trans-
form as the negative and positive high frequencies are both present after masking,
and the Hilbert transform multiplies the negative frequencies by −1 to obtain just
the positive, high frequency i.e. it cancels out one of the ‘mirrored’ spatial frequency
components, meaning that the magnitude of the result simply equals the AC mod-
ulation. As the captured image was expanded at the beginning, the final image is
selected by taking the centre frame from each resulting image. This technique may
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Figure 1.7: 3D SSOP where a dual sinusoid is projected onto a sample, one pattern
sensitive to surface profile and an orthogonal pattern sensitive to optical properties.
Adapted from [56].

be applied to extract the optical properties of the sample of interest (Fig 1.7 (c)).
The phase is isolated by masking out the high frequencies from the optical property
projection pattern, as well as masking out the center low frequency for the phase
projection pattern, as shown in Fig 1.7 (b). A 2D IFT is then applied, followed
by an additional Hilbert transform as before to extract the AC image. This phase
information can be converted to height information via fringe profilometry, which
will be discussed later in this section.

This method is advantageous to the demodulation method proposed by Ver-
vandier et al. as it allows for simultaneous acquisition of both phase and optical
property information. If an SFDI system is designed to image samples of highly
varying profilometry at various heights, performing a phase calibration on homoge-
neous flat phantoms is necessary to perform profile correction. Another advantage
over the previous approach is an increase in processing speed. The image processing
being completed in Fourier space and the use of a novel 2D optical property LUT
greatly reduces the needed processing time to 0.125 s. However, this technique suf-
fers from the same image degradation to that as the line by line transform technique.
Also, the calculated phase contains noise, which results in artefacts present in the
reconstructed 3D image. These artefacts are also present in the optical property
maps, particularly in samples where the surface is inhomogeneous.

Aguénounon et al. investigate optimal filtering techniques and optimal spatial
frequencies to improve the artefacts present in SSOP optical property maps [58].
The two previously described demodulation techniques suffer from reduced image
quality as ideal, discontinuous rectangular filters cause ringing/ripple to occur in
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Figure 1.8: Schematics of different DC and AC filters used to separate low and high
frequencies in SSOP by Aguénounon et al.. Adapted from [58].

the output image, known as the Gibbs effect [59], and extracting the AC phase in-
dependently can be challenging. Aguénounon et al. investigated a variety windows:
rectangular, Blackman and sinusoidal, shown in Fig 1.8. In the x direction (i.e. the
direction with spatially modulated information), the filters were designed around
the zeroth frequency to make the DC filter and around the higher spatial frequency
of projection for the AC filter. In the y direction (where there is no spatially mod-
ulation information), filters were maximised to encapsulate as much information as
possible. These had to be converted to 2D filters, which were created by multiplying
the filters in the x and y directions, resulting in anisotropic filters of elliptical shape.
Four spatial frequencies from 0.1− 0.4 mm−1 were used for each combination of AC
and DC filters to determine what SSOP result returned the lowest error with respect
to conventional 3 phase SFDI. The higher the spatial frequency, the lower the cross
talk between the AC and DC component and therefore they should be easier to
separate. They found that, using the highest spatial frequency of 0.4 mm−1, filters
which gave the lowest optical property error relative to 3 phase SFDI were a rectan-
gular bandpass filter for the DC image and a Blackman bandpass filter for the AC
image. These filters also resulted in resultant optical property maps of much higher
quality that previous SSOP methods, as the Gibbs effect was eliminated.

Deep learning approaches

Several deep learning approaches have been proposed to improve optical property
map generation with SSOP. It is thought that any method which allow operation
at > 10 fps will allow real time acquisition of optical properties. Chen et al. pro-
pose a method to extract the optical properties from a single SSOP image using
a generative adversarial network [60]. Generative Adversarial Network Prediction
of Optical Properties (GANPOP) is a deep learning framework designed to predict
the optical properties directly from a single image. The training set consists of
both flat field and structured illumination images, as well as corresponding optical
property maps. These images were used to develop a data-driven model that can
output optical property maps of previously unknown samples of interest. Resultant
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optical property maps were compared to that of conventional 3 phase SFDI and
SSOP performed using the demodulation technique proposed by Vervandier et al.,
which was not corrected for sample height variations or surface angles. Chen et al.
showed that GANPOP is capable to estimate optical property values with errors
of 4.5% and 1.5% for absorption and reduced scattering coefficients respectively,
compared to conventional 3 phase SFDI measurements. This offers improvement
on the measured reduced scattering coefficient, as the error of SSOP compared to
conventional 3 phase SFDI measurements is 2.4% and 2.7% for the absorption and
reduced scattering coefficient respectively. A main advantage of GANPOP is that
fewer artefacts are present compared to SSOP as no filtering is performed on the
images, and therefore the accuracy of the resultant optical property maps is in-
creased. In imaging human gastrointestinal samples, GANPOP estimates optical
properties with 58% higher accuracy than SSOP. GANPOP also offers a reduced
image processing speed over SSOP of 0.04 s, as the need for a time consuming LUT
is no longer required. Therefore, GANPOP has paved the way for SFDI to be used
in real time, advantageous in clinical environments.

Aguénounon et al. propose the use of a GPU to accelerate a novel deep learning
network at the filtering stage in SSOP, to enable the capability to produce profile
corrected optical property maps of non-flat samples in real time [61]. The mean
absolute error was calculated in comparison to conventional 3 phase SFDI, and the
SSOP deep learning method showed reduced error compared to that of conventional
SSOP filtering. For recovering the 3D profile of a non-flat sample, SSOP has an
error of 9.8% while SSOP with deep learning gave a slightly lower error of 9.5%. For
maps of profile corrected absorption, conventional SSOP has an error of 8.2% while
SSOP with deep learning has a reduced error of 7.7%. Finally for the measured
reduced scattering coefficient, conventional SSOP has an error of 9.3% while SSOP
with deep learning has an error of 7.5%. It has to be noted that significant improve-
ment was noticed in image reconstruction in SSOP with deep learning, particularly
at object-background interfaces. However, the computational time for SSOP with
deep learning was still longer than that of conventional SSOP with a time of 0.018
s for the deep learning approach compared to 0.001 s for the conventional SSOP
approach. However, this processing time of 0.018 s is shorter than that presented by
Chen et al. above of 0.04 s and has the added benefit of the resultant maps being
surface profile corrected.

Zhao et al. have shown promise to reduce computational time using a deep neu-
ral network to develop an ultrafast optical property LUT [62]. Values for diffuse
reflectance at five different spatial frequencies are input into the model, which then
outputs values for µa and µ′

s simultaneously. This deep neural network algorithm
outperformed the generic iterative method both in optical property determination
accuracy and least computational time. The mean error in absorption and reduced
scattering coefficients using the generic iterative method is 0.36% and 0.25% respec-
tively, which reduces to 0.025% and 0.14% for the deep neural network model. For
100×100 data points, the computational time required to determine optical proper-
ties from diffuse reflectance values reduced from 674 s to 0.005 s when using the deep
neural network model. Similar results were seen by Panigrahi et al. using a random
forest regressor method [63]. Over a 1 megapixel image, the absorption and reduced
scattering coefficients were recovered with errors of 0.6% and 0.1% respectively in
0.45 s.
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Looking at the available data on expected optical properties in the gastrointesti-
nal tract from Sweer et al., which will be discussed in Sect 1.3.4, the lowest standard
error (at 660 nm) in absorption coefficient is between healthy oesophageal tissue and
Barrett’s Oesophagus which is 24%, and the lowest standard error in reduced scat-
tering coefficient is between healthy tissue and squamous cell carcinoma, which is
16%. These errors reduce to 2% and 15% for absorption and reduced scattering coef-
ficients respectively when the wavelength reduces to 635 nm. Therefore, a proposed
system (operating at 660 nm) would require a minimum absorption error of 24% and
a reduced scattering coefficient error of 16%, while a system operating at 635 nm
would require minimum absorption error of 2% and reduced scattering coefficient
error of 15%. As all above methods are < 24% in absorption coefficient determi-
nation and < 16% in reduced scattering coefficient determination, they would be
compatible with gastrointestinal imaging of optical properties at 635 nm. The above
models by Chen et al. and Aguénounon et al. would not be capable to successfully
differentiate between healthy oesophageal tissue and Barrett’s Oesophagus at 660
nm, however the method proposed by Zhao et al. should be capable to do so as the
mean error in absorption coefficient is < 2%. As stated above, operation at > 10 fps
will allow real time acquisition of optical properties, and thus the processing times
discussed above are all compatible.

Coherent spatial frequency domain imaging

Laser speckle imaging (LSI) is the imaging of a random speckle interference pattern
from a coherent laser source to measure liquid flow within a sample of interest [64].
The principle behind LSI is that for the same imaging geometry and imaging sample,
the integral of the power spectral density (PSD) should be constant for any laser
speckle pattern projected onto the sample. Therefore, if the sample of interest is
changed, i.e. red blood cells move with blood flow, this movement will cause a blur
in the speckle pattern. From this information, one can calculate the speckle flow
index (SFI):

SFI =
1

2TK2
(1.30)

where T is the integration time of the camera capturing the image and K is the
speckle contrast defined by:

K =
σ

< I >
(1.31)

where σ is the standard deviation across a selected region on the image of interest
and < I > is the mean intensity in this region. To calculate the velocity of flow and
the concentration of, say, red blood cells within the flow, the velocity distribution
must be known. This is typically a Gaussian velocity distribution to describe ordered
flow, typical within a clinical setting. LSI is advantageous as it allows non-invasive
detection of blood flow, which can indicate if a body part is not receiving enough
blood. It has been used to image cerebral blood flow [65], blood perfusion in the
liver [66] and blood flow in the optical nerve [67].

SSOP has been combined with LSI in a term coined coherent spatial frequency
domain imaging (cSFDI), which is basically LSI performed in the spatial frequency
domain to extract the absorption coefficient, reduced scattering coefficient, and SFI
from a sample using a single image of coherent spatially modulated light [68]. The
process for this is outlined in Fig 1.9 (a & b). Using coherent light from a 120 mW
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Figure 1.9: Workflow for determining both optical properties and speckle flow index
from a single image (a) line by line SSOP to obtain absorption and reduced scattering
and (b) LSI performed on the same raw image used to obtain optical properties where
the standard deviation σ and mean intensity < I > of a sliding window is determined
to infer the speckle contrast, K. From this, with knowledge of integration time T
of the camera used, the SFI is determined. Adapted from [68].

660 nm laser diode which was condensed onto a static spatial frequency pattern,
homogeneous phantoms were imaged using cSFDI and conventional 3 phase SFDI.
cSFDI was performed using the line by line SSOP demodulation method described
by Vervandier et. al. The average difference in the measured absorption coefficient
between cSFDI and 3 phase SFDI was 1.2% and the average difference in the mea-
sured reduced scattering coefficient was 0.59%, showing high agreement between the
two methods. The SFI is calculated from the same raw image used for the optical
property calculation. Analogous to conventional LSI, the standard deviation and
mean intensity across the image is calculated using a sliding window filter, and the
SFI is calculated using Eqn 1.30. The sensitivity of changes to flow in cSFDI was
compared to that of conventional LSI by imaging a phantom with a flow channel
with a planar DC image instead of the sinusoidal pattern for cSFDI. Ghijsen et al.
found that cSFDI has comparable sensitivity to conventional LSI. Therefore, this
technique can be used to accurately extract three optical parameters from a single
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image, allowing for the possibility to carry out in-vivo physiological measurements
by incorporating additional wavelengths for the addition of chromophore informa-
tion [68].

Speckle illumination spatial frequency domain imaging

It has been shown by Chen et al. that the random speckle illumination produced
from the interference of a coherent laser diode can be used to sample the modulation
transfer function of a sample of interest at known spatial frequencies, enabling the
successful extraction of sample optical properties, a technique termed speckle illumi-
nation spatial frequency domain imaging (si-SFDI) [52]. The laser diode is focused
onto a rotating diffuser which is mounted on a stepper motor. The stepper motor
randomly rotates the diffuser such that random speckle patterns may be projected.
Light leaving the diffuser then passes through a diverging lens to spread the light
to match the imaging vergence, such that the projected pattern is spread across the
entire field of view of the detector. To obtain diffuse reflectance values, the mean
aurocorrelation function is calculated on a sliding window for N speckle images. A
fast Fourier transform is taken of the resulting mean image to produce a local power
spectral density image, from which the diffuse reflectance values may be obtained
after calibration. As with conventional SFDI, a LUT of chosen light propagation
model is then used to estimate a sample’s optical properties.

Multi spectral spatial frequency domain imaging

Imaging optical properties at more than one wavelength is advantageous as it allows
the extraction of functional tissue information, as discussed in Sect 1.2.1. A method
proposed to increase the speed of SFDI measurements at multiple wavelengths is
proposed by Applegate et al., who developed a high speed SFDI system using tem-
porally modulated light [69]. Following a method proposed by Domingue et al. to
modulate the different illumination wavelengths at different temporal frequencies
[70], they are capable to return optical property maps at three different wavelengths
in 2.5 s. This returns average errors of 13% and 8% in absorption and reduced
scattering respectively, compared to a commercial SFDI system. Light from three
high powered LEDs of wavelengths 519, 652, and 740 nm was modulated using a
pulse-width modulation sequence controlled by a microcontroller and sent through
a sinusoidal pattern printed on transparency film to produce illumination patterns.
A video is recorded of a sequence of images on the sample of interest, which is then
demodulated by determining the strength of the reflected signal at each modulation
frequency. This results in a single spatially modulated image which is processed via
SSOP. This method is advantageous to single wavelength SSOP as is it only sen-
sitive to light modulated at specific frequencies and therefore automatically rejects
ambient light, which is not considered in conventional SSOP and is an advantage
for translation into a clinical setting.

Torabzadeh et al. propose a method to image tissue optical properties at multiple
wavelengths in the spatial frequency domain, in a technique termed hyperspectral
spatial frequency domain imaging (hs-SFDI) [71]. With 1000 spectral bins in the
wavelength range 580 − 950 nm, they successfully demonstrated optical property
retrieval of optical phantoms with an accuracy of 6.7% and 12.3% for absorption and
reduced scattering respectively, compared to spectrophotometer values. They also
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imaged samples of beef tissue, and were successfully capable to extract information of
five chromophores: Hb, HbO2, methemoglobin (a form of Hb that can carry oxygen
but is not capable to dissipate it into tissues successfully [72]), fat and water.

Multi frequency spatial frequency domain imaging

Multi-frequency acquisitions have been shown to greatly improve accuracy of optical
property measurements. Pera et al. used 13 different spatial frequencies from 0−0.5
mm−1 and found, compared to using just two spatial frequencies (0, 0.1 mm−1),
that the uncertainty in absorption measurements reduced from 8% to 6% and in
scattering measurements reduced from 4% to 2% respectively [73]. These results are
the average from measurements taken on four phantoms of optical properties ([µa,
µ′
s] mm−1): [0.005, 0.73], [0.005, 1.89], [0.035, 0.73], and [0.035, 1.89]. While using

multiple spatial frequencies increases accuracy, it suffers from long computational
times, particularly in the inverse-solving of optical property determination.

Hayakawa et al. show, through Monte Carlo simulations and experimental results
on phantoms, that the use of different spatial frequencies can penetrate to different
depths within a sample of interest, which can be used for optical depth sampling
[74].

McClatchy et al. introduce the use of high frequency illumination to image tissue
microstructure in a wide field of view (without the requirement for raster scanning),
in a technique termed sub-diffuse spatial frequency domain imaging (sd-SFDI) [75].
This technique enables the detection of microscopic level morphological differences
in tissue types, on the scale of several centimetres.

Fringe profilometry

In addition to measuring optical properties, measuring shape has been shown to be
an indicator of cancer staging within the colon [76]. Exploiting the fringe profilom-
etry approach to reconstruct 3D shape via Fourier transform profilometry (FTP) is
advantageous. Non-contact 3D profilometry is widely used in a variety of sectors,
from manufacturing [77, 78] to medicine [79]. Su et al. produced a review on differ-
ent profilometry methods, with the conclusion that FTP is advantageous over other
techniques due to its requirement of a single projection pattern (and a single ref-
erence projection) with high precision, making it suitable for real-time applications
[80]. Takeda et al. first introduced FTP, which is a method of processing an image
of a projected sinusoidal or Ronchi pattern on a 3D object of interest in the spatial
frequency domain to determine the morphology or height of the object [81]. The
method for height determination is derived in Appendix D, where the equation for
obtaining height is given by:

h(x, y) =
∆ϕ(x, y)l

∆ϕ(x, y)− 2πdf0
(1.32)

where ∆ϕ is the change in phase, l is the distance from the camera to the reference
plane, d is the distance between camera and projector, and f0 is the projected spatial
frequency.

The above method is constrained by implicit knowledge of system geometry to
calculate height and presence of a small angle between projector and camera as to
not cause overlapping in the spatial frequency domain, limiting the maximum height

43



CHAPTER 1. INTRODUCTION

variation capable of detection. Guo et al. propose an improvement to the above
technique to overcome these measurement constraints, and expand the possible de-
tectable height variation by ∼ 3 times the conventional method [82]. They propose
the use of a quasi-sine projection (instead of the previously used Ronchi projec-
tion) which reduces frequency components that are higher than the fundamental
frequency. They also propose a π phase shifting technique which removes the zeroth
component in the frequency domain. Implementing a quasi-sine projection involves
moving a Ronchi grating along the projection axis until it is out of focus. This re-
sults in the edges of the Ronchi grating image being smoothed and expanded, which
approaches a sinusoidal distribution. A quasi-sine projection is used instead of a
Ronchi pattern because it expands the distance between peaks in the spatial fre-
quency domain, leaving only the zero component and the fundamental component
in the spatial frequency domain. This allows for easier and more accurate phase
extraction without overlapping fringes.

Li et al. take this a further step of just requiring a single, grayscale fringe pattern
to extract height information [83]. After phase unwrapping from the single shot FTP
method discussed above, they construct an artificial absolute phase map based on
the geometric constraints of a digital fringe projection system. The final unwrapped
absolute phase map is extracted pixel by pixel. Advantages of this method are a
single image reduces acquisition time so leads the way to real time acquisition and
3D shape reconstruction which is desired. However, this method assumes that all
points imaged do not cause more than a 2π phase difference from the reference plane
of the object. In cases where a > 2π phase jump occurs from one pixel to the next,
an incorrect unwrapped phase could be produced.

Profile correction

Gioux et al. propose the use of FTP to correct for variation in surface profile
measurements taken with SFDI [79]. By taking profilometry measurements of a
sample as well as SFDI measurements, one can correct for surface profile variations
in resultant optical property maps. As previously discussed, the sinusoidal pattern
must be rotated by 90◦ for profilometry measurements such that it is orthogonal to
the plane formed by the camera and projector optical axes and maximum sensitivity
to surface variations on the sample is imaged. By knowing the measured phase of a
reference phantom at various known heights, one can draw a relationship between
phase and height and therefore can correct for discrepancies in optical property
measurements across a height varying surface. Applying these corrections reduced
absorption coefficient error from 10% to < 1% and the reduced scattering coefficient
error from ∼ 10% to < 1% also. Aguenounon et al. took this a step further to
correct for profile variations with deep learning techniques, showing a variation of
< 10% in both profilometry and resulting optical property measurements [61].

1.3.3 Pre-existing spatial frequency domain imaging system
designs

A range of commercial and research SFDI systems exist. The main differences be-
tween various systems are source of illumination, method of modulating the illumi-
nation, and detector of modulated illumination, which correspond to vast differences
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Figure 1.10: Example of existing commercial and research SFDI systems (a) com-
mercial Modulim system consisting of imaging head attached to display screen [84]
(b) bench top system with three LEDs of different wavelengths (L1 - L3), collimat-
ing lens (CL), dichroic mirror (DCM), achromatic lens (ACL), linear polarisers (P1
and P2), mirror (M), camera (C) and digital micromirror device (DMD) [87] (c)
handheld probe showing imaging head [88] (d) 3D printed handheld probe [89] (e)
multispectral camera imaging head [90] (f) distal end of endoscopic imaging probe
using SSOP with two channels for pattern illumination and detection [91].

in system size and cost.

Modulim is the leading developer of commercial SFDI systems, producing large
imaging systems with the primary goal of imaging tissue oxygenation and perfusion
of limbs to give clinical insight to diabetes, shown in Fig 1.10 (a) [84]. They also look
at imaging tissue oxygenation during reconstructive surgery and burn depths. This
multi-wavelength system uses a laser diode source to project discrete wavelengths
in the range 670− 980 nm. A digital micromirror device (DMD) projects the sinu-
soidal pattern at shifted phases of the incident illumination source. DMDs consist
of an array of micromirrors that can be individually accessed and tilted to change
the direction of the illumination pattern. Two monochrome cameras capture im-
ages at two different wavelengths simultaneously, which is what enables oxygenation
imaging. Cross polarisers are placed in front of the light source and cameras. Sys-
tems from Modulim (previously Modulated Imaging Inc.) have been used in many
clinical studies. A system analogous to the current one described above has been
used to image oxygenation during breast reconstructive surgery following mastec-
tomy, where the DMD has been replaced with a spatial light modulator (SLM) [53].
An SLM is limited by its lower refresh rate than a DMD, making it operationally
slower. However, using an SLM it is possible for grey scale and phase modulation,
while a DMD only allows binary amplitude modulation [85]. Another system was
used to image burn depth in porcine models and showed the capability of SFDI to
successfully discern between superficial, partial and full burns [86].

OpenSFDI is an open-source resource consisting of instructions to construct a
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bench top SFDI system and how to implement the accompanying image processing
software [87]. The system, shown in Fig 1.10 (b), of which a full materials list is
available [92], consists of three light emitting diodes (LEDs) in the NIR with centre
wavelengths at 660, 730 and 850 nm. These wavelengths were chosen to enable
contrast imaging of oxyhaemoglobin and deoxyhaemoglobin, where previous work
has shown 670 nm and 850 nm are an optimal pair for imaging these properties [34].
A DMD was used to modulate the illumination. A 1280 × 1024 pixel monochrome
CMOS camera was chosen as the detector. The total cost of the proposed system is
$4717 ≈ £3852. The goal of this open-source platform is to increase the accessibility
and therefore the use of SFDI systems in research settings.

Saager et al. propose a portable spatial frequency domain spectroscopy (SFDS)
device, shown in Fig 1.10 (c) that showed 1% agreement with their bench top sys-
tem across a range of spatial frequencies of 0 − 0.35 mm−1 [88]. SFDS is a quan-
titative spectroscopy technique which uses structured illumination patterns across
the visible and NIR wavelength regions to extract varying absorption and scattering
information across the whole wavelength range. The technique is advantageous in
skin measurements as it can image at various depths for varying spatial frequencies.
Therefore, it overcomes the issue that melanin is primarily present in the epidermis
while blood content is present in the dermis, resulting in typical imaging techniques
returning inaccurate, bulk optical properties as a representation of both layers [93].
The system consists of an external 150 W Quartz Tungsten Halogen light source on
a mobile cart of dimensions 45 × 56 × 76 cm which is connected to the handheld
portable probe via 2 m long liquid light guide. The handheld probe in Fig 1.10
(c) is sat on a base plate of dimensions 6.4 × 30 × 0.3 cm. A liquid light guide is
analogous to a fiber bundle in that it transmits lights and is flexible, however it has
a liquid core instead of glass. This light is passed to an off the shelf DMD which is
the order of 50 times less expensive than a research grade DMD. A CMOS sensor is
used as the detector. This device has the advantages of being cost effective, highly
portable and easily movable in a clinical setting. However, it has a total acquisition
time of 15− 30 s, which limits the capability to use the system in real time. Reduc-
ing this acquisition time by reducing the number of projected spatial frequencies,
reducing the number of wavelengths used, or exploiting SSOP may excel the clinical
translation of this device.

Erfanzadeh et al. propose a 3D printed, compact SFDI system (Fig 1.10 (d))
aiming to reduce cost of previously described systems [89]. The illumination con-
sists of nine LEDs with peak emission wavelengths between 660 − 950 nm on a
rotational stepper motor, which when moved changes the LED acting as the illu-
mination source. This light then passes through a sinusoidal pattern printed on
transparency paper attached to a linear stepper motor which can be moved to shift
the projected phase. A CMOS camera is used as the detector. All components
are encased in a 3D printed probe, where the illumination section of the probe has
dimensions 17 × 6 × 6 cm and the detection section is held in place in a cube of
dimensions 8× 5× 5 cm. The total cost of the probe is $413 ≈ £330, the most cost
effective device to date. The device was used to image both tissue phantoms and
resected ovarian tissue from patients undergoing oophorectomy (surgery to remove
one of both ovaries). Benign ovarian tissue and ovarian tissue with a large water
filled cyst were imaged. Through use of two wavelengths (660 and 950 nm), the
water-collagen content of the tissue was obtained and therefore the capability to
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differentiate between the two tissue types. From the tissue phantom measurements,
the absolute average error across all wavelengths for reconstructed absorption and
reduced scattering coefficients are 6.7% and 4.7% respectively. Samples were imaged
< 1 hr after resection and then sent to pathology. The disadvantage of the device
is that total acquisition time is ∼ 2 mins, which for a handheld device can be chal-
lenging as hand/sample movements during this time will result in resultant image
artefacts. The group propose to increase motor speed or to change the light source
to a broadband source to overcome this issue, however the advantage of keeping the
LEDs is keeping the device at a low cost.

Kennedy et al. propose a compact, multispectral camera enabling simultaneous
image acquisition at multiple wavelengths, shown in Fig 1.10 (e) [90]. This is to be
used instead of the detector in the Modulim system previously described [84]. This
device is designed to increase image acquisition speed, decrease system cost, and
improve portability of previous system. To do this, a commercial CMOS sensor is
separated into different regions by placing five 6 mm focal length lenses in different
regions and then placing bandpass filters with transmission bands centered at 546−
966 nm in front of the lenses. The resultant image size for each section was 630×630
pixels, corresponding to a field of view of 165 × 165 mm. The dimensions of the
multispectral camera are 26 × 26 × 24 mm. By testing on phantoms, the compact
imager showed absorption and reduced scattering coefficient errors of 3% and 6%
respectively, compared to the commercial Modulim system.

Angelo et al. developed an endoscopic probe for improving quantitative surgical
guidance with SFDI, shown in Fig 1.10 (f) [91]. The 660 nm laser light source
is expanded and collimated onto a transparency film with a sinusoidal pattern of
specific phase and spatial frequency via a series of lenses of focal lengths 35 mm. This
light is then collimated again and passed through a polariser before being passed
through the projection channel of the endoscope. The collected light passes through
a polariser, an objective lens and is then imaged onto a CCD. The field of view of
detection is limited to that of the collection fiber. All optics of the instrument are
located outside the working end of the probe. This device has an 45◦ angled end,
which results in non-uniform spatial frequency with varying distance from probe to
sample. The probe is a rigid, Schölly dual-imaging scope from Intuitive Surgical
[94]. The specific dimensions and cost of the probe are not stated.

To overcome the issue of limited field of view when miniaturising SFDI systems,
groups have developed compressed sensing single pixel spatial frequency domain
imaging (cs-SFDI) [95–97]. Torabzadeh et al. have shown successful image capture
and recovery of absorption and reduced scattering coefficients with errors of just
7.6% and 4.3% respectively to a conventional camera based SFDI system. cs-SFDI
has the advantage of exploiting the high bandwidth associated with single pixel
detectors and returns a fixed frame rate, compatible for simultaneous multispectral
imaging.

Streeter et al. propose a laser line scanning method to achieve high contrast, high
dynamic range, sub-diffuse imaging over a wide field of view [98]. Typical SFDI
images suffer from low dynamic range and optical properties are not discernible
at spatial frequencies > 1.5 mm−1. Active line scanning combined with a spatial
frequency projection pattern can be used for localised capture of high-contrast, high
dynamic range images of surface layer scatter micro structures over a wide field
of view. The proposed system orientates a laser line source perpendicular to the
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direction in which the line source will be translated.

Visentini-Scarzanella et. al have developed a structured light illumination probe
to image polyp size [99]. A micro patterned chip of a grid pattern of known size is set
on the tip of a plastic optical fiber of diamter 2.8 mm. A 532 nm laser is sent through
the optical fiber. This optical fiber was then attached externally to a conventional
endoscope. Novice endoscopists carried out a study on 392 ex-vivo porcine swine
stomach polyps, where accuracy, time and user satisfaction were compared for this
new probe against visual inspection, biopsy forceps (of which the size if known),
and a ruled snare. They found that this proposed probe can reduce the median
estimation error error from 2.2 mm to 1.5 mm compared to visual assessment, while
the probe was comparable to results using biopsy forceps as a reference or a ruled
snare. The probe took 54.75 s per polyp to generate a result, which is quicker
than using a snare (68.5 s), but significantly slower than visual inspection (20.8
s). The user satisfaction was measured on a range of 0 − 10, with the proposed
probe returning the highest mean satisfaction of 7.92, closely followed by visually
inspection (7.01), and use of biopsy forceps (7.82). Average user satisfaction for
using a ruled snare was 4.42. This probe shows promise of imaging polyp size with
structured illumination in-vivo during gastrointestinal procedures for accurate polyp
size detection.

None of the above described systems have the capability to be used for in-vivo
gastrointestinal tract imaging due to their large size, rigidity, or non-compatible
illumination patterns. Many systems are too complex to miniaturise successfully
due to the need for specific components, such as DMDs.

1.3.4 Clinical applications

SFDI has shown applicability to a wide variety of sectors, ranging from healthcare
[50] to agriculture [100]. Here the successful application of SFDI to different medical
applications in the healthcare field is discussed. SFDI has many medical applications
such as imaging blood perfusion during breast reconstructive surgery [53], imaging
burn depth [86], imaging bowel ischaemia [101], imaging dental caries [102], and
detecting indicators of cancer [91].

Sweer et al. have shown the successful imaging of resected human oesophageal
tissue with SFDI [47]. Eight resected tissues were imaged at seven wavelengths from
421−851 nm using a commercially available system from Modulim, described in Sect
1.3.3. The imaging process was as follows: samples were taken from patients who
were scheduled to undergo an oesophagectomy as oesophageal adenomcarcinoma was
determined to be present. Resected samples were opened, pinned flat to a substrate,
and imaged with the SFDI system. The samples were then sent to a pathologist for
characterisation. The pathologist annotated the tissue samples and they were com-
pared to the SFDI results. A region of healthy oesophageal tissue was also identified
and imaged from each of the eight samples. Sweer et al. found that, across all wave-
lengths, the reduced scattering coefficient of healthy oesophageal tissue is greater
than that of invasive SCC and BO with mild chronic inflammation (see Table 1.2).
Slight histological changes in tissue structure may be the reason for these scattering
differences. They also found that the absorption coefficient of healthy oesophageal
tissue is less than that of invasive SCC across all wavelengths, while comparable
to BO with mild chronic inflammation (see Table 1.2). It was found that the sen-
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471 nm 635 nm 851 nm
Tissue type µa mm−1 µ′

s mm−1 µa mm−1 µ′
s mm−1 µa mm−1 µ′

s mm−1

Healthy tissue 0.21 1.18 0.058 0.75 0.016 0.58
SCC 0.32 0.77 0.120 0.64 0.029 0.46
BO 0.28 0.53 0.057 0.51 0.011 0.44

Table 1.2: Comparing optical properties of healthy oesophageal tissue, invasive squa-
mous cell carcinoma and Barrett’s oesophagus with mild chronic inflammation at
three wavelengths. Adapted from [47] Fig 4.

sitivity of determining healthy tissue from squamous cell carcinoma at 659 nm is
99% and 95% for the absorption and reduced scattering coefficients respectively,
which is in accordance with the American Society for Gastrointestinal Endoscopy
guidelines, as discussed in Sect 1.2.2. The sensitivity of determining healthy tissue
from Barrett’s Oesophagus does not meet these requirements, with 70% sensitivity
for differentiating absorption coefficients and 80% sensitivity for differentiating re-
duced scattering coefficients. The specificity of determining absorption coefficient
between healthy tissue and squamous cell carcinoma meets the guidelines at 100%,
but is only 73% for determining reduced scattering coefficient. The specificity for
determining healthy tissue from Barrett’s Oesophagus is 31% for absorption coeffi-
cient measurements and 87% for reduced scattering coefficient measurements. Sweer
et al.’s work is invaluable in determining previously unknown optical properties of
different types of healthy and diseased tissue found in the oesophagus, however it
suffers from several limitations. Firstly, all SFDI data was taken 30 minutes after
resection. This may result in a drop in measured absorption coefficients across all
tissue types due to a drop in haemoglobin content, and the oxygenation of the tissue
cannot be measured. Also, all tissues imaged had previously undergone some form
of treatment e.g. radiation or chemotherapy, which may alter the optical properties
of tissue. A study is needed to image in-vivo, both diseased and healthy oesphageal
tissue (as a control) to determine more accurate optical properties.

Nandy et al. imaged resected human colon tissue using an SFDI system consist-
ing of a mini projector and a CCD camera at three wavelengths of 460, 530 and 630
nm [103]. Fifteen tissue regions from nine patients undergoing either a colectomey or
hemicolectomy were imaged. A hemicolectomy is the removal of either the right or
left part of the colon, while a colectomy is the removal of the entire colon. Resected
tissue was sectioned longitudinally, rinsed with sterile water and pinned to a backing
such that the mucosal surface could be imaged with the system. The samples were
then sent to histology for characterisation. Nandy et al. found that generally the ab-
sorption coefficient of healthy colon tissue was less than malignant colon tissue, and
the reduced scattering coefficient of healthy colon tissue was higher than malignant
colon tissue. The higher absorption coefficient seen in malignant tissue is thought to
be due to tumour angiogenesis, where the tumour forms it’s own new blood vessels.
These results match that seen by Sweer et al. in the oesophagus, comparing healthy
oesophageal tissue to the malignant invasive squamous cell carcinoma. However,
this study of colon optical properties suffers from the same limitations as Sweer et
al.’s oesophageal tissue optical property study as the imaged tissue was resected
and therefore one expects a variation in in-vivo optical properties.
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Rodŕıguez-Luna et. al have successfully used multi-spectral SSOP in a pre-
clinical study to quantify bowel ischaemia [101]. Bowel ischaemia occurs when the
arteries harden and narrow, or a blood clot presents in the arteries, reducing the
blood flow to the region. Multi-wavelength SSOP allows for the characterisation of
tissue oxygenation, a useful biomarker of tissue viability, by computing the ratio of
oxygenated to total haemoglobin in real time. SSOP with GPU accelerated deep
learning was compared to normalised capillary lactate, which acted as a validated
perfusion biomarker and was measured via a portable analyser, in the small intestines
of 6 swine. Two wavelengths, 665 nm and 860 nm, were used for the multi spectral
measurements to calculate the oxygen saturation in the tissue, as discussed in Sect
1.2.1. These wavelengths were chosen as Mazhar et al. determined the optimum
dual wavelength pair for hemodynamic tissue measurements in SFDI to be 670 and
850 nm [34].

Bounds et al. have shown, for the first time, capability to detect early stage
dental caries in dental tissue with near-infrared SFDI, using cost-effective LEDs and
detectors [102]. Dental caries are the demineralisation of tooth structure resulting
from bacteria build up in the tooth. Early stage dental caries are difficult to diagnose
and not typically visible on x-ray. Diagnosis of dental caries is normally at their
late stage where the treatment option is a necessary filling, which can deteriorate
over time. However, if caries could be detected in an earlier stage, the mineral loss
may be able to be reversed, removing the need for a filling. Dental caries disrupt
the optical scattering of local enamel and therefore have a higher optical scattering.
However, caries typically present as a white spot and are not visible under white
light. Absorption at NIR wavelengths is negligible and therefore omitted. SFDI
shows the capability to detect cavities or demineralisation which are not present
through visible light through just the reduced scattering coefficient map.

LSI has shown its potential in imaging burn depth in comparison with SFDI
[104, 105]. Ponticorvo et al. carried out a controlled study of imaging burn depth
on a porcine model, and found that LSI and SFDI offered diagnostic accuracies of
75% and 85% respectively, compared to a histology analysis. Milstein et al. have
shown the capability of the technique in detecting ischemic areas on gastric tube
reconstructions following oesophagectomy [106].

There is a need for a system to image in-vivo optical properties using SFDI.

1.4 Clinical state of the art endoscopy in use

Waterhouse et al. has produced a review on endoscopic imaging devices, specifically
for surveillance of BO [107], and Tang et al. has produced a review on advances in
optical gastrointestinal endoscopy [108], which will both be discussed here.

1.4.1 White light imaging

High definition white light endoscopy accompanied with random biopsy is the pri-
mary diagnosis of neoplasia, the uncontrolled growth of abnormal cells, in patients
with BO [113]. Conventional, forward facing, endoscopes use white light imaging as
their primary imaging modality, such as the EVIS X1 from Olympus, a leading brand
in endoscopes, shown in Fig 1.11 (a). These endoscopes are expensive, reusable
through decontamination protocols, and require to be used by trained clinicians in a
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Figure 1.11: Current endoscopic systems in use (a) Typical endoscope Olympus
EVIS X1 [109] for upper and lower gastrointestinal imaging (b) capsule endoscope
Medtronic PillCam SB 3 [110] for upper and lower gastrointestinal imaging (c)
tethered capsule endoscope [111] for upper gastrointestinal imaging with OCT (d)
tethered capsule cytosponge [112] for upper gastrointestinal histology.

controlled, hospital setting. Companies such as IQ Endoscopes are working toward
a cost-effective, disposable endoscope which eliminates the time needed for decon-
tamination protocols, and therefore reduces time between procedures as a low-cost,
working toward recyclable, new endoscope can be used each time [114]. These endo-
scopes would be advantageous in a screening environment as the lack of expensive,
harmful chemicals required for decontamination would be eliminated, and capacity
of patients seen could be increased. The transportability of the device would also see
it’s use outside the hospital setting, in a point-of-care environment. Standard defini-
tion endoscopes produce images with a pixel resolution of 100, 000− 300, 000 pixels,
where typical high definition endoscopes produce images with a pixel resolution of
up to 1, 000, 000 pixels [115].

Capsule endoscopes are advantageous over typical endoscopes as they do not
require the patient to be sedated or to be present in a hospital as the capsule passes
through the GI tract. Medtronic’s latest capsule is the PillCam SB 3 (Fig 1.11 (b)),
with a framerate of 2− 6 s depending on the patient’s movements, and high image
quality allowing great diagnostic confidence [110]. Successful comparison has been
shown in the use of capsules to detect oesophageal varices (enlarged veins) with
85.8% agreement to conventional endoscopy [116].

Chromoendoscopy involves the addition of an exogenous dye onto the patients
tissue to aid in improved contrast visualisation of neoplastic tissue with white light.
The addition of exogenous dyes increases toxicology risk to the patient [117], are
difficult to disperse uniformly within the GI tract [118], and increases the procedure
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time [119]. There is a desire for using endogenous contrast agents instead, perform-
ing at the same sensitivity. This is possible with imaging in modalities other than
white light.

1.4.2 Narrow-band imaging

Narrow-band imaging (NBI) is an optical method to enhance mucosal tissue struc-
tures and microvascular patterns through the use of wavelength filters to modify
white light endoscopy [120]. Two filters are used: a blue filter (400−430 nm) which
highlights the capillaries in tissue mucosa due to the peak absorption of haemoglobin
at 415 nm and a green filter (525− 555 nm) which penetrates into the mucosa and
returns a high clarity visual of the structural surface of the mucosa. These vascular
and mucosal patterns are useful in predicting tissue type. The Olympus endoscope
previously discussed and shown in Fig 1.11 (a) makes use of NBI. It combines tex-
ture and colour enhancement imaging from white light, AI techniques to characterise
potential lesions within tissue, red dichromatic imaging (which is used to enhance
the appearance of deep blood vessels), as well as NBI [109].

Blue laser imaging (BLI) endoscopy is a technique similar to NBI used, again, to
improve contrast imaging within the GI tract. BLI uses two laser light sources: 410
nm and 450 nm to produce high resolution, bright images of the mucosa of the GI
tract, of which certain cancer indicators are not typically visible with white light,
such as vasculature or mucosa surface patterns [121]. The 410 nm laser produces
a clear BLI image of surface micro structure and micro vasculature on the mucosa,
while the 450 nm laser produces images of deep vasculature and structures deeper
within the tissue. 450 nm also acts as an excitation wavelength on the tissue,
resulting in fluorescent images. BLI is capable of detecting the boundary between
BO and healthy tissue, as well detecting malignant lesions surrounded by intestinal
metaplasia.

1.4.3 Autofluorescence imaging

Autofluorescence imaging (AFI) in an optical method that produces images of flu-
orescence from tissue generated from natural, endogenous fluorophores within the
tissue [122]. When tissue is exposed to light of specific wavelengths, endogenous
fluorophores within the tissue (such as collagen) are excited and emit fluorescent
light at a wavelength longer that the incident wavelength. Different tissue types
have different autofluorescent characteristics, and therefore will fluoresce differently,
enabling differentiation between normal and neoplastic tissue. During AFI, tissue
which appears different in colour to surrounding mucosa is defined as suspected
neoplasia. The reason for different tissues fluorescing differently may be accounted
for by several parameters. First is the increase in nucleus to cytoplasm ratio in
neoplastic tissue, which decreases the autofluorescence as nuclei show no autofluo-
rescence. Second, neoplastic tissue has less collagen than healthy tissue, and collagen
is highly fluorescent. Third, angiogenesis associated with rapid growth increases the
concentration of haemoglobin, which gets absorbed by autofluorescent light [123].
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1.4.4 Optical coherence tomography

Optical coherence tomography (OCT) is a an non-invasive, cross sectional, micron
resolution imaging technique [124]. It’s premise is based on interferometry, where
an infrared light is divided into two components: the first enters the tissue and gets
scattered, and the second is reflected off a mirror. The two light beams produce an
interference pattern, from which the echo time delay and amplitude can be obtained,
giving enough information to produce an A-scan. Obtaining several A-scans at
different transverse spatial locations enables the capture of a 2D image [125]. Typical
OCT systems are bulky, however work has been done towards their miniaturisation
through use of optical fibers [126] and photonic integrated circuits [127]. OCT is
advantageous as it delivers micron resolution, 2D information on tissue structure.
However, it is not capable to return quantitative tissue optical properties.

NinePoint Medical have produced a commercial endoscopic OCT probe called
The NvisionVLE® Imaging System, with Real-time Targeting™, which can produce
high resolution (7 µm) cross-sectional images of tissue micro structure in real time,
up to 3 mm deep [128]. It also has the capability to mark the tissue, such that
regions of interest non-detectable by white light can be easily identified for biopsy
and histological analysis.

1.4.5 Diffuse reflectance spectroscopy

Diffuse reflectance spectroscopy (DRS) is a simple technique for studying biological
tissue, where light that is delivered to the tissue undergoes multiple scattering and
absorption events, and the detected light contains quantitative information of the
tissue [129, 130]. Analogous to SFDI, an analytical model for the diffusion approx-
imation is needed, but in typical DRS situations this model is constrained by the
geometry of the setup, where an optical fiber probe is used to collect the diffusely
reflected light. The quantitative tissue information is then extracted by comparison
of the collected data to a diffuse reflectance model. DRS can be thought of as a
subset of SFDI for fx = 0 mm−1.

A comparative study of DRS and SFDI was carried out on optical phantoms,
and it was found that DRS is inferior to SFDI for detecting fabricated tumour
margins and in determining fabricated tumour depth [131]. DRS has been used
in differentiating between dysplasia and metaplasia in BO in-vivo [132], and in
determining tumour margins in the upper GI [133]. In imaging BO, wide-field
illumination was provided by a halogen lamp, delivered through an endoscope with
a fiber bundle placed down the endoscope instrument channel collecting the reflected
signal. By analysis of the diffuse reflectance spectra at the wavelengths 485, 513, 598
and 629 nm, Douplik et al. were able to provide statistically different differentiation
between BO and dysplasia [132].

1.4.6 Tethered capsule endoscopy

Tethered capsule endoscopes hold the same advantage of capsule endoscopes that
they do not require patient sedation, however they also allow the capability for op-
tical chromoendoscopy, which is advantageous. A tethered capsule, example shown
in Fig 1.11 (c) which uses OCT, is typically swallowed by a patient with a small
amount of water, and the capsule is lowered to the stomach via peristalsis. The
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capsule is then pulled back up through the oesophagus and it captures images of the
tissue [134]. Several research tethered capsule endoscopes exist. Liang et al. have
developed an OCT capsule endoscope [135, 136]. For the clinical requirement of
imaging Barrett’s oesophagus for which this probe was fabricated, it would require
resolution approaching the scale of columnar epithelial cells to be comparable with
histology. A micrometer enables fast rotary scanning and an actuator enables preci-
sion in longitudinal scanning. The device enables high resolution (30 µm transverse
and 8 µm axial, comparable with the size of columnar epithelial cells), 2D scanning
over a small field of view (∼ 1 cm2), with large field of views (∼ 30 cm2) obtained
by proximally pulling and advancing the capsule as it scans. The probe is capable of
imaging 10 cm of oesophageal tissue in 10 s. Results were obtained in-vivo in swine
models, where cross sectional OCT images were obtained of the upper and lower
GI tract. The sensitivity/specificity of the probe was not assessed in this study,
however it is assumed a device would require > 80% sensitivity and specificity to be
comparable to other methods used to detect Barrett’s oesophagus [136]. Sharma et
al. have developed a low-cost capsule endoscope to be used with a smartphone in
low-resource settings [137]. This device makes use of multiple imaging modalities;
white light imaging, NBI, and AFI.

1.4.7 Cytosponge

A tethered capsule consisting of a cytosponge, example shown in Fig 1.11 (d), has
shown promise is surveillance of BO [138]. A cytosponge is encapsulated in the
capsule which disintegrates when it comes into contact with the acid within the
stomach, allowing the sponge to expand. As the capsule is pulled back up through
the oesophagus, the sponge scrapes the wall of the oesophagus and collects cells,
which can then be sent for histological analysis after sponge removal. Combining a
cytosponge with a tethered capsule that can perform one of the optical chromoen-
doscopy techniques described above would return two diagnosis results, which could
both be compared to improve accuracy of patient diagnosis.

1.4.8 Unmet clinical need

The imaging methods described above return qualitative variation in tissue, allowing
for trained, experienced gastroenterologists to discern between healthy and malig-
nant tissue. To employ widespread endoscopic screening, there is a requirement
for the procedure to be carried out by healthcare workers who are not necessarily
qualified gastroenterologists. Therefore, there is a need for an imaging technique to
return quantitative tissue information, such that determining tissue staging is not
opinion or experience based, but deterministic.

Therefore, there is a need for a system that can be deployed endoscopically to
carry out SFDI on tissue. There is a lack on in-vivo gastrointestinal tissue optical
property information. Past work by Holmer et al. and Sweer et al., discussed in
Sect 1.2.2, have imaged gastrointestinal tissue after it has been resected and (in some
cases) treatment has been applied, making the results not accurate for comparing to
in-vivo optical properties [36, 47]. Current SFDI systems, discussed in Sect 1.10, are
not compatible with endoscope instrument channels as they are too large and rigid,
and therefore there is a need for a miniature SFDI system to either be deployed
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through endoscope working channels or be packaged into a tethered capsule. A
miniature SFDI system is required to image the optical properties of gastrointestinal
tissue in-vivo to determine the tissue state in a move to detect abnormal changes
in tissue at an early stage so that it may be resected and prevent progression to
cancer. Such a system will require miniaturisation of existing materials (e.g. the
bench top SFDI system presented in Chapter 2) and also new design tools to aid in
the adaption to different imaging geometries, lighting conditions, and camera angles
present in the gastrointestinal tract, which have been explored in Chapter 3.

1.5 Thesis outline

Following on from this introduction and overview of spatial frequency domain imag-
ing, the rest of this thesis will comprise of 3 chapters on related works (each pre-
senting their own methods, results and discussion), a chapter on the future work
possible from the proceeding 3 chapters, and a final supplementary chapter dis-
cussing a clinical study investigating the measurements of aerosols and droplets
during gastrointestinal procedures in relation to Covid-19.

Chapter 2 discusses the development of a cost-effective, bench top SFDI system
and its use for characterisation of tissue-mimicking phantoms. First, a bench top
system using low-cost components is constructed. Then, tissue-mimicking phantoms
with varying absorption and scattering properties are fabricated, using Nigrosin dye
and Titanium(IV) oxide anatase (TiO2) respectively. These phantoms are imaged
in the constructed bench top system and their optical properties extracted using a
pre-calculated look-up table. Phantoms of different shape are then fabricated, and
imaged in the bench top system. Capability of the system to successfully extract
phantom optical properties, as well as shape, is shown.

Chapter 3 shows the novel use of open source graphics software Blender to sim-
ulate a realistic SFDI system, with a material of variable optical properties and
shape. First, a material of variable absorption and scattering properties is simu-
lated by changing the density of the absorption and scattering volume nodes re-
spectively. Then, this material is characterised by simulating a double integrating
sphere in the software and obtaining the optical properties via an inverse adding
doubling algorithm. The material is then imaged in an SFDI configuration and the
optical properties between two measurement techniques are compared. Successful
measurement of shape and optical properties of typical gastrointestinal conditions
in up-close planar geometry is shown. A novel projection pattern for optical prop-
erty measurement in non-planar geometries, such as in a tube simulating a lumen,
is also shown. This simulation was used to test various illumination schemes and
projection-camera angles compatible with miniaturisation of SFDI. This chapter is
based on [139, 140].

Chapter 4 presents an ultra-miniature (> 900 times smaller than the bench top
system presented in Chapter 2) SFDI system, using a novel illumination scheme of
a fiber array with interfering fibers producing the desired spatial frequency pattern.
The proposed prototype is of 3 mm diameter, with a < 0.125 mm fiber and 1×1 mm
camera at the distal end. Successful agreement between the ultra-miniature system
and the bench top system is shown. Successful imaging of the optical properties of
two phantoms with different optical properties placed adjacent to one another, mim-
icking the typical gastrointestinal condition of squamous cell carcinoma adjacent to
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healthy oesophageal tissue, is shown. This chapter is based on [141] and a manuscript
in review, preprint available: https://doi.org/10.48550/arXiv.2306.03713.

The penultimate chapter, Chapter 5, discusses the future advances of the work
presented. The primary future works are identified, with the main aim of using
the simulation model to advance further development of the proposed prototype.
Further work is also needed on the prototype packaging to make it feasible for
endoscopic deployment. A final conclusion for the thesis is also drawn.

Finally, Chapter 6 is a supplementary chapter which presents clinical trial work
done with collaborators at Queens Medical Centre, Nottingham during the Covid-19
pandemic. This work investigates the generation of aerosols during gastrointesintal
procedures in relation to Covid-19. This chapter is based on [142, 143].
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Imaging tissue-mimicking
phantoms with a bench top SFDI
system

This chapter will explore the fabrication and successful characterisation of tissue-
mimicking co-polymer in oil phantoms with a bench top spatial frequency domain
imaging (SFDI) system. This step was crucial to understand the mechanisms and
limitations of SFDI, and to validate the fabrication of tissue-mimicking phantoms.
A cost-effective, bench top SFDI system was constructed, consisting of a Raspberry
Pi camera, a mini projector, inexpensive optical components and use of 3D printed
materials. The system is desired to have a pixel resolution matching that of standard
endoscopes, from 100, 000−300, 000 pixels, as discussed in Sect 1.4. The fabrication
of phantoms was optimised and their optical properties were successfully calculated,
with 19% and 11% error for absorption and reduced scattering coefficients respec-
tively. This corresponds to an absorption coefficient measurement sensitivity and
specificity of ≥ 99.5% and ≥ 86% respectively, for absorption variances which are
> 0.003 mm−1, and a reduced scattering coefficient measurement sensitivity≥ 99.5%
and specificity ≥ 81%, for reduced scattering variances which are > 0.22 mm−1.
These values are, as discussed in Sect 1.2.2, meeting the guidelines of the American
Society of Gastrointestinal Endoscopy (ASGE) for a new endoscopic imaging device.
The system would be capable to differentiate between reduced scattering coefficients
of all desired tissue types, capable to differentiate between absorption coefficients
of healthy tissue and squamous cell carcinoma and Barrett’s Oesophagus and squa-
mous cell carcinoma, but not capable to detect differences in absorption coefficient
between healthy tissue (µa = 0.058 mm−1 at 635 nm) and Barrett’s Oesophagus
(µa = 0.057 mm−1 at 635 nm). Phantoms mimicking the variation in tissue optical
properties in healthy and pre-cancerous/cancerous oesophageal tissue were fabri-
cated and their optical properties and morphology were imaged in the bench top
system. Development of the phantom fabrication protocol and imaging of phantoms
in a double integrating sphere was carried out by collaborators at the University
of Cambridge. Phantoms used in this study were all self-fabricated following this
protocol.
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TOP SFDI SYSTEM

Figure 2.1: bench top SFDI imaging system consisting of a raspberry pi camera
detector at a 6◦ angle to projector shown in (a) photograph and (b) schematic.
Polarisers and filters shown in schematic are housed in 3D printed material in (a)

2.1 Building a bench top SFDI system

As discussed previously in Sect 1.3.3, many commercial and research SFDI systems
exist. A cost effective, bench top SFDI system was built to image the optical
properties of tissue-mimicking phantoms. A schematic and picture of the bench
top system is shown in Fig 2.1 (a & b) respectively. Building a bench top SFDI
system was crucial to validate an SFDI set-up and image acquisition process such
that development of a ultra-miniature system would be possible.

2.1.1 Component selection

The bench top set-up consists of a Raspberry Pi (2011.12 ) with a Raspberry Pi
camera (Camera module v1), a miniature projector (LG Minibeam PH150g HD
ready mini projector), a movable z stage (VWR), linear polariser (LPNIRE100-B,
Thorlabs, UK), polarising sheet, 635 nm bandpass filter (FL635-10, Thorlabs, UK),
and 3D printed materials. The camera was chosen as it was low-cost (£20 [144]) and
had potential for use in system miniaturisation with dimensions 25 × 25 × 9 mm.
The camera has a resolution of 2592 × 1944 pixels, with horizontal and diagonal
fields of view of 53.5◦ and 41.4◦ respectively. The projector was chosen as it is
low-cost (£209), has a rechargeable battery such that it could be used without
direct connection to a power source (which is useful in a clinical setting), and has
the capability to project any desired illumination pattern. It has manual focus
adjustment via an exterior knob, a resolution of 1280× 720 pixels, an RGB LED as
its light source and a throw ratio of 1.57 [145]. Throw ratio is the ratio of distance
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from projector to screen to the width of the projected image.
The components are placed in a 3D printed stand, shown in Fig 2.1 (b), such that

the projector is placed at a 6◦ angle to the plane of the camera, the projector-camera
distance is fixed at 35 mm, and the distance from the projector-camera plane to the
base breadboard (stage removed) is 220 mm. The stage has a minimum height of
55 mm from its base, and a maximum height of 280 mm from its base when fully
extended. A linear polariser is placed in front of the camera, and polarising sheet
is cross polarised and placed in front of the projector (i.e. at 90◦ to the camera
polariser). Cross-polarisation was ensured by viewing light passing through both
polarisers simultaneously and orientating them such that the coupled light power
was minimised, meaning the light passing through is being polarised by both com-
ponents. The cross polarisers are important for removing any specularly reflected
light and in ensuring just diffusely reflected light is imaged. Specularly reflected
light will just have reflected once from the air-sample interface and therefore have
little to no information on the absorption and scattering properties of the sample of
interest, whereas diffuse reflections will have undergone multiple scattering events.
The 635 nm filter was placed in front of the camera and linear polariser to ensure
only red light was captured by the camera. It was decided to focus on red light
for several reasons. First, red light penetrates deeper into tissue than blue or green
light, which is advantageous for sub-surface imaging of tissue optical properties, as
discussed in Sect 1.2.1. Second, as typical gastrointestinal tissue appears red/pink,
it is assumed that red light has good reflectivity on this tissue type. Finally, as
shown in Table 1.2 in Sect 1.3.4, tissues of interest such as Barrett’s oesophagus and
squamous cell carcinoma have variable optical properties at this wavelength.

equipment cost (£)
projector 209
camera 20
stage 62
linear polariser 96
filter 121

total: 508

Table 2.1: Approximate costing for bench top SFDI system

The total cost of the system is £508, with individual item costs outlined in Table
2.1. This system is 7 times cheaper than a conventional bench top SFDI system
proposed by OpenSFDI for £3852 [87], as discussed in Sect 1.3.3. This considerably
lower cost opens the possibility of the system to be used in low-resource settings.

2.1.2 Detector characterisation

Raspberry Pi cameras typically operate from the picamera module, which has ex-
tensive documentation on various camera settings such as for exposure, gamma
correction, and white balance [146]. It is expected that the Raspberry Pi camera
will not be linear with respect to power due to such settings, for example automatic
exposure control. To determine which settings are required for the Raspberry Pi
camera to be linear with respect to power, an experiment was set up, shown in Fig
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Figure 2.2: Schematic of set up used to calibrate camera properties. A 660 nm laser
passes through a polariser, a lens, and then into a beam splitter, where part of the
beam is transmitted forward to the camera and part is reflected toward a power
meter

2.2 (a). A 660 nm laser diode (LPS-660-FC, Thorlabs, UK) was passed through a lin-
ear polariser (LPNIRE100-B , Thorlabs, UK) and a biconvex lens of focal length 100
mm (LB1187, Thorlabs, UK), which was placed 100 mm from a 50 : 50 beamsplitter
(CCM1-BS014/M, Thorlabs, UK) where 50% of the light passes to the Raspberry
Pi camera and 50% of the light passes to a power meter (PM100USB, Thorlabs,
UK). Using the Pi camera, images were taken of the transmitted laser light and
the average intensity of resultant pixels was calculated. The first measurement was
taken with laser power (as measured at the power meter) of 0.1 µW. Then, the
current to the laser was increased, resulting in a power increase from 0.3− 1.2 µW
in equal increments of 0.3 µW, giving a total of 5 different intensity measurements.
The entire field of the camera was illuminated with a random speckle pattern. As
the intensity measurements were obtained by taking an average of all pixels in the
resultant image, this speckle was not taken to be an issue. Images were captured
with various settings on the camera: with normal exposure on, with automatic ex-
posure turned off, and with both automatic exposure and automatic white balance
(AWB) mode turned off. When the exposure mode of the camera is turned off, the
camera’s automatic gain control is disabled. This fixes the values for the analog
and digital gain. When the AWB mode is turned off, the camera’s AWB is disabled.
This white balance is then controlled via the AWB gains property. Setting the AWB
gains determines the red and blue balance of the camera. The results in Fig 2.2 (b)
show that in order for the camera to be linearly proportional to the intensity of light,
appropriate settings for the camera are for the exposure and AWB to be turned off.

2.1.3 Illumination characterisation

Input sinusoidal patterns project varying spatial frequencies at varying working
distances from the camera and projector plane to the sample plane. For the same
input projection pattern (shown in Fig 2.3 (a)), the measured spatial frequency at
the imaging plane will decrease for increasing working distances (as shown in Fig
2.3 (b)). The spatial frequency of the projected sinusoidal pattern in the imaging
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plane of interest was calculated manually via the equation:

spatial frequency mm−1 =
No. of line pairs in x mm

x
(2.1)

where a line pair refers to the distance between adjacent maxima or minima on a
sinusoidal pattern, shown in Fig 2.3 (a). The measured spatial frequencies were
then fitted to a 2D polynomial using the function numpy.polyfit() in Python. The
resultant fit is shown in Fig 2.3 (b).

The projector had to be calibrated with respect to the camera due to several
illumination effects inherent to a projector. Effects include the vignetting at the
projection edges (projected image appearing with a low intensity blur at image
edges) and the gamma correction built into the projector used to mimic the dynamic
response of the human eye, which is highly non linear. These illumination effects
of the projector are corrected for by determining the modulation transfer function
(MTF) of the system as a whole, as discussed in Sect 1.3.1, by dividing by a reference
material of known optical properties, calibrating for the MTF.

Sinusoidal patterns were generated in Python using the equation:

y = A sin(2πfxx+ α) + C (2.2)

where A is the amplitude of the sinusoidal pattern with Amin = −1 and Amax =
1, such that A = 1

2
(Amax − Amin), fx is the spatial frequency of the projection

pattern, x is the size of the projection pattern (in pixels) in the x direction, α is
the spatially shifted phase of the projection pattern, and C is a constant where
C = 1

2
(Amax + Amin). It is noted that A = −1 corresponds to an output pixel

value of 0 and A = 1 corresponds to an output pixel value of 255. This pattern
is repeated a total of n times to create a 2D image using the Python function
numpy.matlib.repmat(), where n is the size (in pixels) of the projection pattern in
the y direction. It was found that sinusoidal projections required a lower intensity
offset in order to be successfully demodulated using Eqns 1.26 & 1.27 in Sect 1.3.1.
Therefore, an offset was applied to the projected patterns, such that instead of
having a sinusoid with Amin = −1, a sinusoid with Amin = −0.75 was created.
The offset was applied as the demodulation was not successful without it. This is
assumed to be due to the projectors lowest pixel value of 0 not being exactly 0 and
thus the full range of pixel values was not utilised in the projected pattern.

2.2 Image acquisition & processing

2.2.1 Acquisition

To take a measurement, the projection patterns of interest are loaded on a USB
memory stick which is put into the projector. The desired illumination pattern is
selected, and the focus knob of the projector is adjusted until the projected pattern
is in focus in the imaging plane of interest. The sample to be imaged is placed in
the center of the projected pattern. A black sheet cover is placed over the system
and sample being imaged, to remove the effect of any background room lights. It
is desired to obtain an image that has not undergone any form of image correction.
Therefore, the raw Bayer image is extracted using the picamera module. A raw
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Figure 2.3: Projected spatial frequency varies with working distance i.e. distance
from projector to imaging plane (a) image of input sinusoidal projection pattern
indicating what one line pair corresponds to (b) measured spatial frequency of this
projection pattern at varying working distances.

Bayer image is a captured image before any form of processing has been performed,
where the pixels of the captured image are more heavily weighted to green pixels
than to red and blue pixels in a 2 : 1 : 1 ratio [147]. Therefore, a step called de-
mosaicing has to be performed where the weighted average of a pixel is calculated
based on its surrounding pixels. This will result in an output RGB image of equally
weighted pixels. The red channel is then extracted, for reasons previously discussed.

When interested in imaging the morphology of a sample, the projection pattern
must be rotated 90◦ to ensure maximum distortion to surface variations. This was
simply done with inbuilt projector settings to rotate the desired patterns.

2.2.2 Processing

The resulting images are put into Python code to correct for the effect of distor-
tion from both the camera and projector. Slight distortions are present due to the
projected pattern being projected at an angle onto the sample of interest, while the
camera is placed orthogonal to the sample. To correct for these distortions, first
the perspective transform matrix is computed using the OpenCV-Python function
cv2.getPerspectiveTransform(). Two sets of coordinates are input into the func-
tion: the first set are the four desired corner coordinate points in the distorted
image and the second are the four corner coordinate points of the new, cropped
image. The transform matrix is then input into the OpenCV-Python function
cv2.warpPerspective() where it is applied to the captured image of interest. The
shape of the distortion corrected image is also input into this function, where the
output is the distortion corrected image.

These images are then input to Python code where the optical properties are
calculated either via a diffusion approximation or a Monte Carlo generated look-up
table, by comparison to a reference phantom of known optical properties (and hence
known diffuse reflectance values), using Eqn 1.29. Look up tables (LUTs) are a rapid
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processing technique that match a set of pre-computed values to a complex equation.
The standard LUT used in SFDI makes use of a selected light propagation model to
model the diffuse reflectance for a given set of optical properties at a specific spatial
frequency. The simulation is run over multiple optical properties for at least two
spatial frequencies. Then, determining the optical properties of a sample replies on
determining the diffuse reflectance of the sample at the two spatial frequencies and
cycling through the pre-calculated diffuse reflectance values via an interpolation to
find the corresponding optical properties.

A diffusion approximation LUT was generated in Python using equations from
Sect 1.1.1. The LUT had parameters: µa : 0.001 − 0.03 mm−1 with a stepsize
of 0.0001 mm−1 and µ′

s : 0 − 3 mm−1 with a stepsize of 0.01 mm−1. These optical
properties were chosen such that the full range of optical properties for the fabricated
phantoms, which will be discussed in Sect 2.3, were encapsulated. The refractive
index, n, was set to 1.4 inline with literature values for mineral oil, from which the
phantoms are fabricated [148]. Final optical properties are determined via a cubic
interpolation within the Python function scipy.interpolate.griddata().

A Monte Carlo LUT was generated using open-source Monte Carlo software
Virtual Photonics [12]. A photon packet of 1× 104 photons was simulated. For the
absorption and reduced scattering coefficients, three different ranges of which the
desired optical properties would lie within were simulated, which will be discussed
in Sect 2.3. The first range had µa : 0.01− 0.15 mm−1 with a stepsize of 0.02 mm−1

and µ′
s : 0.3 − 9.9 mm−1 with a stepsize of 1.2 mm−1. The second range explored

lower optical properties, with µa : 0.002−0.008 mm−1 with a stepsize of 0.002 mm−1

and µ′
s : 0.3− 1 mm−1 with a stepsize of 0.1 mm−1. The third, and final, range had

µa : 0.012− 0.018 mm−1 with a stepsize of 0.002 mm−1 and µ′
s : 0.3− 1 mm−1 with

a stepsize of 0.1 mm−1. Final optical properties are again determined via a cubic
interpolation within the Python function scipy.interpolate.griddata().

As discussed, to calculate the optical properties of an unknown sample, a ref-
erence material of known optical properties is required. As the exact optical prop-
erties of the fabricated phantoms are not certain due to potential variations in
fabrication protocol, outlined in Sect 2.3.1, each individual phantom was used as
a reference, such that for each phantom a total of n optical property maps were
obtained, where n is the total number of fabricated phantoms. These n maps were
then averaged together to get a final optical property map. A smoothing Gaussian
filter of standard deviation 3 was applied to the AC and DC modulation amplitudes
of both the phantom of interest and the reference phantom using the Python func-
tion scipy.ndimage.gaussian filter(). This filtering creates a more uniform optical
property image and reduces the amount of NaNs present in the final optical prop-
erty image. NaNs may be present in the resultant optical property image due to
interpolations occurring outside the convex hull of the generated LUT. A data point
may lie outside the hull as a result of some speckle noise being present, which may
be due to imperfect cross-polarisation of the polarisers in the set up.

This is currently a non-automated process, and so the time from commencement
of first acquisition to final optical property maps is on the order of several minutes.
Advances toward automation of fringe projection with captures feeding directly into
optical property measurement code would speed up the process to be on the order
of several seconds.
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2.3 Fabrication & imaging of tissue-mimicking phan-

toms

Phantoms are materials which are designed and fabricated to act as a substitute
for human tissue such that their properties can be analysed to calibrate, test or
optimise the performance of optical systems [149, 150]. Phantoms exist in several
diverse forms; such as liquid phantoms optimised for microwave and ultrasound
imaging [151], rubber phantoms for ultrasonic imaging [152], gelatinous phantoms
for visible and infrared imaging [153], 3D printed phantoms to fabricate complex
geometries [154, 155], multi-layer phantoms for depth imaging in the visible and NIR
wavelength regions [156], and fluorescent phantoms for use in photo-dynamic therapy
and fluorescence spectroscopy [157]. Pogue and Patterson produced a concise and
all-inclusive review on tissue-mimicking phantoms [158].

2.3.1 Fabrication protocol

Low-cost, tissue-mimicking, co-polymer in oil phantoms were fabricated with the aid
of collaborators at the University of Cambridge [159], who carried out optical prop-
erty measurements of 5 mm thick phantoms using a double integrating sphere (DIS)
on several of the fabricated phantoms. The phantoms had been previously optimised
to have tunable photo-acoustic and optical characteristics of human tissue. The
base material consists of mineral oil (Sigma Aldrich-330779-1L), copolymers low-
density polyethylene (Alfa Aesar 43949.30 ) and polystyrene-block-poly(ethylene-
ran-butylene)-block-polystyrene (Sigma Aldrich 200557-250G) and butylated hy-
droxytoluene as a stabaliser (Sigma Aldrich W218405-1KG-K ). Titanium(IV) oxide,
anatase (TiO2) (Sigma Aldrich 232033 ) and Nigrosin dye (Sigma Aldrich 211680-
100G) were added to introduce optical scattering and absorption respectively.

The following process was followed for the fabrication of a 100 mL phantom
(slight variation in volume arises from varying dye stock solution volumes):

1. A stock solution of Nigrosin dye and mineral oil was required to use as an
absorbing agent. 0.1 g of Nigrosin and 40 mL of mineral oil were sonicated for
60 minutes at 80◦C. This solution was kept for multiple batches, and such was
sonicated for ∼ 60 minutes each time before use to ensure uniform dispersion
of Nigrosin in the mineral oil.

2. The desired amount of TiO2 and Nigrosin dye stock solution (Table 2.2, de-
termined from Hacker et al. [159]) were weighed, put in a beaker with 83.8 g
of mineral oil and sonicated for 60 minutes at 80◦C, as shown in Fig 2.4 (a).

3. While this was sonicating, a glass dish containing silicone oil was secured onto
a hot plate and the temperature was set to 200◦C. A magnetic stir bar was
placed in the oil bath to heat the oil uniformly, with the revolutions per minute
(rpm) set to 100. Tin foil was placed around the oil bath to prevent heat loss.

4. When sonication was complete, a magnetic stir bar was introduced to the
solution and it was put into the silicone oil bath as shown in Fig 2.4 (b). A
thermometer was placed in the beaker and the solution was heated until it
reached 170◦C.
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Figure 2.4: Protocol for phantom fabrication (a) solution in beaker in sonicator (b)
sonicated solution in beaker in silicone oil bath on a hot plate.

5. Once this temperature was reached, 20 g of polystyrene-block-poly(ethylene-
ran-butylene)-block-polystyrene, 4 g of low-density polyethylene and 3 g of
butylated hydroxytoluene were added to the solution. The rpm of the mag-
netic stir bar was increased to 200 rpm and the solution was stirred until the
polymers had mostly dissolved. As the polymers reduced the temperature of
the solution, the solution was left to heat back up to 170◦C.

6. Once this temperature was reached again, the magnetic stir bar was reduced
to 100 rpm and the solution was left at 170◦C for ∼ 15 minutes. Throughout
this time, the solution was also gently stirred manually every several minutes
such that no lumps would be present in the solution from the polymers.

7. The beaker was then removed from the oil bath and carefully poured from a
low height into a vessel of interest using heat-protective gloves.

TiO2 TiO2 µs′ Nigrosin Dye stock µa

(w/v%) (g) (mm−1) (w/v%) (g) (mm−1)

0.03 0.03 0.34 0.0007 0.2364 0.002
0.07 0.07 0.54 0.0015 0.5028 0.008
0.10 0.10 0.79 0.0022 0.7374 0.012
0.13 0.13 1.02 0.0030 1.0056 0.018

Table 2.2: TiO2 and Nigrosin dye stock solution values to use for a 100 mL sample
to obtain given optical properties at 635 nm (Data from Hacker et al. [159])

In Table 2.2, the values of TiO2 and Nigrosin in weight per volume (w/v%) which
give corresponding optical properties at 635 nm are noted. For a 100 mL phantom,
the TiO2 amount in w/v% equates to an equal amount in grams as it follows from
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the equation:

Solution concentration (w/v%) =
Weight of solute (g)

Volume of solution (mL)
× 100 (2.3)

However the Nigrosin concentration is given as the amount of Nigrosin in the phan-
tom solution, so a conversion was required to calculate the amount of stock solu-
tion needed for each absorption coefficient. Given that the stock solution is made
by putting 0.1 g of Nigrosin in 40 mL of mineral oil, it has a concentration of
0.0025 g mL−1. By dividing the Nigrosin concentration in w/v by the concentration
of Nigrosin in the stock solution, the volume of the stock solution needed for each
Nigrosin concentration is obtained. Knowing that the density of the mineral oil is
0.838 g mL−1, the mass in grams of the Nigrosin dye stock solution needed to give
the corresponding absorption coefficients can be calculated.

To obtain optical properties outside of these specific range of values, a second or-
der polynomial was fitted to the TiO2 data and a linear equation to the Nigrosin dye
stock solution, data giving R2 values of 0.9973 and 0.9995 respectively. Therefore,
optical properties outside of the specific values in Table 2.2 were obtained following
the equations:

µ′
s(λ = 635 nm) = 23.246× (TiO2 (g))2 + 3.2054× (TiO2 (g)) + 0.2191 (2.4)

µa(λ = 635 nm) = 0.027× (Dye stock solution (g))− 0.0026 (2.5)

In step 7 of the phantom fabrication protocol, the phantom mixture is poured
slowly and steadily into a heat-proof vessel to let it set. Ideally, this vessel containing
the solution would be placed in a vacuum oven to remove any air bubbles. As
a vacuum oven was not available, several different techniques were trialled in an
attempt to reduce and remove air bubbles. In the first attempt, the solution was
taken directly from the silicone oil bath and poured steadily and from a low height
into the vessel. While these phantoms appeared visibly satisfactory, they still had
many air bubbles trapped inside making them highly inhomogeneous, and it was not
possible for their optical properties to be measured in a DIS. The second attempt
involved pouring steadily and from a low height as before, and then placing the
vessel containing the solution into a vacuum chamber. This was also unsuccessful as
the phantom mixture sets rapidly, and had somewhat set by the time the vacuum
chamber was closed and turned on. Therefore, this method just shrivelled up the
phantom. The final, and successful, approach was to pour the phantom mixture
steadily from a low height into a heat-proof vessel and placing that vessel into an
oven. The oven was heated up to 170◦C, let sit at 170◦C for 60 minutes, and then
the oven temperature was gradually decreased by 1◦ every 3 minutes until the oven
reached room temperature. This technique made air bubble free samples, capable
of being measured in a DIS.

Several iterations of phantoms batches were fabricated before successful imaging
in the bench top SFDI system. For the first and second batch of fabricated phantoms,
each phantom mixture was poured into two glass petri dishes to give two ∼ 5
mm thick phantoms. The first batch of phantoms were not put into an oven after
fabricated, as discussed above. Once poured into the petri dishes, one sample was
imaged in the system, and the other, once set, was cut to size (60 × 25 × 5 mm)
and sent to be imaged in the DIS. Due to air bubbles in this first batch, these
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Phantom
(Batch)

TiO2 µs′exp µs′meas Dye
stock

µa, exp µa, meas

(g) (mm−1) (mm−1) (g) (mm−1) (mm−1)

I(1) 0.2 1.79 1.44 1.5 0.028 0.017
A(2) 0.03 0.34 0.29 0.25 0.003 0
B(2) 0.03 0.34 0.32 1 0.018 0
C(2) 0.07 0.54 0.59 0.75 0.013 0.006

Table 2.3: Comparison of expected (exp) optical property values to measured (meas)
optical property values in DIS system at 635 nm. Data obtained by collaborators.

phantoms were highly inhomogenous and the optical properties of only one phantom
were successfully measured in the DIS system (see Table 2.3, phantom I batch 1).
Phantoms in the second batch were placed in the oven after pouring as described
above, and so were all capable of being measured in the DIS. The results from the
DIS measurements are shown in Table 2.3. It is noted that for phantoms A and
B in batch 2, the IAD (inverse-adding doubling) algorithm used to calculate the
optical properties from the DIS measurements did not converge as the absorption
was too low. The optical property measurements of these phantoms are therefore
less accurate than the others. It is noted that the amount of dye stock solution
added to phantom B2 was 1 g, which indicates an expected absorption coefficient of
0.018 mm−1 at 635 nm. The DIS measured an absorption coefficient of 0 mm−1 over
the range 570−900 nm for this phantom. For all phantoms successfully measured in
the DIS, the measured absorption coefficient is significantly lower than the expected
value. The conclusion is therefore that the Nigrosin dye stock solution was not
sonicated sufficiently for these phantom fabrications, implying that the Nigrosin
was not dispersed homogeneously throughout the mineral oil dye stock solution and
that a diluted dye stock solution was added to the phantom mixtures. For future
phantom fabrications, the Nigrosin dye stock solution is always sonicated for 60
minutes, and stirred manually, before introducing it to the mixture.

The third batch, batch 3, consisted of four widely optically varying phantoms,
with Nigrosin dye stock solution ranging from 0−2 g and TiO2 ranging from 0−0.2
g, representing an optical property range of absorption coefficients from 0 − 0.039
mm−1 and reduced scattering coefficients from 0−1.79 mm−1 at 635 nm respectively.
For these phantoms, the mixture was poured to a ∼ 5 mm height in a heat-proof
petri dish and placed in an oven to remove any air bubbles, as previously described
in Sect 2.3.1. With a white sheet of paper as the background, all phantoms were
imaged in the bench top system, and the AC and DC modulation amplitudes of each
sample were calculated using Eqns 1.26 and 1.27 in Sect 1.3.1 respectively. This was
repeated with a black plastic sheet in place of white paper as the background and
the differences in results were analysed. For a phantom with 0.2 g of TiO2 and
2 g of Nigrosin dye stock solution, there is minimal difference < 1% when the
imaging background material is changed, as expected. For phantoms with no TiO2

present, it is noted that there is a vast difference > 100% in the calculated DC
modulation amplitude when the imaging background material is changed. This is
because the phantoms which had no TiO2 present were visibly transparent, and
so the incident photons were passing directly through the sample, reflecting of the
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Figure 2.5: Calculated penetration depth over spatial frequency range 0−0.3 mm−1

for (a) phantoms with µ′
s = 0.79 mm−1 and (b) phantoms with µa = 0.008 mm−1.

Legend optical properties are of unit mm−1.

sample background, and travelling back into the camera. For an SFDI measurement
to be successful, an opaque sample is required such that only the diffuse reflectance
of the material of interest is captured and not information about the background
material. These phantoms did not meet the semi-infinite thickness requirement for
SFDI and therefore returned inaccurate optical properties.

To overcome this issue, the minimal thickness a required phantom must have was
determined. The penetration depth of the bench top SFDI system was investigated.
SFDI is capable of penetrating tissue at different depths by utilising different spatial
frequencies [160]. The depth at which light can penetrate into tissue is given by the
equation [161]:

δ =
1√

µ2
eff + (2πf)2

(2.6)

where µeff =
√

3µa(µa + µ′
s) and f is the spatial frequency of the projection pattern.

While this equation depends on knowing the exact optical properties of the tissue
of interest, Hayakawa et al. propose a solution to calculate penetration depth for
arbitrary optical properties [74]. For phantoms with optical properties of those in
Table 2.2, the typical calculated penetration depth is calculated using Eqn 2.6 to be
∼ 0.8 mm for a spatial frequency of 0.2 mm−1, as shown in Fig 2.5 (a & b). The
optical penetration depth ranges from 5 − 15 mm for planar illumination. It can
be seen from Fig 2.5 (a) that as the absorption coefficient of the imaging sample
is increased, the penetration depth decreases, and from Fig 2.5 (b) that as the
reduced scattering coefficient of the imaging sample is increased, the penetration
depth decreases also.

Therefore, future fabricated phantoms must be visibly opaque and have a thick-
ness > 15 mm to be successfully imaged in the bench top SFDI system presented in
Sect 2.1.
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Figure 2.6: Top down image of fabricated phantoms. (a) Phantom batch 5: constant
TiO2 with increasing (from left to right) Nigrosin dye stock solution. (b) Phantom
batch 6: constant Nigrosin dye stock solution with increasing (from left to right)
TiO2. Images captured with phone camera

2.3.2 Phantoms with absorption and scattering variation

Following the phantom fabrication protocol outlined in Sect 2.3.1, two more batches
of phantoms were fabricated, each consisting of four phantoms. The first batch had
a constant amount of TiO2 and increasing amounts of dye stock solution, shown in
Fig 2.6 (a), and the second batch had a constant amount of dye stock and increasing
amounts of TiO2, shown in Fig 2.6 (b). Actual Nigrosin dye stock and TiO2 values
used are given in Table 2.4. The phantoms were poured into cylindrical silicone
moulds to a height of 30 mm, with a bottom diameter of 65 mm and a top diameter
of ∼ 78 mm. These phantoms were placed in an oven after fabrication to remove air
bubbles. Once set, the phantoms were imaged in the bench top system. Sinusoidal
patterns of spatial frequency 0.2 mm−1 were projected onto the sample of interest
at three equi-shifted phases of 0◦, 120◦ and 240◦. The distance from top of phantom
to projector was 200 mm.

As 8 phantoms were fabricated, a total of 8 optical property maps were deter-
mined for each phantom using a Diffusion approximation LUT, with the final optical
property map obtained by averaging all 8 maps together, as discussed in Sect 2.2.2.
A 300 × 300 pixel region at the centre of the phantom optical property map was
taken, corresponding to a phantom area of ∼ 22×22 mm. This area size was chosen
as it covered the central region of each phantom. The mean pixel value taken from
this region was calculated to obtain the optical properties of the phantom. The
resultant measured optical properties are shown in Sect 2.4 Figs 2.10 & 2.11.

The optical properties of these phantoms were calculated using a diffusion ap-
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Phantom TiO2 Dye stock Phantom TiO2 Dye stock
(g) (g) (g) (g)

A5 0.10 0.25 A6 0.03 0.50
B5 0.10 0.50 B6 0.07 0.50
C5 0.10 0.75 C6 0.10 0.50
D5 0.10 1.01 D6 0.13 0.50

Table 2.4: Weight of TiO2 and Nigrosin dye stock solution used to make 100 mL
phantoms, for phantom batch 5 and 6.

Figure 2.7: Look up tables generated from (a) diffusion approximation and (b)
Monte Carlo simulations of the radiative transport equation. The black markers
indicate the respective light propagation model generated diffuse reflectance values
and the red markers indicate the expected diffuse reflectance values of the 8 fabri-
cated phantoms.

proximation generated LUT with parameters µa : 0.001−0.03 mm−1 with a stepsize
of 0.0001 mm−1 and µ′

s : 0 − 3 mm−1 with a stepsize of 0.01 mm−1, as discussed
in Sect 2.2.2. The resultant LUT is shown in Fig 2.7 (a). The optical properties
of these phantoms were also calculated using a Monte Carlo generated LUT using
Virtual Photonics software [12]. The data from this simulation is shown in the LUT
in Fig 2.7 (b). The Monte Carlo generated LUT is significantly less dense than
the diffusion approximation LUT as it requires significantly more computational
time. The differences in optical property measurements from using each LUT were
compared and the results are shown in Sect 2.4.2.

2.3.3 Phantoms of biologically relevant optical properties

Tissue mimicking phantoms simulating expected optical property variation seen in
typical gastrointestinal conditions such as squamous cell carcinoma (SCC) and Bar-
rett’s Oesophagus (BO) were fabricated. As discussed in Sect 1.2.2, SCC’s are among
the most frequent incidences of solid tumours in humans and are a major cause of
cancer related deaths [39], and there has been an increased incidence in carcinomas
in the gastrointestinal tract in recent years [162]. Therefore it was selected as a
tissue type of interest to fabricate optical property variations of and image. Also in
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Figure 2.8: Images of hemispherical phantom, simulating a colon polyp, on top of
cylindrical phantom, simulating background tissue (a) side view (b) top down view.
Images captured with phone camera.

Sect 1.2.2, BO is discussed and how it is a known important precursor to the devel-
opment of cancer cells in the oesophagus, oesophageal adenocarcinoma (OAC) [42].
It was for this reason that BO was selected as a significant tissue type to fabricate
optical property variations of and image also.

Sweer et al. imaged resected oesophageal tissue using SFDI at seven wavelengths
in the range 471 − 851 nm, and compared the calculated absorption and reduced
scattering properties to histopathology determinations of the resected tissue type,
as discussed in Sect 1.3.4. Here, three conditions that were imaged in this study
are focused on; healthy oesophageal tissue, invasive SCC and BO with mild chronic
inflammation. Sweer et al. found that across all wavelengths used, the absorption
coefficient of healthy oesophageal tissue was lower than that of SCC and the reduced
scattering coefficient of healthy oesophageal tissue was higher than that of invasive
SCC. The absorption coefficient of healthy oesophageal tissue is less than that of BO
with mild chronic inflammation in the lower wavelength range, and switch orienta-
tion from 630 nm onwards, where the absorption coefficient of healthy oesophageal
tissue is greater than that of BO with mild chronic inflammation in the higher wave-
length range. At 635 nm, which is the current wavelength of interest, Sweer et al.
determined the absorption coefficient of healthy oesophageal tissue to be compara-
ble to that of BO. The reduced scattering coefficient of healthy oesophageal tissue is
higher than that of BO with mild chronic inflammation across the entire wavelength
range.

Tissue-mimicking phantom were fabricated as described previously in Sect 2.3.1
in cylindrical silicone moulds as well as fabricating phantoms in hemispherical sili-
cone moulds of diameter 27 mm and height 10 mm. The hemispherical phantoms
were then placed on top of the larger cylindrical phantoms once set to simulate an
abnormal region of tissue on top of background, healthy tissue, as seen in Fig 2.8 (a
& b).

To simulate SCC on top of healthy oesophageal tissue, a hemispherical phantom
with a TiO2 amount of 0.03 g and dye stock solution of 1 g was placed on top of
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a cylindrical sample with TiO2 of 0.13 g and dye stock solution of 0.25 g. These
concentrations should show the absorption coefficient of the SCC significantly higher
than that of the background phantom and the reduced scattering coefficient lower
than the background phantom. To simulate a situation of BO with mild chronic
inflammation, a hemispherical phantom with TiO2 = 0.03 g and dye stock solution
of 0.5 g was placed on top of a cylindrical phantom with TiO2 0.1 g and dye stock
solution 0.25 g. These values should show the two phantoms to have compara-
ble absorption and the hemi-spherical phantom to have a lower reduced scattering
coefficient than the background tissue.

Analogous to image acquisition and processing outlined in Sect 2.3.2, optical
property maps were calculated in the same manner via a diffusion approximation
LUT where 8 optical property maps were obtained using each phantom from Sect
2.3.2 as a reference such that the resultant optical property map was an average
of all 8 measured optical property maps. The phantom area was increased from
300× 300 pixels to a 600× 600 pixel region corresponding to an area of ∼ 45× 45
mm. The expected and measured optical property maps are shown in Sect 2.4 Figs
2.13 & 2.14.

2.3.4 Imaging morphology

Fringe profilometry, as discussed in Sect 1.3.2, can be used to extract height informa-
tion from a sample of interest by knowledge of the system geometry. By rotating the
projected fringe pattern by 90◦, phase information was obtained of a hemispherical
phantom which was converted to height information via Eqn 1.32. The projection
pattern is rotated as one orientation is more sensitive to surface profile variations
than the other. The hemispherical phantom is simulating a polyp, which is any
mass protruding from the walls of the gastrointestinal tract [163] and their size and
shape can be indicative of cancer staging [76]. The pipeline for extracting height
is discussed in Appendix D. Here, three sinusoidal patterns of spatial frequency
0.15 mm−1 at three equi-shifted phases of 0◦, 120◦ and 240◦ were projected onto a
hemispherical phantom on top of a cylindrical phantom. A 600 × 600 pixel region
was selected corresponding to a phantom surface area of ∼ 45 × 45 mm. Follow-
ing the steps in Appendix D, the phase is first extracted from Eqn D.7, with the
resultant map shown in Fig 2.9 (a). In order to remove the −π to π pattern seen,
several processing steps must be applied to the image. First, an inverse fast Fourier
transform is performed on the the imaginary part of the exponential of Fig 2.9 (a)
using the Python function numpy.fft.ifftshift. A 2D discrete Fourier transform is
then applied using the function numpy.fft.fft2. The zero frequency component is
then shifted to the center using the function numpy.fft.fftshift. A shift is then per-
formed in the Fourier domain using the function scipy.ndimage.shift by the number
of phase shifts present in Fig 2.9 (a), which in this case is a float of value 6.55. Then
to obtain the actual, wrapped phase, an inverse fast Fourier transform, followed by
a 2D discrete Fourier transform, and finally a fast Fourier transform is performed
on the image. The resultant wrapped phase is shown in Fig 2.9 (b). To unwrap this
phase, a Python wrapper package [164] is used, with the result shown in Fig 2.9 (c).
This unwrapped phase may then be converted to height using Eqn 1.32, where the
distance from projector to the top of cylindrical phantom (i.e. base of hemispherical
phantom) is 200 mm and the distance between the projector and camera is 35 mm.
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Figure 2.9: Pipeline for extracting phase (a) wrapped phase (b) wrapped phase,
shifted to remove multiple −π to π shifts (c) actual, unwrapped phase

When extracting height information, an increasing gradient was present in the
resultant maps. This gradient was present because the function used to shift the
phase image, numpy.roll(), was only shifting by integer values, and the necessary
shift was somewhere in between two integers (6.55 as stated above). Therefore, by
replacing numpy.roll() with scipy.ndimage.shift(), it was possible to shift the image
in float increments, removing the gradient and allowing for a flat background.

2.4 Resultant phantom optical properties

Here the results from imaging phantoms in the bench top SFDI system are presented.
Average standard errors of 19% and 11% for absorption and reduced scattering
coefficient’s respectively were achieved. Variation in optical properties from two
different phantoms in the same capture was successfully imaged. The height of a
hemispherical phantom, simulating the morphology of a colon polyp on a background
of healthy tissue, was also successfully imaged and reconstructed.

2.4.1 Results for absorption and scattering variation

Fig 2.10 (a & b) represent the measured absorption and reduced scattering coeffi-
cients of phantoms with a constant 0.1 g of TiO2 and increasing amounts of dye
stock solution (0.25, 0.5, 0.75, 1 g). It can be seen that as the dye stock solu-
tion is increased, the measured absorption coefficient also increases and the reduced
scattering coefficient remains relatively constant. The phantom with 0.25 g of dye
stock solution (phantom A5) is measuring an absorption coefficient relative to the
phantom with 0.5 g of dye stock solution. Potential reasons for the inaccurately
measured absorption coefficient for this phantom will be discussed in Sect 2.5.4.

Fig 2.11 (a & b) represent the measured absorption and reduced scattering co-
efficients of phantoms with a constant dye stock solution of 0.5 g and increasing
amounts of TiO2 (0.03, 0.07, 0.1, 0.13 g). It can be seen that as TiO2 is increasing,
the reduced scattering coefficient increases and the absorption coefficient remains
relatively constant.

For all 8 phantoms, the average standard error from SFDI measured optical
properties to their expected values from reported DIS measurements is 43% and
11% for the absorption and reduced scattering coefficient respectively. This 11%
error in reduced scattering coefficient is within the expected range of error between
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Figure 2.10: Phantom batch 5 with constant TiO2 and varying Nigrosin dye stock
solution (a) absorption coefficient and (b) reduced scattering coefficient. Errors bars
represent the standard deviation across a 300 × 300 pixel region corresponding to
phantom area of ∼ 22× 22 mm. Dashed line depicts expected optical properties.

Figure 2.11: Phantom batch 6 with constant Nigrosin dye stock solution and varying
TiO2 (a) absorption coefficient and (b) reduced scattering coefficient. Errors bars
represent the standard deviation across a 300 × 300 pixel region corresponding to
phantom area of ∼ 22× 22 mm. Dashed line depicts expected optical properties.

SFDI and DIS measurements, as will be later discussed in Sect 2.5.1. However, the
43% error in absorption coefficient is unexpectedly high. This high error is attributed
to phantom A5, with 0.25 g of dye stock solution. The standard error of measured
absorption coefficient for this phantom by itself is 212%. This is over 5 times higher
than the next highest error present in the data set, and over 10 times higher than
the median standard error over all measured absorption coefficients, which is just
21%. Therefore, it is assumed that this 212% error is an outlier, and the average
standard error for measured absorption coefficient can be reduced from 43% to 19%
by removing this data point. This 19% error for measured absorption coefficient is
within the expected range of error between SFDI and DIS measurements, as will be
discussed in Sect 2.5.1.
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Figure 2.12: Comparing optical property calculations using a Monte Carlo gener-
ated LUT (x axis) and a diffusion approximation LUT (y axis) for (a) absorption
coefficient and (b) reduced scattering coefficient. The error bars represent the stan-
dard deviation across a 300× 300 pixel region.

2.4.2 Comparing look-up tables

The optical properties of phantoms fabricated in Sect 2.3.2 are calculated with two
look-up tables: a diffusion approximation LUT and a Monte Carlo generated LUT.
Both methods return optical properties within acceptable limits, returning R2 values
of 0.993 for both absorption and reduced scattering coefficient measurements. The
use of a diffusion approximation LUT was chosen as it requires less computational
power than Monte Carlo simulated diffuse reflectance values. The absorption and
reduced scattering coefficients are shown in Fig 2.12 (a & b). Neither LUTs return
an absorption coefficient < 0.006 mm−1.

2.4.3 Results for imaging typical gastrointestinal conditions

Two typical gastrointestinal conditions were fabricated by placing a hemispherical
phantom on top of a cylindrical phantom, mimicking the optical property variation
of squamous cell carcinoma (SCC) or Barrett’s Oeosphagus (BO) on top of healthy
oesophageal tissue. First, SCC on top of healthy oesophageal tissue was fabricated
and imaged. A white light image of the two phantoms, captured with the same
Raspberry Pi camera used for SFDI acquisition, is shown in Fig 2.13 (a). It is noted
that the hemispherical phantom is visually darker in appearance, indicating that
it will have a higher absorption coefficient. While this is visually detectable, the
quantitative absorption and reduced scattering coefficients are not known from this
image. The expected optical property maps are shown in Fig 2.13 (b & d), and the
measured absorption and reduced scattering coefficients are shown in Fig 2.13 (c &
e) respectively. The measured absorption coefficient of the hemispherical phantom
in Fig 2.13 (c) appears less than its expected, high value shown in Fig 2.13 (b). How-
ever, the measured absorption coefficient of the hemispherical phantom (simulating
SCC) is much greater than the absorption coefficient of the background phantom
(simulating healthy oesophageal tissue), as expected in SCC. In Fig 2.13 (e), the
reduced scattering coefficient is measuring as expected from Fig 2.13 (d), where the
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Figure 2.13: Phantoms simulating SCC on top of healthy oesophageal tissue showing
(a) white light image (b) expected and (c) measured absorption coefficients (d)
expected and (e) measured reduced scattering coefficients.

reduced scattering coefficient of simulated SCC is lower than the simulated healthy
oesophageal tissue. Fig 2.13 (e) shows a region of specularly reflected light in the
centre of the hemispherical phantom, resulting in an inaccurate reduced scattering
coefficient measurement in that region. This may be due to slight movements in
the cross polarisers in the system, which should be ensured stable in future system
designs. The residual pattern seen in Fig 2.13 (c & e) may be due to the depth of
focus of the illumination part of system not being equivalent to that of the imaging
part of system and requires further investigation.

To simulate BO, a hemispherical phantom on top of a cylindrical phantom mim-
icking the optical property variation typically see in BO, was also imaged. A white
light image of the two phantoms is shown in Fig 2.14 (a), from which it is difficult
to visually detect any differences in optical properties between the two phantoms.
The expected optical property maps are shown in Fig 2.14 (b & d), and the mea-
sured absorption and reduced scattering coefficient maps are shown in Fig 2.14 (c &
e) respectively. The measured absorption coefficient of the background phantom is
measuring higher than expected. It is of note that this phantom background phan-
tom is phantom A5, which was found to measure a higher absorption coefficient
than expected above in Sect 2.4. While this absorption coefficient is higher than
expected, the absorption coefficient of the hemispherical phantom, i.e. BO is not
differentiable from the background phantom i.e. healthy oesophageal tissue, as is
expected with BO. Some artefacts of higher absorption coefficient are present where

76



CHAPTER 2. IMAGING TISSUE-MIMICKING PHANTOMS WITH A BENCH
TOP SFDI SYSTEM

Figure 2.14: Phantoms simulating BO on top of healthy oesophageal tissue showing
(a) white light image (b) expected and (c) measured absorption coefficients (d)
expected and (e) measured reduced scattering coefficients.

the hemispherical phantom meets the cylindrical phantom, as seen in the absorption
map in Fig 2.14 (c). This may be due to a slight air gap caused by uneven surfaces
between the two phantoms. The measured reduced scattering coefficient, shown in
Fig 2.14 (e) of simulated BO is distinctively lower than that of the surrounding
simulated oesophageal tissue, which is seen in BO, and is equivalent to the expected
reduced scattering coefficient map.

Fig 2.13 and Fig 2.14 show the capability of the cost effective, bench top SFDI
system to successfully detect optical property variances typically seen in SCC and
BO in the oesophagus. The background tissue simulating healthy oesophageal tissue
in Fig 2.14 is phantom A5, which previously measured a higher absorption coefficient
than expected. The absorption coefficient map in Fig 2.14 (c) is therefore as expected
from previous bench top SFDI results.

In addition to the above optical property measurements, the morphology of the
fabricated phantoms simulating BO was also successfully obtained. The white light
image of the configuration is shown Fig 2.14 (a). By performing fringe profilometry,
the height of the hemispherical phantom was measured, and the results are shown
in Fig 2.15. Fig 2.15 (a) shows a top down view of the height map obtained.
The x and y axis also show the width and length of the phantom. Fig 2.15 (b)
shows a reconstructed side view of the measured height, width and length of the
hemispherical phantom. The hemispherical phantom has a height of 10 mm as
measured with a ruler, which was shown previously in Fig 2.8 (a). The resultant
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Figure 2.15: Height of hemispherical phantom (a) top view map of height (b) 3D
reconstructed height map.

height maps agree with this measurement. These results show the capability of the
bench top system to correctly measure morphology of 3D objects within the field of
view, which is crucial in the colon for deciding resection potential.

2.5 Discussion

Tissue-mimicking phantoms simulating typical gastrointestinal conditions have been
successfully imaged in the cost-effective bench top SFDI system. Using the diffusion
approximation, the absorption and reduced scattering coefficients of the phantoms
are measured within 19% and 11% accuracy respectively. These errors are a repre-
sentation of the standard deviation in pixel values across the final optical property
maps and do not account for errors in the set-up of the bench top system, inaccuracy
in phantom fabrication, surface profile corrections and the use of look-up tables, all
of which will be discussed in this section. Using fringe profilometry, the approximate
height maps of hemispherical phantoms are also obtained.

2.5.1 Absorption and reduced scattering coefficients

Many tabulated values of optical properties of gastrointestinal tissue exist, as dis-
cussed previously in Sect 1.2.2 & Sect 1.3.4. The variation in measured absorption
coefficient between malignant and healthy gastrointestinal tissue found by Holmer
et al. using a double integrating sphere spectrometer [36] contradicts results from
Sweer et al. and Nandy et al. using SFDI [47, 103]. Holmer et al. found SCC
to have a lower absorption coefficient than healthy tissue, while Sweer et al. and
Nandy et al. found it to have a higher absorption coefficient. This may be due
to the fact that integrating sphere measurements and SFDI measurements are not
always complimentary, with Chen et al. showing that inaccuracies in measured dif-
fuse reflectance in integrating sphere measurements of just 5% can lead to to up
to 25% relative change in measured absorption coefficients [165]. Hu et al. show
experimental differences in SFDI and integrating sphere measurements of up to 20%
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and 14% in absorption and reduced scattering coefficients respectively, at 675 nm
[166]. Therefore, the average standard errors for absorption and reduced scattering
coefficients obtained with the bench top system in this chapter of 19% and 11%
respectively may be due to differences in SFDI and DIS measurements.

Also, these tabulated values are taken from ex-vivo samples, and it is suspected
that there will exist a variation in in-vivo optical properties due to differences in
blood oxygenation, water, and collagen content. The measurement of true opti-
cal properties may also be variable from previously measured due to measurement
artefacts within the different imaging systems, such as noise and non-linearities.

Therefore, it is understood that knowledge of the exact optical properties is not
possible, and understanding the expected variation of optical properties of different
tissue types is advantageous to anticipate what the variation in optical properties
will look like in-vivo rather than exact, quantitative values [167].

The sensitivity and specificity of the phantom measurements for increasing ab-
sorption and increasing scattering were calculated, at the operating wavelength of
635 nm. As discussed in Sect 1.2.2, the required sensitivity and specificity for a
new endoscopic imaging technology are 90% and 80% respectively. From the mea-
surements taken, it was found that the bench top system is compatible with the
American Society of Gastrointestinal Endoscopy (ASGE) guidelines for absorption
variances which are > 0.003 mm−1 (sensitivity ≥ 99.5% and specificity ≥ 86%) and
for reduced scattering variances which are > 0.22 mm−1 (sensitivity ≥ 99.5% and
specificity ≥ 81%). If the variation in absorption coefficient is ≤ 0.003 mm−1 and
in reduced scattering coefficient is ≤ 0.22 mm−1, the bench top system may not
successfully detect the optical property variance.

2.5.2 Phantom fabrication

It was decided to fabricate the phantoms based on work by Hacker et al. for several
reasons. Firstly, the fabrication requires low-cost, readily available materials, with
a total costing per 100 mL phantom of ∼ £10. Second, the phantom optical prop-
erties are easily tunable and, once fabricated, remain stable over time without the
requirement for specialist storage, with Hacker et al. determining optical property
stability over a period of 11 months [159]. Third, once a phantom is fabricated, it
can be easily recast by reheating the solid phantom until it is viscous and re-pouring
the phantom into a desired mould, without altering the phantoms optical properties.
TiO2 (particle diameter ≲ 5 µm [168]) was chosen as the scattering agent as it it is
highly scattering and has negligible absorption in the NIR [169]. The particle size
indicates Mie scattering is taking place, as discussed in Sect 1.2.1, which indicates
highly forward scattering material due to refractive index changes within the bulk
material, indicative of typical scattering in biological tissue e.g. cell nuclei scatter-
ing incident light due to difference in refractive index to surrounding cytoplasm.
Nigrosin was chosen as the absorbing agent as it has a flat absorption spectrum over
the visible wavelength range [170]. This allows for easy tuning of the absorption
coefficient with different Nigrosin concentrations.
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2.5.3 Reproducibility of phantom fabrication protocol

A batch of four phantoms was made twice in an attempt to determine the repro-
ducibility of the fabrication process, as it can be challenging to get precise TiO2 and
Nigrosin dye stock solution concentrations into a sample. Nigrosin powder proved
particularly challenging to weigh accurately, and therefore the concentration of Ni-
grosin in the dye stock solution may not have been exact. The fabricated phantoms
had concentrations of (Nigrosin dye stock, TiO2): (0.25 g, 0.1 g), (0.25 g, 0.13 g),
(0.5 g, 0.1 g), and (0.5 g, 0.13 g). The optical properties of the phantoms were
calculated using each of the 4 phantoms fabricated within that batch as a reference,
such that 4 optical property maps were obtained for each phantom and averaged
together to get a final optical property map. It was found that the average stan-
dard error in absorption and reduced scattering coefficients between batches was
15% and 5% respectively. This discrepancy in measured absorption coefficient may
be accounted for by non-homogeneous dye stock solution as the Nigrosin powder
tends to settle at the bottom of the dye stock solution and it has to be sonicated
and stirred sufficiently before use. However, by following the fabrication protocol
precisely one should be able to fabricate phantoms without much variation between
batches of same Nigrosin dye stock solution and TiO2.

2.5.4 Measured absorption coefficients of phantom

As previously discussed, in Fig 2.10 (a) phantom A5 which has the lowest concentra-
tion of dye stock solution, 0.25 g, is measuring an absorption coefficient comparable
to the phantom with 0.5 g of dye stock solution. This may be for several reasons.

The first possible reason is that the dye stock solution made in Step 1 of the
fabrication protocol was not sonicated sufficiently before putting the desired con-
centration into the phantom mixture. This would result in Nigrosin powder not
being distributed uniformly throughout the mineral oil, and hence more Nigrosin
powder may have been put into the phantom mixture than desired. Another reason
for the measured difference may be due to the known difference in DIS and SFDI
measurements, as previously discussed. The phantom protocol followed measures
optical properties in a DIS, and therefore it is suspected that SFDI measurements
will have a slight offset. Correcting for this may be possible by knowing the exact
absorption of a phantom with the fabricated dye stock solution used, either through
use of a double integrating sphere (from which some error may be present) or by
using a spectrometer and calculating the ratio of incident to transmitted intensity to
determine the absorption coefficient. As neither of these equipment were available
in house, it was not possible to measure each fabricated phantoms optical properties
via another method than SFDI. It is also possible that the range of reference phan-
toms used for optical property calculation was not sufficient. As discussed in Sect
2.5.3, two of the phantoms within each batch had Nigrosin dye stock concentrations
of 0.25 g (the same concentration as phantom A5). Over the 4 phantoms fabricated
between both batches with this Nigrosin dye stock concentration, the average ab-
sorption coefficient measured for phantoms with this dye stock concentration was
0.003 mm−1. This implies that either phantom A5 which has been extensively dis-
cussed above was incorrectly fabricated, or the increase of phantoms with this low
absorption coefficient as a reference made it more likely for the system to detect a
low absorption coefficient. For phantoms batch 5 and 6, the optical properties were
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determined by using each as a reference, but only one low absorbing reference phan-
tom was used. Additional low absorbing reference phantoms may therefore generate
more accurate low-absorption results. One possibility to aid the fabrication may be
in the use of a small amount of a solvent e.g. ethanol with the Nigrosin to aid in
the dispersion of Nigrosin in the oil. This aspect of the bench top system requires
further investigation and is beyond the scope of this work.

However, as previously stated, primary interest lies in determining the localised
contrast in optical properties, rather than exact quantitative optical properties.
As this localised contrast has been successfully shown in Sect 2.4.3, this work is
acceptable for potential in-vivo contrast-enhanced imaging applications, which is
the goal here.

2.5.5 Surface profile

Several SFDI techniques require the correction of optical properties due to the pres-
ence of an objects varying surface profile. Gioux et al. imaged a phantoms optical
properties and phase at height translations of 0− 3 cm [79]. They then obtained a
relationship between known height and measured phase, and a surface height cor-
rection model was obtained. This returned optical property maps with 23% and
6% improved accuracy compared to uncorrected optical property maps. For height
differences of 1 cm, the difference in measured optical properties between corrected
and uncorrected measurements was found to be < 14%. Therefore, for the clinical
application of imaging gastrointestinal optical properties and polyp height in-vivo,
the need to perform surface profile correction is negated as polyps ≥ 6 mm will be
excised independent of what optical properties they posses [171].

2.5.6 Look-up tables

Minimal differences were noted in phantom optical property measurements deter-
mined from a diffusion approximation LUT and a Monte Carlo generated LUT, as
shown in Sect 2.4.2. Using the Monte Carlo generated LUT improved absorption
coefficient accuracy by 5% and reduced scattering coefficient accuracy by just 2%.
Therefore, use of the diffusion approximation over Monte Carlo LUT is acceptable
in this case.

Angelo et al. propose different forms of LUTs which do not require the time
consuming interpolations present in typical LUTs [172]. One of these LUTs linearly
samples diffuse reflectance values instead of optical properties as is typically done.
This showed error in measured absorption and reduced scattering coefficients with
respect to Monte Carlo simulations as low as 0.2% and 0.09% respectively. It also
has a quick processing speed in comparison with a 100 × 100 pixel region taking
6 × 10−4 s to measure. Exploration of this quick LUT in the future to improve
bench top optical property measurement accuracy is desired.

2.6 Conclusion

This chapter demonstrates the capability of a cost-effective, bench top SFDI system
to measure the absorption and reduced scattering coefficients of tissue-mimicking
phantoms with 19% and 11% accuracy respectively. As discussed in Sect 2.5.1, the
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sensitivity and specificity of absorption coefficient measurements with the bench
top system were determined to be ≥ 99.5% and ≥ 86% respectively for an absorp-
tion coefficient variation > 0.003 mm−1. The sensitivity and specificity of reduced
scattering coefficient measurements were determined to be ≥ 99.5% and ≥ 81%
respectively for a reduced scattering coefficient variation > 0.22 mm−1. Therefore,
this system is capable of imaging variation in absorption coefficient between healthy
tissue and squamous cell carcinoma and variation in reduced scattering coefficient
between healthy tissue and Barrett’s Oesophagus in accordance with ASGE guide-
lines and expected optical properties presented in Sect 1.3.4, Table 1.2. However, it
may not be capable to differentiate the absorption coefficient of healthy oesophageal
tissue (0.058 mm−1 at 635 nm [47]) from the absorption coefficient of Barrett’s Oe-
sophagus (0.057 mm−1 at 635 nm [47]) or to differentiate the reduced scattering
coefficient of healthy oesophageal tissue (0.75 mm−1 at 635 nm [47]) from the re-
duced scattering coefficient of squamous cell carcinoma (0.64 mm−1 at 635 nm [47]).
The capability to image tissue-mimicking phantoms simulating typical gastrointesti-
nal conditions has also been successfully demonstrated. This work demonstrates the
capability this system to deployed in low-resource environments, where knowledge
of optical properties on ex-vivo tissue is desired.

However, the goal of this work is to miniaturise this system, to demonstrate the
capability to use SFDI to image gastrointestinal optical properties in-vivo. There
are many challenges associated with miniaturisation of such a system. First is the
physical capability of components to be miniaturised, for example the bulky projec-
tor must to be replaced with a much smaller mechanism. Second is the capability
of these miniature mechanisms to perform on par optical property measurements
with the bench top system. Third is the constrained system geometry associated
with imaging in-vivo. To aid in the miniaturisation of the system and to over come
some of these challenges, an SFDI system was simulated in the ray tracing software
Blender, which will be explored in the next chapter.
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Chapter 3

Simulating an SFDI system

A spatial frequency domain imaging (SFDI) design and simulation tool using open-
source 3D modelling and rendering software Blender is presented in this chapter.
The model can simulate SFDI for recovery of absorption, scattering and shape in a
wide range of geometries. First, the capability to use Blender to model a customis-
able absorbing and scattering material using inbuilt material nodes is shown. Then,
the construction of a virtual characterisation system for the absorption density, Aρ,
and scattering density, Sρ, of this material is shown using two approaches: a double
integrating sphere (DIS) and an SFDI system. For both approaches, the accuracy of
retrieved optical properties is validated and it is shown how this can be improved by
generating an empirically derived look-up table (LUT) from the DIS in-situ data.
Next, two illustrative example cases for the system are presented. First, the simu-
lated SFDI system is shown to enable reconstruction of absorption, scattering and
shape of planar geometry samples mimicking cancerous and pre-cancerous conditions
such as squamous cell carcinoma and Barrett’s Oesophagus. Second, a novel illumi-
nation scheme tailored for non-planar tubular geometries (such as inside a lumen) is
presented, where the spatial frequency is constant throughout the length of the tube
such that the optical properties can be accurately obtained. To improve accuracy,
the tube is longitudinally sectioned and separate look-up tables are created for each
section, a straight-forward task in the system. This customised illumination can
detect changes in absorption and scattering properties within a tube of biologically
relevant material properties, providing a potential design for future SFDI systems.
The work presented in this chapter is based on [139, 140]. Virtual Photonics Monte
Carlo simulation software [12] and Prahl ’s inverse adding-doubling (IAD) algorithm
[173] were utilised in this work.

3.1 Need for a new SFDI simulation tool

A range of commercial [84] and research [50, 87, 89] SFDI systems exist, as previously
discussed in Sect 1.3.3. However, these systems are almost exclusively designed for
planar imaging geometries, where the sample is relatively uniform in morphology
and the camera and projector are located above it at near-normal incidence (see Fig
3.1 (a)). Yet, many important clinical applications exhibit non-planar geometries:
for example imaging inside tubular lumen such as the gastrointestinal (GI) tract,
blood vessels, or the biliary system (Fig 3.1 (b)). SFDI imaging in vivo in such
organs is challenging due to miniaturisation needs, and because the surfaces are
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Figure 3.1: Future SFDI systems, especially those for in vivo clinical use, may require
significantly different geometries from conventional SFDI: (a) conventional ‘planar’
SFDI imaging geometry with projector at a small angle to planar sample, with real-
world application of measuring diabetic foot shown in inset [175], (b) SFDI operating
in a tubular (lumen) geometry, that may be required for use in future endoscope
systems where projection is no longer approximately planar, with example usage for
imaging polyps in the colon shown inset [176], (c) screenshot of presented Blender
SFDI model applied to a planar geometry, with reconstructed scattering properties
of tumour like sample shown inset, (d) a screenshot of presented Blender model
applied to a non-planar tubular geometry, with reconstructed scattering properties
of inner tube wall shown inset.

cylindrical, creating non-planar illumination conditions and sample geometries. This
means that illumination and imaging may no longer be normal (or nearly normal)
to the surface being imaged, and so different scattering behaviour will be observed
[174], and specular reflections will be altered.

The use of 3D modelling or computer-aided design (CAD) software to simulate
conventional optical imaging with a light source, 3D objects and a camera is well-
established [177, 178]. SFDI simulation systems have several necessary requirements
for successful, accurate modelling of real-world SFDI systems. Such requirements
are ease of use in complex geometries and provision of photo-realistic renderings, in-
cluding effects such as vignetting, specular reflections, shadows. Other requirements
include varying the incident lighting, refractive index, and non-normal incidence an-
gles. The capability to easily produce large data sets to train AI models is also
desired as SFDI datasets have been shown to successfully train neural networks,
as previously discussed in Sect 1.3.2. Currently, a number of open-source soft-
ware packages relevant to SFDI exist such as AppSFDI (Open SFDI [92]), Toast++
(Schweiger and Arridge [179]), ValoMC (Leino et al. [180]), OptgenSim (Professor
Steven Jacques’s Lab at Oregon Health and Science University, BIST Lab at the
University of Wisconsin at Milwaukee, and the LOCI group at the University of
Wisconsin at Madison [181]) and FullMonte (Medical biophotonics research group
and the computer engineering group of the University of Toronto [182]), which will
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be discussed here.

AppSFDI can perform SFDI demodulation for a set of input images taken at
specific spatial frequencies of 0 and 0.2 mm−1 [92]. It can also produce maps of
absorption and reduced scattering coefficients if images of a reference phantom of
known optical properties are also input. This package is limited by use of specific
spatial frequencies, and input data must be either taken experimentally or from an-
other SFDI simulation software. There exists another software capable of performing
SFDI demodulation and production of absorption and reduced scattering coefficient
maps using deep learning [61]. However, this software also requires input data to be
taken experimentally or from another SFDI simulation software. Perhaps of more
relevance to this work is software that simulates the optical behaviour of materials
under conditions of varying absorption and scattering properties. Toast++ is widely
used for forward and inverse modelling in diffuse optical tomography [179]. However,
because the software is designed for diffuse optical tomography, it typically simulates
a small number of sources and detectors which are placed on the surface of a sample.
It is thus less well-suited to considering the effects of complex illumination patterns
and high-resolution detectors placed some distance away from the sample, as is re-
quired for SFDI. There are numerous specialised pieces of Monte-Carlo simulation
software such as ValoMC, OptogenSIM and FullMonte [180–182]. However, these
packages also suffer from a variety of limitations. ValoMC can perform Monte Carlo
simulations of light in tissue for large samples, however it requires meshes to be im-
ported from other softwares and has limited detector positioning. OptogenSIM is a
simulation platform to estimate light delivery for heterogeneous optical properties
in brain tissue. It is limited in application as the sample geometry is specific to the
brain. FullMonte, which also requires meshes to be imported from other softwares,
is currently limited to a maximum of 32 different material configurations of varying
optical properties within one simulation, and does not offer wide-field illumination.

None of the above models are capable of providing all of the necessary require-
ments for realistic, end-to-end SFDI simulation. Therefore, there is a need for a
design and simulation tool to accelerate the design of new SFDI systems. An SFDI
design and simulation tool has been created in the open-source, 3D modelling soft-
ware Blender (Fig 3.1 (c & d)), which will be presented in the rest of this chapter.

3.2 Development of SFDI & fringe profilometry

imaging system in Blender

Blender is an open-source, 3D modelling software. It is typically used to create an-
imations, 3D models for printing, and for visual effects. Blender simulates realistic
optical properties and geometries while naturally accounting for realistic features of
SFDI systems, which is why it was chosen for this work. Blender can be used for
both geometry specification (i.e. design) via constructing materials of any desired
shape, and simulation via ray-tracing with its engine Cycles, which will be discussed
in depth in Sect 3.2.2. Shapes or geometries can be simulated with specific material
properties of in-built shader nodes, of which different types will be presented in Sect
3.2.1 & 3.2.2. Different lighting conditions can be simulated with different intensi-
ties, colours, and shading, which will be further discussed in Sect 3.2.3. Rendering
settings may be applied to a scene to make graphics more visually appealing, or
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more realistic, which will be discussed in Sect 3.2.4. Blender has previously been
used for three-dimensional shape measurement of additive manufacturing parts with
complex geometries [183], for the development of anatomically accurate meshes to
use in Monte Carlo light simulations [184], and for the generation of SFDI image
data sets to train neural networks [185].

This section will discuss the development of an SFDI and fringe profilometry
simulation in Blender (v 2.93). First the limitations of the initial material, using a
subsurface scattering model, are discussed and why it was necessary to improve the
model with volume absorption and scattering shaders. Next, the improved material
model and simulated system are introduced, and methods for characterising the ma-
terial are discussed. A robust method for morphology determination through fringe
profilometry is then introduced. Finally, the development of a novel illumination
scheme for imaging inside tubular geometries is presented.

3.2.1 Subsurface absorption & scattering material model

The initial simulation model was created by applying custom material properties
to 3D objects in Blender [139]. The absorption and scattering were varied by the
absorption factor and scattering factor, shown in Fig 3.2 (a). Absorption was im-
plemented using a custom material simulating transmissivity of light through the
material, calculated from the Lambert Beer Law [186]:

T =
I

I0
= e−µaL (3.1)

where I and I0 are the transmitted and incident light respectively, L is the path
length of light travelled and µa is the absorption coefficient of the material, which is
set to 1 mm−1. This was implemented with a transparent bi-directional scattering
distribution function (BSDF) shader equally mixed with a refraction BSDF shader
with a refractive index of 1.43. A weight factor termed the ‘absorption factor’ varied
the observed colour of the refraction BSDF block from 0 (black, fully absorbing) to
1 (fully transparent). The structure of the absorption material is shown in Fig 3.2
(b).

Scattering was simulated by mixing two of Blender’s prebuilt shaders: the trans-
parent BSDF shader (which adds transparency to the material without adding re-
fraction) and the subsurface scattering shader (which simulates light rays penetrat-
ing the surface of the material and bouncing around inside until they either escape
or are absorbed). A weight factor termed the ‘scattering factor’ was varied between
0 and 1 to control how much of the composite materials’ properties arise from the
subsurface scattering component vs the BSDF component, which was implemented
using a ‘mixing’ shader. A scattering factor of 0 resulted in a fully transparent ma-
terial whilst a scattering factor of 1 resulted in fully subsurface scattering material.
The subsurface scattering material has a scattering radius and scale properties that
were adjusted in advance such that the total scattering is very high, which then
represents the maximum scattering that can be achieved by this mixing approach.
The structure of the scattering material is shown in Fig 3.2 (b).

The ‘final factor’ was a weighted mix of the absorbing and scattering components,
where a factor of 0 simulated a material only dependent on the scattering component
and a factor of 1 simulated a material only dependent on the absorption component.
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Figure 3.2: Material nodes in Blender to simulate the subsurface absorption and
scattering material (a) final factor alters the weighted mix between absorption and
scattering material, scattering factor alters the weighted mix of the nodes simulating
scattering within the material and absorption factor alters the weighted mix of
material colour. (b) showing the input to the OpticalPropertySimulator shown in
(a) where the absorption material simulation is boxed in red and the scattering
material simulation is boxed in blue.

Though this approach works in many realistic operating regimes (in reflectance
imaging), it is limited because the sub-surface approximation applies only at surfaces
and not in the entire material volume. Therefore, the detection of transmitted
light through a sample is not possible with this model, which is necessary for DIS
calibration, which will be discussed in Sect 3.2.5.

3.2.2 Volume absorption & scattering material model

The model described in Sect 3.2.1 is improved upon be modelling the material
using a volume shader instead of surface shader, exploiting Blender’s built-in volume
absorption and volume scattering functionalities. This was done using the built-in
ray-tracing engine Cycles. Cycles is a physically based path tracer, in which rays of
light are randomly generated and traced from each camera pixel into the scene. Here,
it can be absorbed, reflected, refracted or scattered, analogous to a Monte Carlo
simulation [8]. Cycles simulates volume scattering inside objects using a Henyey-
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Figure 3.3: Material nodes in Blender to simulate the material (a) where the index
of refraction (IOR) is set to 1.4, absorption density alters the material absorption,
scattering density alters the materials scattering, and anisotropy is set to 0.8. (b)
showing the input to the OpticalPropertySimulator shown in (a) where the in-built
absorption and scattering volume shaders are input

Greenstein Phase function, which is commonly used in Monte Carlo simulations of
tissue [11, 187], as discussed in Sect 1.1.2. Therefore, it is expected that the results
from Cycles will broadly match those from Monte Carlo simulations.

The absorption and scattering are varied by changing the density parameters of
the nodes: absorption density Aρ and scattering density Sρ respectively, as shown
in Fig 3.3 (a). The anisotropy, g, in the volume scatter node was set to 0.8. This
value is representative of typical anisotropy values measured for tissue at the GI
junction [36]. The refractive index of the material is set to n = 1.4 by connecting
a glass bi-directional scattering distribution function (BSDF) shader node to the
surface input of the material. This shader was set to have a surface roughness of
0.5. This was set as a roughness of 0 implemented a perfectly smooth surface on
which visualisation of projection patterns was not possible. Fig 3.3 (b) shows the
inputs to the node tree in Fig 3.3 (a).

The anisotropy set in the volume scattering shader does not entirely determine
the overall anisotropy of the material as it is mixed with the volume absorption
shader, which assumes an anisotropy of 1 as light is not scattered. The impact of
this inaccuracy in anisotropy cause by the mixing of these shaders was investigated,
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Figure 3.4: Setting requirements for semi-infinite material. Percentage difference
from red sphere region to bulk material region for (a) increasing absorption density
with no scattering density and (b) increase scattering density with no absorption
density present.

and will be discussed in Sect 3.2.5.

Blender supports tri-colour operation so it can provide physically realistic scat-
tering at green and blue wavelengths if desired. However, the volume absorption,
scatter and surface reflectance was configured to be equal in these three bands, simu-
lating a white material. In Blender, this is achieved by setting the colour parameter
of the shader nodes to white (RGB = (1.0, 1.0, 1.0)). Further, when capturing image
data, the red channel of the RGB colour images was extracted.

In order to use a LUT generated from a Monte Carlo simulation or the diffu-
sion approximation, both of which will be discussed in Sect 3.2.5, the semi-infinite
thickness requirement must be met [188]. To set an appropriate thickness for the
material to meet this property, a red sphere was placed behind the bulk material
with variable Aρ and Sρ properties, as discussed above. A camera directly above
the bulk material captured an image of bulk material such that when Aρ = Sρ = 0,
the red sphere was visible in the centre of the image. The Aρ and Sρ parameters
of the bulk material were then varied until the difference in intensity between a
20× 20 pixel region within the red sphere boundary and a 20× 20 pixel region out-
side the red sphere boundary was ≤ 1%. For a material of 2 m thickness (to meet
the semi-infinite thickness requirement of the diffusion approximation as discussed
in Sect 1.1.1), this threshold was achieved for Aρ > 5 when Sρ = 0, shown in Fig
3.4 (a), and for Sρ > 4 when Aρ = 0, shown in Fig 3.4 (b). These are therefore the
lower bounds of the material parameters in the simulation, which is agreeable as the
material simulated had values much larger than these limitations, as shown in Sect
3.3.1. However, this limitation could be circumvented by using an empirically de-
rived LUT calibrated to a particular physical thickness. The scene was illuminated
by a sun light source of strength 10.

3.2.3 System & sample geometries

The simulated SFDI and fringe profilometry system consists of a camera placed 0.5
m above the sample of interest and a projector, placed at a 4◦ offset to the camera
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Figure 3.5: Nodes creating a projector in Blender.

to reduce any specular reflections. The camera and projector were placed at the
same height from the sample, at 0.035 m apart. The projector is a spot light source
that has been converted to be capable to project an image of interest into the scene,
as shown in Fig 3.5. It has a power of 5 W (where this calculated in Blender by
watts per square meter per steradian), a spotlight angle beam of 126◦ and a blend
of 0.15, which is the softness of the spotlight edge. The texture coordinate normal
of the spot light is divided by the z of the normal and this is mapped into vector
format. An image texture is then applied, the emission strength is set, and the
output light acts as a projector, projecting the image texture that had been input.
It was ensured that the colour space in the image texture node was always set to
linear after inputting a new image texture.

The aim was to create a simulation of an SFDI system with biologically relevant
samples, and so two disease states relevant for detection of cancer in the upper GI
tract were identified: squamous cell carcinoma (SCC) and Barrett’s Oesophagus
(BO) [42]. SCC was modelled as tumour spheroids using sphere meshes scaled to
be 80 mm in diameter (40 mm height from the base material), as shown in Fig 3.6
(a). This large size is for demonstrative purpose and is not indicative of the actual
physical size of tumour spheroids. It is noted that the ‘scale’ parameter of the
object in Blender should be reset when the desired size is reached to ensure proper
behaviour with regard to scattering length scales. At 635 nm (i.e. data from the
red channel), the absorption coefficient of SCC is 0.12 mm−1, which is much greater
than that of healthy oesophageal tissue, 0.058 mm−1, and the reduced scattering
coefficient of SCC, 0.64 mm−1, is less than that of healthy oesophageal tissue, which
is typically 0.75 mm−1 [47]. To simulate BO, two materials were placed adjacent to
one another: one with the optical properties of healthy oesophageal tissue and the
other with the optical properties of BO, as shown in Fig 3.6 (b). At 635 nm, the
absorption coefficient of BO with mild chronic inflammation is 0.057 mm−1, which is
similar to that of healthy oesophageal tissue, while the reduced scattering coefficient
of BO with mild chronic inflammation, 0.51 mm−1 is much less than that of healthy
oesophageal tissue [47].

More in depth information on using the simulated model is given in Appendix
F.
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Figure 3.6: Captured image of simulated system of (a) a spheroid simulating squa-
mous cell carcinoma on top of a background of healthy oesophageal tissue and (b)
two optically varying materials adjacent to one another simulating Barrett’s Oe-
sophagus (right) adjacent to healthy oesophageal tissue (left)

3.2.4 Render settings

To achieve the most physically realistic ray-traced renders in Blender, some optimi-
sation of the render settings is required. Within the ray-tracing engine Cycles, the
maximum number of bounces a light ray can travel before the simulation terminates
can be set. This value is set to 1024, the highest allowed. It was found that, for a
semi-infinite material simulating healthy oesophageal tissue (for which characterisa-
tion will be discussed in Sect 3.2.5), halving the maximum number of bounces from
1024 to 512 resulted in a minimal decrease in the AC and DC modulation amplitudes
of 0.03% and 0.2% respectively, as depicted in Fig 3.7 (a & b). This shows that a
limit of 1024 is likely to be sufficient for most important practical cases. Clamping
of direct and indirect light, which limits the maximum intensity a pixel can have,
was disabled by setting both to 0. Colour management, which is typically used to
make visually appealing images but introduces unwanted artefacts such as gamma
correction, was disabled by setting the display device to ‘None’. View transform was
set to ‘Standard’ to ensure no extra processing is applied to the resulting images.
The sequencer, which sets the the colour space, was set to ‘Raw’ to avoid unwanted
colour balancing or further gamma correction. For all images rendered, the camera
exposure is adjusted in accordance with Blender documentation [189] to avoid sat-
uration while maximising power of detected signal, but the images must then have
their intensities corrected by following the equation:

Ioutput(x, y) = Irender(x, y)× 2texposure (3.2)
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Figure 3.7: Increasing maximum number of bounces in Cycles and calculated (a) AC
modulation amplitude and (b) DC modulation amplitude. The errors bars represent
the standard deviation across a 500× 500 pixel region.

where Ioutput is the exposure-corrected intensity required, Irender is the raw value
obtained following the render, and texposure is the exposure setting.

Rendering a single frame may take some time, especially if the max bounces of
light in render properties is set to the maximum value. Therefore, the animation
feature within Blender is used to allow parameter sweeps in individual settings,
such as in the camera, projector, sample position, sample absorption and sample
scattering, as an example. This allows a render to be left running for several hours,
without need of intervention. Here, the animation of the projector to project phase
shifted patterns sequentially is explained. This set up is analogous to Fig 3.5 except
the vector mapping goes into several different image textures which are then set to
the light output through using multiple Mix shader nodes. Mix shader works by
having a weighted mixture of its two inputs; where 0 returns an output of the first
material, 0.5 returns an output of 50% of each material and 1 returns all the second
material. Therefore if, say, two different image textures are desired to be projected
sequentially, one must first go to the animation tab in Blender and set the start
and end number of animations in the bottom right (in this case 1 is the start and
2 is the end number of animations). One then goes back to the shading element
where the mix shader is added between the two image textures. The mixing factor
must be set to 0 and this element is right clicked on to insert a keyframe. This tells
the animation that when one is this frame, the mix shader mixing factor will be 0,
indicating that the first inputted image will be projected. Back in the animation
tab, the selected frame must be changed from 1 to 2. Then one must go back to the
shader nodes for the projector and change the mixing factor from 0 to 1 and repeat
the insertion of a keyframe, described above. Now, when one is in frame two, the
second image texture inputted to mix shader will be projected. Therefore, when an
animation is rendered, two frames will be output: the first with a capture of the
first projected image texture and the second with a capture of the second projected
image texture.

3.2.5 Calibrating material properties

For SFDI measurements, a reference material of known optical properties is required
to correctly calibrate the system response (as discussed in Sect 1.3.1). This requires
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determining the relationship between the material parameters in Blender and the
recovered absorption and reduced scattering coefficients. This can be done directly
with an SFDI system through a ‘trial and error’ approach [139] but this is imprecise
and laborious. Therefore, a more accurate approach is desired.

Double integrating sphere

Figure 3.8: Double integrating sphere (DIS) set-up in Blender with light source
entering a reflectance sphere, passing through a thin sample of material of interest
and entering the transmission sphere. Baffles are placed to block specularly reflected
sample rays.

A DIS system was simulated in Blender, shown in Fig 3.8. A double integrating
sphere captures the reflected and transmitted light from within two spheres placed
either side of a sample of interest, from which the optical properties of that sample
can be inferred [190]. Absorption and reduced scattering coefficient measurements
from DIS and SFDI are expected to show errors of up to 20% and 14% respectively,
at 675 nm [166]. Nonetheless, it was decided to be an acceptable starting point
for system calibration. The simulated DIS consists of two hollow spheres, termed
the ‘reflectance’ sphere and ‘transmission’ sphere, each with 100 mm diameter and
10 mm wall thickness. The material of these spheres is set to be highly reflective
using the diffuse BSDF shader with 0 roughness and reflectance of 0.99 (configured
by setting the colour parameter to white, with a brightness value of 0.99). The
reflectance sphere has an entry port and an exit port, with the sample located
at the exit port. The ports are square in shape with a 10 mm side length. The
transmission sphere has only an entry port, where the sample is located, of the
same shape and size as the reflectance sphere exit port. The sample has a thickness
of 1 mm. The material of the sample is that of the material described in Sect. 3.2.2.
The input light source is a spot light of power 5 W, with a beam radius of 0.5 mm
and a beam expansion angle of 6◦. The light is placed at the entry port of the
reflectance sphere. Cameras are placed at the base of each of the spheres to act as
detectors, with all pixels summed together (i.e. integrated over the detector area)
to give a power value. For initial tests, only the red channel is considered. Baffles
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are placed between the sample ports and the cameras to block specularly reflected
light from the sample entering the cameras. To perform normalisation, a reflectance
standard sample is simulated using the diffuse BSDF shader with roughness set to
0 and reflectance of 0.7 to improve accuracy in absorption coefficient determination
[173]. For each captured image, the camera exposure was varied until the average
intensity was approximately in the middle of the 0 − 255 range (i.e. 8-bit colour).
This exposure was noted and corrected for using Eq 3.2.

To determine the absorption and reduced scattering coefficients, a series of im-
ages in the reflectance sphere and the transmission sphere are captured. From these
images, the normalised reflectance, MR, and transmission, MT , are calculated for
varying sample material properties using the equations [173]:

MR = rstd
R2(r

direct
s , rs, t

direct
s , ts)−R2(0, 0, 0, 0)

R2(rstd, rstd, 0, 0)−R2(0, 0, 0, 0)
(3.3)

MT =
T2(r

direct
s , rs, t

direct
s , ts)− T2(0, 0, 0, 0)

T2(0, 0, 1, 1)− T2(0, 0, 0, 0)
(3.4)

where

• rstd is the normalised reflectance of the reflectance standard. A reflectance
standard is a highly reflective diffuse material which exhibits isotropic diffuse
reflection, with a typical normalised reflectance value of 1 [191].

• R2(r
direct
s , rs, t

direct
s , ts) is a reflectance measurement when the sample mate-

rial is in place, where rdirects indicates reflection off the sample of interest is
present, rs indicates reflection off the reflectance sphere is present, tdirects indi-
cates transmission from the sample of interest is present and ts indicates the
presence of reflected light within the transmission sphere is present.

• T2(r
direct
s , rs, t

direct
s , ts) is a transmission measurement when the sample material

is in place.

• R2(rstd, rstd, 0, 0) is a reflectance measurement when the reflectance standard
previously described is simulated in between the two spheres instead of the
sample material, where the 0 values in brackets represent the removal of the
transmission sphere.

• R2(0, 0, 0, 0) is a reflectance measurement when there is no sample present and
the transmission sphere is removed. The first two 0 values in brackets indicate
the lack of a sample or reflectance standard and therefore lack of reflection in
the reflectance sphere, and the second two 0 values in brackets indicate the
removal of the transmission sphere.

• T2(0, 0, 1, 1) is a transmission measurement when there is no sample present
and therefore light passes straight through the reflectance sphere into the trans-
mission sphere. The first two 0 values in brackets indicate the lack of a sample
or reflectance standard and therefore lack of reflection in the reflectance sphere.
The two 1 values in brackets indicate the presence of the transmission sphere
and presence of reflections off the inner transmission sphere surface.

94



CHAPTER 3. SIMULATING AN SFDI SYSTEM

• T2(0, 0, 0, 0) is a transmission measurement when the incident light beam is
blocked and there is no sample in the port. The first two 0 values in brackets
indicate the lack of a sample or reflectance standard, and also the lack of
reflections in the reflection sphere due to the blocked beam of incident light.
The second t 0 values represent the lack of transmission measurements and
reflections off the inner transmission sphere due to the blocking of incident
light

These normalised values are then input into an inverse adding-doubling (IAD) al-
gorithm to determine the sample material optical properties [192]. The adding-
doubling method is an accurate solution to the radiative transport equation, which
was introduced in Sect 1.1, and is used to calculate reflectance and transmittance
values. Therefore, the inverse adding-doubling method determines the optical prop-
erties of a sample from reflectance and transmittance values. It does this through
an iterative approach, where first a set of optical properties are guessed and values
for MR and MT from above are calculated. If these calculated values match the
measured values, then the guessed optical properties are a match for the optical
properties of the measured sample. If these calculated values do not match, a new
set of optical properties is guessed and the process is repeated [173].

For a material of Aρ = 1, the absorption coefficient measured from the DIS was
> 0.1 mm−1, for a material that should be measuring close to no absorption. This
may be for several reasons. First it may be due to the difficulty in the DIS set-up
in detecting low absorption coefficients due to the loss of light at the sample-sphere
interface, causing a higher, false absorption coefficient to register [193, 194]. It may
also be due to an inaccuracy in transmission measurements due to high forward scat-
tering of the sample, resulting in inaccurate retrieval of low absorption coefficients
[195]. While experimental work has been done on altering the sample thickness
and DIS configuration to improve optical property measurements [196], a different
approach was taken here. It was assumed that the unaccounted light lost causes an
offset in the measured absorption coefficient. Therefore, as a first approximation,
for all bulk material optical properties determined, the IAD measured absorption
coefficient of the material with an absorption density of 1 (averaged over all scat-
tering densities measured) was subtracted from the measured absorption coefficient
to account for this offset.

Retrieval of optical properties from the IAD algorithm was obtained for different
bulk material values of Aρ : 50, 75, 100 and Sρ : 5000, 10000, 20000, totalling 9
material optical property values. From the IAD algorithm, these material values
correspond to optical property values in the range µa = 0.08 to 0.22 mm−1 and
µ′
s = 1.4 to 6.5 mm−1, with the absorption correction discussed above applied.

These values represent a very wide range of optical properties over which to evaluate
the model. From these values, it was possible to determine the Aρ and Sρ values
needed to simulate the optical properties of squamous cell carcinoma (SCC) and
Barrett’s oesophagus (BO), as discussed in Sect 3.2.3. Healthy background tissue
was configured with Aρ = 37 and Sρ = 2591 and SCC polyps was configured with
with Aρ = 69 and Sρ = 2253. BO material was configured to have Aρ = 37 and
Sρ = 1855.

To evaluate the performance of SFDI, images were captured in the SFDI set-up
using a projected spatial frequency of 0.2 mm−1, described in Sect 3.2.3, for these
same 9 material parameters of Aρ : 50, 75, 100 and Sρ : 5000, 10000, 20000. The
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Figure 3.9: (a) DC vs AC reflectance showing values sampled for MC LUT. (b) DC
vs AC reflectance showing values sampled for empirically derived LUT. Red dots
represent simulated optical properties and black dots represent extrapolated sample
points for larger LUT. Optical properties of selected points are displayed as (µa, µ

′
s)

with units mm−1.

optical properties of these SFDI captures were calculated using two different LUTs:
a Monte Carlo generated LUT and an empirically-derived LUT.

SFDI: Monte Carlo LUT

The Monte Carlo (MC) LUT was generated using Virtual Photonics MC simulation
software [12]. This allows the capability to sample a large range of µa and µ′

s values,
so a range that covers the same 9 material samples measured in the DIS, and also
covers the range of chosen biomedical examples of imaging SCC and BO, is selected.
The ranges of the LUT are therefore µa = 0.001 to 0.3 mm−1 and µ′

s = 0.1 to 8.5
mm−1. The spacings within these ranges are variable, but are depicted in Fig 3.9
(a). For comparison with the IAD algorithm, the optical properties of the 9 material
values were calculated using a reference material of Aρ = 100 and Sρ = 20000 with
the corresponding reference optical properties determined from the IAD algorithm.

SFDI: Empirically-derived LUT

The empirically-derived LUT is able to correct for discrepancies between the SFDI
and DIS measurements which arise from the different assumptions made in the
models [166]. To generate an empirical modulation vs reflectance LUT, the process
described by Erickson et al. [19] was used. The reflectance and modulation are
calculated via the equations:

R(x, y) =
MDC,sample(x, y)×Rstd

MDC,std(x, y)
(3.5)

M(x, y) =
MAC,sample(x, y)/MDC,sample

MAC,std/MDC,std

(3.6)

whereMAC andMDC are calculated via Eqs 1.26 and 1.27 respectively andMDC,sample

represents the DC modulation amplitude of the sample of interest and MDC,std is the
DC modulation amplitude of a reference standard with known reflectivity of Rstd.
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The modulation and reflectance of planar samples with absorption and scattering
densities the same as the 9 data points used for the IAD were obtained. Then, a
first order linear extrapolation was performed using these data points to increase
the LUT from 9 data points to 100× 100 data points, improving granularity of final
optical properties. This is shown in Fig 3.9 (b). Given the relative smoothness of
the surface sampled by the original 9 points, it was found that this extrapolation
gives reliable and consistent results for later optical property estimation including
of SCC and BO samples. When applying the LUT, a further interpolation step, this
time using bicubic interpolation, is carried out to determine the optical properties
of a sample of interest.

Effective anisotropy

As previously discussed, the set anisotropy of the material does not entirely deter-
mine the overall anisotropy due to the volume absorption and volume scatter nodes
being mixed. To examine the impact this inaccuracy in anisotropy has, data is
first taken with the DIS. The bulk material anisotropy, g, is kept constant at 0.8,
and the assumed anisotropy input into the IAD algorithm was varied. This was
repeated for anisotropy values from 0.65 − 0.95 in increments of 0.5. Next, several
MC LUTs over the same anisotropy range (0.65− 0.9) were simulated using Virtual
Photonics software [12]. SFDI data was taken where the bulk material anisotropy
was kept constant at 0.8 and the reduced scattering coefficient was measured using
the generated LUTs of different anisotropy values. The recovered reduced scattering
coefficient for the SFDI method was compared to the reduced scattering coefficient
from the IAD algorithm for various different assumed values of anisotropy. When
the reduced scattering coefficients of both the SFDI and IAD measurements inter-
sected, the corresponding value of anisotropy was determined to be the effective
anisotropy, geff, of the simulated system.

3.2.6 Robust shape determination

In addition to measuring optical properties, the 3D shape of objects was recon-
structed via fringe profilometry. For proof-of-principle, a generalised approach is
executed of using 3 phase-shifted images to reconstruct height maps, though if speed
is desired a single image is sufficient [197]. To do this, the possibility of using N
frames is considered (see Appendix E). Once the phase ϕ is extracted, it can be con-
verted to height for each pixel in the image (given that the geometry of the system
is precisely known) using the equation [81]:

h(x, y) =
l0∆ϕ(x, y)

∆ϕ(x, y)− 2πf0d
(3.7)

where l0 is the distance from the projector to the reference material, ∆ϕ is the
phase difference between the actual phase (calculated) and the phase of the back-
ground reference plane, f0 is the spatial frequency of the projected pattern and d
is the separation distance of the projector and camera. Because of the geometrical
assumptions made in mapping phase to height, this approach cannot be straight-
forwardly applied to non-planar geometries for shape reconstruction. In non-planar
geometries, reconstruction of exact physical height could be approximately deduced
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by comparison with a reference phantom, e.g. perfectly straight tube for a lumen
geometry, or advanced techniques such as deep-learning could be applied [198].

3.2.7 Projection pattern for tubular geometry

Figure 3.10: Pipeline of obtaining novel illumination pattern. First a tube of desired
length and diameter is simulated. The inside wall of the tube is unwrapped such
that it is flat, and the desired pattern is applied, in this case a sinusoid modulating
in y. The inside of the tube is then wrapped with its new pattern. An image is
captured of this new pattern, which is then post-processed in Python before being
input to a projector to project down a tube with material properties of interest.

To simulate realistic gastrointestinal imaging, two imaging geometries are consid-
ered. The first, as previously discussed, simulates an ‘up-close’ view of a tumour on
the wall of a large lumen and can be approximated by a planar geometry. However,
for in-vivo endoscopic use, it is also necessary to consider a tubular geometry with
a forward-facing wide field-of-view. The scenario of an SFDI system pointing down
a tube simulating a lumen such as the GI tract is therefore also considered. Using
the Blender simulation it is relatively straightforward to explore such a situation.

A tube of length 250 mm with an outer diameter of 80 mm and an inner diameter
of 20 mm was first simulated. Epithelial layers of oesophageal tissue may be thinner
than this [199], but for initial calibration it was desired to ensure the semi-infinite
thickness requirement was met. The distal end of the tube is covered by the same
material as the walls of the tube. A spot light source was placed at a distance of 100
mm from the top of the tube and projected a 2D sinusoidal pattern down the tube.
This naive approach creates a non-uniform spatial frequency pattern throughout
the length of the tube which makes reconstructing accurate optical properties chal-
lenging. Therefore, a process was developed to create a more suitable illumination
pattern for other imaging geometries and demonstrated for the test case of a tube.

First, the material of the tube was set to be highly reflective using a pre-existing
diffuse BSDF material node with a roughness of 0 and a shade of pure white. Next,
the surface of the tube was ‘unwrapped’ within Blender using the UV mapping
tool, resulting in a flattened map of the inside tube wall, shown in Fig 3.10 (a). A
sinusoidal pattern of the desired phase and spatial frequency was then applied to
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Figure 3.11: Comparing tubes with (a) planar sinusoidal pattern exhibiting varying
spatial frequency along the length of the tube and (b) illumination pattern with
two areas of constant spatial frequency in different lengths of tube (c) presented
novel illumination pattern with constant spatial frequency down the length of the
tube. Top insets show image being projected. Bottom insets show view of projected
pattern down tube by view of tube cross sections.

this flat surface. Once applied, the material is then wrapped, such that the inside
of the tube now has a uniform spatial frequency throughout its length. 40 1 W
light sources were then placed equally throughout the tube length such that the
intensity is uniform looking down the tube from the top. A camera placed 110 mm
above the top of the tube then captured an image of the concentric circle illumina-
tion pattern (see Fig 3.10 (b)). This image was then exported to Python where a
normalisation was applied to ensure that the sinusoid pixel values vary across the
maximum range for projection (0−255). This process was carried out for sinusoidal
patterns of a fixed spatial frequency at 3 equal phase shifts. These normalised im-
ages are then used as the new projection patterns, which are projected into the
tube which has the material of interest with a 5 W light source. A camera cap-
tures the reflected patterns, shown in Fig 3.10 (c). This process can be considered
a ‘pre-distortion’ of the projected pattern to produce more uniform spatial frequen-
cies and could alternatively be computed using analytically-derived formulae, or by
direct inverse computation using a ray-tracing engine. These modified projection
patterns can then be used for SFDI imaging as there is a now a uniform spatial
frequency pattern within the geometry length. Fig 3.11 (a) depicts the projection of
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Figure 3.12: Tube sub-sectioning for multi LUT optical property measurement (a)
top down image of modulation variation on inner tube wall of tube with optical
properties typical of healthy oesophageal tissue. (b) Cross section of (a). (c) Left
hand side cross section of (a) where a first order polynomial has been fitted to aid
in subdivision of sections. (d) Modulation variation on inner tube wall showing 5
different subsections using different LUTs.

a conventional, 2D sinusoidal pattern down a tube, resulting in non-uniform spatial
frequency pattern down the tubes length, while Fig 3.11 (b) depicts the projection
of the above described, modified illumination pattern, resulting in a uniform spatial
frequency pattern throughout the tube length.

The spatial frequency is visually difficult to detect at the distal end of the tube
when looking from the proximal end, shown in Fig 3.11 (b). Therefore, a sinusoidal
pattern with two different spatial frequencies was tested such that the spatial fre-
quency in the upper quadrant of the tube is higher than the spatial frequency in the
rest of the tube, as shown in Fig 3.11 (c). Two different LUTs were then used for
the two different regions with discrete, different spatial frequencies. This projection
pattern may be advantageous for different analyses in different lengths of the tube,
for example viewing smaller features up close at the top of the tube and examining
larger features further down the tube.

However, the tubular geometry inherently allows less light to reach the distal
end of the tube and less light to be reflected back as only a small range of angles
can escape the tube via the proximal opening. Light cannot escape through the
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distal end of the tube as it is covered with the material of interest. The projector
placement, at a large angle to the normal of the tube surface, also creates different
incidence angles along the length of the tube. As such, many of the assumptions of
the standard MC LUT do not apply in this geometry. It is therefore necessary to
apply the empirically derived LUT approach in this case to account for these effects.
Further, to account for variation along the tube, a longitudinal sectioning approach
was developed: the tube is divided in 5 different longitudinal subsections, each with
its own LUT. Fig 3.12 (a & b) show a top down image of the modulation variation
within the tube and a cross section of this view respectively. The modulation can be
seen to vary from 40% to 100% along the length of the tube wall. The five sections
were selected as regions that showed a mean modulation difference > 10% relative
to other sections, as shown in Fig 3.12 (c). A view of the five separate LUT sections
within the tube is shown in Fig 3.12 (d).

3.3 Simulated system performance

Here the results are presented for the simulated SFDI and fringe profilometry system.
First, the optical properties determined from the IAD algorithm, obtained from DIS
data, are compared with SFDI measured optical properties of the same material
using two different LUTs: a Monte Carlo LUT and an empirically-derived LUT.
The effective anisotropy of the material is also determined and presented. Next, the
successful imaging of typical gastrointestinal conditions is shown, again via the two
LUT approaches. The minimal effect of altering the projector and camera angle with
respect to one another is shown. Finally, images of optical property measurements
in a tubular geometry from use of the novel illumination pattern are shown.

3.3.1 Material simulation

Figure 3.13: (a) Absorption and (b) reduced scattering coefficient vs scattering
density, Sρ, calculated for varying absorption densities, Aρ, via IAD algorithm (solid
line), SFDI Monte Carlo LUT (dashed line) and SFDI empirically derived LUT
(dotted line). The error bars represent the standard deviation across the calculated
500× 500 pixel optical property map.
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Figure 3.14: Determining geff (a) reduced scattering coefficient measured from SFDI
Monte Carlo LUT (solid lines) and from IAD algorithm (dashed lines) for varying
anisotropy g values, for Aρ = 50. (b) Effective anisotropy found to correct for
reduced scattering coefficient i.e. intersects from (a). Error bars represent standard
deviation across geff over all bulk material absorption densities

By repeated DIS simulation, it was found that appropriate parameter ranges to
produce the desired optical properties were 50 ≤ Aρ ≤ 100 and 5000 ≤ Sρ ≤ 20000.
Material of Aρ = 100 and Sρ = 20000 with optical properties µa = 0.217 mm−1 and
µ′
s = 5.94 mm−1 was selected to be the reference material for the SFDI measure-

ments.

The results from the SFDI measurements are compared with the DIS results in
Fig 3.13 (a & b). It is noted that there are discrepancies between the absorption
and reduced scattering results from the IAD (solid lines) and the SFDI Monte Carlo
LUT (dashed lines) calculations, with an average standard error of 16% and 18%
respectively. This is caused in part because the different methodologies rely on
different assumptions and have different sources of error, which will be discussed in
Sect 3.4.2. However, these results can be improved by using the empirically derived
LUT (dotted lines), reducing relative error in optical property measurements in
comparison to IAD (solid lines) calculations to 1% and 0.7% for absorption and
reduced scattering coefficients respectively.

The sensitivity and specificity of the Blender system using the Monte Carlo LUT
results were assessed. It was found that the system is capable to differentiate ab-
sorption and reduced scattering coefficients with ≥ 99.5% sensitivity and specificity,
for absorption coefficient variances ≥ 0.04 mm−1 and reduced scattering coefficient
variances ≥ 1.1 mm−1. For Aρ = 50, Sρ = 5000 − 10000, the sensitivity and
specificity for differentiating the reduced scattering coefficients is just 67% and 62%
respectively, which corresponds to a reduced scattering coefficient variation of just
0.1 mm−1. This in line with the American Society of Gastrointestinal Endoscopy
guidelines, as discussed in Sect 1.2.2.

To examine the impact of inaccuracies in anisotropy caused by the mixing of
Blender shaders, the reduced scattering coefficient measured from the IAD algorithm
and SFDI measurement using Monte Carlo generated LUT for varying values of g
was plotted. The results for one absorption density, Aρ = 50, are plotted in Fig
3.14 (a), however other absorption densities produce similar results. Where the
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measured reduced scattering coefficients intersect is where the effective anisotropy,
geff , is determined to be, shown in Fig 3.14 (b). This is because this is where the
DIS and SFDI data intersect and thus is assumed to be correct. For low scattering
values, where the absorption shader is dominant, geff is observed to be greater than
the anisotropy value of 0.8 specified in the scattering shader settings, but decreases to
0.7 for high scattering. This characterisation could be expanded to compute geff for a
wider range of scattering values and hence increase accuracy of simulation. However,
the use of an empirically-derived LUT naturally accounts for these discrepancies.

3.3.2 Simulation of typical gastrointestinal conditions in up-
close planar geometry

Figure 3.15: Simulated squamous cell carcinoma (SCC) as a spheroid on a back-
ground of healthy oesophageal tissue (HT) showing (a) white light image and
(e) reconstructed height map with (b) expected absorption coefficient where,
µa,SCC/µa,HT ≈ 2, (c) µa recovered with MC LUT (d) µa recovered with empirically
derived LUT (f) expected reduced scattering coefficient, where µ′

s,SCC/µ
′
s,HT ≈ 0.85,

(g) µ′
s recovered with MC LUT and (h) µ′

s recovered with empirically derived LUT.
Scale bar = 20mm.

The results for simulating typical gastrointestinal conditions in an up-close, pla-
nar geometry are presented here. Fig 3.15 shows the optical property and height
maps generated for a 80 mm diameter simulated polyp, with an absorption coefficient
higher than that of surrounding healthy tissue and a reduced scattering coefficient
lower than that of surrounding healthy tissue, simulating squamous cell carcinoma.
Fig 3.15 (a) shows a conventional white light image of the simulated sample, where
quantitative variation in absorption and scattering is not-detectable. Fig 3.15 (b
& f) depict the expected absorption and reduced scattering coefficient maps from
IAD algorithm recovered material optical properties. Fig 3.15 (c & g) demonstrate
successful recovery of optical properties using the Monte Carlo LUT, with average
standard errors across the entire images of 62% and 51% respectively. Fig 3.15 (d
& h) demonstrate successful optical property recovery using the empirically derived
LUT, with average standard errors across the entire images of 5% and 16% respec-
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tively. The empirically derived LUT produces results closer to the expected values,
which is because it accounts for discrepancies in the tissue simulation as described
earlier. However,the Monte Carlo LUT still provides high contrast between the
squamous cell carcinoma and background, which is arguably more important for
wide-field diagnostic applications. Fig 3.15 (e) shows a successful height map gen-
eration from fringe profilometry measurements. It is noted that because the surface
profile information is available, the optical property accuracy may be improved by
the addition of surface profile correction for optical property determination [79].

Figure 3.16: Simulated Barrett’s Oesophagus (BO) with mild chronic inflamma-
tion (left half of sample) adjacent to healthy oesophageal tissue (right half of
sample) showing (a) white light image (b) expected absorption coefficient, where
µa,BO/µa,HT ≈ 0.99, (c) µa recovered with MC LUT and (d) µa recovered with empir-
ically derived LUT (e) expected reduced scattering coefficient, where µ′

s,BO/µ
′
s,HT =

0.68, (f) µ′
s recovered with MC LUT and (g) µ′

s recovered with empirically derived
LUT. Scale bar = 20mm.

Fig 3.16 shows the optical property maps generated for a segment of Barrett’s oe-
sophagus adjacent to a segment of healthy oesophageal tissue. The tissue properties
are designed to exhibit similar absorption coefficients, while the reduced scattering
coefficient of the simulated BO is less than that of the adjacent healthy oesophageal
tissue. Fig 3.16 (a) shows a conventional white light image of the simulated tissue,
from which it is difficult to visually detect any variation between the two material
types. Fig 3.16 (b & e) represent the expected absorption and reduced scattering
coefficient maps from IAD algorithm recovered material optical properties. Fig 3.16
(c & f) represent the measured absorption and reduced scattering coefficient maps
using a Monte Carlo LUT, where the variation between simulated tissue types is
as expected with average standard errors of 65% and 75% respectively. Fig 3.16
(d & g) represents a more accurate recovery of absorption and reduced scattering
coefficient maps through use of the empirically derived LUT, with average standard
errors of 10% and 22% respectively. It is noted that at the intersection region of
the two simulated tissue types, there is a spike in both the optical properties, which
results from effects at the interface and a small air gap that is present.

These results show the capability of the simulated system to successfully differ-
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entiate between typical tissue types.

3.3.3 Effect of no DC projection

A planar sample of healthy oesophageal tissue with µa = 0.058 mm−1 and µ′
s =

0.75 mm−1 was imaged at two spatial frequencies: 0 and 0.2 mm−1. The optical
properties of the sample were measured via two methods. The first method used
Eqn 1.26 for the high frequency image captures and Eqn 1.27 for the low frequency
image captures to determine the AC and DC modulation amplitudes respectively.
The second method used Eqns 1.26 & 1.27 with just the high frequency image
captures to determine the AC and DC modulation amplitudes respectively. This
was done to investigate the effect of projections on optical property variation for
experimental work which will be discussed in Chapter 4. For a sample simulating
healthy oesophageal tissue, it was found that this variation inMAC andMDC resulted
in absorption and reduced scattering coefficient differences of just 0.13% and 0.03%
respectively.

3.3.4 Effect of projector & camera angle

Figure 3.17: Various projector and camera angles tested with simulated system
(a) conventional projections seen in SFDI system with projector at 20◦ angle to
the camera (b) testing smaller projector angles, useful for miniaturisation of SFDI
systems, with the projector at 4◦ angle to camera (c) the camera placed at 4◦ angle
to the projector which is not-angled.

A planar sample of healthy oesophageal tissue was simulated and imaged with
the projector at a 20◦ (Fig 3.17 (a)) and a 4◦ (Fig 3.17 (b)) angle to the camera.
Images of a reference material of Aρ = 100 and Sρ = 20000 simulated in both
system geometries were also generated. By calculating the optical properties of the
sample simulating healthy oesophageal tissue via a Monte Carlo generated LUT, the
relative standard error in optical properties was measured to be just 2% for both the
absorption and reduced scattering coefficient. The projector was then placed at a 0◦
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angle to the camera, with the camera instead placed at a 4◦ angle to the projector
(Fig 3.17 (c)). Again, images of a reference material of Aρ = 100 and Sρ = 20000
were simulated in the new system geometry. The resultant standard error in optical
properties was just 1% for both absorption and reduced scattering coefficients, in
comparison to the projector at a 20◦ angle.

3.3.5 Simulation of optical property variation in tubular ge-
ometry

Figure 3.18: Comparison of sectioned and un-sectioned empirically derived LUT
for tube wall material of µa = 0.076 mm−1 and µ′

s = 2.99 mm−1 (a) white light
image of tube (b) expected absorption coefficient, µa, (c) simulated µa using un-
sectioned LUT (d) simulated µa using sectioned LUT (e) expected reduced scattering
coefficient, µ′

s, (f) µ′
s simulated using un-sectioned LUT, (g) µ′

s simulated from
sectioned LUT. Tube inner diameter = 20mm.

The custom projection pattern modified for a tube, introduced in Sect 3.2.7,
was next used to produce Fig 3.18 and Fig 3.19. The optical property maps have a
quantized appearance due to the use of nearest-neighbour interpolation, which was
found to increase robustness for points outside the convex hull of the LUT. A larger
LUT could be generated with more sample images from Blender to mitigate this
effect using bicubic interpolation. The simulated AC modulation amplitude was
observed to be higher than expected, which may be due to the high incidence angle
of the light creating substantially different scattering and reflectance behaviour.
Though this is corrected for to a large degree using empirically-derived LUTs, there
is still a residual increase in AC modulation amplitude and therefore an offset in
reduced scattering coefficient.

Fig 3.18 (a) shows a white light image looking down the tube from a top-down
view point. It is noted that at the center of the image (the distal end of the tube)
the tube wall is considerably darker than the outer, upper edges (the top of the tube
which closest to the camera and projector). The expected optical properties of the
inner tube wall are shown in Fig 3.18 (b & e). Without applying a sectioned LUT to
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Figure 3.19: Imaging different material types within complex geometry, analogous to
a lumen showing (a) white light image of the tube (b) expected absorption coefficient
of tube material (c) simulated absorption coefficient (d) expected reduced scattering
coefficient of tube material and (e) simulated reduced scattering coefficient. Tube
inner diameter = 20mm.

different lengths throughout the tube, as discussed in Sect 3.2.7, this non-uniformity
of illumination results in discrepancies in measured optical properties, as shown in
Fig 3.18 (c & f). Significant improvement is achieved when longitudinally sectioning
the LUT shown in Fig 3.18 (d & g). Over six varying material values, it was
determined that the sectioned LUT method reduced both the calculated absorption
and reduced scattering coefficients relative error from 5% to 2% compared to the
SFDI global LUT, within a tubular geometry.

Finally, to simulate detection of disease inside a lumen, a tube with one quadrant
exhibiting a large variation in optical properties compared to the remaining three
quadrants was simulated. The results are shown in Fig 3.19. Fig 3.19 (a) depicts a
conventional white light image looking down the tube from a top-down view point.
A distinct difference in material in the top right quadrant is observed. The expected,
quantitative difference of optical properties on the inner wall of the tube are shown
in Fig 3.19 (b & d).The measured optical properties are shown in Fig 3.19 (c & e).
These optical property maps show a clear variation in measured optical properties
from the top right quadrant to the rest of the tube. However, the quantitative
variation in optical properties in the right upper quadrant are not as expected. Fig
3.19 (c) shows the absorption coefficient of the top right quadrant is higher than
expected and Fig 3.19 (e) shows the reduced scattering coefficient of the top right
quadrant is lower than expected. It is suspected that light rays are reflecting off the
other three quadrants of the tube and reflecting off the top right quadrant, causing
the measured optical properties to lean toward that of the larger three quadrants
within the tube. Overcoming this issue may require projecting the pattern within
the tube at different angles and averaging the final result.
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3.4 Discussion

An SFDI and fringe profilometry simulation model in the graphics software Blender
has been presented. This section will discuss the accuracy of the simulation model
in measuring optical properties, as well as its limitations. Next, potential applica-
tions of the simulated system are discussed. Finally, alternate implementations to
conventional SFDI explored in this work is discussed.

3.4.1 Relationship between absorption and reduced scatter-
ing coefficients measured with DIS and SFDI

Over 9 varying material values, the standard errors in absorption and reduced scat-
tering coefficients between SFDI and DIS data are 16% and 18% respectively (using
a MC LUT). Fig 3.13 (a & b) in Sect 3.3.1 shows this difference in results graphically.
It can be seen that the discrepancy observed between DIS and SFDI results is partic-
ularly high at low absorption values. It is known that DIS and SFDI measurements
do not exactly match for several reasons. Firstly, different methodologies rely on
different assumptions. For example, an SFDI measurement is obtaining information
solely from diffusely reflected light, while a DIS measurement is obtaining informa-
tion both from diffusely reflected light and transmitted light. It is also well known
that DIS measurements can have poor accuracy for absorption coefficient recovery.
Some examples reasons for this include light being lost at the sample edge in the
integrating sphere measurement [200], and non-optimization of diffuse reflectance
standard [173].

Previous work by Hu et al. has shown relative errors of 20% and 14% for ab-
sorption and reduced scattering coefficients measured from DIS and SFDI data at
675 nm [166], as previously discussed in Sect 2.5.1. This 20% error in absorption co-
efficient between DIS and SFDI measurements was obtained using a more accurate
method of obtaining the absorption coefficient than the conventional IAD algorithm
used is this work. Hu et al. obtained the absorption coefficient via a collimated
transmittance measurement using the Lambert-Beer law, as discussed in Sect 1.2.1.
The errors observed between the presented simulated SFDI and DIS systems of 16%
and 18% for absorption and reduced scattering respectively are consistent with re-
sults obtained by Hu et al.. As such, it is assumed that the obtained errors are a
result of the different underlying assumptions of the two approaches.

However, the simulation can successfully differentiate between material types in
both planar and tubular geometries with great accuracy. Therefore, the use of a
DIS for characterising material properties for measurements with SFDI is justified.

3.4.2 Limitations

There are a few key limitations of the presented model. The first limitation is the
variation in effective anisotropy as a function of scattering. As the anisotropy cannot
be set in the volume absorption node, and the bulk material is an equally weighted
mixture of the volume absorption and the volume scatter node, the exact anisotropy
of the material had to be determined. However, it has been shown in Sect 3.3.1 that
this can be characterised for by determining the effective anisotropy of the material.
Therefore, LUTs could have an extra dimension added to them containing effective

108



CHAPTER 3. SIMULATING AN SFDI SYSTEM

anisotropy, enabling this parameter to be controlled independently. This would
result in an increased accuracy in measurement of optical properties with the MC
LUT.

The second limitation is the presence of some artefacts in the tubular geometry
configuration. It is speculated that these may be caused by light reflecting off multi-
ple surfaces before reaching the camera, or are residual errors due to large, spatially
varying angles of incidence that are not entirely corrected by the empirical LUT
approach. Further work is required to increase accuracy, perhaps by the addition
of more longitudinal sections in the empirically derived LUT. Since the position of
the camera and projector are not fixed, they could also be advanced into the tube
to characterise how optical property accuracy changes when features such as polyps
move closer. The animation feature of Blender could be used to straightforwardly
simulate this scenario, producing multiple video frames as the camera and projector
move along the tube.

The final limitation is that Blender is only capable to operate in 3 wavelengths:
red, green and blue. This is a fundamental limitation of Blender, but scattering at
other wavelengths could be simulated by adjusting the material scale to change the
scattering length scales. However, this tool is intended as a geometrical design tool
for SFDI systems that should be used in combination with Monte Carlo simulators
for more accurate design at other wavelengths.

3.4.3 Potential applications

The results presented in Sect 3.3 demonstrate the capability of the Blender SFDI
simulation system to recreate various tissue types in various shapes and imaging
geometries, and then reconstruct these optical properties using standard SFDI algo-
rithms. The presented SFDI simulation model can overcome many of the limitations
of existing software, discussed in Sect 3.1, by enabling custom configuration of il-
lumination source, camera position and orientation, spatial frequency, illumination
patterns, as well as the addition of real world artefacts such as specular reflec-
tion, vignetting and distortion. SFDI can have various sources of errors arising
from assumptions made with selected light propagation model, differences in optical
properties dependent on depth, divergence of the projection beam, how the spatial
frequency may change with distance from projector to sample, and different probing
depths achieved by different spatial frequencies [201, 202]. This model could also
allow exploration of some of these typical sources of error in SFDI, such as noise.
The introduction of these real-world artefacts will help to test the limitations and
robustness of new SFDI system design. It is therefore envisaged that the Blender
model could accelerate development of novel SFDI systems for applications such as
endoscopy or manufacturing.

Another potential application of this system could be to generate large SFDI
data sets that may be used in lieu of or in addition to experimental data. Such
data sets could be used to improve optical property uncertainty measurements by
creating large look up tables for specific system setups [73] or to train deep-learning
SFDI recovery systems [61, 203]. The capability of the subsurface absorption and
scattering material model of this system (described in Sect 3.2.1) has shown capa-
bility to train a generative adversarial network for the prediction of optical property
maps from SFDI images [185].
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3.4.4 Alternate SFDI implementations

This simulation models allows one to investigate different implementations of SFDI
at ease, such as use of projection patterns and system geometries, which will be
discussed here.

Projections utilised

The use of a planar DC projection was investigated. Pera et al. found that by
not including a DC projection, the uncertainty in measured absorption coefficient
increases to ∼ 13% (from 6% including a DC projection) [73]. The uncertainty in
reduced scattering coefficient is much less severe, increasing from 1.85% to 2.05% for
including and excluding a DC projection. They note that the absorption coefficient
uncertainty is more significant for materials with lower absorption coefficients, with
the uncertainty increasing from 6% to 19.5% for phantoms with µa = 0.035 mm−1 to
µa = 0.005 mm−1. This is accounted for by the fact that DC projections propagate
deeper into a sample, as found in Sect 2.3.1, and therefore its presence is significant
for sampling rarer absorption events.

By imaging a sample simulating healthy oesophageal tissue, it was found that
the error in absorption and reduced scattering coefficients was 0.13% and 0.03%
respectively, as shown in Sect 3.3.3. Therefore, it can be assumed the use of non-
planar projection was sufficient within the system geometry for the materials of
interest.

Smaller camera and projector angles

For development of an SFDI system in a space-constrained geometry, projector-
camera angles of 10− 20◦ seen in typical SFDI systems are not feasible. Therefore,
the use of smaller projector-camera angles is investigated, compatible with realistic
miniaturisation of SFDI systems. Previous experimental work has shown SFDI
systems can work with small projector-camera angles of 8◦ [88]. Sect 3.2.2 discusses
the simulated SFDI system with a projector-camera angle of 4◦. It was desired to
determine the error in measured optical properties when using a smaller angle.

It was found, as shown in Sect 3.3.4, that reducing the angle of the projector from
20◦ to 4◦ resulted in a difference in absorption and reduced scattering coefficients of
just 2%. Therefore, the use of a smaller projector-camera angle is feasible for use
on samples simulating tissue optical properties within our range of interest.

3.5 Conclusion

The capability of the open-source graphics software Blender to be used to simulate
SFDI and fringe profilometry systems has been shown. First, quantitative agree-
ment between Monte Carlo simulated absorption and reduced scattering coefficients
to those simulated from the Blender system is demonstrated, achieving 16% dis-
crepancy in absorption coefficient and 18% in reduced scattering coefficient, which
correspond to sensitivity and specificity values of ≥ 99.5% for absorption coefficient
variances ≥ 0.04 mm−1 and reduced scattering coefficient variances ≥ 1.1 mm−1.
These results make the system compatible with guidelines new endoscopic imaging
modalities suggested by the American Society of Gastrointestinal Endoscopy under
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these constraints, as discussed in Sect 3.3.1. Further work is needed to acquire more
data to determine the minimum compatible constraints. However, it is shown that
using an empirically derived look-up table reduced these errors to 1% and 0.7% re-
spectively. Next, SFDI mapping of absorption, scattering and shape is simulated for
tumour spheroids, demonstrating enhanced contrast. The software enables the sim-
ulation of typical gastrointestinal conditions with specific absorption and reduced
scattering coefficients in tubular imaging geometries relevant for endoscopy in the
gastrointestinal tract. SFDI mapping is demonstrated inside a tubular lumen, which
highlighted a important design insight: custom look-up tables must be generated
for different longitudinal sections of the lumen. With this approach errors of 2% are
achieved for both absorption and reduced scattering coefficients. It is anticipated
that these results will aid in the design of future SFDI systems, e.g. miniaturised
systems, by enabling the testing of different illumination geometries and patterns.
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Chapter 4

Constructing an ultra-miniature
SFDI system

This chapter presents an ultra-miniature (> 900 times smaller than the bench top
system presented in Chapter 2) spatial frequency domain imaging (SFDI) system.
The system is comprised of an optical fiber array (tip diameter 0.125 mm) displacing
the conventionally bulky projector and a micro camera (1×1×2 mm package) instead
of a regular detector. The prototype has an outer diameter 3 mm, but the individual
components dimensions could permit future packaging to < 1.5 mm diameter. As
the fiber array projects interference fringes at different phase shifts, a phase-tracking
algorithm was developed to rapidly extract video frames with fringe projections
at 3 equispaced phase shifts in order to perform SFDI demodulation. To validate
performance, comparable recovery of quantitative absorption and reduced scattering
coefficients between the ultra-miniature system and the conventional bench top SFDI
system presented in Chapter 2 was demonstrated, with agreement of 15% and 6%
respectively. Next, imaging of absorption and reduced scattering coefficients of
phantoms mimicking typical gastrointestinal conditions was demonstrated. This
provides enhanced contrast between simulated tissue types (healthy and tumour),
and is done simultaneously at wavelengths of 515 nm and 660 nm. This device shows
promise as a cost-effective, quantitative imaging tool to detect variations in optical
absorption and scattering as indicators of cancer. This chapter is based on works
[141] and https://doi.org/10.48550/arXiv.2306.03713 (in review).

4.1 Motivation

Gastrointestinal (GI) cancers account for one quarter of the global cancer incidence
and over one third of all cancer related deaths [204]. Wide population based endo-
scopic screening has shown promise in significantly decreasing mortality rates [205].
However, the high cost of GI procedures, associated risk, and high miss rates for some
types of polyps during diagnostic colonoscopies [206] makes wide population based
screening for GI cancers not feasible. Therefore, there is a need for a cost-effective,
minimally invasive and improved contrast imaging device that can be deployed endo-
scopically. The instrument channel has diameter ranges of 2.8−4.2 mm in standard
colonoscopes and 2− 3.8 mm in conventional endoscopes [207]. Therefore, a device
is desired to be within these sizes to have potential to be deployed down the instru-
ment channel. To be suitable for population screening programmes, it must also be
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relatively low-cost to manufacture and operate.

SFDI is an attractive choice for an improved contrast imaging modality because
it does not require high-powered lasers, sensitive detectors or complex optical com-
ponents [50]. It is therefore relatively low-cost to manufacture and operate, and
systems can be miniaturised easily. As a result, a number of SFDI systems exist (as
discussed in Sect 1.3.3), such as large commercial systems [84] to portable handheld
systems [88]. However, in most existing systems the projector element remains costly
and difficult to miniaturise, being typically comprised of either a digital micromirror
device (DMD) projector [88] or a motorised grating [89, 90].

There have been two main approaches in miniaturising fringe projection systems:
rigid scopes (Fig 4.1 (a & b)) and flexible optical fibers (Fig 4.1 (c-f)). A rigid
endoscope has been used to achieve single snapshot of optical properties (SSOP) [91],
a technique previously discussed in Sect 1.3.2. While SSOP is advantageous as it
reduces acquisition times, it poses several disadvantages, with the main disadvantage
being reduced image quality due to the use of filtering a single image. As discussed
in Sect 1.3.3, the exact dimensions of this rigid Schölly dual-imaging scope from
Intuitive Surgical are not stated [94]. This set up, shown in Fig 4.1 (a), is only
capable of projecting a single illumination pattern at a single spatial phase. Le et
al. overcome this issue by the use of a DMD to modulate the phase of the projection
pattern, as shown in Fig 4.1 (b). This system has been used for ex-vivo imaging of
bowel anastomosis [208]. Both the illumination and imaging scopes have diameters
of 4 mm each. As both the probes developed in [91] and [208] are rigid in nature,
they are not suitable for imaging in the GI tract.

Flexible approaches to miniaturising fringe projection systems conventionally
rely on the use of optical fiber bundles [209–213]. Fig 4.1 (c) shows the projection
of a Ronchi ruling pattern (square wave pattern) through a fiber bundle, and the
imaging of this projected pattern through the same fiber bundle onto a CCD [209].
The Ronchi pattern allows for a single spatial frequency and phase to be projected,
analogous to the rigid scope SSOP system previously discussed. The fiber bundle
has a diameter of 2.7 mm at the distal end. The system proposed by Supekar et
al. in Fig 4.1 (d) overcomes the use of a single phase pattern by using a DMD to
generate the projection pattern. This pattern is then also transmitted through a
fiber bundle [210]. Instead of imaging the projected pattern back through the fiber
bundle as previously described, a series of lenses focuses the image of the projected
pattern on a CMOS sensor. This device has a height of 30 mm, with an approximate
diameter of 10 mm at the device’s base. Matthias et al. developed an endoscopic
fringe projection system by using two fiber bundles: one for pattern projection and
one for imaging [213] (see Fig 4.1 (e)). Again, the pattern is generated via a DMD
and transmitted through the fiber bundle. The resultant pattern is imaged with a
separate fiber bundle and focused onto a CMOS sensor. Both fiber bundles have a
diameter of 1.7 mm each, giving a total minimal diameter of 3.4 mm at the distal
end of the system.

Fiber bundles have disadvantages for both imaging and projection, such as their
high sensitivity to vibrations, cross coupling and fiber movements [215]. These ef-
fects make the reconstruction of images through a fiber bundle challenging, and
therefore the use of a micro camera instead is advantageous [216]. Commercial fiber
bundle projection typically only supports high fidelity fringes at green wavelengths
due to increased cross-coupling between cores at red wavelengths [217]. Fringe pro-
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Figure 4.1: Schematics of advances in miniaturising fringe projection systems from
literature (a) Rigid endoscopic SSOP imaging system projecting a sinusoidal mask
and imaging the projected pattern through a separate channel in the surgical scope,
adapted from [91]. (b) Rigid laparoscopic 3D imaging system projecting patterns
generated from a DMD through a surgical scope and imaging the patterns through
a secondary surgical scope, adapted from [208]. (c) Flexible fiber bundle for fluo-
rescence endomicroscopy projecting a Ronchi ruling and imaging pattern through
same fiber bundle, adapted from [209]. (d) Flexible fiber bundle transmitting pat-
tern generated from DMD for optical sectioning and imaging pattern onto a CMOS
sensor, adapted from [210]. (e) Flexible fiber bundles transmitting pattern generated
from DMD with a second fiber bundle imaging the projected pattern onto a CMOS
sensor, adapted from [213]. (f) Interferometric interference pattern produced by
illuminating two single mode fibers, controlling the phase with piezoelectric trans-
ducers (PZT), adapted from [214].

jection at more than one wavelength is desired, typically in SFDI, for several reasons.
Firstly, it has the capability to reduce speckle noise by averaging it out over several
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wavelengths. Secondly, it gives the opportunity to penetrate to different depths
in the sample of interest with different wavelengths [93]. Third, it introduces the
capability to obtain chromophore information, such as oxyhaemoglobin and deoxy-
haemoglobin concentration, by measuring the variation in absorption coefficient at
more than one wavelength [34, 218], as discussed in Sect 1.2.1. Blood oxygenation
SFDI systems often operate in the Red/IR e.g. [219], but, as previously stated, most
fiber bundle systems operate in the green to avoid too much cross-coupling between
fibers [217].

Ultra-thin fiber arrays have been used to create fringe patterns interferometri-
cally for profilometry with a wavelength of 633 nm [214] (see Fig 4.1 (f)). An optical
fiber array is a 1 or 2 dimensional array of optical fibers, where the array is only
formed for the very distal end of a bundle of fibers, rather than over the whole fiber
length as in a fiber bundle. The system shown in Fig 4.1 (f) stabilises the phase and
controls the modulation by use of piezoelectric transducers. Fiber arrays have also
been used in combination with photonic chips for generating standing wave interfer-
ence patterns needed for structured illumination microscopy [220]. Photonic chips
that are made of dielectric materials can generate uniform illumination patterns over
a large field of view, making them desirable for use in in-vivo imaging.

None of these existing systems are suitable for routine endoscopic deployment
in the GI tract because they either use DMD-based projectors which are costly
and cannot be sufficiently miniaturised; use fiber bundles which produce low-quality
fringe patterns at a limited set of wavelengths and only record low resolution images;
or use rigid endoscopes which are not flexible. There is a need for a cost-effective,
quantitative imaging tool that can be deployed endoscopically to better detect early
stage GI cancers.

Therefore, an ultra-miniature SFDI system has been developed, with an outer
diameter of 3 mm. The system uses a fiber array to interferometrically produce
fringe patterns feasible for SFDI at green (515 nm) and red (660 nm) wavelengths
both individually and simultaneously. Images of the fringe patterns are recorded
at 320 × 320 pixel resolution using a micro camera. The prototype packaging is
sufficiently small that it could be compatible with the instrument channel of standard
colonoscopes and endoscopes.

4.2 System design & development

The primary components needed for an SFDI system are a source of pattern pro-
jection and a detector to capture the projected patterns on a sample of interest.
For the development of this system, a spatial frequency projection in the range of
0.15− 0.3 mm−1 [50, 74] was desired, with a large field of view operating at a work-
ing distance ≤ 50 mm to be compatible with endoscopic imaging. An optical fiber
array was chosen as the source of projection patterns as it is relatively low cost and
has a small tip diameter (≤ 0.125 mm). The design of the optical fiber array will
be discussed in Sect 4.2.1. A micro camera was chosen as the detector because it is
also relatively low cost, has a small diameter (1 mm), and has a pixel resolution of
320 × 320 = 102, 400 pixels, compatible with standard definition endoscopy as dis-
cussed in Sect 1.4. The subsequent section will discuss design of the fiber array, it’s
specifications, and the incorporation of the fiber array and micro camera to develop
an ultra-miniature SFDI system.
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Figure 4.2: Young’s double slit schematic for determining minimum spacing required
to produce interference patterns within the range of interest, where d is the spacing
between fibers required, z is the working distance, θ is the angle of projection, m is
the number of interference line spacings from the central point and x is the distance
between adjacent maxima such that the spatial frequency of the projection pattern
is 1/x.

4.2.1 Component design & selection

To create an ultra-miniature fringe projector without using a bulk projector or
DMD elements, a customised two-dimensional pitch-reducing optical fiber array
(PROFA™, Chiral Photonics, NJ) was designed to create fringes interferometrically.
The fiber array was designed to initially produce interference patterns within a
widely used spatial frequency range (0.15 − 0.3 mm−1 [50, 74]) at an initial test
working distance of 50 mm when two adjacent channels are illuminated by the same
laser source of 660 nm. However, later work showed the capability of the system
to also operate at 515 nm. To compute the required fiber spacings, the double slit
equation was used:

mλ = d sin θ (4.1)

where m is the number of the interference line spacings from the central point,
λ is the wavelength of light, d is the distance between slits and θ is the angle of
projection, depicted in Fig 4.2. As previously stated, the desired wavelength was
chosen to be 660 nm, however the fiber array also operates efficiently at 515 nm,
enabling dual-wavelength imaging. The distance from slit to projection pattern,
i.e. the working distance, was chosen initially to be 50 mm, which is the maximum
working distance of the camera. Using Eqn 4.1, the spacing d required to produce
the spatial frequencies of interest (0.15−0.3 mm−1) was determined to be 4.99−9.92
µm (see Appendix G). Specifications of the fabricated fiber array will be discussed
in Sect 4.2.4.

A schematic and image of the system is shown in Fig 4.3 (a & b) respectively. The
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Figure 4.3: Proposed ultra-miniature SFDI system (a) Schematic of fiber array in
ultra-miniature SFDI system showing dual wavelength illumination simultaneously.
Light passes from the two lasers into the fiber array via a selection of 7 single-mode
fiber input ports. At the tip of the fused taper, the fibers are spaced in a hexagonal
array, providing three possible spacings. Crossed polarisers are placed in front of
the fiber tip and the micro camera to reduce specular reflections from the imaging
sample. (b) Photograph of experimental set up. (c) Prototype device package of 3
mm diameter with inset showing zoomed in view of fiber tip and camera.

camera chosen is a 1× 1 mm micro camera module (Osiris M module, OptaSensor,
Germany). The camera has a resolution of 320×320 pixels, with an individual pixel
size of 2.4 µm. An in-built ‘lens’, made of a single surface droplet of polymer in
front of the sensor, provides horizontal and diagonal field of views of 68◦ and 90◦

respectively, accompanied by a depth of focus of 5 − 50 mm. The camera module
produces a 12 bit BGR raw image output. The camera is accompanied by software
to control camera parameters such as exposure, gamma correction and black level
correction. The automatic exposure correction was disabled so that all image frames
contain the same optical power ranges. The micro camera has a frame rate of 10
fps, which is the minimum rate required for proper endoscopic visualisation [221].

To minimise specular reflections present on the imaging sample, adhesive-backed
polymer polariser sheets are cross-polarised and placed in front of the camera and
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fiber tip. The camera is also placed at a small angle of 4◦ to the fiber to further limit
specular reflections on the imaging sample. This angle is smaller than conventional
SFDI systems [53], but is more amenable to miniaturisation. Previous work has
shown that this angle, and the fact that the camera is at an angle instead of the
projector, can still produce high quality optical property maps [140], as discussed
in Sect 3.3.4.

The distal end of the system has the capability to be packaged in 3 mm diameter
tubing, as shown in Fig 4.3 (c). Further discussion on developing this prototype will
be in Sect 4.2.5.

4.2.2 System cost

Cost is an important factor in device development, particularly if that device is
being proposed for screening processes. The main cost of a medical device may lie
in paying for clinician’s time to use it. Therefore, the development of a point-of-care
device that can be operated by non-specialised medical practitioners is desired. The
single fiber array cost $1800 ≈ £1444, however it is assumed that bulk order of fiber
arrays would significantly reduce the cost. The opta sensor camera has a cost of
e219 ≈ £189, while the camera driver which can be reused has an initial cost of
e1380 ≈ £1188. The 660 nm laser cost £338 and the 520 nm laser cost £349.

Therefore, the initial, one time cost of the entire system is ∼£3508. The capabil-
ity to purchase low cost cameras and fiber arrays in bulk and the re-usability of the
camera driver and lasers would significantly reduce the cost of a single device. The
micro camera and fiber array will require either the deployment of decontamination
protocols after each use or to be single use. Future work will weigh cost, time and
waste to decide the optimum outcome.

4.2.3 Detector characterisation

Figure 4.4: Calibrating camera distortion (a) set of example input distorted images
captured from different angles (b) corrected image of highlighted capture from (a)

As discussed in Sect 4.2.1, the chosen camera has a drop of polymer in front of
the sensor, acting as a lens. By contrast, microscopes have multi-surface complex
lenses to minimise distortion [222]. Therefore, owing to its simplicity, this poly-
mer lens creates a distortion in captured images, as shown in Fig 4.4 (a). This
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distortion was corrected based on work from Zhang [223], utilising the OpenCV
imaging processing library in Python. First, a checker board grid pattern of black
and white squares was printed and placed on a flat surface. Images of this pat-
tern were captured with the camera at several different angles, and their corners
identified with the function cv2.findChessboardCorners(). For increased accuracy,
the function cv2.cornerSubPix() then takes these corners and iteratively searches
the image area of the given point to find the sub-pixel, accurate location of the
given corners. These points are passed to the function cv2.calibrateCamera() which
returns the data needed for the undistorted image, camera matrix and the distor-
tion coefficients. The function cv2.getOptimalNewCameraMatrix() then refines the
camera matrix, returning a cropped region of interest. Finally, the camera ma-
trix, distortion coefficients, and cropped region of interest are input to the function
cv2.undistort(), returning the undistorted result, as shown in Fig 4.4 (b).

The resolution of the detector was characterised by imaging a resolution target
(R3L3S1N - Negative 1951 USAF Test Target, 3′′ × 3′′, Thorlabs, UK). The target
was placed 50 mm from the detector and illumination was provided with a white
light torch. The results are shown in Sect 4.4.1.

4.2.4 Illumination characterisation

Figure 4.5: Determining desired fiber spacing to produce spatial frequencies within
the range of interest 0.15− 0.3 mm−1 (a) Addressable spatial frequency projection
at working distances (WD) of 50 mm (solid lines) and 30 mm (dashed lines). The
black dotted lines represent the three possible fiber tip spacings of 5, 8.66 and 10
µm (b) proposed design of spatial frequency projection at various working distances
for fiber tip spacing (d) of 5 µm (solid lines) and 2.5 µm (dashed lines), useful for
smaller working distances.

The fabricated fiber array has a pitch of 5 µm with an average error of 0.11
µm and a maximum error of 0.14 µm. The 7 fiber channels are spaced at the tip
as shown in Fig 4.3 (a). Therefore, the fiber array has three possible spacings of
5, 8.66 and 10 µm. At a working distance of 50 mm, these spacings will produce
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Figure 4.6: Illuminating each channel of fiber array individually with 660 nm and
capturing image of projection pattern with mini camera (a)-(g) channels (1)-(7).
Each inset shows the arrangement of the 7 channels, with channel illuminated shown
in red.

spatial frequencies of 0.15, 0.25, and 0.3 mm−1 at 660 nm and 0.19, 0.33 and 0.38
mm−1 at 515 nm, as shown in Fig 4.5 (a).

The spatial frequency projection at varying fiber to sample working distances
was then determined, shown in Fig 4.5 (b). Typical endoscope working distances
are 20−30 mm [224], which is achievable using the 5µm spacing option of the array,
producing a spatial frequency pattern of 0.3 mm−1 at 660 nm, though in future
designs a 2.5µm spacing could enable even shorter working distances. The light
sources used are a 5 mW 660 nm laser diode (LPS-660-FC, Thorlabs) and a 3 mW
515 nm laser (LP515-SF3, Thorlabs). These lasers were selected as they were cost
effective and readily available. Light was coupled from the lasers to the desired fiber
array channels using a fiber optic coupler (TW630R5F1, Thorlabs).

Each channel of the fiber array was illuminated individually with the 660 nm
laser diode to assess the projection quality. Since each channel is a single mode fiber,
it is expected that transmitting laser light through just one channel will result in the
projection of a Gaussian spot. However, as shown in Fig 4.6, cross-coupling between
fibers in the fiber array can result in some channels producing projections with some
interference patterns. For example, when just channel 1 or channel 4 is illuminated
(Fig 4.6 (a) & (d) respectively), there are several bright spots present in the projec-
tion. When channel 5 and channel 6 are illuminated individually (Fig 4.6 (e) & (f)
respectively), an interference pattern is detected, a probable result from cross talk
between channels. Channel 2, 3 and 7 illuminated independently (Fig 4.6 (b), (c) &
(g) respectively) show relatively uniform projections, meaning these channels have
low cross talk from others. Even with such abnormalities present from cross talk
in the projections, their presence is constant and relatively stationary with time.
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Therefore, these abnormalities are removed from resultant optical property maps
by the calibration of the modulation transfer function of the system, as discussed
in Sect 1.3.1. However, it must be ensured that when calibrating the system, the
reference material is illuminated by the same two channels as the sample of interest.

Multi-wavelength imaging is possible with this system in two ways. First, the
fiber array consists of seven channels and illuminating two channels from the same
source will produce a spatial frequency projection at the source wavelength. This
allows up to three different wavelengths and spatial frequencies simultaneously for
the 7 channel fiber array presented here. Second, two wavelengths could be projected
down the same channel by use of a dichroic splitter, enabling more wavelengths to
be projected simultaneously. For ease of control of projected spatial frequency,
projecting just one wavelength down two channels is done in this work. Expanding
the existing system to tri-colour would be possible by adding an additional laser of,
say ∼ 450 nm, to two available illumination channels which will produce a spatial
frequency of ∼ 0.22 mm−1 (at a working distance of 50 mm). This could then be
analysed from the blue channel of the captured video. Multi-wavelength imaging
would probe different depths and could be used to image depth-varying optical
properties of a layered medium.

4.2.5 Prototype development

To package the device from Fig 4.3 (b) to (c), the angle between the projector and
camera present in conventional SFDI systems to minimise specular reflections had to
be considered. The initial proposed design was a hollow cylinder of outer diameter
6 mm made of 3D printed materials, with a 3D drawing shown in Fig 4.7 (a). At the
base of the cylinder, a slope angled at 4◦ was constructed to hold the camera. Then,
the camera and fiber were held in place with UV curing glue (NBA107, Thorlabs),
as shown in Fig 4.7 (b).

This prototype was not small enough to be compatible with colonoscope and
endoscope instrument channels, as previously discussed. The main challenge in
SFDI miniaturisation is ensuring an offset angle between the projector and camera
is present to minimise specular reflections. To do this, a 2× 1 mm, 4◦ angled wedge
is proposed to be 3D printed, as shown in Fig 4.7 (c). This wedge should be placed
between the camera and fiber to create that offset angle of 4◦. Stainless steel tubing
of outer diameter 3 mm and inner diameter 2 mm was purchased and cut to size in
length to encase the camera and fiber, as shown in Fig 4.7 (d). The length of the
distal end of the prototype which is rigid is 70 mm. This is due to the rigidity of the
fiber array and may be reduced by further tapering the fiber array tip to increase
its flexibility and enable a prototype capable of deployment in-vivo. This initial
prototyping was done on a fiber array where several channels had been broken, and
hence experiments were done with an operational fiber array without this packaging.
This simply demonstrates the principle behind SFDI miniaturisation.
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Figure 4.7: Development of prototype ultra-miniature SFDI device (a) OpenSCAD
drawing of 6 mm diameter, 20 mm height prototype casing with angled camera
holder at base (b) image of initial prototype cased in 3D printed housing (c) Open-
SCAD drawing of 2 mm height wedge at 4◦ angle camera from fiber tip (d) image of
final prototype in 3 mm diameter stainless steel housing with inset showing schematic
of fiber tip, wedge, and micro camera.

4.3 Image acquisition & processing

4.3.1 Fabrication of imaging samples

In order to perform initial validation of the ultra-miniature SFDI system, optically
homogeneous tissue mimicking co-polymer in oil phantoms were fabricated, with
optical properties tunable by controlling concentrations of TiO2 and Nigrosin dye
[159], as discussed in Sect 2.3. The fabricated phantoms had a thickness of 30
mm and were ensured to be non-transparent so as to meet the the semi-infinite
thickness requirement of SFDI [1]. Two phantom batches were fabricated; one
with increasing amounts of dye stock solution from 0.5 − 1 g corresponding to an
absorption coefficient range of 0.006− 0.017 mm−1 at 660 nm and the second with
increasing amounts of TiO2 from 0.07−0.13 g corresponding to a reduced scattering
coefficient range of 0.52 − 0.99 mm−1 at 660 nm, as shown in Table 4.1. The
batch with increasing dye stock solution each had 0.1 g of TiO2 and the batch with
increasing TiO2 each had 0.5 g of dye stock solution to ensure the semi-infinite
material requirement was met. These optical property ranges were chosen as they
lay within optical properties of interest of typical gastrointestinal tissue samples
[47] and they had previously been calibrated in literature using a double integrating
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Figure 4.8: Top down view of fabricated phantoms with (a) increasing Nigrosin dye
stock from left to right and (b) increasing TiO2 from left to right. Images captured
on phone camera.

sphere (DIS) [159].

4.3.2 Image acquisition

Phantoms were imaged in the bench top SFDI system, which is described in Sect
2.1, and in the ultra-miniature SFDI system, discussed in this chapter. As a 635
nm bandpass filter is placed in front of the bench top system camera and a 660 nm
laser is used in the ultra-miniature system, the offset in optical properties had to be
accounted for. The difference in optical properties at different wavelengths is shown
in Table 4.1. For these particular phantoms, the absorption and reduced scatter-
ing coefficients decrease by 14% and 3% respectively from 635 nm 660 nm (taken
from pre-determined DIS measurements [159]). This difference was determined to
be minimal enough to be capable to successfully compare the two systems. The ref-
erence optical properties were adjusted for optical property calculation depending
whether the bench top or miniature system were in use. When imaging phantoms at
515 nm in the miniature system, the reference optical properties were also adjusted
accordingly. The absorption and reduced scattering coefficients increase by 65%
and 20% respectively from 635 nm to 515 nm (again, taken from pre-determined
DIS measurements [159]). Therefore, there is no advantage in comparing phantom
optical properties imaged with the 515 nm laser in the ultra-miniature system to
bench top system results. The addition of a 515 nm bandpass filter in the bench
top system would make this possible.
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Dye stock µa,660 µa,635 µa,515 TiO2 µ′
s,660 µ′

s,635 µ′
s,515

(g) mm−1 mm−1 mm−1 (g) mm−1 mm−1 mm−1

0.5 0.006 0.008 0.014 0.07 0.52 0.54 0.63
0.75 0.011 0.013 0.019 0.1 0.77 0.79 0.92
1 0.017 0.018 0.026 0.13 0.99 1.02 1.17

Table 4.1: Absorption and reduced scattering coefficients determined via DIS for
phantoms with given Nigrosin dye stock and TiO2 concentrations at 660, 635 and
515 nm, determined from [159].

For acquiring images with the ultra-miniature system, the phantoms were placed
such that the top of the phantom was 50 mm from the distal end of the imaging
probe and the projection pattern was in the center of the sample. Videos were taken
of the shifting projection pattern on the phantom for 10− 20 s to ensure all phases
were captured, however it is shown in Sect 4.4.2 that all three phases of interest can
be captured in < 1 s of video.

Imaging phantoms with one wavelength

First, to determine the agreement between bench top and ultra-miniature systems,
the 6 phantoms described in Sect 4.3.1 were imaged in the ultra-miniature SFDI
system. Imaging was done at just 660 nm, for reasons previously discussed. Each
phantom was imaged at three different spatial frequencies (0.15, 0.25 and 0.3 mm−1

for 660 nm illumination at 50 mm working distance) by illuminating three different
fiber channel combinations sequentially. Two phantoms with variable absorption and
scattering properties which were placed adjacent to one another were also imaged.

Imaging phantoms with two wavelengths

Next, three phantoms (fabricated as discussed in Sect 4.3.1) were imaged with 660
nm projection only (single spatial frequency 0.3 mm−1 at 50 mm working distance),
then 515 nm projection only (single spatial frequency 0.2 mm−1 at 50 mm working
distance), and finally with 660 nm and 515 nm projected simultaneously. Dual-
wavelength imaging was performed by illuminating channels 1&7 with 660 nm and
channels 2&5 with 515 nm, producing spatial frequency patterns of 0.3 mm−1 and
0.2 mm−1 respectively at a 50 mm working distance. A video was captured of both
illumination patterns simultaneously, and analysis is carried out by extracting the
red and green channels from the video capture. Dual-wavelength imaging was also
done on two phantoms with variable absorption and scattering properties which
were placed adjacent to one another.

Increasing number of equiphase shifted captures for a single wavelength

The projection pattern from the fiber array shifts through an entire sinusoidal period
(0◦−360◦) over time, as it is essentially an interferometer. Therefore, the use of more
than 3 equiphase shifted images for demodulation and optical property extraction
was investigated in an effort to reduce noise in resultant optical property maps.
This can be achieved simply, as in a video capture of 10 − 20 s, the camera will
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capture several full period phase shifts, encapsulating all phases. To do this, an
improvement on Eqn 1.26 is needed for N phases instead of 3 (see Appendix E).
The same 6 phantoms described above in Sect 4.3.1 are imaged, but instead of
the phase tracking algorithm extracting 3 equiphase shifted images it extracts 6
equiphase shifted images. The resultant optical property maps for both 3 and 6
equishifted phases were compared.

4.3.3 Phase tracking algorithm

An inherent property of an interferometer such as the fabricated fiber array is that
the sinusoidal pattern produced will shift over time due to mechanical drifts, vibra-
tions, temperature and intensity variations [225]. Conventional wisdom may suggest
using a complex set up consisting of a phase-shifting control system and a piezo-
electric transducer driver to stabilise and control this phase shift [214]. However, in
this work the natural phase drift is exploited as an advantage via a phase-tracking
algorithm.

A video, typically 10−20 s, is first recorded of the shifting sinusoidal pattern on a
sample of interest. To determine which frames to use for demodulation, an average
of all frames within the video is first taken and subtracted from each individual
frame. This allows visualisation of the spatial frequency pattern with reduced noise
(see Fig 4.9 (a)). Then, an average is taken across center rows within the frame, a 1D
Gaussian smoothing filter of standard deviation 3 applied with the Python function
scipy.ndimage.gaussian filter, and the sinusoidal pattern is plotted. A zeroth frame
is selected, for which the designated phase of the extracted sinusoid is 0◦. Next, the
average distance between adjacent maxima of this sinusoid is calculated in pixels.
This value gives the period of the pattern, in pixel units, as shown in Fig 4.9 (b).
Custom Python code then cycles through all frames in the captured video and selects
frames of equal intensity variation whose sinusoidal projections have relative phases
of (120±10)◦ and (240±10)◦ from the selected zeroth frame (see Fig 4.9 (c)). Frames
where the sine wave is non-discernible or the intensity variation between peak and
trough is low relative to the zeroth frame are disregarded. This eliminates frames
where coherence is temporarily disturbed while perturbations are still in progress.
Then these frame numbers from the initial video are selected and the images are
demodulated using Eqns 1.26 and 1.27 from Sect 1.3.1.

4.3.4 Image processing

For each phantom imaged with just 660 nm at 3 different spatial frequencies, the
optical property maps are calculated a total of 18 times, using every other phantom
as a reference in turn for each spatial frequency (6 phantoms×3 spatial frequencies =
18). This approach helps to average out errors arising from mismatches in expected
optical properties of phantoms, which arises in turn due to discrepancies between
DIS and SFDI measurements. Finally, the mean of all 18 optical property maps is
used to determine the absorption and reduced scattering coefficients. A 2D Gaussian
filter with standard deviation of 5 pixels is applied to resultant optical property maps
using the function scipy.ndimage.gaussian filter.

As 3 phantoms were imaged with both 515 and 660 nm simultaneously, the
optical property maps are calculated a total of 3 times, using each phantom as

125



CHAPTER 4. CONSTRUCTING AN ULTRA-MINIATURE SFDI SYSTEM

Figure 4.9: Characterisation of fringes and phase tracking (a) image of selected
zeroth frame, average of all frames (where N is the total number of all frames
within video capture) and the averaged frames subtracted from the selected zeroth
frame, and corresponding cross sections (b) cross section of selected zeroth frame,
depicting the conversion from number of pixels to phase shift in degrees (c) image
of zeroth frame, 120◦ shifted frame and 240◦ shifted frame and corresponding cross
sections.
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a reference. The mean of all 3 optical property maps is used to determine the
absorption and reduced scattering coefficients. A 2D Gaussian filter with standard
deviation of 5 pixels is applied to resultant optical property maps using the function
scipy.ndimage.gaussian filter. It is important to note different reference values were
used for red and green channel captures, as previously discussed.

The optical properties are calculated using a look-up table generated from the
diffusion approximation, of parameters µa : 0−0.035 mm−1 with a stepsize of 0.0001
mm−1 and µ′

s : 0.28− 2.28 mm−1 with a stepsize of 0.01 mm−1.

4.4 Resultant system performance

Here, the results from the ultra-miniature SFDI system are presented. Detector and
illumination performance are first presented. Then, the measured optical properties
of phantoms imaged with the ultra-miniature system are shown. Average standard
errors of 15% and 6% for absorption and reduced scattering coefficients, respec-
tively, were obtained in comparison to the bench top system introduced in Chapter
2. Successfully variation in optical properties from two adjacent, optically variable
phantoms was also obtained, for both single and dual wavelength projections. Fi-
nally, comparison of optical properties measured from 3 equiphase shifted captures
to 6 equiphase shifted captures is presented.

4.4.1 Detector performance

Figure 4.10: Determining the resolution of the detector (a) image of resolution
target, uncorrected for distortion with red square denoting group -1, element 5. (b)
averaged cross section of line pairs from group -1 element 5 of resolution test target

The performance of the micro camera is determined through imaging a resolution
target, as discussed in Sect 4.2.3. An example captured image of the resolution
target is shown in Fig 4.10 (a). Using documentation from [226], the resolution of
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Figure 4.11: Investigating raw performance of detector when fiber array is on (a)
image of dual wavelength projection pattern. (b) extracted red channel from (a).
(c) extracted green channel from (a).

the imaging system was determined using the equation:

Resolution

(
line pair (lp)

mm

)
= 2Group +(Element−1

6 ) (4.2)

where a group is a set of 6 horizontal and vertical line pairs on the target, and the
element refers to the number next to the adjacent horizontal and vertical line pairs
within that group. The resolution is determined from the smallest element in which
the line pairs are discernible from one another. The cross section of the smallest
element discernible on the resolution target for the detector is shown in Fig 4.10
(b) for group −1, element 5. Therefore, the maximum resolution was determined
using equation 4.2 to be 0.793 lp/mm, at a working distance of 50 mm. This result
implies that the micro camera used will not be capable to detect interference fringes
produced by the fiber with spatial frequencies ≥ 0.793 mm−1.

Fig 4.11 (a) shows a frame capture of dual wavelength projection of 515 and
660 nm on a white background. The camera records a BGR image, which can
be separated into the different channels in post processing, effectively separating
the two wavelengths in the green and red channels respectively. As discussed in
Sect 4.3.2, an experiment was performed comparing optical properties of phantoms
measured with both wavelengths projecting interference patterns individually and
simultaneously. Minimal cross talk from red and green channels was detected, which
will further be discussed in Sect 4.4.5. While interference patterns are difficult to
discern from the original image capture shown in Fig 4.11 (a), extracting the green
and red channels individually enables effective fringe pattern detection, shown in
Fig 4.11 (b & c) respectively. The interference pattern produced from the 515 nm
laser is at an angle to the interference pattern produced from the 660 nm laser due
to different channel illuminations for each wavelength.

4.4.2 Projector performance

The expected spatial frequency of the projected illumination pattern is compara-
ble to the measured spatial frequency with 7% and 12% error for 515 and 660 nm
respectively. This is determined from Fig 4.12, which shows the expected spatial fre-
quency projection vs the measured spatial frequency actually projected at a working
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Figure 4.12: Expected vs measured spatial frequency projection from fiber array at
a working distance of 50 mm for 515 and 660 nm. The error bars represent the stan-
dard deviation across measurements of different channel combination illuminations.

Figure 4.13: fiber array performance

distance of 50 mm. The spatial frequency of each channel pair (that was capable
of producing a measurable spatial frequency) was recorded at 660 nm. Only two
channel spacings, and hence two spatial frequencies, were recorded with the 515 nm
laser for fiber tip spacings of 5 µm and 8.66 µm. Projected patterns at 515 nm at
a fiber tip spacing of 10 µm will result in a spatial frequency ∼ 0.4 mm−1 which is
visually difficult to detect in the system, and also not within the range of interest.
The average spatial frequency for each fiber tip spacing was recorded, and the error
bars in Fig 4.12 represent the standard deviation of recorded spatial frequencies.

Some channels produce clearer interference patterns than others, as previously
shown in Fig 4.6, due to cross talk between fibers. This also results in the interference
pattern from some channels being more stable than others in time. Interference
patterns tend to be stable for < 1 s under typical operating conditions, but for ≳ 10
s if the fibers are kept still. Fig 4.13 (a) shows the phase shift of fringes vs time for
illuminating channels 2 and 5 with 660 nm laser, which results in a spatial frequency
pattern of 0.15 mm−1 at 50 mm working distance. The video captured was during
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a period when the fiber array was being manually moved. It can be seen that the
camera records fringes of 120◦ and 240◦ phase shifted from the zeroth frame in < 1
s.

Fig 4.13 (b) shows the calculated difference from maximum to minimum of the
interference fringes as a function of time. The difference from maximum to minimum
appears relatively stable over the 3 s time interval.

4.4.3 Comparison of bench top and ultra-miniature system

Figure 4.14: Comparison of bench top SFDI system and ultra miniature system: (a)
absorption coefficient and (b) reduced scattering coefficient measured from bench
top system (x axis) and miniature system (y axis). Error bars represent the standard
deviation across the image. Dashed line represents fit of linear equation.

Bench top Miniature Error
Nigrosin TiO2 µa µ′

s µa µ′
s µa µ′

s

g g mm−1 mm−1 mm−1 mm−1 % %

0.50 0.10 0.008 0.82 0.008 0.82 0.3 0.2
0.75 0.10 0.012 0.77 0.010 0.74 25.0 3.3
1.00 0.10 0.016 0.83 0.010 1.04 35.2 25.4
0.50 0.07 0.010 0.64 0.011 0.62 8.9 3.5
0.50 0.10 0.008 0.82 0.008 0.82 0.3 0.2
0.50 0.13 0.008 0.88 0.007 0.88 21.2 1.0

15.1 5.6

Table 4.2: Comparing optical properties measured from bench top system and minia-
ture system, showing standard % error calculation

The optical property measurements from the ultra-miniature system are com-
pared with optical property measurements taken with the conventional bench top
SFDI system, presented in Chapter 2. The results are shown in Fig 4.14 (a & b). It
was found that the average standard error in the absorption and reduced scattering
coefficients between the ultra-miniature system and the bench top system were 15%
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and 6% respectively, shown in Table 4.2. The bench top system images were filtered
using a 635 nm filter and the ultra-miniature images used a laser source at 660 nm
laser. Therefore, the 15% error in absorption may be largely accounted for by the
expected 14% difference in optical properties due to the wavelength shift [159]. The
phantom which showed the greatest % error from the ultra-miniature system to the
bench top system had 1 g of Nigrosin dye stock solution and 0.1 g of TiO2. This
phantom gave 35% and 25% error for absorption and reduced scattering respectively.

The sensitivity and specificity of the ultra-miniature system is poorer than the
bench top system (which was found to have sensitivity ≥ 99.5% and specificity
≥ 86% for absorption variances which are > 0.003 mm−1, and sensitivity ≥ 99.5%
and specificity ≥ 81% for reduced scattering variances which are > 0.22 mm−1, as
discussed in Sect 2.5.1). The mini system has an average sensitivity of 67% for mea-
suring absorption coefficients and 69% for measuring reduced scattering coefficients,
with an average specificity of 63% for measuring absorption coefficients and 67%
for measuring reduced scattering coefficients. These results are much less than the
90% sensitivity and 80% specificity required to comply with the American Society
of Gastrointestinal Endoscopy as discussed in Sect 1.2.2.

4.4.4 Imaging typical gastrointestinal condition phantoms
with ultra-miniature system

Figure 4.15: Imaging a phantom simulating oesophageal tissue at 660 nm: (a)
white light image of two phantoms with different optical properties side by side (b)
expected and (c) measured absorption coefficient of phantoms (d) measured absorp-
tion coefficient with smoothing filter applied (e) expected and (f) measured reduced
scattering coefficient of phantoms (g) measured reduced scattering coefficient with
smoothing filter applied. Expected optical properties are mean of the individual
phantoms measured in bench top SFDI system.
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Two phantoms to simulate typical gastrointestinal tissue states were fabricated:
one with optical properties mimicking squamous cell carcinoma, and the second
with optical properties mimicking healthy oesophageal tissue. The phantoms were
cut and placed side by side, as shown in Fig 4.15 (a). The variance in absorption
between the phantoms is optically detectable from this white light image, but a
quantitative difference in absorption coefficient is not. SFDI imaging of this sample
was then performed at 660 nm, with the expected absorption and reduced scattering
coefficients shown in Fig 4.15 (b & e) respectively. Fig 4.15 (c & f) shows that
the system can successfully image variation in absorption and reduced scattering
coefficients between a simulated healthy and malignant sample, with the presence
of some noise, with average standard errors across the two images of 42% and 38%
respectively. This noise is averaged by the addition of a filter to the final optical
property maps, however this comes at the cost of accurate edge detection between
the two phantoms (see Figs 4.15 (d & g)), where the average standard errors are
reduced to 35% and 27% respectively. This filtering was a Gaussian filter of standard
deviation 3, as discussed in Sect 4.3.4.

The number of pixels each sub figure in Fig 4.15 is 150× 150 pixels as a cropped
region of the entire 320 × 320 pixels is selected. This cropping reduces the pixel
resolution to < 100, 000 pixels, making it incompatible for standard definition en-
doscopy, as discussed in Sect 1.4. Future work is required to reduce the working
distance of the system such that the projected pattern takes up the entire field of
view of the camera, ensuring all pixels are utilised.

4.4.5 Dual-wavelength imaging

The system performance was characterised across the two wavelengths: 515 and 660
nm. It was found that the recovered optical properties varied by≤ 10% when the two
wavelengths are projected simultaneously, compared to projecting them sequentially.
This demonstrates the capability of the system to image optical properties at two
wavelengths simultaneously with relatively low cross-coupling. The use of an 850
nm laser was trialled with this set up. However, the ratio of laser power in to laser
power detected from fiber tip was 200 : 1. Also the camera was not capable to detect
IR light as it has an IR filter in front of it, which will be further discussed in Sect
4.5.2.

Two phantoms with different optical properties placed adjacent to one another
were imaged, one mimicking the optical properties of squamous cell carcinoma and
the other mimicking the optical properties of healthy oesophageal tissue. The re-
sults are shown in Fig 4.16. The expected optical properties are shown in Fig
4.16(a),(d),(g) and (j). The optical properties measured from the red and green
channel are not expected to be the same as the phantom properties shift with wave-
length [159]. It is expected that the phantom optical properties measured from the
green channel are higher than phantom optical properties measured from the red
channel.

The difference in optical properties from adjacent phantoms is visible from both
the red and green channels. Visually, the measured optical properties from the green
channel are higher than from the red, as expected. The average standard errors of
absorption and reduced scattering coefficient measured in Fig 4.16 (b & h) are 58%
and 40% respectively, reducing to 52% and 31% when filtering is applied as shown in
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Figure 4.16: Optical properties measured from dual-wavelength imaging experiment:
(a) expected absorption coefficient from red channel (b) measured absorption coeffi-
cient from red channel with (c) filtering applied (d) expected absorption coefficient
from green channel (e) measured absorption coefficient from green channel with (f)
filtering applied. (g) expected reduced scattering coefficient from red channel (h)
measured reduced scattering coefficient from red channel with (i) filtering applied
(j) expected reduced scattering coefficient from green channel (k) measured reduced
scattering coefficient from green channel with (l) filtering applied.

Fig 4.16 (c & i) respectively. The average standard errors of absorption and reduced
scattering coefficient measured in Fig 4.16 (e & k) are 55% and 31% respectively,
reducing to 44% and 14% when filtering is applied as shown in Fig 4.16 (f & l)
respectively.

4.4.6 Noise reduction

Two techniques are investigated for noise reduction: increasing from 3 phase to
6 phase imaging and increasing the number of spatial frequencies averaged over.
The advantage of the fiber array system is the ability to project different spatial
frequencies are different angles with the same illumination source. The results are
shown in Fig 4.17. Fig 4.17 (a) & (e) show the expected absorption and reduced
scattering coefficient maps respectively. Fig 4.17 (b)-(d) and (f)-(h) show the ab-
sorption and reduced scattering coefficient maps for using the conventional 3 phase
image approach, increasing to 6 phase images, and then the conventional 3 phase
images averaged over three different spatial frequencies. There is a visually de-
tectable increase in accuracy from 3 phase captures to 6 phase captures. However,
the image with most clarity is when averaging over three different spatial frequency
projections. This is thought to be the case due to increased averaging of speckle
noise present from the illumination, increasing accuracy, and was used for the above
results presented in Sect 4.4.3 & 4.4.4. The standard deviation across the images
reduces by > 50% from 3 phases, 1 spatial frequency to 3 phases with 3 spatial
frequencies.
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Figure 4.17: Different processing techniques for optical property measurement (a)
expected absorption coefficient (b) measured absorption coefficient using conven-
tional 3 equi-spaced phase captures at a single spatial frequency (c) measured ab-
sorption coefficient using 6 equi-spaced phase captures at a single spatial frequency
(d) measured absorption coefficient using conventional 3 equi-spaced phase captures
averaged over three spatial frequencies from different fiber channel illumination com-
binations (e) expected reduced scattering coefficient (f) measured reduced scatter-
ing coefficient using conventional 3 equi-spaced phase captures at a single spatial
frequency (g) measured reduced scattering coefficient using 6 equi-spaced phase cap-
tures at a single spatial frequency (h) measured reduced scattering coefficient using
conventional 3 equi-spaced phase captures averaged over three spatial frequencies
from different fiber channel illumination combinations.

4.5 Discussion

An ultra-miniature SFDI system capable of imaging quantitative differences in op-
tical properties of typical gastrointestinal conditions simulated in tissue-mimicking
phantoms has been developed. It is sufficiently small to fit in the instrument channel
of a standard colonoscope and endoscope (≲ 3 mm). This work could therefore form
the the basis of a new device suitable for cost-effective, endoscopic deployment for
population based screening of gastrointestinal cancers.

4.5.1 Comparison of developed system to bench top system

System size

The bench top SFDI system, discussed in Chapter 2, sits on a breadboard of base
dimensions 300×450 mm, with a total system height of 385 mm from the breadboard
base to the top of the projector. The size of this system makes it not compatible
for in-vivo imaging. The proposed prototype of the ultra-miniature SFDI system is
of 3 mm diameter. However, the length of the rigid distal end is currently 70 mm
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in length, due to the rigid nature of the fiber tip. For potential in-vivo endoscopic
imaging, this length should be on the order of that of the camera height, which is 2
mm. This would allow the whole system to be bendable in-vivo, and the potential
to do so will be discussed in Sect 5.4.

System cost

In Sect 2.1.1, the cost of the bench top system is given as £508. This is considerably
less than the proposed ultra-miniature system, which as discussed in Sect 4.2.2,
has an initial cost of £3508. This is on the order of a typical bench top SFDI
system proposed by OpenSFDI, as discussed in Sect 1.3.3, of £3852 [87]. Costing
information on the miniature fringe projection systems discussed in Sect 4.1 was
not available. The main cost of operating the device proposed in this chapter would
come from paying clinicians salaries. Therefore, the capability of the device to be
used easily and effectively by non-gastroenterologists is a desired feature.

Optical property measurements

The main comparison of interest between the two systems is their accuracy in optical
property retrieval. As discussed in Sect 2.5.1, there are differences in SFDI and
DIS measurements, and therefore the accuracy of the ultra-miniature system is
compared against optical properties measured from the bench top system. However,
as discussed in Sect 4.3.2, a 635 nm bandpass filter is placed in front of the bench top
system camera and a 660 nm laser is used in the ultra-miniature system. Therefore,
there will be a small offset in the measured optical properties as they are being
measured at two different wavelengths. Different wavelengths were used for the
bench top and ultra-miniature system as they were readily available for use, and
future work lies in the purchase of a 660 nm bandpass filter for the bench top system
for increased accuracy. For a set of phantoms with increasing Nigrosin dye stock
concentration of 0.5, 0.75, 1 g, the standard error in absorption coefficient measured
via double integrating sphere from 635 to 660 nm (as obtained from [159]) is 19,
13 and 9% respectively. So one can expect that as the Nigrosin dye stock solution
concentration is increased, the error between absorption coefficient measurements at
the two wavelengths decreases. The error in reduced scattering coefficient measured
via double integrating sphere from 635 to 660 nm (as obtained from [159]) remains
roughly constant at 3% for a set of phantoms with increasing concentrations of TiO2

of 0.07, 0.1, 0.13 g.
The absorption and reduced scattering coefficient measurements of 6 phantoms

from the ultra-miniature system were compared to measurements from the bench top
system, obtaining average standard errors of 15% and 6% respectively. These errors
correspond to sensitivity and specificity values which are not compatible with the
American Society of Gastrointestinal Endoscopy requirements, as discussed in Sect
1.2.2. Further work is required on increasing the sensitivity and specificity of the
device, which may lie in increasing the pixel resolution of the optical property maps.
While these errors are in line with the expected errors between optical property
measurements at the two different wavelengths used as discussed above, the expected
differences of some phantoms are not as expected.

Firstly, across all 6 phantoms, the absorption coefficient measured with the ultra-
miniature system is less than or comparable to that measured with the bench top
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system, as expected. However, as shown in Sect 4.4.3, the ultra-miniature system
struggles to measure high absorption coefficients. Table 4.2 shows that phantoms
with Nigrosin dye stock solution > 0.5 g have an increased standard error than
phantoms with 0.5 g of Nigrosin dye stock solution, which is the inverse of what
is expected. To investigate this disparity, the DC and AC modulation amplitudes
of the measured phantoms were investigated. It is known that significant inaccu-
racies in DC modulation amplitude result in inaccurate absorption coefficients and
significant inaccuracies in AC modulation amplitudes result in inaccurate reduced
scattering coefficients [2]. Because the bench top and ultra-miniature system results
were measured in two different systems, it is not possible to directly compare mod-
ulation amplitudes due to the difference in system responses. Therefore, a ratio of
modulation amplitudes is obtained for all phantoms in comparison to a reference
phantom. The reference phantom was selected to be the phantom with minimal error
in absorption and reduced scattering coefficients from Table 4.2, with a Nigrosin dye
stock concentration of 0.5 g and a TiO2 concentration of 0.1 g. Two ratios were cal-
culated for all phantoms measurements from both the bench top and ultra-miniature
systems: DC modulation amplitude/DC modulation amplitude of reference and AC
modulation amplitude/AC modulation amplitude of reference. The phantoms with
0.75 g and 1 g of Nigrosin dye stock solution measured DC modulation amplitude
ratios 5% and 21% greater than their corresponding phantom bench top system DC
ratios. An increase in the estimation of DC modulation amplitude directly corre-
sponds to a reduction in the absorption coefficient. Therefore, it can be deduced
that the ultra-miniature system is over estimating the DC modulation amplitude
for high absorbing phantoms, resulting in a lower measured absorption coefficient.

Secondly, as shown in Table 4.2, the standard error in reduced scattering coeffi-
cient for 5 of the 6 phantoms is ≤ 3.5%, where the miniature system is measuring a
reduced scattering coefficient lower than the reduced scattering coefficient measured
from the bench top system, as expected. However, for a high absorbing phantom
with 1 g of Nigrosin dye stock solution and 0.1 g of TiO2, the reduced scattering
coefficient measured in the miniature system is 25% higher than the reduced scat-
tering coefficient measured from the bench top system. The ratio of modulation
amplitudes was again looked at, and a 50% increase from miniature system AC
modulation amplitude ratio to bench top system AC modulation amplitude ratio
was found for this phantom. As an increase in AC modulation amplitude results
in in increase in reduced scattering coefficient [2], it is thought that the overesti-
mation of AC modulation amplitude is the reason for this high reduced scattering
coefficient.

The reason for the miniature system measuring a higher DC and AC modulation
amplitude than expected for high absorbing phantoms is not known and requires
further investigation. However several potential reasons are speculated here. The
first is that it may be a result of improper fringe projection from the fiber array or
slightly off phase shifts of selected frames. The second is the difference in system
geometries. As the bench top and ultra-miniature systems have different geometries
e.g. different working distances, projection angles, projector to detector spacings
etc., it’s possible that errors will arise between the two system geometries. It is
proposed that generating a Monte Carlo look-up table with specific distances of the
ultra-miniature system may increase the accuracy of absorption coefficient measure-
ments. A third possibility is the lack of DC planar projections is preventing the
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system from accurately sampling the absorption of the phantoms, as the absorption
of a sample attenuated the low spatial frequencies of the modulation transfer func-
tion and the scattering attenuates the high spatial frequencies of the modulation
transfer function.

However, from Fig 4.14 (a & b) it can be clearly seen that the ultra-miniature
SFDI system is capable to distinguish between phantoms of varying Nigrosin dye
stock solution and TiO2 respectively. This is desired as detecting the correct varia-
tion in expected optical properties is more advantageous than exact optical property
values as optical properties in tissues may change depending on their location and
state (i.e. in-vivo or ex-vivo).

4.5.2 Limitations

This work has limitations that need further investigation before clinical translation.
The first limitation is the choice of wavelengths, which in these experiments was 515
and 660 nm. By evaluating the absorption coefficient at two wavelengths, tissue in-
formation such as chromophore concentration can be determined. Oxyhaemoglobin
(HbO2) and deoxyhaemoglobin (Hb) are important tissue properties because they
can detect perfusion, which enables differentiation between malignant and benign
tumours [30]. Mazhar et al. have shown wavelengths of 670 and 850 nm are com-
monly used for accurate retrieval of HbO2 and Hb information [34]. The system has
two constraints which make it challenging to extend to the NIR e.g. 850 nm. First,
the micro camera module has an IR filter that blocks light in this range, but future
versions may remove this. Secondly, the fiber array was designed for 660 nm, and
therefore the ratio of power from the coupler into the fiber array to power emanating
from fiber tip when using a 850 nm laser was 200 : 1, i.e. < 1% efficiency. In the
future, a fiber array could be designed to operate successfully at both 660 and 850
nm. Fiber arrays with low-coupling between cores that operate well into the NIR
(1550 nm) are routinely used in telecommunications [227].

The second limitation is the need for real time operation for use in clinical
applications. In the system, the projected spatial frequency pattern often cycles
through a period, giving the required 3 phases, in a short period of time (< 1 s), as
shown in Sect 4.4.2. These fringes can be suitably captured by a camera operating
at 10 fps. Though this gives an effective SFDI frame rate of at most 3.3 fps, faster
frame-rate cameras could likely improve this: > 100 fps cameras are widely available.
An SFDI frame rate of 10 fps is desired to be compatible with conventional imaging,
which would be achievable using a camera with a higher frame rate of just 30 fps.
However, the phase tracking algorithm is currently relatively slow (on the order of
several minutes), so does not allow for real-time operation. This could be addressed
by implementing the algorithm on a fast GPU that processes images as they arrive.
Alternatively, images with non-optimal phases could be used for sinusoid fitting
instead of waiting for 3 equispaced phases [228].

The third limitation is image quality, which is somewhat reduced by the non-
ideal illumination patterns produced by the fiber array. The image quality here
could be improved by using AI [185] or building custom LUTs based on non-ideal
projection patterns [140].
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4.5.3 Potential advances

Current polarisers are manually cut to size which can be challenging on miniature
scales. Further miniaturisation of the device could look at the use of metasurfaces for
polarisers on the fiber tip [229], or the use mechanical dicing to create high-quality
polarisers down to scale [216]. Various fiber tip filters could also be placed to image
different reflected wavelengths over separating camera colour channels [230].

For wide field lumen optical property mapping in-vivo, a patterned surface could
be placed on a bare fiber to produce a concentric circle illumination pattern required
for wide-field imaging inside tubular lumen, as discussed in Chapter 3.

This device also has potential to be used in additive manufacturing for investi-
gating difficult to reach parts in machinery [212].

4.6 Conclusion

This chapter shows the capability of an ultra-miniature (3 mm diameter) SFDI sys-
tem to detect quantifiable variances in absorption and reduced scattering coefficients
in tissue mimicking phantoms with errors of 15% and 6% respectively, compared to
a conventional bench top SFDI system. The system has the capability to project
two wavelengths simultaneously, enabling extraction of additional properties such as
tissue chromophore information. Tissue-mimicking phantoms simulating typical gas-
trointestinal condition of squamous cell carcinoma adjacent to healthy oesophageal
tissue were fabricated, where the absorption coefficient of squamous cell carcinoma
is much greater than that of healthy tissue and the reduced scattering coefficient
is lower. Successful imaging of this variation with the system at both one and two
wavelengths simultaneously has been shown, providing enhanced contrast between
the two tissue types. It is envisaged that this system could be used for cost-effective
endoscopic screening of gastrointestinal cancers, providing earlier detection and re-
ducing the mortality rate.
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Chapter 5

Future works & conclusion

This thesis presents the initial steps in the development of an ultra-miniature spa-
tial frequency domain imaging (SFDI) system, capable of potential endoscopic de-
ployment for early stage gastrointestinal cancer detection. Future work is required
on the ultra-miniature SFDI prototype, proposed in Chapter 4, before successful
deployment in a clinical setting. Here, potential future work to advance further
development of this device, through both simulation work and hardware and soft-
ware advancement, is discussed. With these future potentials in mind, a conclusion
is drawn on the work as a whole and a proposition for the future of this device is
presented.

5.1 Potential future work

5.1.1 Simulation of miniature system in Blender

It is envisaged that the SFDI simulation tool developed in Blender (presented in
Chapter 3) will be used as an aid for future SFDI systems to speed up the design
and development process. This is due to the fact that Blender has the capability to
simulate realistic lighting conditions, such as use of various colours of incident light,
various incident power intensities, and various spatial frequencies of projection. It
also has the capability to simulate realistic imaging geometries, as was demonstrated
in Chapter 3 by imaging inside a tube, simulating a lumen.

As discussed in Chapter 3, the simulation was used to investigate constraints in-
herit with miniaturisation of SFDI systems, such as smaller projector-camera angles.
The effect of non-planar projection on optical property extraction was also inves-
tigated. These results were then used in the development of the ultra-miniature
system in Chapter 4. Simulation of the actual ultra-miniature SFDI imaging sys-
tem in Blender is desired to further develop the prototype. The fiber array could
be simulated by use of pre-existing shader simulating glass, and illumination may
be simulated by altering the colour of the incident light. Simulation of the fringes
with speckle noise may also be possible. A visual representation of the proposed
fiber simulation in Blender is shown in Fig 5.1.

This simulation would be advantageous for several reasons. Firstly, recreation
of the interference patterns produced by the ultra-miniature system in Blender
would allow for a direct comparison in optical property retrieval between the simu-
lated bench top and ultra-miniature systems and the physical bench top and ultra-
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Figure 5.1: Example of simulated fiber array in ultra-miniature SFDI imaging sys-
tem in Blender projecting an interference pattern. This will allow custom LUT
development for more accurate optical property measurements

miniature systems. This may then highlight where errors are arising in the physical
ultra-miniature system, resulting in the capability to resolve issues and therefore an
increase in accuracy of optical property measurement.

Secondly, Blender has the capability to simulate large quantities of data. By
accurate simulation of the ultra-miniature SFDI system, one could simulate vast
quantities of data for varying material optical properties, thus allowing the gener-
ation of a custom look-up table (LUT) for the ultra-miniature system. The capa-
bilities of Blender mean several LUTs for different spatial frequencies, wavelengths,
and working distances (for example) can be developed at ease. This could then
be incorporated with the physical ultra-miniature system for increased accuracy in
optical property measurement.

For this to be possible, several improvements to the existing simulation model
are required. The first is the expansion of the range of optical properties from which
SFDI and double integrating sphere results agree. The current model is accurate for
absorption coefficients within the range 0.05 − 0.25 mm−1 and reduced scattering
coefficients within the range 1.5 − 6.5 mm−1. Exploring the lower range of both
absorption and reduced scattering coefficients possible with the SFDI simulation is
desired. Lowering the minimum absorption and reduced scattering coefficient may
require the development of a simulation other than a double integrating sphere to
characterise the material, as this may not be returning accurate results due to loss
of light rays at the sample-sphere interface.

5.1.2 Increasing accuracy in tubular geometry measurements

A novel illumination pattern for wide field optical property mapping within a tubu-
lar geometry was presented in Chapter 3. This pattern has shown accurate optical
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Figure 5.2: Visual schematic of a simulated probe entering tube. There is potential
to use animation in Blender to investigate optical property extraction at different
distances as the probe is in motion.

property retrieval when both the camera and projector are placed 110 mm above the
proximal opening of the tube. Knowledge of how accurate this projection pattern
is at optical property retrieval as the projector and camera, packaged together as
a probe, advance into the tube is desired. Blender has the capability to advance
the simulated probe into the tube by use of the animation feature, and in doing so
measuring the resultant optical properties on the inner tube wall as the probe pro-
gresses throughout the tube length. This would be advantageous for understanding
how optical properties vary at different depths within the tube. Different probe-tube
distances may return inaccuracies in optical properties, and a relationship between
captured phase and distance from probe to tube wall may be required to correct for
these inaccuracies, for example. Custom LUTs for different depths within the tube
may also be required.

Another proposed idea is to determine shape information of objects placed within
the tube at varying depths using the novel illumination scheme. Chapter 3 presented
the successful reconstruction of object shape in up-close, planar geometries. How-
ever, the acquisition of object shape in a wide field, tubular geometry is yet to be
explored. As previously discussed, obtaining the height and shape information of an
object with fringe profilometry requires knowledge of the specific system geometry.
Therefore, determining object height within a tube at an unknown distance from
object to probe is challenging and will have to be investigated.

The use of endoscopic imaging in tubular geometries has been explored for manu-
facturing applications to aid in the detection of faults in difficult to reach areas [212,
231]. This simulation tool in Blender may also be used to accelerate development
of such devices, where shape information can be used to assess three dimensional
defects.
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Figure 5.3: Example of fiber producing a multispectral sinusoidal pattern and adja-
cent fiber providing therapeutic light

5.1.3 Complementary imaging with ultra-miniature system

The current ultra-miniature SFDI system presented in Chapter 4 has the capability
to perform optical property mapping at two wavelengths (515 and 660 nm), which
has the potential to extend to chromophore mapping of biological tissue samples.
There are several other imaging techniques that have the capability to be compli-
mentary to miniature, endoscopic SFDI, which will be discussed here.

First, the incorporation of fringe profilometry with the ultra-miniature system, as
successfully demonstrated with the bench top system in Chapter 2, is desired. Shape
information can be an important factor in staging colorectal cancer polyps [76], and
therefore it is highly desired for an in-vivo gastrointestinal imaging tool. Obtain-
ing shape information with the current system may involve the use of high spatial
frequencies to ensure sufficient fringes pass over the object of interest. Phantoms
smaller than the hemispherical phantoms fabricated in Chapter 2 will be required
to be fabricated to test the system for height and optical property recovery.

Further advances could combine a secondary fiber to deliver therapeutic light to
a sample, as depicted in Fig 5.3. Kress et al. present of a dual channel endoscope
consisting of two fibers, one to image reflectance to infer tissue properties and the
second to deliver therapeutic light [232]. Mid-infrared wavelengths (3 − 50 µm)
can ablate soft and hard tissues due to the strong absorption of tissue molecules
such as water, proteins and lipids at these wavelengths [233, 234]. This strong
absorption results in substantial heating which can precisely excise biological tissue
at a shallow absorption depth of 10 − 100 µm [235]. By detecting abnormal tissue
with SFDI and ablating it with a therapeutic fiber in the same procedure, typical
gastrointestinal procedures where biopsy is required would have reduced wait times.
This is because patients requiring screening could have their procedure in a point
of care environment rather than a hospital, reducing cost and increasing number of
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patients seen.

Another advance of this device could be to incorporate the use of laser speckle
imaging (LSI) [105]. LSI, as discussed in Sect 1.3.2 is the imaging of random speckle
patterns from a coherent laser to image blood flow [64]. Chen et al. have shown that
the random speckle illumination produced from a laser diode can be used to sample
the modulation transfer function of a sample of interest at known spatial frequencies,
enabling the successful extraction of sample optical properties, a technique termed
speckle illumination spatial frequency domain imaging (si-SFDI) [52]. Milstein et
al. have shown the capability of the technique in detecting ischemic areas on gastric
tube reconstructions following oesophagectomy [106]. As the apparatus required for
LSI are non-bulky in nature, it is possible that it could be incorporated into the
miniature device to image optical properties and perfusion simultaneously within
the gastrointestinal tract, improving disease diagnosis. It would also be possible to
investigate the speckle illumination pattern produced by the laser, projected from
the fiber array for it’s potential to be used for LSI instead of additional components.

In some clinical imaging, such as imaging skin or muscle, knowing the orientation
of the scattering is advantageous in early detection of disease diagnosis. Konecky et
al. predict that in a turbid medium, the attenuation of a projected sinusoidal pattern
will vary depending on it’s orientation with respect to the subsurface scattering
structures within the medium [236]. Therefore, by rotating the projected pattern
on the medium and measuring it’s attenuation and phase shift, one can image the
spatially varying orientation of the medium and therefore determine the direction of
scattering structures. This is possible with the proposed system as different channel
illumination pairs project spatial frequencies at different angles. The addition of
this technique could provide additional information to aid in disease diagnosis.

Also, as previously discussed in Sect 4.5, if the monitoring of Hb and HbO2

in a sample is to be done efficiently, a fiber array would need to be fabricated that
operates effectively in the NIR. The possibility to fabricating a fiber array capable to
operate efficiently at multiple wavelengths, including the NIR should be investigated,
as depicted in Fig 5.3. This may involve fibers optimised for 660 and 850 nm within
the same array. Multi wavelength imaging is advantageous for extracting additional
sample information which can be indicative of disease state.

5.1.4 Reduction of acquisition & processing speeds

Further work is needed in increasing the acquisition and reducing the processing
speeds of the ultra-miniature SFDI device if it is to be deployed in a clinical setting.
The current time from commencement of video capture to final optical property
maps is on the order of several minutes, which is not feasible in a clinical environ-
ment. The reason for this extended time from initial acquisition to final optical
property maps is for several reasons. First, the process is currently not automated,
and hence time is lost between image acquisition and image input to processing
code. The next step should therefore be automation of the system, from initial
video capture to resultant optical property maps.

The second step lies in optimisation of the processing code, currently written in
Python. The most time consuming part of the code is the phase tracking algorithm,
presented in Sect 4.3.3. This code cycles through all frames within the video and
selects frames equally shifted in phase from one another. As discussed in Chapter
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4, the fiber array is essentially an interferometer and shifts through multiple periods
in a short amount of time, shifting phases to 120◦ and 240◦ in < 1 s. However, the
chosen camera has a frame rate of just 10 frames per second. Therefore, the video
capture may not exactly capture the 120◦ and 240◦ phase shifts in < 1 s, and several
seconds of video are typically required to extract the equiphase shifted frames. It
is thought that a camera with an increased framerate would therefore reduce the
acquisition speeds by several seconds. The processing code may also be increased
by use of a fast GPU.

As discussed in Chapter 1, groups have shown decrease in optical property map
generation time to < 1 s by use of AI [60, 61, 63]. Combining these techniques
with the system may enable more processing times feasible for use within a clinical
setting.

At quicker acquisition speeds, the imaging of clinical samples, possibly resected
colon polyps or resected areas of Barrett’s Oesophagus, will then be desired as a
clinical proof of concept. The updated system may then be prototyped to a clinical
device ready for endoscopic deployment.

5.1.5 Further prototype development

Figure 5.4: Visual of fiber array and micro camera encapsulated in flexible tubing,
imaging an ex-vivo sample of gastrointestinal tissue.

The proposed prototype has sufficient diameter to fit in the instrument channel
of a conventional endoscope or colonoscopes (3 mm), and such could be used to
accompany conventional white light imaging as an additional contrast. As discussed
in Chapter 4, the current rigid length of the proposed prototype is 70 mm. This
length, due to the rigid nature of the distal end of the fiber array, is not feasible for
in-vivo gastrointestinal imaging and needs to be reduced.

It is thought that further tapering the tip of the fiber array will create a flexible
tip. The maximum desired length of fiber rigidity is 2 mm, which is the height of
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the micro camera. This should allow flexible movement of the device. The current
steel tubing used will also have to be replaced with a more flexible material. Typical
endoscopes are made flexible by use of different polymers [237].

Alternatively, a device could be fabricated in which the fiber array is projected
at an angle from the side of the distal end of the scope, such that the projection
pattern is incident on the gastrointestinal tract wall. The scope would then have to
be rotated to image the entire lumen, or the use of two fiber arrays each projecting
out opposites sides of the scope is possible. This type of device would likely be used
in solitude, without going down the instrument channel of an existing endoscope or
colonoscope.

The current input power of the laser light at 660 nm is ≤ 5 mW, as stated
in Chapter 4. Increasing this low power needs to be investigated, while keeping
the device in accordance with the maximum permissible exposure of laser radiation
on tissue. In the UK, this British Standard BS EN 60825-1:2014+A11:2021 forms
part of the International Standard IEC 60825 on laser radiation, which indicates
the maximum permissible exposure permitted on tissue, depending on the incident
wavelength and exposure time. This standard must be taken into account when
advancing the development of this device.

As discussed in Sect 1.4, tethered capsule endoscopy has shown promise as a
less-invasive technique for imaging upper gastrointestinal conditions. Packaging the
device into a tethered capsule may allow for advances in use in screening potential,
reducing the amount of patients awaiting endoscopy. If regions of interest are identi-
fied on initial screening, the patient may then be referred for an endoscopy. However
if nothing suspicious is detected, the patient would not require an endoscopy pro-
cedure. This would be advantageous for patients who require regular endoscopic
screening, such as for monitoring Barrett’s Oesophagus.

It is estimated that taking a medical device from concept to commercialisation
such that it is available to the public is 3 − 7 years [238]. There are several steps
involved in this time frame to get a regulatory approved device. First, the clas-
sification of the medical device must be determined, where the higher the risk to
the patient, the higher the class. According to the UK Medical Device Regulations,
there are four main classes of medical devices: class I, class II and class III, where
class III devices require the most regulatory control [239, 240]. According to the US
Food and Drug Administration, endoscopes are classified as class II medical devices,
where the associated photographic accessories can be classified as class I [241].

To get the device presented in Chapter 4 to market, it will need to be prop-
erly regulated. For the UK market, this means acquiring UKCA (UK Conformity
Assessed) marking. To obtain a UKCA mark on a device, a conformity test is re-
quired to be completed by a regulatory body, such as the MHRA (Medicines and
Healthcare products Regulatory Agency), which assesses the relevant requirements
for UKCA marking. However, UKCA marking is not recognised by the EU and such
CE marking is required for the EU market, for which a conformity test must be per-
formed by a European regulatory agency. These procedures are required for class II
and class II medical devices, however manufacturers of class I medical devices can
declare the conformity of their medical devices themselves [242].
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5.2 Conclusion

This thesis presents work on the development of a cost-effective, ultra-miniature
SFDI system with the aim of endoscopic deployment for improved gastrointesti-
nal cancer detection. First, in Chapter 2, a conventional bench top SFDI system
was constructed with the aim to characterise the optical properties and shape of
tissue-mimicking phantoms. A phantom protocol developed by collaborators at the
University of Cambridge was followed to fabricate phantoms of desired optical prop-
erties. These phantoms were imaged in the bench top SFDI system with accuracy of
19% and 11% respectively for absorption and reduced scattering coefficients, com-
pared to expected values from double integrating sphere measurements. Phantoms
mimicking typical optical property variation seen in gastrointestinal tissues were
also imaged for their optical properties and shape. This chapter represents the
capability of a cost-effective bench top SFDI system to successfully image typical
gastrointestinal condition phantoms.

To miniaturise this bench top SFDI system, several design points such as projector-
camera angle, illumination conditions, and imaging in non-planar geometries had to
be considered. To aid in the investigation of these constraints, a model of an SFDI
system was simulated in Blender, discussed in Chapter 3. The simulated mate-
rial was characterised to have specific absorption and reduced scattering coefficients
through simulating a double integrating sphere set up. It was found that smaller
projector camera angles (4◦) allowed accurate optical property measurements on
a sample of material simulating healthy oesophageal tissue. Imaging wide field of
view in a tubular geometry proved a challenge and conventional sinusoidal pattern
illumination resulted in non-uniform spatial frequencies throughout the tube length.
A novel illumination scheme was then developed to correct for this, such that the
projected pattern has uniform spatial frequency throughout the length of the tube,
allowing for wide field optical property mapping within tubular lumen, such as an
oesophagus. It was also found that the tube had to be sectioned in length to dif-
ferent look-up tables for more accurate optical property measurement. This work
showed the capability of the graphics software Blender to be used in diffuse optical
system design.

Taking what was learnt from the SFDI simulation study, an ultra-miniature
system was developed as discussed in Chapter 4. The novel use of an interfering
fiber array for optical property measurement was tested to replace bulky projectors,
typical in conventional SFDI systems. Phantoms were again fabricated as before
and imaged in both the bench top and ultra-miniature system, with 15% and 6%
accuracy between systems for absorption and reduced scattering coefficients respec-
tively. The capability of the ultra-miniature system to successfully differentiate
between adjacent phantoms of variable optical properties was also presented.

This work presents the first step in the development of a cost-effective, high
contrast imaging device for deployment in population based screening for gastroin-
testinal cancers. SFDI has shown to provide enhanced contrast over typical white
light endoscopy, even at the miniature scale. By using this system to detect gas-
trointestinal cancers at an early stage, treatment can be obtained and survival rates
should increase drastically.

146



Chapter 6

Supplementary: Investigating
aerosol generation during
gastrointestinal procedures

Due to the Covid-19 pandemic, clinical collaborators became interested in the gen-
eration of aerosols during gastrointestinal procedures. Aerosols are classified as
particles < 5 µm that are airborne, linger in the area of production, and are ca-
pable of transmitting virus particles [243]. Upper gastrointestinal (GI) procedures
are classed as aerosol generating procedures (AGP), meaning that certain protocols
must be followed if a persistent virus is present e.g. Covid-19. Firstly, all clinical
staff are required to wear full personal protective equipment (PPE). Secondly, after
each endoscopy procedure, the room in which the procedure took place must be left
free for 20 minutes to allow the aerosol particles to settle. This is called ‘fallow
time’. Finally, the room in which the procedure took place must be fully disinfected
before the clinicians can re-enter the room and start on the next patient. This means
that fewer patients can be seen in a session as there are longer wait times between
procedures. This fallow time was not necessary for lower GI procedures, as they
are not classified as AGPs. The aim of the study presented here was to quantify
aerosol generation during upper and lower GI procedures. The work presented here
is based on [142, 143]. This authors contribution included study design, some initial
data collection, and whole data collation and processing, which was then sent to Dr.
Gordon for statistical analysis. Statistical analysis of results presented here is not
work by this author.

6.1 Study design

For this prospective, observational study, Health Research Authority and ethical
approval was granted by the Wales Research Ethics Committee before the start of the
study. Consent was obtained from all patients. Patients undergoing routine upper
GI and lower GI endoscopy on the lists of 13 different participating endoscopists at
the Endoscopy Unit of the Nottingham University Hospitals NHS Trust Treatment
Centre were included, between October 2020 and March 2021. Inclusion criteria were
patients > 18 years of age with the capacity to consent. For reasons of practicality,
entire lists were selected for recruitment, and all those on each list who met the
inclusion criteria were invited to participate. Procedures were performed as they
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Figure 6.1: Depiction of upper GI transnasal and per-oral procedures, as well as
lower GI colonoscopy or flexible sigmoidoscoy procedure. Adapted from [142]

normally would be in clinical practice. To standardise procedures, endoscopy rooms
within the same endoscopy suite were used, which all had room ventilation set at
15−17 air changes per hour and were of a similar size, air temperature, and humidity
level. Unnecessary airflow was minimised by not allowing the room doors to be
opened during the procedures and only allowing 1 additional person (the research
nurse) in the room. All present in the room wore enhanced PPE that minimised
additional human aerosol sources.

Both upper GI and lower GI procedures were recorded. Two types of upper GI
procedures were recorded: per-oral and transnasal. Per-oral is a typical endoscopic
procedure, whereas a transnasal procedure enters the oesophagus through the nasal
cavity instead of the mouth, as shown in Fig 6.1. Patients have shown preference
to transnasal procedures over conventional per-oral procedures [244]. Two types
of lower GI procedures were also recorded: colonoscopy and flexible sigmoidoscopy.
Both procedures enter the gastrointestinal tract through the anus. A colonoscopy
examines the entire bowel, whereas a flexible sigmoidoscopy examines just the rec-
tum and lower part of the bowel [245].

6.2 Study methodology

6.2.1 Instruments

Two pieces of equipment were used to measure particle sizes. The first was an
Aerotrak portable particle counter (Model 9500-01, TSI, United States), shown in
Fig 6.2 (a), which measured particle diameters in 6 ranges: (0.5− 0.7 µm, 0.7− 1.0
µm, 1.0 − 3.0 µm, 3.0 − 5.0 µm, 5.0 − 10.0 µm, and 10.0 − 25.0 µm). A 2 m
tube connected the particle counter to an isokinetic head, which was connected
onto an articulating arm, mounted onto side of the procedure trolley. For upper
GI procedures, the isokinetic head was placed ∼ 10 cm from the patient’s mouth
and for lower GI procedures, it was placed ∼ 20 cm from the patient’s anus. Thesis
distances were chosen for their compatibility with previously published studies [246],
and represented an acceptable trade off between practicality (such as access to scope
and need to change patient position) and maximising aerosol capture (known to be
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Figure 6.2: Instruments used for aerosol and droplet generation (a) Aerotrak [248]
(b) VisiSize [249]

reduced significantly by 2 m in a room with high background particles [247]). The
operator’s hands are kept > 50 cm from the isokinetic head to avoid interference
from leakage through the endoscope’s suction, air and water controls.

The second piece of equipment used was a VisiSize spray characterisation tool
(Model N60, Oxford Lasers, UK), shown in Fig 6.2 (b). This instrument allowed
sizing of particles from ∼ 10 µm to 3.5 mm in diameter, much larger than the
suspected aerosol range. It is important to consider these larger size ranges because
respiratory aerosols are believed to be polydisperse, with 2 size peaks at around
1 µm and 100 µm in diameter [247]. The instrument images particles that pass
through a small volume located between a laser head and a camera of dimensions
12.6× 7.2× 50 mm = 4536 mm3). The instrument is placed such that this volume
is located ∼ 10 cm from the mouth of the patient, for reasons previously discussed.

6.2.2 Data collection

During the procedure, an observation camera with a timestamp feature was used to
record audio and video for synchronisation purposes. The camera was used to record
the time displayed by the clocks on the particle counter, the spray characteriser, and
the endoscope. This meant that the feed could later be synchronised to within 1
s and correlated with recorded event timings. For each procedure, an experienced
research nurse recorded information on a case report form containing demographics
(age, sex, body mass index, smoker) and variables determined during the procedure
(sedation type, degree of discomfort, use of CO2 or water for lower GI procedures,
subjective 3-tier estimate of anal tone taken during the pre procedure digital rectal
examination and representing pressure required for insertion, and presence of hiatus
hernia). During the procedure, the times of relevant events, beginning when the
patient entered the room and ending after the patient left the room, were recorded
alongside the time of the event to the nearest second. Times were then synchronised
from the videos recorded by the camera, the case report forms were transcribed into
CSV format, and any discrepancies (e.g. inaccurate timings, ambiguous terminology,
etc.) were resolved using the videos. Periods of time when there were no significant
events (e.g. lengthy examinations without patient movement) were identified and
marked as ‘null reference’ events in the final data files.
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6.2.3 Data processing

Whole procedure

First, the total particle count for each procedure for 2 particle diameter ranges; 0.5−5
µm (aerosols) and 5−25 µm (droplets) were considered. The time period considered
commenced from either anaesthetic spray (for upper GI procedures) or intubation
(for lower GI procedures), and ended at extubation (for both procedures). This
particle count was compared with a reference period before the procedure began. It
was thought that the fallow period of 20 minutes between procedures should min-
imise interference from residual particles, but for comparison an alternative method
was also considered. This method used a background removal technique based on
smoothing to estimate particle counts.

Causal event-based

The causal event–based model was next applied, which essentially takes a difference
in particle counts before and after an annotated event (e.g. cough) to estimate
the number of particles produced by the event. For each annotated event, the
room background particle count immediately before the event was first estimated
by smoothing the data over a 105 s period. This background was then subtracted
from the raw particle count immediately after the event and averaged over a period
of 15−30 s. To validate this background subtraction approach, it was also applied to
several periods when there was no annotated event, and such the expected difference
was to be ∼ 0.

6.3 Results

A total of 96 procedures were recorded: 48 upper GI procedures (37 per-oral, 11
transnasal) and 48 lower GI procedures (37 colonoscopies, 11 flexible sigmoido-
scopies). Of the upper GI procedures, 17 patients were asked to perform a voluntary
cough and 12 to perform deep breathing and speaking before the commencement
of the procedure. This was to be used as a reference against non-voluntary events
during the procedure. Of the total 96 patients, 52 were men and 44 were women,
with a median age of 62 years and median body mass index of 25.5 kg/m2. 14
patients reported themselves as a smoker, whereas 82 did not.

6.3.1 Whole procedure analysis

The particle counts were normalised to procedure duration, relative to the reference
background, and the results are shown in Fig 6.3. Over the full range of particle sizes
(0.5− 25 µm), it was found that both per-oral and transnasal upper GI procedures
produced significantly higher particle counts than the reference background, ×1.96
and ×2 respectively, However, when directly comparing per-oral and transnasal pro-
cedures, it was found that per-oral procedures produced significantly more particles
(×1.99).

Lower GI procedures also produced particles that were significantly higher than
the reference background (×1.34). By considering the absolute number of particles,
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Figure 6.3: Ratios of particle counts over entire procedures relative to a reference
period before the start of the procedure (normalised to procedure duration).

lower GI procedures produced a greater number of particles (1.69 × 108) than per-
oral procedures (0.71×108), as shown in Fig 6.3. However, for this study the median
duration of lower GI procedures was 24.7 minutes and for upper GI procedures was
7.2 minutes. Therefore, lower GI procedures produced less particles per unit time
at a rate of 8.8× 106 per minute/m3, while per-oral upper GI procedures produced
particles at a rate of 13.9 × 106 per minute/m3. For particles > 5 µm in diameter
it was found that lower GI procedures were no longer significant relative to the
background.

The only significant result for lower GI procedures was that patient discomfort
rated as high on the case report form resulted in more particles being generated
than when patient discomfort was rated as low. For upper GI procedures there
was a small, statistically significant (P < .05) negative correlation between particle
count and age, implying that the number of particles generated during an upper GI
procedure decreases with increasing patient age.
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6.3.2 Causal event-based analysis

Figure 6.4: Particle production by individual events measured during upper and
lower GI procedures. Numbers of recorded events are shown. Black dashes represent
medians.

Fig 6.4 shows the particles generated during individual events throughout upper
and lower GI procedures. For upper GI procedures, several events were found to
be significant relative to the room background particle count. These were nasal
intubation (×10.9), oral extubation (×37.5), nasal extubation (×32.0), coughing or
gagging during per-oral endoscopy (×25.8), coughing or gagging during transnasal
endoscopy (×20.0), voluntary forced coughing (×7.5), voluntary deep breathing
(×15.7), anesthetic nasal spray application (×40.1), and anesthetic throat spray
application (×150.0). Oral intubation and speaking at low volume were not found
to produce significant particles, which is consistent with previous studies [250].

For lower GI procedures, several events were found to be significant relative to
the room background particle count. These were rectal intubation (×9.9), rectal ex-
tubation (×27.2), application of abdominal pressure (×9.6), patient position changes
(×34.9), and rectal insuflation or retroflexion (×7.7). It was observed that rectal
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extubation produced significantly more particles than intubation (×3.3). Biopsy
sampling, insertion and removal of catheters, water injection, and use of diathermy
cutting were not found to produce a significant number particles relative to the room
background particle count.

6.3.3 Particle size

Figure 6.5: Particle size distribution for a selection of statistically significant particle
generating events.

The size range of particles associated with each event is shown in Fig 6.5. For
upper GI procedures, oral extubation produced particle sizes significantly larger (2.2
µm) than voluntary coughing (0.32 µm). Involuntary coughing or gagging produced
particles on similar size scales to voluntary coughing (0.44 µm for per-oral and 0.68
µm for transnasal). The application of both anaesthetic throat spray and nasal spray
produced particles statistically similar in size to those produced when coughing. For
lower GI procedures, rectal extubation produced particles of a similar mean size as
oral extubation (2.0 µm). Patient position changes produced particles comparable
with rectal extubation (1.7 µm).
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For particles > 25 µm measured with the VisiSize, it was found that oral extu-
bation and fundal retroflexion produced particles up to 300 µm in diameter, with
mean particle diameter of 32 µm. Coughing or gagging did not produce detectable
particles in this range. The limited cases of particles recorded resulted in insufficient
data for a complete statistical analysis.

6.4 Discussion

This is the first study to report that both transnasal endoscopy and lower GI en-
doscopy are aerosol and droplet generating procedures. It is also the first to report
on defined particle-generating events and associated particle sizes within procedures
performed through the mouth, nose, and rectum. Both per-oral and transnasal en-
doscopy should therefore be classed as AGPs, whereas the classification of lower GI
endoscopy depends on the definition particle size associated with AGPs used.

With regard to per-oral endoscopy, these results confirm those of previous studies
showing this is an AGP, producing particles at double the background level. The
most significant contributing event is local anesthetic throat spray application, which
generates ×10 the number of particles compared with a voluntary cough, with an
average particle size in the aerosol range.

The particles recorded with throat spray application are potentially infectious,
because they would have rebounded from the patient’s oropharynx or occasionally
from coughing induced by the throat spray. There is additional risk because the
throat spray is applied face-on with the patient. It is therefore important that barrier
methods such as face shields or goggles are used while applying throat and nasal
spray. Extubation is the second most particle generating event in per-oral endoscopy
and is also significantly more particle generating than voluntary coughing. However,
a higher proportion of particles is in the droplet range, which has a lower risk
for airborne transmission. This is understandable because both insufflation in the
oesophagus and movement of the wet shaft of the endoscope on extubation generate
particles [251]. Coughing or gagging is also a significant generator of particles and is
predictably comparable with the level of particles produced by voluntary coughing

Transnasal endoscopy has been suggested by some as a non-AGP method for
performing upper GI endoscopy [252]. However, these results show that transnasal
endoscopy is an AGP, producing particles predominantly in the aerosol range (≤ 5
µm). Nasal spray application, nasal intubation, and nasal extubation were all asso-
ciated with significant spikes of particles. Transnasal endoscopy generates approx-
imately half the level of particles of per-oral endoscopy. Therefore, if used with
additional mitigating strategies (avoidance of nasal spray and use of barrier meth-
ods), transnasal endoscopy could potentially become a non-AGP procedure. With
regard to lower GI procedures, this study shows the absolute levels of particles pro-
duced are greater than upper GI procedures but are about one-third lower when
taken per unit of time. Although there would be a greater exposure to aerosols in
lower GI procedures because of longer procedure times, these are therefore more
likely to be cleared in well-ventilated rooms. It is recognised that COVID-19 is
primarily a respiratory pathogen, and fecal–oral transmission has not been proven.
The risk from lower GI procedures is likely to be considerably lower than equivalent
aerosols generated by upper GI procedures.
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6.5 Conclusion

In this study, aerosol and droplet generation from the endoscopic procedures per-
formed through the mouth, nose, or rectum were characterised. For upper GI proce-
dures, these results suggest that aerosols can be greatly reduced by avoiding throat
spray and through performing transnasal endoscopy over per-oral endoscopy. How-
ever, transnasal endoscopy is still an AGP and further mitigating strategies should
be applied. Lower GI procedures were found to produce more particles per procedure
but less particles per unit time. It is emphasised that the detected aerosols may not
necessarily contain viable virus material, and so their generation does not equate to
infectivity of the procedures themselves. This depends on multiple factors, including
from which part of the patient the particles are generated. Particles from the oral
and nasal cavities are likely to have a much higher potential infectivity risk com-
pared with those from the large bowel. Because the infectivity of procedures is not
established, it is therefore suggested that adequate PPE (including high-efficiency
masks) and sanitisation of floors and surfaces (to prevent re-suspension of aerosols)
are used for all GI endoscopy where there is a high population prevalence of Covid-
19. More studies are needed to evaluate mitigation strategies and to characterise
the infectivity of these procedures themselves.
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Appendix A

Solving the Helmholtz equation
for fluence rate

Inserting Eqns 1.2 and 1.3 into Eqn 1.1 one gets:

∇2
(
φ0(z) cos(kxx+ α) cos(kyy + β)

)
− µ2

eff

(
φ0(z) cos(kxx+ α) cos(kyy + β)

)
= −3µtr

(
q0(z) cos(kxx+ α) cos(kyy + β)

)
This is expanded by:

∂2

∂x2

(
φ0(z) cos(kxx+ α) cos(kyy + β)

)
+

∂2

∂y2

(
φ0(z) cos(kxx+ α) cos(kyy + β)

)
+

∂2

∂z2

(
φ0(z) cos(kxx+ α) cos(kyy + β)

)
− µ2

effφ0(z) cos(kxx+ α) cos(kyy + β)

= −3µtrq0(z) cos(kxx+ α) cos(kyy + β)

Using the fact that:

d

dx
cos(x) = − sin(x)

d

dx
sin(x) = cos(x)

One gets

φ0(z)k
2
x

(
− cos(kxx+ α) cos(kyy + β)

)
+ φ0(z)k

2
y

(
cos(kxx+ α)(− cos(kyy + β))

)
+

∂2

∂z2
φ0(z)

(
cos(kxx+ α) cos(kyy + β)

)
− µ2

effφ0(z)
(
cos(kxx+ α) cos(kyy + β)

)
= −3µtrq0(z)

(
cos(kxx+ α) cos(kyy + β)

)
Dividing across by cos(kxx+ α) cos(kyy + β) one gets

∂2

∂z2
φ0(z)− (k2

x + k2
y)φ0(z)− µ2

effφ0(z) = −3µtrq0(z)

⇒ ∂2

∂z2
φ0(z)− (µ2

eff + k2
x + k2

y)φ0(z) = −3µtrq0(z)

where one can substitute a scalar attenuation coefficient of the propagating wave,
µ′eff , as

µ′eff = (µ2
eff + k2

x + k2
y)

1/2
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Providing the final equation of:

∂2

∂z2
φ0(z)− µ′2

effφ0(z) = −3µtrq0(z)
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Appendix B

Deriving a solution for the fluence
rate of an angularly isotropic
source introduced via scattering of
a collimated, forward-directed
beam

Looking at Eqn 1.4, it is noted that this is a second order differential equation of
form:

φ′′
0(z) + wφ′

0(z) + vφ0(z) = f(z) (B.1)

where w = 0, v is a constant, and f(z) is some function dependent on z. As
this equation is non-homogeneous, i.e. f(z) ̸= 0, two solutions are required: a
complementary solution φ00(z) and a particular solution φ01(z) such that

φ0(z) = φ00(z) + φ01(z) (B.2)

To find the complementary solution, a homogenous solution is assumed and Eqn
B.1 is written as

φ′′
00(z) + vφ00(z) = 0 (B.3)

To solve, one looks at f(z), where

f(z) = −3µtrP0µse
−µtrz (B.4)

and one can therefore assume an undetermined coefficient for Eqn B.3 of φ00(z) =
epz, where p is a constant. Therefore, Eqn B.3 becomes:

d2

dz2
epz + vepz = 0 (B.5)

p2 + v = 0

⇒ p2 = −v
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APPENDIX B. DERIVING A SOLUTION FOR THE FLUENCE RATE OF AN
ANGULARLY ISOTROPIC SOURCE INTRODUCED VIA SCATTERING OF A
COLLIMATED, FORWARD-DIRECTED BEAM

From Eqn 1.4, one knows that v = −µ′2
eff and such p = ±µ′

eff . Therefore, the
complementary solution can be given as:

φ00(z) = C1e
µ′
effz + C2e

−µ′
effz (B.6)

where C1 and C2 are constants from differentiation. Next, to find the particular
solution, it is assumed that because f(z) is of the form Aeqz, where A and q are
constants, that the solution to the particular solution must be of the same form
where φ01(z) = A′eqz. Inserting this into Eqn B.1 one gets:

φ′′
01(z) + vφ01(z) = Aeqz (B.7)

⇒ d2

dz2
A′eqz + vA′eqz = Aeqz

⇒ qzA′ + vA′ = A

It is known from Eqn B.4 that A = −3µtrP0µ
′
s and q = −µtr, and from Eqn 1.4 that

v = −µ′2
eff , and therefore one can find A′:

A′ =
A

q2 + v

A′ =
−3µtrP0µ

′
s

µ2
tr − µ′2

eff

⇒ A′ =
3P0a

′

(1− (µ′
eff/µtr)2)

(B.8)

where the reduced albedo, a′ = µ′
s/µtr. Therefore, the particular solution is given

by:

φ01(z) =
3P0a

′

(1− (µ′
eff/µtr)2)

eµtrz (B.9)

Combining these two solutions, a solution is obtained for φ0(z) from Eqn B.2 of:

φ0(z) = C1e
−µ′2

effz +
3P0a

′

(1− (µ′
eff/µtr)2)

eµtrz (B.10)
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Appendix C

Determining the coefficient of
MAC for 3 equiphase shifted
captures

Neil et al. states the image intensity of a sample illuminated by a mask can be
written as [253]:

I(t, w) = I0 + Ic cosϕ0 + Is sinϕ0 (C.1)

where I0 represents a conventional, wide field image and Ic and Is represent the
images due to the masks of m cos(ft0) and m sin(ft0) respectively, where m is the
modulation depth. These definitions suggest that

Ip = (I2c + I2s )
1/2 (C.2)

would remove the grid patter from the image by taking three images I1, I2 and
I3 with relative spatial phases of ϕ0 = 0, 2π/3 and 4π/3 respectively. An optically
sectioned image can therefore be obtained without I0 with:

Ip = [(I1 − I2)
2 + (I1 − I3)

2 + (I2 − I3)
2]1/2 (C.3)

which is analogous to square law detection in communication systems. There exists
a coefficient of the right hand side of Eqn C.3, which is determined here. From Eqn
C.1 one can write I1, I2 and I3 (with relative spatial phases of ϕ0 = 0, 2π/3 and 4π/3
respectively) as:

I1 = I0 + Ic (C.4)

I2 = I0 −
1

2
Ic +

√
3

2
Is (C.5)

I3 = I0 −
1

2
Ic −

√
3

2
Is (C.6)

Filling these into Eqn C.3 one gets:

Ip =

(3

2
Ic +

√
3

2
Is

)2

+

(
3

2
Ic −

√
3

2
Is

)2

+
(√

3Is

)21/2

(C.7)

→ Ip =

[
9

2

(
I2c + I2s

)]1/2
=

3√
2
(I2c + I2s )

1/2 (C.8)

160



APPENDIX C. DETERMINING THE COEFFICIENT OF MAC FOR 3
EQUIPHASE SHIFTED CAPTURES

Subbing in Eqns C.2 and C.3 one gets:

[(I1 − I2)
2 + (I1 − I3)

2 + (I2 − I3)
2]1/2 =

3√
2
Ip (C.9)

→ Ip = MAC =

√
2

3
[(I1 − I2)

2 + (I1 − I3)
2 + (I2 − I3)

2]1/2 (C.10)
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Appendix D

Derivation of height equation via
Fourier Transform Profilometry

When no object is present, the resultant image of a deformed fringe pattern (assum-
ing telecentricity of projection and imaging system) will have the form:

g0(x, y) =
∞∑

n=−∞

An exp(i[2πnf0x+ nϕ0(x, y)]) (D.1)

where An and f0, represent the amplitude and fundamental frequency of the observed
fringe pattern respectively, and ϕ(x, y) is given by:

ϕ(x, y) = 2πf0s(x, y) (D.2)

where s(x, y) = AD, shown in Fig D.1. When an object of height h is present, Eqn
D.1 becomes:

g(x, y) = r(x, y)
∞∑

n=−∞

An exp(i[2πnf0x+ nϕ(x, y)]) (D.3)

where r(x, y) is the amplitude variation caused by the presence of an object. This
equation represents multiple signals with spatial carrier frequencies nf0 that are
modulated in phase by ϕ(x, y) and in amplitude by r(x, y). The phase, ϕ(x, y), needs
to be extracted in order to calculate the height. To do this, Eqn D.3 can be simplified
by setting qn = Anr(x, y) exp(inϕ(x, y)) performing a 1D Fourier transform on Eqn
D.3:

G(f, y) =

∫ ∞

−∞
g(x, y) exp(−2πifx)dx =

∞∑
n=−∞

Qn(f − nf0, y) (D.4)

whereG(f, y) andQn(f, y) are the Fourier spectra of g(x, y) and qn(x, y) respectively.
By selecting a single spectrum from Qn(f − nf0, y) for n = 1 and computing it’s
inverse Fourier transform, Eqn D.4 becomes:

ĝ(x, y) = q1(x, y) exp(2πif0x) = A1r(x, y) exp(i[2πf0x+ ϕ(x, y)]) (D.5)

Repeating the same steps for a planar sample, Eqn D.1 becomes:

ĝ0(x, y) = A1 exp(i[2πf0x+ ϕ0(x, y)]) (D.6)
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TRANSFORM PROFILOMETRY

Figure D.1: Schematic of FTP for a crossed optical axis geometry. Adapted from
[81].

In a mathematical equivalence to shifting in the Fourier domain, the signal from
an object of height h, Eqn D.5, is multiplied with the conjugate of the signal from
h = 0, Eqn D.6, to get:

ĝ(x, y) · ĝ∗0(x, y) = |A1|2r(x, y) exp(i∆ϕ(x, y)) (D.7)

where the phase modulation due to the presence of an object of height h is:

∆ϕ(x, y) = ϕ(x, y) = ϕ0(x, y) = 2πf0(AC − AD) = 2πf0DC (D.8)

By computing the complex logarithm of Eqn D.7, the phase can be isolated from
the imaginary part, exploiting logarithm rules log(A ·B) = log(A) + log(B):

log[ĝ(x, y) · ĝ∗0(x, y)] = log[|A1|2r(x, y)] + i∆ϕ(x, y) (D.9)

One must now derive an equation for height. Looking at Fig D.1, △P1HP2∧△DHC.
Therefore,

DC =
−dh(x, y)

l − h(x, y)
(D.10)

where d and l are the distances between the camera and projector, and between the
camera and reference plane respectively. Subbing this into Eqn D.8, an equation for
height in terms of phase remains:

h(x, y) =
∆ϕ(x, y)l

∆ϕ(x, y)− 2πdf0
(D.11)
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N phase shift measurement

SFDI and fringe profilometry at N equiphase shifted images is considered. To do
this, an intensity image I is thought of as the sum of the AC and DC modulation
amplitudes such that

I = MAC sin(2πft+ ϕ) +MDC (E.1)

where the AC modulation amplitude is scaled by a sinusoidal pattern of frequency
f and phase ϕ. Using the double angle formula where:

sin(A+B) = sinA cosB + cosA sinB (E.2)

enabling Eqn E.1 to be rewritten as:

I = MAC sin(2πft) cos(ϕ) +MAC cos(2πft) sin(ϕ) +MDC (E.3)

Knowing that the period of the sinusoidal pattern T = 1/f , a fraction t/T ≤ 1
exists which is the fraction of the present period. Given that:

ft = 0,
1

N
, . . .

n− 1

N
(E.4)

where N is the number of images within the period and n is an integer value from
1 to N . Therefore, from a sample of N images over one period, for one pixel
x1, x2, x3...xN in the resultant intensity image I, Eqn E.3 can be written as:

MAC sin(0)
MAC sin(2π)

...
MAC sin(2πN−1

N
)

 cos(ϕ) +


MAC cos(0)
MAC cos(2π)

...
MAC cos(2πN−1

N
)

 sin(ϕ) +


MDC

MDC
...

MDC

 =


x1

x2
...
xN


Writing this in matrix form:

sin(0) cos(0) 1
sin(2π) cos(2π) 1

...
...

sin(2πN−1
N

) cos(2πN−1
N

) 1


MAC cos(ϕ)
MAC sin(ϕ)

MDC

 =


x1

x2
...
xN

 (E.5)

where the resultant N × 1 matrix is for a single pixel across all images. In order to
consider all pixels from the image:

164



APPENDIX E. N PHASE SHIFT MEASUREMENT


sin(0) cos(0) 1
sin(2π) cos(2π) 1

...
...

sin(2πN−1
N

) cos(2πN−1
N

) 1


MAC,1 cos(ϕx,1) MAC,2 cos(ϕx,2) . . . MAC,R cos(ϕx,R)
MAC,1 sin(ϕx,1) MAC,2 sin(ϕx,2) . . . MAC,R sin(ϕx,R)

MDC,1 MDC,2 . . . MDC,R



=


x11 x12 . . . x1R

x21 x22 . . . x2R
...

...
. . .

...
xN1 xN2 . . . xNR

 (E.6)

where R is the number of pixels in a single image. Solving the center matrix will give
MAC and MDC for N equally phase shifted images. As the number of input images
N is known and hence the phase shift of each image, the left hand side matrix from
Eqn E.6 is also known. To obtain the matrix on the right hand side of Eqn E.6
via Python, the function numpy.ndarray.flatten() is first used to flatten the input
images and then the function numpy.vstack() to vertically stack the images. Finally,
to obtain the center matrix, a least squares solver function numpy.linalg.lstsq() is
used. From this the phase ϕ, MAC , and MDC may be extracted.
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Utilising Blender SFDI model

Data files for using this model are available at [254]. There are 3 files to use for the
Blender SFDI model:

1. Blender bulkMaterial.blend

2. Blender Tube.blend

3. Blender DIS.blend

accompanied by 4 Python files for image analysis:

(A) Density calc.ipynb

(B) SFDI calc.ipynb

(C) Shape calc.ipynb

(D) SFDI calc tube.ipynb

F.1 Blender bulkMaterial.blend

This software has the bulk material which one can change the optical properties
of, a projector to project any desired illumination pattern and a camera to capture
the reflection/transmission of this illumination pattern. This file is used to generate
images of the phase shifted pattern on the material of interest, which can then be
input into custom Python SFDI code (SFDI calc.ipynb above) to determine optical
properties of the material.

F.1.1 File contents

Upon opening the file, one will see the several items that can be present in the scene.
The first is BulkMaterial. This is the main material of which the optical properties
may be altered. It uses the add shader node to add a volume absorption and a volume
scattering node and outputs the result to volume material output. The glass BSDF
shader outputs to the surface material output. The absorption density, scattering
density, anisotropy factor, and refractive index of this material may be altered.
The next item is the camera. This captures an image of the projected illumination
pattern on the bulk material. The next items are Material BO and Material HT
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which are two separate, adjacent blocks of bulk material simulating material with the
specific optical properties of Barrett’s Oesophagus (BO) and healthy oesophageal
tissue (HT). Projector Basic is a projector which projects a single selected image
onto the bulk material. Projector with animation is set up to project different phase
shifted patterns in an animation such that the camera captures each projected image
in a sequence. Red Sphere Test is used to determine the limitations of the system
i.e. when the bulk material is transparent enough such that one can see the red
sphere through the material, those specific material properties are not valid. Finally,
Spheroid SCC is a sphere scaled down to simulate a polyp with optical properties
of squamous cell carcinoma (SCC).

To make an object visible in the scene, one needs to select the eye icon to the
right of the object one wants to appear. To make the object visible in the render,
the camera icon adjacent to the eye icon also needs to be selected.

F.1.2 Using the material

In the shader tab at the top of Blender file, select the material of which properties
you want to alter. You will see Fig 3.3 in the lower panel of the screen. To change
the absorption density of the material, you change the value of ‘Absorption Density’
and to change the scattering density of the material you change the ‘Scattering
Density’ by clicking on the existing number and typing in the desired value. The
anisotropy, g, of the material may be changed with the ‘Anisotropy’ parameter in
the same manner. To change the refractive index, you change the value of index of
refraction (IOR) in the glass BSDF node.

If one wants to make a particular shape with this material, you can use shift+A
to add a new object to the scene. Once added, in the shader tab you need to add a
material to the new object by hitting the +New button. Then, one can then copy
and paste the Node Tree from the bulk material into the new material and attach
the shader on the right of the Node Tree to the volume of the output material.
Ensure to also copy the glass BSDF shader so the material has a refractive index.
Ensure that the new material is scaled in x, y, z equivalent the bulk material.

To determine what absorption density and scattering density will give exact
optical properties of interest, the script Density calc.ipynb can be used.

F.1.3 Using the projector

The projector nodes are shown in Fig 3.5. To change the desired projection of
interest, change the input image in the image texture node. Ensure the colour space
is always set to linear after inputting a new image.

To capture an image of the projected pattern on the material, click the render
button in the top left of Blender file and select Render Image. This will render the
viewpoint of the camera. Select the 0 key to go in and out of camera view while
setting up the scene to see what the camera will view. If an animation has been set
up, select Render Animation directly below Render Image. This will render the first
projected pattern first, save it to a folder, and then run the render for the second
projected pattern. It’s helpful to use this when generating large datasets as you can
leave the software running over a long period of time. For SFDI when three images
are required of a single phase shifted pattern, it’s advantageous to render the three
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phases sequentially for each set of material properties. The blender file is set up
to do this currently. It’s important to know where the rendered images are being
saved. In the right hand side icons, click on output properties and scroll down to
output. Clicking on the folder icon right under output allows you to select which
folder one wants the renders to go into once complete.

F.1.4 Using accompanying Python code

The first cell in SFDI calc.ipynb code generates optical property maps using a Monte
Carlo look-up table and the second cell generates optical property maps using em-
pirically derived look-up table. In cell 1, one can alter absorption density (ad), scat-
tering density (sd) and exposure (exp) to other values previously rendered, present
in the accompanying folder bulkMaterial. In cell 2, one can alter ad test, sd test,
exp test to other values previously rendered. Shape calc.ipynb calculats a height
map of the rendered polyp in the accompanying folder bulkMaterial/polyp.

F.2 Blender Tube.blend

This software has the bulk material which one can change the optical properties
of in a tubular geometry, as well as a projector to project any desired illumination
pattern and a camera to capture the reflection/transmission of this illumination
pattern. This file is used to create the concentric circle illumination pattern needed
for imaging in a tubular geometry and to generate images of this pattern phase
shifted within a tube with any material of interest, which can then be input into
Python SFDI code to determine optical properties of the material throughout the
tube.

F.2.1 File contents

Upon opening the file, one will see the several items that can be present in the
scene. The first is Camera which is placed directly above the tube and captures
the projection pattern down the tube. Next is Camera for tube side view which is a
camera placed orthogonal to the tube, and when viewed with Tube half for side view
it can visualise how the illumination pattern is propagating through the length of the
tube. Oesophagus BOregion is a quarter of the total tube with the specific optical
properties of BO.Oesophagus HTregion is three quarters of the tube with the specific
optical properties of healthy oesophageal tissue. Projector Basic is a projector that
projects a single image into the tube and Projector with Animation projects multiple
images simultaneously down the tube, analogous to previously described with the
bulk material set up. Red Sphere Test determines the limitations of the optical
properties of the tube. Spheroids 1-4 are spheres that are mimicking colon polyps
with the optical properties of squamous cell carcinoma. Tube is the main tube/lumen
material to work with. This material has same material properties and the bulk
material previously described. Point Sources down tube is a folder consisting of 41
point sources placed equally throughout the length of the tube. Their purpose is to
uniformly illuminate the tube when capturing the wrapped sinusoidal pattern inside
the tube to generate the concentric circle projection patterns.
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F.2.2 Switching between cameras

To change between active cameras, one can simply right click on a camera present
in the scene and set it as an active camera. Alternatively, click on scene properties
and then select the camera desired to be active. To view what the active camera is
viewing, select 0 on the keypad.

F.2.3 Unwrapping object to generate illumination patterns
for non-planar geometries

In the layout tab, the material that is desired to get the illumination pattern for,
in this case the tube, is selected. A selected object will appear orange. Then click
on the UV editing tab. The left hand side the screen shows the unwrapped selected
mesh and the right hand side shows the object as a whole with the selected vertices
showing in orange. As only the inside of the tube needs to be selected, the right
panel is deselected and grabbed over the region of interest. Certain vertices may
be selected and deselected by holding the shift key down and clicking on a vertices
with the mouse pad. The respective selected vertices on the right panel will show
up on the left panel unwrapped. A desired sinusoidal pattern is added here at the
top of the left panel via the +New button. Once applied, the material is then
wrapped, such that the inside of the tube now has a uniform spatial frequency
throughout its length. The point sources are then switched to be visible. Using
the camera placed above the top of the tube, a rendered image is then captured of
the concentric circle illumination pattern. This image was then exported to Python
where a normalisation was applied to ensure that the sinusoid pixel values vary across
the maximum range for projection 0− 255. This image can then be projected from
the projector above the tube onto a tube of the bulk material previously described. If
patterns of three phases of the same spatial frequency are created and then projected,
the optical properties within the tube can be calculated using Python code.

F.2.4 Using accompanying Python code

Lines 241 and 242 in SFDI calc tube.ipynb allow to alter the absorption density
and scattering density of the material whose optical properties are desired to be
determined.

F.3 Blender DIS.blend

This software has a double integrating sphere (DIS) used to calibrate the optical
properties of the bulk material. This file is used to generate reflectance and trans-
mission images of the reflected and transmitted light through the bulk material.
These values can then be input to an inverse-adding doubling algorithm (IAD) to
determine the optical properties of the bulk material for specific absorption density
and scattering density values.
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APPENDIX F. UTILISING BLENDER SFDI MODEL

F.3.1 File contents

Upon opening the file, one will see the several items that can be present in the scene.
The first are Baffle reflection and Baffle transmission which are present to block
the specularly reflected light from entering the detector. Beam blocker is present
to block the source of incident light, if desired. Cam reflection is the camera, or
detector, placed at the base of the reflection sphere and Cam transmission is the
detector at the base of the transmission sphere. Light source is the input light source
entering through the reflection sphere entry port, passing through the material, and
then either getting absorbed, back scattered, or entering the transmission sphere.
Sample is material with the same bulk material properties as previously described,
where the absorption and scattering density, as well as anisotropy parameters can be
altered. Sphere reflection and Sphere transmission are the highly reflective reflection
and transmission spheres.

F.3.2 Switching from reflection to transmission measure-
ments

Switching between reflection and transmission measurements simply involves switch-
ing which camera is active, as discussed in F.2.2.

F.3.3 Changing the camera exposure

To change the exposure, click on the camera icon for render properties and scroll
down to colour management. The exposure here can be altered for each render, as
long as it is corrected using Eqn 3.2.

F.3.4 Using the IAD software

The software and accompanying manual can be downloaded from [255].
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Appendix G

Calculating desired fiber spacing

To determine the minimum spacing required to produce spatial frequency patterns
of 0.15 − 0.3 mm−1 at a working distance, z, of 50 mm at a wavelength, λ, of 660
nm, one looks at Eqn 4.1 and Fig 4.2. For m = 1, Eqn 4.1 becomes:

λ = d sin θ (G.1)

where
sin θ =

x√
z2 + x2

(G.2)

Therefore, the spacing d is given by:

d =
λ
√
z2 + x2

x
(G.3)

where the desired spatial frequency is given by 1/x. Therefore, for a desired spatial
frequency of 0.15 mm−1, the spacing d is given by:

d =
660× 10−6

√
(50)2 + ( 1

0.15
)2

1
0.15

= 4.9938× 10−3 mm = 4.99 µm (G.4)

and for a spatial frequency of 0.3 mm−1, the spacing d is given by:

d =
660× 10−6

√
(50)2 + ( 1

0.3
)2

1
0.3

= 9.9220× 10−3 mm = 9.92 µm (G.5)
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[211] Christoph Ohrt, Markus Kästner, and Eduard Reithmeier. “High resolution
measurements of filigree, inner geometries with endoscopic micro fringe pro-
jection”. In: Optical Measurement Systems for Industrial Inspection VIII.
Vol. 8788. SPIE, May 2013, p. 878817. isbn: 9780819496041. doi: 10.1117/
12.2020440.
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