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Abstract 

In the drive for more sustainable chemistry, a thorough understanding of the 

relationship between the structure and properties of any given product is 

essential. Molecular level characterization is key for optimization of desired 

properties and synthesis. For many materials, this can be done with high-

resolution solution-state techniques or X-ray crystallography. However, to fully 

understand their structural-property relationships, materials must be studied in 

the state in which they will be used. Often this state is not amenable to these 

techniques. In these cases, solid-state NMR provides this vital information. In 

this work, solid-state NMR analysis has been applied to two classes of materials.  

Firstly, solid-state NMR was used to probe the defects in hybrid organic-

inorganic perovskite materials with potential applications in solar cells. 

Structural defects in these materials can improve their function but also reduce 

their stability. To make these perovskite solar cells commercially viable, a 

thorough understanding of the relationship between the material properties and 

the dynamics and structural differences caused by these defects is essential. 

Static and MAS variable temperature 1H NMR has been used to identify possible 

diffusion of protonic defects in MAPbI3.  

The second class of materials studied were polymers. For these materials, 

dynamic nuclear polarization (DNP) enhanced solid-state NMR was used. The 

low sensitivity of NMR limits its capability to analyse intrinsically dilute aspects 

of high molecular weight polymers, such as cross-links, chain-ends, and 

interfaces. DNP-enhanced solid-state NMR has not had the same impact on 

polymer analysis as it has in biological and materials science. This may be 

attributed to the discouragingly low enhancements seen and difficult sample 

handling encountered when using traditional DNP methods on polymers. In this 

work, the benefits, and disadvantages of two sample impregnation methods for 

polymer DNP have been shown. Additional benefits of polymer DNP have also 

been demonstrated. Beyond a simple sensitivity enhancement, DNP has been 

shown to provide insight to the dynamics of polymer chains and functional 

groups.    
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1. Introduction 

Reducing our global dependency on finite resources is a vital step in achieving 

climate neutrality in the coming decades. Chemistry and materials research is at 

the forefront of this drive for sustainability. The ability to improve the 

performance of materials which can harness renewable, solar energy or develop 

more sustainable manufacturing processes for materials made from renewable, 

plant-based sources, requires a deep understanding of the relationships between 

the structure, dynamics, and properties of these new innovative materials. Solid-

state nuclear magnetic resonance (NMR) is an incredibly powerful and versatile 

tool which can provide this detailed analysis.     
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1.1. Perovskites 

The burning of fossil fuels is not only environmentally damaging due to the 

release of greenhouse gasses, it also relies on finite resources and is not a 

sustainable long-term energy source. To harness renewable, solar energy, solar 

cells are used to convert the light energy into electricity. These solar cells already 

provide some of the cheapest energy generation available in many countries1 

and the global power generation from solar energy continues to increase year on 

year. However, to meet the targets set to reach Net Zero Emissions by 2050,2 

there must continue to be more investment and development in solar energy 

technology. 

Hybrid perovskite materials have, in recent years demonstrated their potential 

as solar cells. Although the photoconversion efficiencies of hybrid perovskite 

based solar cells were initially low, recent developments have seen a rapid 

increase in the efficiencies of these materials, reaching close to the theoretical 

limit.3 These hybrid perovskite materials have the  potential to be a high-scale 

and low-cost competitor to traditional Si-based solar cells. However, 

overcoming key issues related to their sustainability must be addressed before 

they are commercially viable. 

1.2. Polymers 

In the early 20th century the development of synthetic plastics from polymers 

was heralded as a great revolution with many benefits. Indeed, the diversity of 

polymers provides an incredibly versatile array of plastics with desirable 

properties. What was not anticipated at the time, were the problems associated 

with an overreliance of plastic and poor waste management. Towards the latter 

half of the 20th century, concerns of the environmental impact of plastic began 

to arise. 1969 saw the first reports of plastic debris in the guts of seabirds,4 and 

since then, reporting on plastic contamination in the ocean and the impact of 

plastics on wildlife and humans intensified.5–7 

Despite the harm caused by plastics, it is unrealistic to expect that they will be 

replaced by a different class of material given so much of the modern world has 
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been moulded by the availability of plastic. Without these materials many recent 

technological advances would not be possible. A solution to avoiding the 

growing pollution by plastic materials is to develop alternative polymer 

feedstocks which are derived from a cleaner, renewable source, and which are 

biodegradable or more easily recycled.  

1.3. Thesis Overview 

A theoretical overview of the principals of NMR which pertain to this thesis is 

given in Chapter 2. This includes an introduction of the internal and external 

interactions which make NMR such a powerful technique, the phenomenon of 

relaxation, and the theory and practical aspects of DNP. 

Chapter 3 provides an overview of some of the theoretical concepts and practical 

details of the experimental procedures used in this thesis. Details of phase 

cycling, spin echoes, double-quantum NMR, heteronuclear decoupling cross 

polarization, and DNP experiments are covered in this chapter.  

The experimental results of this thesis are presented in Chapters 4, 5, and 6. 

Chapter 4 presents 1H NMR investigations of MAPbI3 which are focused on 

identifying the presence and diffusion of hydrogen defects. This involves the use 

of static and MAS NMR, VT NMR, and spectral editing.  

Chapters 5 and 6 are focused on sample preparation for DNP-enhanced NMR of 

polymers. Chapter 5 is centred on optimizing the radical solution used for 

polymer DNP. This optimization includes selecting the appropriate radical and 

solvent combination, the importance of deuteration of the solvent, the role of a 

‘glass-former’, and crucially the ideal volume of radical solution. Chapter 6 

introduces a new matrix-free method of sample preparation using supercritical 

CO2. The use of scCO2 impregnation for poly(ethylene oxide), polystyrene, and 

more complex core-shell polymer particles is demonstrated and the conditions 

of scCO2 impregnation are investigated. The different domains of the scCO2 

impregnated core-shell polymers are investigated by exploiting the cross-

relaxation induced by methyl dynamics of the shell portion.  

In Chapter 7, general conclusions of the work presented are summarized and the 

outlook related to this work are considered.  
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2. Theory 

The work in this thesis is focused on using solid-state NMR and DNP-enhanced 

solid-state NMR as the main experimental techniques. In this chapter, some of 

the basic theory behind these techniques is presented. A full, in-depth review of 

all aspects of NMR theory is not needed here, instead the main concepts which 

are applicable to the experimental work in this thesis are the focus. The material 

here is based on the theory presented in Understanding NMR Spectroscopy (J. 

Keeler),8 Spin Dynamics: Basics of Nuclear Magnetic Resonance (M. H. 

Levitt),9 Solid-State NMR spectroscopy: Principles and Applications (M. J. 

Duer),10 and Solid-State NMR: Basic Principles and Practice (D. C. Apperley, 

R. K. Harris and P. Hodgkinson).11  



 

4 

 

2.1. Solid-state NMR 

2.1.1. The Practical NMR Experiment 

In a standard NMR experiment, a sample is positioned within a coil of 

conducting wire, which is placed within an external magnetic field, 𝐵0. In the 

presence of 𝐵0 the energies of the nuclear spin states are no longer degenerate, 

and their populations are determined by the Boltzmann distribution. This 

distribution leads to a bulk magnetization which lies parallel to 𝐵0. 

This magnetization is perturbed by a second magnetic field, 𝐵1, which is 

generated by applying a current to the coil which generates a radiofrequency 

field. This RF pulse rotates the bulk magnetization into the plane perpendicular 

to 𝐵0. Precession of magnetization in this plane will induce a corresponding 

oscillating current in the coil. Once the applied current is removed and the bulk 

magnetization returns to be parallel to 𝐵0. The induced current in the coil is 

detected and recorded as a Free Induction Decay (FID). The FID is a time 

domain signal of the measured alternating current in the coil and contains all the 

information of the NMR experiment. However, the oscillations in the FID are 

too fast to resolve in the time domain and so the FID is converted from the time 

domain to a frequency spectrum by Fourier transform.   

2.1.2. The Zeeman Interaction  

Intrinsic properties of matter such as mass and charge have clear, measurable 

impact on the physical and chemical properties of nuclei. Spin does not have 

such a physical impact on a given nucleus, but it is this intrinsic property which 

is exploited by NMR to investigate the structures and dynamics of systems at an 

atomic level. 

Nuclear spin angular momentum, 𝑰, is an in an intrinsic property of matter which 

is determined by the number of protons and neutrons within a nucleus and is 

described by the spin quantum number, 𝐼 which takes positive integer or half-

integer values. A nucleus with spin 𝐼 has 2𝐼 + 1 degenerate spin states which 

are described by the magnetic quantum number, 𝑚 
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𝑚𝐼 = −𝐼, −𝐼 + 1, … , 𝐼 − 1, 𝐼 [2.1.2. 1] 

The 𝑧-component of 𝐼 can be quantized as 

𝐼𝑧 = 𝑚𝐼ℏ [2.1.2. 2] 

For a nucleus with 𝐼 =
1

2
, 𝑚 can take values of +

1

2
 or −

1

2
 and so 

𝐼𝑧 = ±
1

2
[2.1.2. 3] 

Nuclei with 𝐼 > 0, have an intrinsic magnetic moment and are described as 

‘NMR active’. The magnetic dipole moment, 𝝁, is related to 𝑰 as 

𝝁 = 𝛾𝑰 [2.1.2. 4] 

where 𝛾 is the gyromagnetic ratio which is an intrinsic property of each type of 

nucleus. The interaction of the magnetic moment with an external magnetic 

field, 𝑩𝟎 is known as the Zeeman interaction and induces a loss of degeneracy 

of the nuclear spin states. The energy associated with this is  

𝐸 = −𝝁𝑩𝟎 [2.1.2. 5] 

By convention, 𝐵0 is considered to lie on the 𝑧-axis and so if we consider the 

𝑧-component of a 𝐼 =
1

2
 nucleus, the energy of the nuclear spin states can be 

described as 

𝐸 = ±𝑚𝐼𝛾𝐵0 [2.1.2. 6] 

𝐸 = ±
1

2
𝛾𝐵0 [2.1.2. 7] 

As transitions between these energy levels are only visible in NMR if 

Δ𝑚𝐼 = ± 1, the observable transitions are all degenerate with an energy  

Δ𝐸 = −𝛾𝐵0 [2.1.2. 8] 

This is equal to the difference in energy between the two Zeeman states and can 

be described in terms of angular frequency as 

Δ𝐸 = 𝜔0 [2.1.2. 9] 
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where 𝜔0 = −𝛾𝐵0 is the Larmor frequency which is the frequency of precession 

of bulk magnetization measured in an NMR experiment. As the gyromagnetic 

ratio is constant and intrinsic to a particular nuclear species, at any given field 

strength, the Larmor frequency is also an intrinsic characteristic. 

The Zeeman interaction, giving rise to the measurable Larmor frequency, 

provides insight to distinguish between different nuclear species. However, 

NMR would not be a particularly interesting spectroscopic tool if this was the 

only knowledge it provided. Interactions between neighbouring spins result in 

subtle shifts in the Zeeman energy and provide the valuable insight to the local 

environment of a nucleus which makes NMR such a powerful technique. 

2.1.3. The Quantum Mechanical Approach 

When nuclear spins interact with one another it is necessary to use a quantum 

mechanical description of the NMR experiment.  

In quantum mechanics the physical state of any system can be represented by a 

wavefunction 𝜓. The value of some observable of this system can be extracted 

from the wavefunction by an operator �̂�, which represents the desired 

observable, 𝐴.  

�̂�|𝜓⟩ = 𝐴 [2.1.3. 1] 

The average value of the observable is the expectation value ⟨𝐴⟩ 

⟨𝐴⟩ = ⟨𝜓|�̂�|𝜓⟩ [2.1.3. 2] 

The energy levels of a wavefunction are given by the time dependent 

Schrödinger equation 

𝑖ℏ
𝑑|𝜓⟩

𝑑𝑡
= �̂�|𝜓⟩ [2.1.3. 3] 

where �̂� is the Hamiltonian, or energy operator for the system. It is possible to 

simplify this description if the system is closed and all energy is conserved. In 

this case the energy of the system can be described by the time independent 

Schrödinger equation 

�̂�|𝜓⟩ = 𝐸|𝜓⟩ [2.1.3. 4] 
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The Hamiltonian for a nuclear spin system can be represented as a linear 

combination of the Hamiltonians for individual interactions of the spin system 

�̂� = �̂�𝑍 + �̂�𝑅𝐹 + �̂�𝐶𝑆 + �̂�𝐷𝐷 + �̂�𝐽 + �̂�𝑄 [2.1.3. 5] 

where �̂�𝑍 is the Zeeman Hamiltonian, �̂�𝑅𝐹 is the radiofrequency Hamiltonian, 

�̂�𝐶𝑆 is the chemical shielding Hamiltonian, �̂�𝐷𝐷 is the dipolar coupling 

Hamiltonian, �̂�𝐽 is the J-coupling Hamiltonian and �̂�𝑄 is the quadrupolar 

coupling Hamiltonian.  

Analogous to Equation [2.1.2.5], the Zeeman Hamiltonian describes the 

interaction of a magnetic moment and a magnetic field 

�̂�𝑍 = −�̂� ∙ �̂� = −�̂�𝑧𝐵0 = −𝛾𝐼𝑧𝐵0 [2.1.3. 6] 

where 𝐼𝑧 is the 𝑧 component of the spin angular momentum operator. To solve 

the Zeeman Hamiltonian, it is necessary to first consider the spin angular 

momentum operators.  

2.1.4. Angular Momentum Operators 

A spin system is described by nuclear spin wavefunction, |𝐼, 𝑚⟩, where 𝐼 is the 

spin angular momentum operator and 𝑚 is the magnetic quantum number. The 

operators representing spin angular momentum are 𝐼𝑧 , 𝐼𝑥, 𝐼𝑦 and 𝐼2, the first three 

representing the 𝑧, 𝑥 and 𝑦 components of nuclear spin angular momentum and 

the final is the total spin. The wavefunction |𝐼,𝑚⟩ is an eigenstate of the 

operators 𝐼2 and 𝐼𝑧  

𝐼2|𝐼,𝑚⟩ = 𝐼(𝐼 + 1)|𝐼,𝑚⟩ [2.1.4. 1] 

𝐼𝑧|𝐼,𝑚⟩ = 𝑚|𝐼,𝑚⟩ [2.1.4. 2] 

For 𝐼 =
1

2
, the eigenstates are labelled as |𝛼⟩ and |𝛽⟩ such that 

𝐼𝑧|𝛼⟩ =
1

2
|𝛼⟩         𝐼𝑧|𝛽⟩ = −

1

2
|𝛽⟩ [2.1.4. 3] 

𝐼𝑥 and 𝐼𝑦 operators correspond to the x and y components of angular momentum 

but are often expressed as raising and lowering operators, 𝐼+ and 𝐼− 
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𝐼𝑥 =
1

2
(𝐼+ + 𝐼−)        𝐼𝑦 = −

𝑖

2
(𝐼+ − 𝐼−) [2.1.4. 4] 

so called because of their effect on the eigenstate |𝑚⟩ 

𝐼+|𝛼⟩ = 0    𝐼+|𝛽⟩ = |𝛼⟩    and     𝐼−|𝛼⟩ = |𝛽⟩    𝐼−|𝛽⟩ = 0 [2.1.4. 5] 

To describe the total wavefunction of a spin 𝐼 =
1

2
, a linear combination of the 

two eigenstates is used. This is known as a superposition state 

|𝜓⟩ = 𝑐𝛼|𝛼⟩ + 𝑐𝛽|𝛽⟩       ⟨𝜓| = 𝑐𝛼
∗ ⟨𝛼| + 𝑐𝛽

∗⟨𝛽| [2.1.4. 6] 

where 𝑐𝛼 and 𝑐𝛽  are time-dependant coefficients which define the weighting of 

each state and 𝑐𝛼
∗  and 𝑐𝛽

∗  are their complex conjugates. 

The expectation values for the spin operators are therefore  

⟨𝐼𝑧⟩ = 𝑐𝛼𝑐𝛼
∗ ⟨𝛼|𝐼𝑧|𝛼⟩ + 𝑐𝛼𝑐𝛽

∗⟨𝛼|𝐼𝑧|𝛽⟩ + 𝑐𝛽𝑐𝛼
∗ ⟨𝛽|𝐼𝑧|𝛼⟩ + 𝑐𝛽𝑐𝛽

∗⟨𝛽|𝐼𝑧|𝛽⟩ 

⟨𝐼𝑧⟩ =
1

2
(𝑐𝛼𝑐𝛼

∗ − 𝑐𝛽𝑐𝛽
∗) [2.1.4. 7] 

⟨𝐼𝑥⟩ =
1

2
(𝑐𝛼𝑐𝛽

∗ + 𝑐𝛽𝑐𝛼
∗) [2.1.4. 8] 

⟨𝐼𝑦⟩ =
1

2
(𝑐𝛼𝑐𝛽

∗ − 𝑐𝛽𝑐𝛼
∗) [2.1.4. 9] 

2.1.5. The Density Matrix 

When the spin system is small a linear combination of states can be useful, 

however for large spin systems and when 𝐼 >
1

2
, this approach can become 

overwhelming, and it is easier to work with a matrix notation. 

For 𝐼 =
1

2
, an operator �̂� in the eigenbasis of 𝐼𝑧, can be described by the matrix 

𝑨 = (
𝐴𝛼𝛼 𝐴𝛽𝛼
𝐴𝛼𝛽 𝐴𝛽𝛽

) = (
⟨𝛼|�̂�|𝛼⟩ ⟨𝛽|�̂�|𝛼⟩

⟨𝛼|�̂�|𝛽⟩ ⟨𝛽|�̂�|𝛽⟩
) [2.1.5. 1] 

The superposition states for |𝛼⟩ and |𝛽⟩ may be described as vectors 

|𝜓⟩ = (
𝑐𝛼
𝑐𝛽
)      ⟨𝜓| = (𝑐𝛼

∗ 𝑐𝛽
∗
) [2.1.5. 2] 

The expectation value of an operator using these definitions is 
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⟨𝐴⟩ = ⟨𝜓|�̂�|𝜓⟩ 

= (𝑐𝛼
∗ 𝑐𝛽

∗
) (
𝐴𝛼𝛼 𝐴𝛼𝛽
𝐴𝛽𝛼 𝐴𝛽𝛽

) (
𝑐𝛼
𝑐𝛽
) [2.1.5. 3] 

= 𝑐𝛼𝑐𝛼
∗𝐴𝛼𝛼 + 𝑐𝛽𝑐𝛼

∗𝐴𝛼𝛽 + 𝑐𝛼𝑐𝛽
∗𝐴𝛽𝛼 + 𝑐𝛽𝑐𝛽

∗𝐴𝛽𝛽  

As this expression includes the products of coefficients, rather than the 

coefficients themselves, it suggests it is possible to represent the wavefunction 

in terms of these products as 

|𝜓⟩⟨𝜓| = (
𝑐𝛼
𝑐𝛽 
) (𝑐𝛼

∗ 𝑐𝛽
∗
) = (

𝑐𝛼𝑐𝛼
∗ 𝑐𝛼𝑐𝛽

∗

𝑐𝛽𝑐𝛼
∗ 𝑐𝛽𝑐𝛽

∗) [2.1.5. 4]  

For an ensemble of spins, this description of the system is known as the density 

operator  

�̂� = |𝜓⟩⟨𝜓|̅̅ ̅̅ ̅̅ ̅̅ ̅ [2.1.5. 5]  

where the overbar refers to the ensemble average of the spins.  

The density operator is a more complete and effective method to describe the 

bulk magnetization of a system with a large number of spins than a linear 

superposition state. 

In the same way as for an isolated spin, the expectation value can be found for 

an ensemble of spins by applying the density operator to the system. The product 

of the density operator and the operator acting on the system for an ensemble of 

isolated 𝐼 =
1

2
 nuclei is 

𝝆𝑨 = (
𝑐𝛼𝑐𝛼

∗ 𝑐𝛼𝑐𝛽
∗

𝑐𝛽𝑐𝛼
∗ 𝑐𝛽𝑐𝛽

∗) (
𝐴𝛼𝛼 𝐴𝛽𝛼
𝐴𝛼𝛽 𝐴𝛽𝛽

) 

= (
𝑐𝛼𝑐𝛼

∗𝐴𝛼𝛼 + 𝑐𝛼𝑐𝛽
∗𝐴𝛽𝛼 𝑐𝛼𝑐𝛼

∗𝐴𝛼𝛽 + 𝑐𝛼𝑐𝛽
∗𝐴𝛽𝛽

𝑐𝛽𝑐𝛼
∗𝐴𝛼𝛼 + 𝑐𝛽𝑐𝛽

∗𝐴𝛽𝛼 𝑐𝛽𝑐𝛼
∗𝐴𝛼𝛽 + 𝑐𝛽𝑐𝛽

∗𝐴𝛽𝛽
) [2.1.5. 6] 

The trace (Tr) of this matrix corresponds to the expectation value in Equation 

[2.1.5.3] and so the expectation value of an ensemble of spins can be defined as 

⟨𝐴⟩ = 𝑇𝑟{𝝆𝑨} [2.1.5. 7]  
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Examining the density matrix, 𝝆, and comparing to Equations [2.1.4.7-9], it can 

be seen that ⟨𝐼𝑧⟩ is determined by the diagonal elements of the matrix, and ⟨𝐼𝑥⟩ 

and ⟨𝐼𝑦⟩ are determined by the off-diagonal elements.  

Representing the coefficients as the product of a coefficient and a phase 

constant, 𝜙, allows for a clearer understanding of what these diagonal and 

off-diagonal elements represent. If 𝑐𝛼 = 𝑎𝛼𝑒
𝑖𝜙𝛼  and 𝑐𝛽 = 𝑎𝛽𝑒

𝑖𝜙𝛽  the density 

matrix is 

𝝆 = (
𝑎𝛼
2 𝑎𝛼𝑎𝛽𝑒

𝑖(𝜙𝛼−𝜙𝛽)

𝑎𝛼𝑎𝛽𝑒
𝑖(𝜙𝛽−𝜙𝛼) 𝑎𝛽

2
) [2.1.5. 8] 

The dependence of the off-diagonal elements on the phase indicates that for a 

system of spins that exist in different states, these off-diagonal terms will 

average to zero. In this case, only the diagonal elements remain and represent 

the populations for the state. In an ensemble of spins which exist in the same 

state, 𝑒𝑖(𝜙𝛽−𝜙𝛼) has a non-zero value and the off-diagonal elements are retained. 

This is known as a phase coherence between states, and it is these coherence 

states which are observable in an NMR experiment.  

The coherence order of a density matrix, 𝑝𝛼𝛽, characterizes the phase coherence 

and is defined as 

𝑝𝛼𝛽 = 𝑚𝛼 −𝑚𝛽 [2.1.5. 9] 

where 𝑚𝛼 and 𝑚𝛽 are the magnetic quantum numbers for states |𝛼⟩ and |𝛽⟩. 

Considering the off-diagonal elements of the density matrix which represent 

both the coherence of states and the expectation values of the 𝑥 and 𝑦 

components of 𝐼, it becomes clear that the observation of coherence requires 

magnetization to be in the 𝑥𝑦-plane.  
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2.1.6. The Time-dependence of the Density 

Operator 

The generation of transverse magnetization and the evolution of the precession 

are time-dependent, and so it is appropriate to consider the density operator as a 

time-dependent function. Differentiating 𝜌 with respect to time gives 

𝑑�̂�(𝑡)

𝑑𝑡
=
𝑑

𝑑𝑡
(|𝜓⟩⟨𝜓|) 

= ((
𝑑

𝑑𝑡
|𝜓⟩) ⟨𝜓|) + (|𝜓⟩ (

𝑑

𝑑𝑡
⟨𝜓|)) [2.1.6. 1]  

The time-dependent Schrödinger equations (TDSE) for |𝜓⟩ and ⟨𝜓| are 

𝑑

𝑑𝑡
|𝜓⟩ = −𝑖�̂�|𝜓⟩ [2.1.6. 2] 

𝑑

𝑑𝑡
⟨𝜓| = 𝑖⟨𝜓|�̂� [2.1.6. 3] 

Substituting these into Equation [2.1.6.1] gives  

𝑑�̂�(𝑡)

𝑑𝑡
= −𝑖�̂�|𝜓⟩⟨𝜓| + 𝑖|𝜓⟩⟨𝜓|�̂� 

= −𝑖 (�̂�, �̂�(𝑡)) [2.1.6. 4] 

 

This is known as the Liouville von-Neumann equation. The solution to this 

equation for a time-independent Hamiltonian is 

�̂�(𝑡) = 𝑒−𝑖�̂�𝑡�̂�(0)𝑒𝑖�̂�𝑡 [2.1.6. 5]  

where �̂�(𝑡) and �̂�(0) are the density operators at time 𝑡 and time zero. If the 

density operator at 𝑡 = 0 and the Hamiltonian are known, the density operator 

at 𝑡 = 𝑡 can be calculated.  

If during the time-period between 0 and 𝑡, the Hamiltonian remains constant a 

propagator, �̂�(𝑡) can be defined as 

�̂�(𝑡) = 𝑒−𝑖�̂�𝑡 [2.1.6. 6] 
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If the Hamiltonian does not remain constant during this time-period, the 

propagator can be divided into a series of Hamiltonians in chronological order  

�̂�(𝑡) = 𝑒−𝑖�̂�𝑛𝑡𝑛 …𝑒−𝑖�̂�1𝑡1 [2.1.6. 7] 

In either case, the Liouville von-Neumann equation can be expressed in terms 

of these propagators as  

�̂�(𝑡) = �̂�(𝑡)�̂�(0)�̂�(𝑡)−1 [2.1.6. 8] 

Using this equation allows the effect of an NMR pulse sequence to be followed 

during a specified time period. 

2.1.7. Hamiltonians and Interactions 

Each Hamiltonian can be represented by a general form by a Cartesian tensor 

�̂� = �̂� ∙ Λ̃ ∙ �̂� = (𝐼𝑥 𝐼𝑦 𝐼𝑧)(

Λ𝑥𝑥 Λ𝑥𝑦 Λ𝑥𝑧
Λ𝑦𝑥 Λ𝑦𝑦 Λ𝑦𝑧
Λ𝑧𝑥 Λ𝑧𝑦 Λ𝑧𝑧

)(

�̂�𝑥
�̂�𝑦

�̂�𝑧

) [2.1.7. 1] 

where Λ̃ is a second rank tensor, 𝐼 is a spin operator and �̂� can be either another 

spin operator or an external field. 

Expressed in these terms, the Zeeman Hamiltonian which describes the 

interaction between the spin operator 𝐼 and an external magnetic field �̂�0 is 

�̂�𝑍 = �̂� ∙  �̃� ∙ �̂�0 [2.1.7. 2] 

where  

�̃� = −𝛾 (
1 0 0
0 1 0
0 0 1

) [2.1.7. 3] 

The Zeeman Hamiltonian defines the ‘Laboratory frame’ in which the 

experiment takes place and that all other interactions are referenced to. The 

magnetic field and the magnetization of the spins are aligned with the 𝑧-axis 

such that the familiar Zeeman Hamiltonian is 

�̂�𝑧 = −𝛾𝐵0𝐼𝑧 = 𝜔0𝐼𝑧 [2.1.7. 4] 
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Visualization of the other interactions relative to the laboratory frame can be 

complex and the preferred frame of reference is the principal axis system (PAS). 

For each Hamiltonian, there is a PAS in which the second rank tensor, Λ̃, only 

has diagonal non-zero elements  

Λ̃𝑃𝐴𝑆 = (

Λ𝑥𝑥 0 0
0 Λ𝑦𝑦 0

0 0 Λ𝑧𝑧

) [2.1.7. 5] 

However, this PAS does not coincide with the laboratory frame and must 

undergo frame rotation to bring them into coincidence. To define this 

transformation in three-dimensions, three angles must be used. These are known 

as Euler angles and are expressed as 𝛼, 𝛽 and 𝛾.  

Transformation from the PAS frame to the laboratory frame is achieved by three 

successive rotations of the Euler angles about the original PAS axes. Assigning 

the PAS axes to be 𝑋,𝑌,𝑍 and the laboratory frame axes to be 𝑥,𝑦,𝑧 the 

transformation is performed by an initial rotation of 𝑋,𝑌,𝑍 by 𝛾 about 𝑍; 

followed by a rotation by 𝛽 about 𝑌; and finally a rotation by 𝛼 about 𝑍 bringing 

it to the laboratory frame 𝑥,𝑦,𝑧. 

The expression of this complete rotation is 

�̂�(𝛼, 𝛽, 𝛾) = �̂�𝑍(𝛾)�̂�𝑌(𝛽)�̂�𝑍(𝛼) [2.1.7. 6] 

where �̂�𝑍(𝛾) is a rotation of angle 𝛾 about the 𝑍-axis and is defined as 

�̂�𝑍(𝛾) = 𝑒
−𝑖𝛾𝐼𝑍 [2.1.7. 7] 

The Euler angles 𝛼 and 𝛽 are of particular interest as they define the polar angles 

𝜃 and 𝜙 of the 𝑧-axis in the PAS of chemical shielding anisotropy, which will 

be covered in Section 2.1.8.1.  

2.1.7.1. Radiofrequency Interaction 

The other external, user controlled, component of an NMR experiment is the 

radiofrequency (RF) pulse which generates the transverse magnetization. The 

transverse magnetization is generated because the RF pulse creates a secondary, 

oscillating magnetic field, 𝐵1, perpendicular to 𝐵0. If the oscillation frequency 
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of this RF field, 𝜔𝑅𝐹, is close to 𝜔0 magnetic resonance occurs. An oscillating 

magnetic field aligned along the 𝑥-axis is described as 

𝑩𝟏(𝑡) = 2𝐵1(cos(𝜔𝑟𝑓𝑡 + 𝜙))𝒊 

= 𝐵1(𝑒
𝑖𝜔𝑅𝐹𝑡 + 𝑒−𝑖𝜔𝑅𝐹𝑡)𝒊              𝑖𝑓 𝜙 = 0 [2.1.7. 8] 

where +𝜔𝑅𝐹 and −𝜔𝑅𝐹 are the frequencies of two counter rotating magnetic 

fields. To simplify this, the effects of the RF pulse can be considered in the 

rotating frame which is a coordinate system in which the 𝑧-axis remains aligned 

with 𝐵0 but the 𝑥𝑦-plane rotates around the 𝑧-axis at a frequency of 𝜔𝑅𝐹. In this 

rotating frame, the +𝜔𝑅𝐹 component appears to be static, and the second 

component becomes −2𝜔𝑅𝐹. This allows for a simplified first-order 

approximation where the rotating component  has no effect, and only the static 

component interacts with the nuclear spins.  

The Hamiltonian for an RF pulse can be considered as another Zeeman 

interaction applied along a different axis and can be expressed as  

�̂�𝑅𝐹 = −𝛾𝐼𝑥𝐵1 

= 𝜔1𝐼𝑥 [2.1.7. 9] 

Using the Liouville von Neumann equation to follow the effect of this RF pulse 

with a duration, 𝑡, starts with the expression  

�̂�(𝑡) = 𝑒−𝑖𝜔1𝐼𝑥𝑡�̂�(0)𝑒𝑖𝜔1𝐼𝑥𝑡 [2.1.7. 10] 

Assuming that the system starts at thermal equilibrium, �̂�(0) = 𝐼𝑧, the resulting 

density matrix is 

𝝆(𝑡) =
1

2
(
cos(𝜔1𝑡) 𝑖sin(𝜔1𝑡)

−𝑖sin(𝜔1𝑡) −cos(𝜔1𝑡)
) [2.1.7. 11] 

The expectation values for the spin angular momentum operators can then be 

calculated using Equation [2.1.5.7] 

⟨𝐼𝑥⟩ = 𝑇𝑟{𝝆𝑰𝒙} = 0 [2.1.7. 12] 

⟨𝐼𝑦⟩ = 𝑇𝑟{𝝆𝑰𝒚} = −
1

2
sin(𝜔1𝑡) [2.1.7. 13] 

⟨𝐼𝑧⟩ = 𝑇𝑟{𝝆𝑰𝒛} =
1

2
cos(𝜔1𝑡) [2.1.7. 14] 
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If the nutation frequency of the applied pulse is specified by a flip angle, 𝛽, 

where 

𝛽 = 𝜔1𝑡 =
𝜋

2
[2.1.7. 15] 

it becomes clear that this will result in the population term becoming zero, and 

the coherence term is non-zero. This shows that the RF pulse along the 𝑥-axis 

has rotated the bulk magnetization away from the 𝑧-axis and the magnetization 

now resides in the 𝑥𝑦-plane. 

2.1.8. Internal Interactions 

�̂�𝑖𝑛𝑡 = �̂�𝐶𝑆 + �̂�𝐷𝐷 + �̂�𝐽 + �̂�𝑄 [2.1.8. 1] 

The internal spin interactions which are of interest and will be discussed here 

are the chemical shielding (CS), dipolar coupling (DD), and scalar coupling (J) 

interactions. The quadrupolar interaction only becomes relevant for nuclei with 

𝐼 >
1

2
 and so will not be discussed further here as it has no relevance to the 

experimental work presented.  

In modern NMR experiments, the magnetic fields used are large and so the 

Zeeman interaction will be significantly larger than the internal interactions. 

This allows the internal Hamiltonians to be simplified using the secular 

approximation. The simplified Hamiltonians become a first-order perturbation 

of the Zeeman Hamiltonian and only terms which commute with the Zeeman 

Hamiltonian are retained.  

2.1.8.1. Chemical Shielding Hamiltonian 

Chemical shifts and chemical shielding are the corner stones of NMR 

spectroscopy applications. The chemical shielding interaction is a result of the 

external magnetic field inducing currents within the sample. The local magnetic 

field of any given nuclear spin is a combination of the external magnetic field, 

𝐵0, and the magnetic field induced by the local electronic environment, 𝐵𝑖𝑛𝑑 

𝐵𝑙𝑜𝑐 = 𝐵0 + 𝐵𝑖𝑛𝑑 [2.1.8. 2] 
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This local magnetic field ‘shields’ the nucleus from 𝐵0 and is highly dependent 

on the electronic structure of a nucleus and its surroundings.  

The induced magnetic field is defined as  

𝐵𝑖𝑛𝑑 = −�̃�𝐵0 [2.1.8. 3] 

where 𝜎 is the chemical shielding tensor, a second-order tensor which describes 

the variation of this field. As the distribution of electrons around a nucleus is not 

necessarily spherical the shielding will be anisotropic. 𝜎 is expressed as 

�̃� =   (

σ𝑥𝑥 σ𝑥𝑦 σ𝑥𝑧
σ𝑦𝑥 σ𝑦𝑦 σ𝑦𝑧
σ𝑧𝑥 σ𝑧𝑦 σ𝑧𝑧

) [2.1.8. 4] 

This results in an expression for 𝐵𝑖𝑛𝑑 where, 

(

𝐵𝑖𝑛𝑑,𝑥
𝐵𝑖𝑛𝑑,𝑦
𝐵𝑖𝑛𝑑,𝑧

) = −(

σ𝑥𝑥 σ𝑥𝑦 σ𝑥𝑧
σ𝑦𝑥 σ𝑦𝑦 σ𝑦𝑧
σ𝑧𝑥 σ𝑧𝑦 σ𝑧𝑧

)(
0
0
𝐵0

) 

𝐵𝑖𝑛𝑑 = −(𝜎𝑥𝑧𝐵0 + 𝜎𝑦𝑧𝐵0 + 𝜎𝑧𝑧𝐵0) [2.1.8. 5] 

assuming that 𝐵0 is along the 𝑧-axis of the laboratory frame. In this expression, 

𝜎𝑦𝑧𝐵0 describes the induced field created in the 𝑦 direction. Thanks to the 

secular approximation, all components which are not parallel to the external 

field can be disregarded and so 𝐵𝑖𝑛𝑑 is simplified to  

𝐵𝑖𝑛𝑑 = −𝜎𝑧𝑧𝐵0 [2.1.8. 6] 

The chemical shielding Hamiltonian is then defined as 

�̂�𝐶𝑆 = 𝛾𝐼𝑧𝜎𝑧𝑧𝐵0 [2.1.8. 7] 

The shielding tensor element, 𝜎𝑧𝑧, is expressed within the laboratory frame as 

𝜎𝑧𝑧 =
1

3
{ ∑ 𝜎𝑗
𝑗=𝑥,𝑦,𝑧

+ ∑ (3cos2 𝜃𝑗 − 1)

𝑗=𝑥,𝑦,𝑧

𝜎𝑗} [2.1.8. 8] 

where 𝜎𝑗  describes the diagonal components of the shielding tensor in the 

principal axis system and 𝜃𝑗  is the angle between the shielding principal axis 𝑗 

and 𝐵0 (the 𝑧-axis in the laboratory frame). 
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The PAS for the chemical shielding tensor is 

�̃�𝑃𝐴𝑆 = (

σ𝑋𝑋
PAS 0 0

0 σ𝑌𝑌
PAS 0

0 0 σ𝑍𝑍
PAS

) [2.1.8. 9] 

The diagonal elements of this PAS can be expressed in terms of three important 

parameters: the isotropic chemical shielding, 𝜎𝑖𝑠𝑜, the chemical shielding 

anisotropy (CSA), 𝜁, and asymmetry, 𝜂. These parameters are defined as 

𝜎𝑖𝑠𝑜 =
1

3
(𝜎𝑋𝑋
𝑃𝐴𝑆 + 𝜎𝑌𝑌

𝑃𝐴𝑆 + 𝜎𝑍𝑍
𝑃𝐴𝑆) [2.1.8. 10] 

𝜁 = 𝜎𝑍𝑍
𝑃𝐴𝑆 − 𝜎𝑖𝑠𝑜 [2.1.8. 11] 

𝜂 =
𝜎𝑋𝑋
𝑃𝐴𝑆 + 𝜎𝑌𝑌

𝑃𝐴𝑆

𝜁
[2.1.8. 12] 

using the Häberlen-Mehring-Speiss convention. It is often more useful to 

consider these parameters in the laboratory frame which requires that the PAS 

is rotated using the rotation matrix presented in Section 2.1.7. By expressing the 

orientation of the PAS with respect to the laboratory frame using the polar 

coordinates, 𝜃 and 𝜙, the expression for 𝜎𝑧𝑧 becomes 

𝜎𝑧𝑧 = 𝜎𝑖𝑠𝑜 +
𝜁

2
(3 cos2 𝜃 − 1 + 𝜂sin2𝜃𝑐𝑜𝑠2𝜙) [2.1.8. 13] 

 

Figure 2.1: Principal axis system in polar coordinates. 
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It is more common in experiments to describe the effects of chemical shielding 

in terms of a chemical shift, 𝛿, which is a measurement of deshielding. It is more 

convenient to refer to the isotropic chemical shift, 𝛿𝑖𝑠𝑜, experimentally as it 

describes the frequency of precession under the induced magnetic field, with 

respect to a reference sample. This results in a measured value that is field 

independent and therefore is ideal for comparison across many types of NMR 

experiment. The chemical shift is related to chemical shielding by  

𝛿𝑖𝑠𝑜 =
𝜈 − 𝜈𝑟𝑒𝑓

𝜈𝑟𝑒𝑓
× 106 =

𝜎𝑟𝑒𝑓 − 𝜎

1 − 𝜎𝑟𝑒𝑓
× 106 [2.1.8. 14] 

where 𝜈 is the precession frequency of the sample and 𝜈𝑟𝑒𝑓 is the precession 

frequency of a reference sample. The chemical shift is conventionally quoted in 

parts per million (ppm) as the perturbation of the Larmor frequency due to 

chemical shielding is very small.  

2.1.8.2. Dipolar Coupling Hamiltonian 

Dipolar coupling is the effect of a through-space interaction between the 

magnetic moments of two nuclei. Dipolar coupling can occur between two of 

the same nuclei (homonuclear) or between two different nuclei (heteronuclear). 

This interaction is dependent on the internuclear distance and the orientation of 

the internuclear vector relative to 𝐵0. 
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Figure 2.2: Dipolar interaction between two spins which are separated by the 

distance r and the internuclear vector is positioned at angle θ to the external 

magnetic field 𝐵0. 

  

The dipolar coupling Hamiltonian for two coupled spins, �̂� and �̂�, is 

�̂�𝐷𝐷 =∑�̂��̃�𝐼𝑆�̂� [2.1.8. 15] 

where �̃� is the traceless and axially symmetric dipolar coupling tensor which 

describes how the magnetic field which spin 𝐼 experiences due to the field of 

spin 𝑆, varies depending on the orientation of the 𝐼-𝑆 internuclear vector. In the 

PAS, �̃�𝐼𝑆 is expressed as 

�̃�𝐼𝑆
𝑃𝐴𝑆 =

(

 
 
−
𝑑𝐼𝑆
2

0 0

0 −
𝑑𝐼𝑆
2

0

0 0 𝑑𝐼𝑆)

 
 

[2.1.8. 16] 

The dipolar coupling constant, 𝑑𝐼𝑆, is defined as 

𝑑𝐼𝑆 =
𝜇0𝛾𝐼𝛾𝑆
4𝜋𝑟3

[2.1.8. 17] 

where 𝜇0 is the permeability constant and 𝑟 is the internuclear distance.  

It is possible and simpler to consider this interaction in classical terms, where 

the energy of interaction between two magnetic dipoles 𝜇𝐼 and 𝜇𝑆 is defined as 



 

20 

 

𝐸 =
𝜇0
4𝜋
(
𝝁𝑰 ∙ 𝝁𝑺
𝑟3

− 3
(𝝁𝑰 ∙ 𝒓)(𝝁𝑺 ∙ 𝒓)

𝑟5
) [2.1.8. 18] 

Where 𝜇0 is the permeability constant, 𝒓 is the 𝐼-𝑆 internuclear vector and 𝑟 is 

the internuclear distance. 

The Hamiltonian is then defined by using the definition of 𝝁 given in Equation 

[2.1.2.4] 

�̂�𝐷𝐷 =
𝜇0𝛾𝐼𝛾𝑆
4𝜋𝑟3

(�̂� ∙ �̂� − 3
(�̂� ∙ 𝒓)(�̂� ∙ 𝒓)

𝑟2
) [2.1.8. 19] 

Using polar coordinates to represent the vector 𝒓  

𝒓 = (𝑟𝑥, 𝑟𝑦, 𝑟𝑧) = (𝑟𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙, 𝑟𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜙, 𝑟𝑐𝑜𝑠𝜃) [2.1.8. 20] 

The Hamiltonian can be rewritten as 

�̂�𝐷𝐷 = 𝑑𝐼𝑆 (𝐼𝑥�̂�𝑥 + 𝐼𝑦�̂�𝑦 + 𝐼𝑧�̂�𝑧

− 3(𝐼𝑥𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙 + 𝐼𝑦𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜙

+ 𝐼𝑧𝑐𝑜𝑠𝜃)(�̂�𝑥𝑠𝑖𝑛𝜃𝑐𝑜𝑠𝜙 + �̂�𝑦𝑠𝑖𝑛𝜃𝑠𝑖𝑛𝜙

+ �̂�𝑧𝑐𝑜𝑠𝜃))  

[2.1.8. 21] 

In a strong external magnetic field, the secular approximation means that this 

can be simplified considerably to  

�̂�𝐷𝐷
𝐻𝑂𝑀 =

𝑑𝐼𝑆
2
(1 − 3 cos2 𝜃)(3𝐼𝑧�̂�𝑧 − �̂� ∙ �̂�) [2.1.8. 22] 

where 𝜃 is the angle between the internuclear vector and 𝐵0. This result is the 

secular dipolar coupling Hamiltonian for two homonuclear coupled spins.  

If the homonuclear dipolar Hamiltonian is expanded slightly using the 

expression where �̂� ∙ �̂� = 𝐼𝑥�̂�𝑥 + 𝐼𝑦�̂�𝑦 + 𝐼𝑧�̂�𝑧, 

�̂�𝐷𝐷
𝐻𝑂𝑀 =

𝑑𝐼𝑆
2
(1 − 3 cos2 𝜃) (2𝐼𝑧�̂�𝑧 − (𝐼𝑥�̂�𝑥 + 𝐼𝑦�̂�𝑦)) [2.1.8. 23] 

The matrix representations for the spin angular momentum operators in this 

equation are 
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𝟐𝑰𝒛𝑺𝒛 =

(

 
 
 
 
 

1

2
0 0 0

0 −
1

2
0 0

0 0 −
1

2
0

0 0 0
1

2)

 
 
 
 
 

  𝑰𝒙𝑺𝒙 + 𝑰𝒚𝑺𝒚 =   

(

  
 

0 0 0 0

0 0
1

2
0

0
1

2
0 0

0 0 0 0)

  
 
   [2.1.8. 24] 

For heteronuclear dipolar coupling, only the 𝟐𝑰𝒛𝑺𝒛 term is present, and the 

Hamiltonian has the form 

�̂�𝐷𝐷
𝐻𝐸𝑇 =

𝑑𝐼𝑆
2
(1 − 3 cos2 𝜃)2𝐼𝑧�̂�𝑧 [2.1.8. 25] 

In solid-state NMR, measuring the homonuclear dipolar coupling can provide 

valuable information about the structure and dynamics of a sample. The 

presence of the 𝐼𝑥�̂�𝑥 + 𝐼𝑦�̂�𝑦 term in the secular homonuclear dipolar coupling 

Hamiltonian results in broad spectral lines which cannot be fully removed. In an 

anisotropic sample – such as a solid - there will be a range of preferred molecular 

orientations. The residual dipolar coupling (RDC) is a measurement of an 

average of the dipolar coupling of a range of orientations and is expressed as  

𝑑𝑟𝑒𝑠 = 𝑑𝐼𝑆⟨1 − 3 cos2 𝜃⟩̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ [2.1.8. 26] 

The degree of order of a sample, 𝑆, can be calculated from the RDC and the 

dipolar coupling constant defined in Equation [2.1.8.17]  

𝑆2 = (
𝑑𝑟𝑒𝑠
𝑑𝐼𝑆

)
2

[2.1.8. 27] 

2.1.8.3. Scalar Coupling Hamiltonian 

In addition to the ‘through-space’ dipolar interaction, nuclear spins can also 

interact with each other via their shared electron density, or ‘through-bonds’. 

This through-bond interaction is known as scalar, indirect, or J-coupling.  

This coupling is a result of one nuclear spin polarizing an electron spin, this 

results in polarization of the other electron spin in the bond (due to the Pauli 

exclusion principal) and this in turn polarizes the second nuclear spin. This 

indirect interaction of nuclei along with the chemical shift, is what links NMR 
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directly to chemistry, as it provides a spectroscopic view of chemical bonds. In 

the solid state, scalar coupling is rarely observed directly as the linewidths are 

typically too broad. Nevertheless, scalar coupling can be used in the solid state 

to transfer polarization which is a valuable technique to improve spectral 

resolution and to indirectly identify chemical bonds. 

The Hamiltonian for the scalar coupling of two spins, �̂� and �̂�, takes a similar 

form to the dipolar Hamiltonian 

�̂�𝐽 =∑�̂� 𝐽𝐼𝑆�̂� [2.1.8. 28] 

Similar to the dipolar interaction, scalar coupling has both isotropic and 

anisotropic components. However, the J-anisotropy is usually disregarded due 

to its small magnitude in comparison to the dipolar coupling. The isotropic scalar 

coupling of course has no orientational dependence and it is equal to the average 

of the trace of the tensor, 𝐽𝐼𝑆 

𝐽𝐼𝑆 =
1

3
(𝐽𝑥𝑥 + 𝐽𝑦𝑦 + 𝐽𝑧𝑧) [2.1.8. 29] 

2.1.9. Magic Angle Spinning 

In solution-state NMR the rapid, internal motion of a sample averages out any 

anisotropic interactions which results in spectra with high-resolution signals 

making solution-state NMR an excellent tool for detailed chemical structural 

elucidation. In the solid state there is no such internal motion of the sample and 

so the CSA and dipolar couplings give rise to broad, featureless spectra. To 

average these anisotropic interactions in solids, macroscopic motion is used. In 

magic angle spinning (MAS), the spin system is rotated about an axis at the 

magic angle, 𝜃𝑚 = 54.74°, with respect to the magnetic field, 𝐵0. 
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Figure 2.3: Schematic representation of the set-up of a sample in MAS NMR.  

Green arrows represent the rotation of the sample around an axis which is 

aligned at an angle 𝜃𝑚 to the external magnetic field, 𝐵0.  

 

All internal NMR interactions have a common dependency on the orientation of 

the system with respect to the magnetic field which is proportional to 

(3 cos2 𝜃 − 1). If a sample is spun about an axis at the angle 𝜃𝑚, then the angle 

describing the orientation of the molecule is constantly varied by this motion. 

The average of (3 cos2 𝜃 − 1) in this situation is 

〈3 cos2 𝜃 − 1〉 =
1

2
(3 cos2 𝜃𝑚 − 1)(3 cos

2 𝛽 − 1) [2.1.9. 1] 

where β is the angle between the axis of rotation and the principal shielding 

tensor 𝑧-axis which can take all possible values in a powdered sample. 𝜃𝑚  on 

the other hand is a fixed, user defined value meaning that (3 cos2 𝜃𝑚 − 1) is a 

scaling factor for all values of 𝜃. When 𝜃𝑚 = 54.74°, the scaling factor is zero 

and so the secular chemical shielding Hamiltonian becomes 

�̂�𝐶𝑆
𝑀𝐴𝑆 = −𝛾𝐼𝑧𝐵0𝜎𝑖𝑠𝑜 [2.1.9. 2] 

And thus, only the isotropic chemical shift is influential. 

MAS is also capable of partially reducing the effect of dipolar, scalar and 

quadrupolar coupling on a spectrum as these internal spin interactions also have 

a dependency on the orientation of the molecule in the magnetic field. 
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2.1.10. Spin Diffusion 

The exchange of energy between spins during a flip-flop transition is spin 

diffusion. The rate of spin diffusion, 𝑊, between two identical spins, 𝐼 and 𝑆 

separated by distance 𝑟𝐼𝑆 is given by 

𝑊𝐼𝑆 =
1

8√2
ℏ2𝛾4𝑇2[1 − 3 cos

2 𝜃𝐼𝑆]
2𝑟𝐼𝑆
−6 [2.1.10. 1] 

Since the rate of flip-flop transitions diminishes with 𝑟−6, it can be assumed that 

this exchange of energy only happens with nearest neighbours and so can be 

represented by a random walk. The spin diffusion is then represented by a 

differential equation 

𝑑𝑴

𝑑𝑡
= 𝐷 ∙ Δ𝑴 [2.1.10. 2] 

where D is the nuclear spin diffusion coefficient and is defined as 

𝐷 =∑𝑊𝐼𝑆 ∙ 𝑟𝐼𝑆
2

𝑆≠𝐼

[2.1.10. 3] 

Spin diffusion is a vital process in many solid-state NMR experiments, and 

particularly in dynamic nuclear polarization. 

2.1.11. Relaxation 

Relaxation is responsible for the return of the bulk magnetization to equilibrium 

after perturbation of the system. There are two major relaxation mechanisms: 

spin-lattice (or longitudinal) relaxation which has a time constant 𝑇1 and 

spin-spin (or transverse) relaxation which has time constant 𝑇2. Relaxation is 

driven by fluctuations in the local magnetic field due to molecular motion. For 

a 𝐼 =
1

2
 nucleus, it is primarily the dipolar coupling and the CSA which 

contribute most to the fluctuating magnetic field. 

The simplest way to describe this is by using the phenomenological Bloch 

equations. If an ensemble of nuclei is placed within in external magnetic field, 

the magnetization is described by  
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𝑀𝑧(𝑡) = 𝑀𝑒𝑞 (1 − 𝑒
−𝑡 𝑇1
⁄ ) [2.1.11. 1] 

𝑀𝑥(𝑡) = 𝑀𝑒𝑞 sin(𝜔0𝑡) (𝑒
−𝑡 𝑇2
⁄ ) [2.1.11. 2] 

𝑀𝑦(𝑡) = 𝑀𝑒𝑞 cos(𝜔0𝑡) (𝑒
−𝑡 𝑇2
⁄ ) [2.1.11. 3] 

where 𝑀𝑖(𝑡) is the bulk magnetization along the 𝑖-axis at time 𝑡 and 𝑀𝑒𝑞 is the 

bulk magnetization at equilibrium. The key parameters in these equations are 𝑇1 

and 𝑇2, the spin-lattice and spin-spin relaxation times. It can be seen from the 

Bloch equations that spin magnetization builds up along the 𝑧-axis exponentially 

with 𝑇1. This decay is the result of a return of the magnetization to the 

equilibrium state. Magnetization in the 𝑥𝑦-plane decays exponentially with 𝑇2, 

this relaxation is a result of the dephasing of magnetization as it precesses in the 

transverse plane at different frequencies. 

The local magnetic fields which cause relaxation of the 𝑧 magnetization, also 

affect the 𝑥 and 𝑦 components and cause transverse relaxation. This contribution 

to transverse relaxation is the non-secular relaxation. The secular contribution 

to transverse relaxation is the relaxation due to inhomogeneity of the 

𝑧-component of the local magnetic field. This results in slight differences of the 

Larmor frequencies of individual spins and causes dephasing of the 𝑥𝑦 

magnetization. 

This description of relaxation is sufficient if the system only contains one 

nuclear species as 𝑇1 and 𝑇2 here describe the auto-relaxation of a nuclear spin. 

In a multi-nuclear system, there are additional cross-correlated and cross-

relaxation mechanisms which require a more detailed description but allows the 

NMR relaxation to be coupled to the underlying molecular motion. 

2.1.11.1. Spectral Density 

To understand how molecular motions contribute to relaxation, these random 

motions must first be defined. The time-dependence of random molecular 

motion is described by the correlation function, 𝐺(𝜏𝑐), where 𝜏𝑐 is the 

correlation time. The Fourier transform of the correlation function is the spectral 
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density, 𝐽(𝜔). The spectral density describes the amount of motion which occurs 

at a particular frequency, 𝜔.  

The most common form of correlation function is a mono-exponential loss of 

correlation so that J is a Lorentzian 

𝐺(𝜏𝑐) = 𝐵𝑙𝑜𝑐
2 𝑒

−𝑡
𝜏𝑐 [2.1.11. 4] 

𝐽(𝜔) = 𝐵𝑙𝑜𝑐
2

2𝜏𝑐
1 + 𝜔2𝜏𝑐2

[2.1.11. 5] 

The reduced correlation function and spectral density can be written to only 

represent the time dependent parts 

𝐺(𝜏𝑐) = 𝑒
−𝑡
𝜏𝑐 [2.1.11. 6] 

𝐽(𝜔) =
2𝜏𝑐

1 + 𝜔2𝜏𝑐2
[2.1.11. 7] 

The spectral density can be used to describe the factors which influence the rate 

of relaxation in the equation  

𝑊𝛼𝛽 = 𝐴𝛼𝛽𝑌
2𝐽(𝜔𝛼𝛽) [2.1.11. 8] 

where 𝑊𝛼𝛽 is the rate constant for transitions between levels 𝛼 and 𝛽, 𝑌 is the 

size factor and is a measure of how large the interaction is – to describe a dipolar 

interaction, this term depends on the gyromagnetic ratios of two nuclei and the 

distance between them, and 𝐴𝛼𝛽 is the spin factor which acts as a ‘selection 

filter’, resulting in only allowed transitions having a non-zero value, since it 

depends on the quantum mechanical detail of the interaction. 

2.1.11.2. Dipolar Relaxation 

The relaxation rate constants for dipolar coupling between two spins 𝐼 and 𝑆 are  

𝑊1
𝐼 =

3

40
𝑏2𝐽(𝜔0,𝐼) 𝑊1

𝑆 =
3

40
𝑏2𝐽(𝜔0,𝑆)

𝑊2 =
3

10
𝑏2𝐽(𝜔0,𝐼 + 𝜔0,𝑆) 𝑊0 =

1

20
𝑏2𝐽(𝜔0,𝐼 − 𝜔0,𝑆)

[2.1.11. 9] 
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where 𝑏 =
𝜇0𝛾𝐼𝛾𝑆

4𝜋𝑟3
 is the size factor and 𝑊1, 𝑊2, and 𝑊0 are the relaxation rate 

constants for the single, double, and zero-quantum transitions, respectively as 

seen in Figure 2.4. 

 

Figure 2.4: Energy level diagram for possible relaxation induced transitions for 

a two-spin system. Single-quantum transitions are labelled as 𝑊1, the double-

quantum transition is labelled as 𝑊2 and the zero-quantum transition is labelled 

as 𝑊0. 

 

 The relaxation rate constants associated with spin-lattice relaxation due to 

dipolar coupling can be written in terms of these relaxation rates 

𝑅1
𝐼 = 𝑊1

𝐼,𝛼 +𝑊1
𝐼,𝛽
+𝑊2 +𝑊0 

= 𝑏2 [
3

20
𝐽(𝜔0,𝐼) +

3

10
𝐽(𝜔0,𝐼 +𝜔0,𝑆) +

1

20
𝐽(𝜔0,𝐼 − 𝜔0,𝑆)] 

[2.1.11. 10] 

𝑅1
𝑆 = 𝑊1

𝑆,𝛼 +𝑊1
𝑆,𝛽
+𝑊2 +𝑊0 

= 𝑏2 [
3

20
𝐽(𝜔0,𝑆) +

3

10
𝐽(𝜔0,𝐼 + 𝜔0,𝑆) +

1

20
𝐽(𝜔0,𝐼 − 𝜔0,𝑆)] 

[2.1.11. 11] 

𝑅1
𝐼𝑆 = 𝑊1

𝐼,𝛼 +𝑊1
𝐼,𝛽
+𝑊1

𝑆,𝛼 +𝑊1
𝑆,𝛽

 

= b2 [
3

20
J(ω0,I) +

3

20
𝐽(ω0,S)] 

[2.1.11. 12] 

Δ𝐼 = 𝑊1
𝐼,𝛼 −𝑊1

𝐼,𝛽
 

= 𝑏2 [
3

40
𝐽(𝜔0,𝐼𝛼) −

3

40
𝐽(𝜔0,𝐼𝛽)] 

[2.1.11. 13] 
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Δ𝑆 = 𝑊1
𝑆,𝛼 −𝑊1

𝑆,𝛽
 

= 𝑏2 [
3

40
𝐽(𝜔0,𝑆𝛼) −

3

40
𝐽(𝜔0,𝑆𝛽)] 

[2.1.11. 14] 

𝜎𝐼𝑆 = 𝑊2 −𝑊0 

= 𝑏2 [
3

10
𝐽(𝜔0,𝐼 + 𝜔0,𝑆) −

1

20
𝐽(𝜔0,𝐼 − 𝜔0,𝑆)] 

[2.1.11. 15] 

where 𝑅1
𝐼  and 𝑅1

𝑆 are the self-relaxation rate constants for longitudinal 

relaxation. 𝑅1
𝐼𝑆 is the longitudinal auto-relaxation constant. Δ𝐼 and Δ𝑆 are the 

relaxation constants which describe cross-correlation which occurs when the 

rate constants for the allowed transitions of a spin are not the same. 𝜎𝐼𝑆 is the 

relaxation constant which describes cross-relaxation which is the rate at which 

magnetization is transferred from spin S to I. This transfer of magnetization 

occurs when S is perturbed.  

Relaxation time is related to these rate constants as 

𝑅1 =
1

𝑇1
[2.1.11. 16] 

The relaxation rate constants associated with transverse relaxation mediated by 

dipolar couplings are 

𝑅2
𝐼 =

1

10
𝐽(0) + 2𝑊1

𝑆 +
𝑊1
𝐼 +𝑊2 +𝑊0

2
 [2.1.11. 17] 

= 𝑏2
1

10
𝐽(0) 

𝑅2
𝑆 =

1

10
𝐽(0) + 2𝑊1

𝐼 +
𝑊1
𝑆 +𝑊2 +𝑊0

2
[2.1.11. 18] 

These relaxation constants differ to the 𝑇1 constants in that they have a 

component which represents the relaxation of the other spin. This dependence 

describes the effect that one spin has on the other. If 𝐼 is in the 𝛼 spin state, spin 

𝑆, will experience a different local magnetic field than if 𝐼 was in the 𝛽 spin 

state. 
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2.1.11.3. CSA Relaxation 

The origin of relaxation due to chemical shift anisotropy is a result of the local 

magnetic field being varied because the magnetic moments are in different 

orientations in the magnetic field.  

The relaxation constants associated with CSA are 

𝑅1 = 𝑐
2 [
1

15
𝐽(𝜔0)] [2.1.11. 19] 

𝑅2 = 𝑐
2 [
2

45
𝐽(0) +

1

30𝐽(𝜔0)
] [2.1.11. 20] 

where 𝑐 = 𝛾𝐵0𝜁, is the CSA size factor.   

2.1.11.4. Measuring 𝑇1 relaxation  

Determining the relaxation processes taking place in a system is key to taking 

experimental measures of the sample.  

A saturation recovery experiment (Figure 2.5a) is used to measure longitudinal 

𝑇1 relaxation. This experiment begins with a series of RF pulses which generate 

a randomly distributed ensemble of spin polarization. After a time 𝜏, where the 

spins experience relaxation to the equilibrium state, a 
𝜋

2
 RF pulse is applied, and 

a signal is detected. This set of pulses is repeated multiple times while varying 

the time 𝜏, and as 𝜏 is increased, the intensity of the signal measured increases 

until it reaches a maximum. Once the signal reaches a maximum, the 𝑇1 

relaxation can be measured as the signal intensity depends upon the amount of 

magnetization that has relaxed to equilibrium during time 𝜏. Longitudinal 

relaxation is calculated by fitting the signal intensities to the equation  

𝐼(𝜏) = 𝐼0 (1 − 𝑒
−
𝜏
𝑇1) [2.1.11. 21] 

where 𝐼0 is the equilibrium magnetization. 
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Figure 2.5: a) Pulse sequence used for 𝑇1 saturation recovery experiments. b) 

Representation of the relative signal intensity as the delay 𝜏 increases for the 

saturation recovery experiment. 

 

2.2. Dynamic Nuclear Polarization 

Dynamic nuclear polarization (DNP) enhanced solid-state NMR is a powerful 

tool for boosting the sensitivity of an NMR experiment by increasing the 

available bulk magnetization of a sample. DNP makes use of the significantly 

larger 𝛥𝐸 experienced by electrons in a magnetic field, thus consequently the 

large polarization of electron spins. This electron spin polarization is transferred 

to a nucleus, improving the sensitivity. A DNP experiment is generally 

performed at low temperatures of ∼ 100 𝐾. 

Although the theory of DNP has been known since the 1950s,12–14 it is due to 

recent technical advancements, such as the introduction of the high-frequency 

gyrotron as a microwave source in the early 1990s,15 that DNP has become a 

feasible high field solid-state NMR enhancement technique. The large signal 

enhancements achieved by DNP have opened many doors for the application of 

solid-state NMR to materials that were previously unrealistic due to the 

insensitivity of NMR. 

The process of DNP involves using a gyrotron as a continuous-wave microwave 

source, to irradiate a sample and saturate the energy transition of an electron in 

a radical implanted into the sample and facilitate the transition of polarization to 

a nucleus. Typically, this will be a transfer from e → 1H, the proton polarization 

will then dissipate throughout the sample via spin diffusion and can be 
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transferred to another nucleus of interest such as 13C by NMR techniques such 

as cross polarization.  

2.2.1. Electron Paramagnetic Resonance 

Electron paramagnetic resonance (EPR) is to electrons, as NMR is to nuclei.  

The magnetic dipole moment for an electron is 

𝜇𝑆 = −𝑔𝑒𝜇𝐵𝑺 

= −𝛾𝑒𝑺 [2.2.1. 1] 

where 𝑺 is the spin angular momentum,  𝑔𝑒 is the 𝑔-factor for a free electron, 

𝛾𝑒 = 𝑔𝑒𝜇𝐵 is the gyromagnetic ratio of a free electron, and 𝜇𝐵 is the Bohr 

magneton (𝜇𝐵 = 9.274 ∙ 10
−24𝐽𝑇−1). 

When unpaired electrons are subjected to an external magnetic field, the Zeeman 

energy of the electronic spin states is 

𝐸 = ±𝛾𝑒𝑚𝑆𝐵0 

= ±𝜇𝑆𝐵0 [2.2.1. 2] 

where 𝑚𝑠 is the magnetic quantum number of spin 𝑆. 

The electron gyromagnetic ratio, 𝛾𝑒, is almost one thousand times larger than the 

1H nuclear gyromagnetic ratio, this means that the transition energy between 

electronic Zeeman levels lies in the microwave region of the electromagnetic 

spectrum, rather than the radio frequency region. 

There are two methods of performing an EPR experiment: continuous-wave 

(CW) EPR and pulse EPR.  

In a pulse EPR experiment a sample is placed inside a constant external magnetic 

field and pulses are applied to the system to generate transverse magnetization. 

This is followed by relaxation and the resulting FID is recorded. The pulses in 

this EPR method are high-power microwave pulses which can be varied in 

length to excite different bandwidths. 
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In a CW EPR experiment the sample is placed inside a constant microwave 

irradiation field and the external magnetic field is swept until the resonance 

condition is met. 

The total energy of an electron spin system is described by a Hamiltonian made 

up of the following interactions  

�̂� = �̂�𝐸𝑍 + �̂�𝑁𝑍 + �̂�𝐻𝐹𝐼 + �̂�𝑁𝑄𝐼 + �̂�𝑍𝐹𝑆 + �̂�𝐸𝐸 [2.2.1. 3] 

where �̂�𝐸𝑍 and �̂�𝑁𝑍 are the electron and nuclear Zeeman Hamiltonians. �̂�𝐻𝐹𝐼 is 

the hyperfine interaction Hamiltonian which describes the interaction between 

an electron and a nucleus. �̂�𝑁𝑄𝐼 is the nuclear quadrupole Hamiltonian which 

originates from the interaction between the electric quadrupolar moment of a 

nucleus with 𝐼 >
1

2
 and the electric field gradient. �̂�𝑍𝐹𝑆 is the zero-field splitting 

term which describes dipole-dipole interactions between electrons. �̂�𝐸𝐸 is the  

electronic exchange Hamiltonian which describe the weak inter-electronic 

interactions.  

When considering the phenomenon of EPR in the context of DNP, the hyperfine 

interaction is of particular interest. It is this interaction which facilitates the 

transfer of electron polarization to a nucleus that it is hyperfine coupled to.  

The hyperfine interaction Hamiltonian has the form  

�̂�𝐻𝐹𝐼 = �̂� ∙ �̃� ∙ �̂� [2.2.1. 4] 

where �̂� is the electron spin operator, �̂� is the nuclear spin operator and �̃� is the 

hyperfine coupling tensor which is determined by an EPR experiment. The result 

of hyperfine coupling is to perturb the energies of the electron and nuclear 

Zeeman states, this happens because the orientation of the nuclear magnetic 

moment relative to the electron magnetic moment can either increase or decrease 

the local magnetic field experienced by the electron.  

2.2.2. DNP Mechanisms 

There are four primary mechanisms for DNP enhancement: the Overhauser 

Effect (OE),12 the Solid Effect (SE),16–18 the Cross Effect (CE),19–21 and Thermal 

Mixing (TM).22  
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The major mechanism used in solid-state DNP NMR of organic materials at high 

fields is the cross effect23 and the experimental conditions and electron sources 

used in the experimental work presented here have been chosen to facilitate the 

CE. The aim to transfer polarization via the CE however, does not necessarily 

prevent the transfer happening via another mechanism. The Overhauser effect is 

conventionally thought of as only important in systems with mobile electrons 

such as liquids or conducting solids, however it is now known that the OE can 

be present in insulating solids in combination with other mechanisms.24,25 

2.2.2.1. The Solid Effect and Thermal Mixing 

The solid effect occurs in a two-spin system, |𝑚𝑆𝑚𝐼⟩, where 𝑚𝑆 is the electron 

spin and 𝑚𝐼 is the nuclear spin. Due to the mixing caused by the hyperfine 

coupling of the nuclear and electron spins, it is possible to irradiate the usually 

forbidden zero-quantum (ZQ) and double-quantum (DQ) transitions (Figure 

2.6). 

 

Figure 2.6: Energy level diagram for the solid effect DNP mechanism. The 

dashed lines indicate the transitions driven by microwave irradiation.  

 

This mechanism is observed when the polarizing agent has a narrow 

homogenous EPR linewidth, 𝛿, and inhomogeneous spectral breadth, Δ, such 

that  

𝛿, Δ ≪  𝜔0𝐼 [2.2.2. 1] 
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This is necessary to ensure that only the correct transition is excited. For the SE 

the polarizing agents used are usually mono-radicals with high molecular 

symmetry such as trityl derivatives.  

Thermal mixing also uses mono-radicals as polarizing agents however, the 

process occurs when there is a high concentration of free electrons and the EPR 

linewidth is broad so that 

𝛿 ≫ 𝜔0𝐼 [2.2.2. 2] 

The polarization transfer in TM is a multi-electron process, where the 

polarization is transferred from an ensemble of electron spins to the nuclear spin 

(|𝒎𝑺𝑚𝐼⟩). The TM process is not efficient at high magnetic fields and the high 

radical concentrations required results in bleaching of the NMR signal.  

2.2.2.2. The Overhauser Effect 

The Overhauser effect is a two-spin process of polarization transfer from an 

electron to a nuclear spin (|𝑚𝑆𝑚𝐼⟩) which is achieved through cross-relaxation. 

The OE proceeds by electron polarization being generated by the saturation of 

electron spin transitions by applied microwave irradiation, followed by cross-

relaxation via the ZQ and DQ transitions (Figure 2.7). Enhancement of the 

nuclear polarization happens if the rates of ZQ and DQ relaxation are different.  

This electron-nuclear Overhauser effect is similar to the nuclear Overhauser 

effect observed in solution where molecular motions drive cross-relaxation in 

dipolar-coupled spin systems. The cross-relaxation in the electron-nuclear 

Overhauser Effect is mediated by fluctuations in the hyperfine interaction. In 

metals this can be due to the motion of conduction electrons and in liquids this 

can be caused by molecular motion. In insulating solids, the exact reason for this 

cross-relaxation is still under investigation. 
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Figure 2.7: Energy level diagram for the Overhauser effect DNP mechanism. 

Dashed lines indicate transitions induced by applied microwave irradiation. 

Solid lines indicate spontaneous cross-relaxation transitions caused by 

rotational and translational modulation of the electron-nucleus hyperfine 

coupling.  

 

2.2.2.3. The Cross Effect 

The cross effect is a three-spin process involving two coupled electrons and one 

hyperfine coupled nuclear spin (|𝑚𝑆1𝑚𝑆2𝑚𝐼⟩). The mechanism for polarization 

transfer involves a three-spin flip-flop-flip transition such as  |𝛽𝛼𝛼⟩ ↔ |𝛼𝛽𝛽⟩ 

or  |𝛼𝛽𝛼⟩ ↔ |𝛽𝛼𝛽⟩ (Figure 2.8). Under static conditions, the CE polarization 

transfer proceeds if the difference of the two electron Larmor frequencies is 

equal to the nuclear Larmor frequency. 

𝜔0𝑆1 − 𝜔0𝑆2 ∼ ±𝜔0𝐼 [2.2.2. 3] 

This condition ensures that either the |𝛼𝛽𝛼⟩ and the |𝛽𝛼𝛽⟩ or the |𝛽𝛼𝛼⟩ and the 

|𝛼𝛽𝛽⟩ energy levels are degenerate. The microwave irradiation is set at a 

frequency that saturates the transition for just one of the electrons in the system, 

this results in a population difference between the two electron spins. If the 

condition in Equation [2.2.2.3] is met, this population difference is transferred 

to the nuclear spin via the hyperfine interaction. 

It is essential for the CE to take place, that the inhomogeneous spectral breadth 

of the polarizing agent is larger, and the homogeneous linewidth is smaller, than 

the nuclear Larmor frequency so that 
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𝛿 < 𝜔0𝐼 < Δ [2.2.2. 4] 

This ensures that one electron transition can be saturated selectively. To achieve 

these requirements for the polarizing agent, it is most efficient to use bi-radicals 

with defined inter-electron distances as this ensures there is strong electron 

dipolar coupling. 

Under MAS conditions, the process of CE polarization transfer is more complex, 

but it does offer increased efficiency. Since the electronic energy has a 

dependence on orientation, as the sample rotates the energies of the three-spin 

states will change over the course of a rotor period and can lead to them crossing. 

However due to the coupling of the spin system and the microwave irradiation, 

these crossings are avoided and as a result the CE is increased.26  

There are three points when these avoided crossings are important for the CE 

process:  

1 When the microwave frequency matches the Larmor frequency of one 

of the electrons (𝜔𝑀𝑊 ∼ 𝜔0𝑆1,2) 

2 When the CE matching condition is met ( 𝜔0𝑆1 − 𝜔0𝑆2 ∼ ±𝜔0𝐼)  

3 When the Larmor frequencies of the two electrons match (𝜔0𝑆1 ∼ 𝜔0𝑆2) 

At some point in the rotor period condition 1 will be met inducing a non-

equilibrium spin population. At another point in the rotor period condition 2 will 

be met and the flip-flop-flip transition will build nuclear polarization. The point 

at which condition 3 is met is particularly important because this allows an 

electron flip-flop event which leads to exchange of polarization between the two 

electron spins. The e-e flip-flop event ensures that the non-equilibrium spin 

population remains, and the other two events result in an accumulation of net 

nuclear polarization. 

The separation of the microwave and CE matching conditions by MAS means 

that nuclear polarization can accumulate over many rotor periods during the 

typical timeframe of nuclear spin-lattice relaxation.  
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Figure 2.8: Energy level diagrams for three stages of the cross effect DNP 

mechanism. At equilibrium, the difference of the two electron Larmor 

frequencies is equal to the nuclear Larmor frequency. Saturation of the 

transition of one electron results in a population difference between the two 

electron spins. As the energy of |𝛼𝛽𝛼⟩ and |𝛽𝛼𝛽⟩ are equal, magnetization flows 

across them under the influence of the hyperfine interaction, equalizing their 

populations. This results in a population difference across the nuclear spin 

energy levels, |𝛼𝛽𝛼⟩ & |𝛼𝛽𝛽⟩ and |𝛽𝛼𝛼⟩ & |𝛽𝛼𝛽⟩. Saturation of 𝑚𝑆2 will result 

in the same difference of population but in the opposite direction.  
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2.2.3. DNP Radicals 

The sources of free electrons used in standard CE DNP experiments are nitroxide 

bi-radicals which have been specifically designed to facilitate the CE 

mechanism. As the CE requires two dipolar coupled electrons, the most efficient 

way to ensure this condition is met is to design a bi-radical with a constant 

distance between the two electrons. 

The most widely used radicals for CE DNP, and the radicals used in the 

experimental work here, are TEKPOL27 and AMUPOL.28 TEKPOL is soluble 

in organic solvents while AMUPOL is soluble in aqueous solution. Between the 

two radicals, it is possible to find a radical/solvent system that works for many 

different types of materials.  

 

Figure 2.9: Structures of the nitroxide biradicals used for DNP enhanced solid-

state NMR. AMUPol (Left) and TEKPol (Right).  

 

The design and success of these radicals has involved thorough investigations 

of the most efficient e-e distances and relative orientations and the most effective 

substituents around the radical centres.  

TEKPOL and AMUPOL have large bulky groups surrounding the radical 

centres as these help to lengthen the electron relaxation times, thereby ensuring 

that the CE events happen while there is still a substantial non-equilibrium 

population of the electron spins. 
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2.2.4. Sample Preparation  

There are four main methods of incorporating the radical within a sample: glass 

forming (GF),29 film casting (FC),30 incipient wetness impregnation (IWI),31 and 

“matrix free” techniques. The matrix free techniques often involve 

incorporating a radical during the synthesis of a material whereas the GF, FC, 

and IWI techniques involve post-synthesis treatment of a material. The optimal 

sample preparation technique varies according to the nature of the sample. 

The glass forming and film casting preparation techniques both initially involve 

complete solubilization or suspension of the sample in a radical solution. For GF 

experiments the sample is then placed directly in the rotor and analysed as a 

frozen solution. The GF method requires specially selected solvents which will 

not crystallize when frozen at cryogenic temperatures as crystallization could 

cause phase separation in the sample, lowering DNP enhancements. 

Cryoprotectant solvents such as glycerol and dimethyl sulfoxide (DMSO) are 

added to water to create the glass-forming matrix for aqueous solutions. 1,1,2,2-

tetrachloroethane (TCE) can act as a GF solvent for use with the TEKPOL 

radical. 

The film casting method involves a further step where the solvent is evaporated 

from the sample which is then ground and packed into the rotor. This approach 

has the benefit of improved sample filling factor – without the excess solvent, 

an effective larger volume of the sample can be analysed. Drawbacks to the FC 

method include the potential for the polarizing agent to organize itself into 

crystalline domains during the evaporation of the solvent, resulting in lower 

DNP enhancements. 

The incipient wetness impregnation method uses the minimum amount of 

radical solution needed to impregnate the sample which is then instantly frozen 

as in the GF method. The sample is not dissolved in the solution, rather the 

solvent is just used as a transporter to carry the polarizing agent throughout the 

sample, this is particularly useful in porous materials. The IWI method helps 

homogeneously distribute the polarizing agent without resulting in the reduction 

of analyte sample volume.  
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Additional sample preparation methods used in the experimental work presented 

here will be described and discussed in the context of the relevant experiments 

later. 

2.2.5. Evaluating the DNP Effect  

The simplest method of confirming if there is any DNP enhancement of a 

spectrum is to perform two experiments with the same conditions, but one is 

done with microwave irradiation off and one with microwave irradiation on. By 

comparing these two spectra and measuring the ratio of the intensities of 

equivalent signals gives an enhancement factor, 𝜀𝐷𝑁𝑃 which is defined as 

𝜀𝐷𝑁𝑃 =
𝐼𝑜𝑛
𝐼𝑜𝑓𝑓

[2.2.5. 1] 

Although this method of measuring DNP enhancement is convenient and useful 

in an experimental setting to confirm whether the sample preparation has been 

successful, it is not a good measure of whether DNP has provided an 

enhancement compared to a standard NMR experiment. In practice, a DNP 

enhancement is only useful if the signal to noise ratio (SNR) of a spectrum 

obtained in a set time is improved by DNP.  

The sensitivity per scan, 𝜒, can be experimentally obtained using the equation 

𝜒𝐷𝑁𝑃 =
𝑆𝑁𝑅

𝑁𝑆√𝑇𝐷𝑁𝑃
[2.2.5. 2] 

where 𝑁𝑆 is the number of scans and √𝑇𝐷𝑁𝑃 is the square root of the DNP build-

up time. The DNP build-up time is calculated using the same process as for 

longitudinal relaxation (Equation [2.2.5. 3]).  By substituting 𝑇𝐷𝑁𝑃 for 𝑇1, it is 

possible to calculate 𝜒 for a conventional NMR experiment and a more realistic 

calculation of DNP enhancement can be done. This comparison of DNP to a 

standard NMR experiment gives a practical measurement of the Absolute 

Sensitivity Ratio (ASR) which can be used as a measure of whether DNP is a 

useful tool for a particular sample.32,33 The experimentally obtained ASR can be 

considered a representation of eight factors which determine the effectiveness 

of a DNP enhancement. The eight factors contributing to the ASR are  

𝐴𝑆𝑅 = 𝜀𝐷𝑁𝑃 ∙ 𝜀𝑇 ∙ 𝜂𝑇1 ∙ 𝜒𝑏𝑙𝑒𝑎𝑐ℎ ∙ 𝜒𝐿𝑊 ∙ 𝜒𝑤𝑒𝑖𝑔ℎ𝑡 ∙ 𝜒𝑠𝑒𝑞 ∙ 𝜒𝑒𝑥 [2.2.5. 4] 
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where 𝜀𝐷𝑁𝑃 is the measured enhancement defined in Equation [2.2.5.1], 𝜀𝑇 is 

the enhancement achieved by performing the DNP experiment at low 

temperature, 𝜂𝑇1 considers the different relaxation times and total experiment 

lengths of the DNP and standard NMR experiments, 𝜒𝑏𝑙𝑒𝑎𝑐ℎ is a signal bleaching 

factor, 𝜒𝐿𝑊 is the ratio of the linewidths, 𝜒𝑤𝑒𝑖𝑔ℎ𝑡 is the ratio of the effective 

sample weights, 𝜒𝑠𝑒𝑞 is the factor allowing for any difference of signal decay 

during the experiments, and 𝜒𝑒𝑥 is a factor accounting for any extra differences 

between the DNP and standard NMR experiments. 

 



 

42 

 

3. Experimental Techniques in 

Solid-state NMR 

The simplest NMR experiment involves a single 90° (or 
𝜋

2
) RF pulse to generate 

transverse magnetization and then observing the precession of the magnetization 

as a free induction decay (FID) (Figure 3.1). 

 

Figure 3.1: Schematic representation of a simple single-pulse NMR experiment 

and FID. 

 

However, not all NMR experiments are simple. This chapter will set out the 

potential applications and practical details of some commonly used NMR 

techniques and experiments.
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3.1. Phase Cycling  

All RF pulses have a duration (𝑡𝑝), a power level and a phase (𝜙). By repeating 

a pulse sequence a number of times and varying the phase of the RF pules and 

the receiver for each repetition, it is possible to select specific coherence 

pathways. This process is known as phase cycling.   

The zero quantum coherence order, 𝑝 = 0, represents the equilibrium, 

population state (before any RF pulse is applied) and 𝑝 = ±1, ±2,±3,… 

represent the single, double, and triple quantum coherence orders respectively. 

In an NMR experiment 𝑝 = − 1 is the only directly observable coherence state, 

but by selecting the appropriate coherence pathways it is possible to indirectly 

observe interactions which rely on higher order coherences such as homonuclear 

dipolar coupling. 

An intuitive way to understand the selected coherence pathway for an 

experiment is to visually represent the effect of each pulse in a coherence 

pathway diagram underneath a pulse diagram as demonstrated in Figure 3.2. 

 

Figure 3.2: Pulse sequence and coherence order pathway of a double-quantum 

filtered COSY experiment. 

 

The rules of phase cycling which allow a specific pathway to be selected are 

• A pulse’s phase must be cycled through a complete 360° cycle. This can be 

done in steps of 90° resulting in a 4-step phase cycle 
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• A shift in the pulse phase, Δ𝜙, adds a phase shift of −𝜙Δ𝑝, to the coherence, 

where Δ𝑝 is the desired change in coherence 

• The receiver phase, 𝜙𝑅, must follow the phase shift of the desired coherence. 

If the phase cycle is completed through 360°, the other coherences should 

be subtracted away 

To select a coherence change 𝑝 = ±2, the coherence phase will shift by −𝜙𝐴Δ𝑝 

where 𝜙𝐴 is the phase of the pulse. A 4-step phase cycle to select the ±2 

coherences will be 

Step 𝝓𝑨 −𝝓𝑨𝚫𝑷 = ±𝟐𝝓𝑨 

1 0 0 

2 90 180 

3 180 0 

4 270 180 

Table 3.1: Phase shifts of ±2 coherences 

 

To ensure that the ±2 coherences are selected, and all others are eliminated, the 

receiver phase must be synchronized with the phase shifts 

𝜙𝑅 = −𝜙𝐴Δ𝑝 [2.2.5. 1] 

𝜙𝑅 = 0, 180, 0, 180 

Although in theory, this phase cycle would also select the ±6 coherences, it is 

safe to disregard these as it is assumed that not much 6-order coherence is 

formed. 

3.2. Spin Echo 

A spin echo (or Hahn echo)34 experiment is a two-pulse sequence which is 

commonly used to maximize the amount of signal that is acquired in an 

experiment by reducing the effects of inhomogeneous dephasing of the signal.  

The pulse sequence is structured as follows: 
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• An initial 
𝜋

2
 pulse with phase 𝜙, which generates transverse 

magnetization 

• A delay, 𝜏, which can be considered the evolution time during which 𝑇2 

relaxation occurs 

• A 𝜋 pulse with phase 𝜙 + 180°, which flips the spins in the 𝑥𝑦-plane 

• A second 𝜏 delay, during which the magnetization in the 𝑥𝑦-plane is 

refocused  

• Acquisition 

 

Figure 3.3: Pulse sequence of a spin echo experiment. 

 

During the evolution time, the bulk magnetization begins to de-phase during 𝑇2 

relaxation as some spins move faster and some move slower than the bulk 

magnetization in the 𝑥𝑦-plane. When the 𝜋 pulse is applied, the magnetization 

is flipped and this results in the faster spins being flipped to be ‘behind’ the 

slower components and bulk magnetization. During the second delay the faster 

spins, bulk magnetization, and the slower spins will realign, and an ‘echo’ can 

be recorded. 

The most common use of the spin echo experiment is to maximize the signal 

intensity however, by varying the evolution time it is also possible to deduce 

information about the spin-spin relaxation process of a sample.  

3.3. Double-Quantum NMR 

An experiment which causes excitation of coherence order 𝑝 = ±2 is a double-

quantum (DQ) experiment. By exciting the higher-order coherences, it is 

possible to access information on internuclear interactions. DQ experiments are 

used widely to understand the homonuclear dipolar coupling between 1H spins 
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in organic solids. DQ coherences are created when there is significant dipolar 

coupling, which is the case in many organic materials due to the high 

concentration of 1H.  

Since DQ coherence is not observable, it must be detected via 𝑝 = −1 

coherence. This is done exciting the DQ coherence and then reconverting this to 

observable magnetization such as in the pulse sequence in Figure 3.4a, which 

shows the general form of a DQ experiment.  

The steps of this DQ experiment are:  

o An ‘excitation’ block, which consists of multiple pulses of appropriate pulse 

length and phase to generate DQ coherence 

o A delay 𝜏𝑒, during which the DQ coherence evolves 

o A ‘reconversion’ block, which is equivalent to the excitation block but with 

an additional phase shift 

o A 
𝜋

2
 ‘read-out’ pulse which generates the detectable transverse magnetization   

For a static solid, the excitation and reconversion blocks are both complex trains 

of twelve pulses: eight 
𝜋

2
 pulses and four 𝜋 pulses.35 The twelve-pulse block can 

be seen in Figure 3.4b. The twelve-pulse train differs from the original 

Baum-Pines pulse sequence to improve the stability of the sequence.36 For a DQ 

experiment under MAS, the dipolar coupling is supressed by MAS and so the 

excitation and reconversion blocks involve recoupling of the dipolar interaction. 

The phase of the excitation block 𝜙0 is a combination of phases for these twelve 

pulses {𝜙0 = 𝑥𝑦𝑥, 𝑥𝑦𝑥,−𝑥 − 𝑦 − 𝑥,−𝑥 − 𝑦 − 𝑥}, where 𝑥, 𝑦, −𝑥, and −𝑦 are 

the axes along which the pulse is applied. The reconversion block has the same 

pulse structure, but the phase is shifted by Δ𝜙 = 𝑛 ∙ 90°, which results in a four-

step phase cycle of the reconversion block pulse, where the phase of the 

reconversion block is 𝜙0 + Δ𝜙, as Δ𝜙 = 0°, 90°, 180°, 270°.37  

The lengths of the excitation and reconversion blocks are  

𝜏𝐷𝑄 = 𝑛𝑐𝑡𝑐 [2.2.5. 1] 

where 𝑛𝑐 is the number of times the twelve-pulse block is cycled and 𝑡𝑐 is the 

duration of one cycle. This time, 𝜏𝐷𝑄 is the DQ evolution time and can be varied 
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so that a ‘DQ build-up curve’ is obtained which can be used to probe the strength 

of 1H-1H dipolar coupling. 

 

 

Figure 3.4: Pulse sequence used for static 1H DQ build up experiments, a) 

General form of DQ experiment including an excitation and reconversion block, 

DQ evolution time and 𝜋/2 ‘read-out’ pulse. b) twelve-pulse excitation and 

reconversion block used for DQ experiments of static solids. Consisting of eight 

𝜋/2 pulses and four 𝜋 pulses. The total duration of one twelve-pulse block is 𝑡𝑐. 
The total duration of the DQ excitation or reconversion block, 𝜏𝐷𝑄 is 𝑡𝑐 

multiplied by the number of repetitions of the twelve-pulse block, 𝑛𝑐. c) The 

coherence pathway selected during the experiment.  

 

3.4. Heteronuclear Decoupling 

For a dilute species like 13C which often experiences heteronuclear dipolar 

coupling to 1H, removing any residual coupling that is not averaged by MAS 

can greatly reduce the linewidth of 13C resonances and thus improve the 

resolution of the experiment. This is known as heteronuclear decoupling. 



 

48 

 

Heteronuclear decoupling is applied by continuous RF irradiation on the more 

abundant species such as 1H which excites transitions between the 1H |𝛼⟩ and 

|𝛽⟩ states. If the power of the RF irradiation is sufficient, these transitions will 

be faster than the magnitude of the heteronuclear dipolar coupling and the 

coupling will be averaged out. 

3.5. Cross Polarization 

A second technique to increase the signal of an experiment of dilute nuclei is to 

use cross polarization (CP). CP uses the heteronuclear dipolar coupling between 

dilute (S) and abundant (I) spins to transfer the larger magnetization of I to S 

thereby increasing the bulk magnetization of the dilute spin and improving the 

signal intensity.38 

The magnetization transfer occurs when a spin lock pulse is applied to spins I 

and S for a duration known as the contact time which typically lasts for a few 

milliseconds. 

A spin lock pulse is a pulse which ‘locks’ the magnetization in the transverse 

plane along 𝐵1 for the duration of the contact time.  

The transfer of magnetization proceeds during this spin lock time as long as the 

amplitudes of the pulses are set so that they satisfy the Hartmann-Hahn 

matching condition39 which under static conditions is 

𝛾𝐼𝐵1,𝐼 = 𝛾𝑆𝐵1,𝑆 [2.2.5. 1] 

Under MAS, the HH matching condition is 

𝛾𝐼𝐵1,𝐼 = 𝛾𝑆𝐵1,𝑆 ± 𝑛𝜔𝑟 [2.2.5. 2] 

where 𝜔𝑟 is the MAS frequency and 𝑛 can be ±1 or ±2. At fast MAS achieving 

the correct matching conditions can be difficult so a ramped spin lock pulse is 

used on one of the spins as shown in Figure 3.5. This ramped pulse varies the 

nutation frequency for the duration of the pulse and improves the chances of the 

matching condition being achieved at some point during the ramp.  
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Figure 3.5: Pulse sequence for a cross polarization experiment from abundant 

spin, I to dilute spin, S. An FID is aquired on the S channel while heteronuclear 

decoupling is applied to the I channel. 

 

3.6. Experimental Techniques Used for 

DNP-Enhanced Solid-state NMR 

3.6.1. Polarization Transfer 

In a dynamic nuclear polarization enhanced NMR experiment, electron 

polarization is generated by the saturation of electron spin transitions by applied 

microwave irradiation and this polarization is then transferred to the nucleus of 

interest via a direct or indirect pathway.  

The direct polarization (DP) transfer involves a simple transfer from electron to 

nucleus as shown by the (Blue) arrow in Figure 3.6. Indirect polarization transfer 

(Red arrows) involves an additional step. Generally, electron polarization 

initially transferred to an abundant nucleus, such as 1H, is further transferred to 

the nucleus of interest, such as 13C via cross polarization (CP).  
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Figure 3.6: Schematic representation of the direct and indirect polarization 

transfer pathways from electrons to the bulk 13C. The indirect pathway involves 

initial DNP of 1H in close proximity to the radical, this polarization is then 

dispersed to the bulk 1H via spin diffusion and is then transferred to the 13C 

nucleus via cross polarization. The direct pathway involves initial DNP of 13C 

in close proximity to the radical, which can then transferred to the bulk 13C via 

spin diffusion given a high enough abundance of 13C.  

 

The pulse sequences used to achieve direct and indirect polarization transfer are 

shown in Figure 3.7. 

 

Figure 3.7: a) Direct polarization (DP) and b) cross polarization (CP) DNP 

pulse sequences used for the acquisition of indirect and direct 13C DNP-

enhanced spectra, respectively. MW irradiation used to induce polarization 

from electrons is represented by a long continuous wave pulse.  
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3.6.2. SCREAM-DNP 

An additional possible polarization transfer pathway is via 1H-13C 

cross-relaxation, which is mediated by fast dynamics such as methyl rotations. 

This cross-relaxation polarization transfer can obscure DP transfer as it is a much 

faster process, due to being dissipated through the sample by 1H-1H spin 

diffusion. The DP relies on much slower spin diffusion of less abundant nuclei 

such as 13C.  

Specific cross-relaxation enhancement by active motions under DNP 

(SCREAM-DNP)40 is a method which enables the separation of the effects of 

DP and cross-relaxation polarization.  

The pulse sequence used to study the SCREAM-DNP process can be seen in 

Figure 3.8. Interleaved experiments are performed, alternating between a pulse 

sequence where 1H and 13C polarization is allowed to build-up during a set delay 

(𝜏) and a pulse sequence where 13C polarization is allowed to build-up, but 1H 

spins are saturated by a train of pulses during the same duration of delay.   

 

 

Figure 3.8: Pulse sequence for interleaved SCREAM-DNP experiments. The 

polarization transfer pathways active during each step are indicated. Indirect 

polarization (Red arrows) occurs via methyl 1H-13C cross-relaxation. Direct 

polarization (Blue arrows).  
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4. Hydrogen Defects in 

MAPbI3  

All MAPbI3 and MAPbI3 on ZnO samples in this chapter were synthesized by 

Dr Lei Lei in the research group of Dr Ming Li, Faculty of Engineering, 

University of Nottingham.  

4.1. Abstract 

In this work, static and Magic Angle Spinning solid-state NMR has been used 

to investigate possible defects and diffusion in a Methylammonium lead iodide 

perovskite (MAPbI3). Methylammonium Lead Halide perovskites, MAPbX3 (X 

= Br-, Cl-, I-) are important functional materials with promising applications in 

solar cells and their properties and stability are impacted by defects in the 

structures.  

At low resolution, the 1H spectrum of MAPbI3 shows just the two expected 

signals for CH3 and NH3, at 3.3 ppm and 6.3 ppm respectively. At higher 

resolution, however, it becomes clear that there are additional signals from some 

impurity at 0-2 ppm. Intentional wetting of the MAPbI3 sample suggests that 

these impurities are present in dry MAPbI3 and are not due to moisture. Variable 

temperature experiments of MAPbI3 provide evidence that these impurity 

signals could be involved in some diffusion throughout the sample. 



 

53 

 

4.2. Introduction 

4.2.1. Perovskites 

The term perovskite was first used as a name for the mineral CaTiO3. Today the 

term is used more broadly to describe crystal structures which are analogous to 

CaTiO3. Figure 4.1 shows a simplified, schematic representation of a perovskite 

structure which has the general formula ABX3, where the A-site cation sits within 

the free space between BX6 octahedra. 

 

Figure 4.1: Schematic representations of the perovskite, ABX3 crystal structure. 

a) The ideal cubic unit cell, viewed along the 𝑦-axis. pink circles represent the 

X atoms at the face-centred position, blue circles represent the A atoms in the 

cube corner position, and the green circle represents the B atom in the body 

centred position. b) shows a view along the 𝑧-axis, where the pink diamonds 

represent the BX6 octahedra and the blue circles are the A atom in the free space 

between them. c) shows the axes of rotation of a methylammonium ion.    

 

When the A-site cation is an organic molecule such as the methylammonium ion, 

the material is described as a hybrid perovskite. In MAPbX3 (X
-=Br-, Cl-, I-) 

hybrid perovskites, the A-site cation is not a perfect sphere and so it exhibits 

mobility and reorients over time. For the iodide perovskite, at room temperature, 

the MA ion “hops” between four different orientations with the average time 

between these hops being just 3 ps.41 The structure of MAPbI3 at room 

temperature is considered to be tetragonal. At temperatures below 161 K the 

structure has orthorhombic symmetry, and there is no MA reorientation. At 

temperatures above 330 K the structure has pseudocubic symmetry and the MA 

ion is fully disordered to reflect this symmetry.42  
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The transitions between the different phases of hybrid perovskites are similar to 

those seen for inorganic perovskites, such as caesium lead halide perovskites, 

which have an orthorhombic structure at room temperature and cubic structure 

at high temperatures.43 The asymmetry of the A-site cation in hybrid perovskites 

allows for the extra phase transition and the hydrogen bonding which exists 

between the MA ion and the framework further affects the phase transitions and 

distortion of the crystal structure. These structural distortions affect the physical 

properties and stability of the hybrid perovskites. This is what leads to 

significant differences in the properties and performance of the three MAPbX3 

perovskites.  

The synthesis and structures of MAPbX3 hybrid perovskites were first described 

in 1978,44 however in 2009 the use of hybrid perovskites as photovoltaic solar 

cells was first reported.45 This initiated widespread study of both inorganic and 

hybrid perovskites. Although the photoconversion efficiencies of hybrid 

perovskite based solar cells were initially low, recent years have seen a rapid 

increase in the efficiencies of these materials, reaching close to the theoretical 

limit.3 The properties which make these perovskites promising candidates for 

widespread use in solar cells are numerous and include long charge carrier 

lifetimes, tuneable bandgap properties, and relatively simple synthesis.  

The iodide perovskite MAPbI3 is of particular interest due to its favourable 

direct bandgap (1.55 − 1.6 eV)46,47 and was the first hybrid perovskite to show 

promise for solar cell applications.45 

4.2.2. Defects in MAPbI3 

The optoelectronic properties and efficiency of MAPbI3 are greatly influenced 

by ion diffusion and migration. The phenomenon of ion migration in halide 

perovskites has been known for many years,48 however interest in understanding 

the implications of this migration is more recent, initiated by the presence of 

hysteresis in the current-voltage curves of hybrid perovskite based cells.49,50 

Ion migration in solid-state structures is facilitated by either a vacancy or 

interstitial defect. In perovskite-based structures, vacancy-mediated diffusion is 

the most common process.51 This is a result of Schottky disorder where equal 
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numbers of cations and anions are absent from their normal sites, leaving an 

equal number of anion and cation vacancies. Interstitial migration is less likely 

due to the tight packing of the perovskite structure. 

It is reasonable to believe that the ion migration most likely to occur in MAPbI3 

and thus most likely to be the cause of the hysteresis is I- migration. In the PbI6
4- 

octahedron, the I- ions have a shorter distance to travel to reach a I- vacancy than 

the MA+ or Pb2+ ions do. The calculated activation energy for I- migration is also 

the lowest of the three ions.51,52 Although theoretically, I- migration is most 

likely, it has not been observed experimentally at room temperature. MA+ ions 

were the first experimentally observed migrating species at room temperature 

using photothermal induced resonance (PTIR) microscopy.53 Evidence of I- 

migration has only been experimentally observed at elevated temperatures of 

330 K.54   

Although ion migration via interstitial vacancies is unlikely for larger ions like 

I- and MA+, the migration of interstitial hydrogen is a possibility. The presence 

of hydrogen ions (H+, H0, and H-) in MAPbI3 could be a result of extrinsic 

defects, resulting from partial decomposition in the presence of H2O, or intrinsic 

defects resulting from deprotonation of the MA+ ion.55 It has been shown that 

the performance of hybrid halide perovskite solar cells can be improved by mild 

moisture.56 This is analogous to oxide perovskites (ABO3) which are known to 

form protonic defects by adsorption of water and have high proton 

conductivities.57–59 The theoretical model of hydrogen migration in MAPbI3 

shows the migration barriers to be comparable to those calculated for oxide 

perovskites.60  

H+ being the smallest hydrogen ion is most likely to migrate through interstitial 

vacancies. A theoretical study by Egger et al.60 shows that H+ is calculated to be 

stable in a bridging position between two iodides, the presence of the H+ ion in 

this position results in a rearrangement of the iodide sites. They suggest that 

there are two possible mechanisms of H+ ions through the MAPbI3 structure. The 

Bourgoin-Corbett mechanism is an ionization-enhanced pathway of migration. 

As the equilibrium position for the H ion is different depending on the charge 

state, a change in charge state of an ion will result in a shift in its position.61 
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When an interstitial H+ ion captures an electron and becomes an H0 ion, the 

position of the ion migrates from the iodide bridging site of H+, to the lead-iodide 

interstitial site of H0 to minimize the total energy of the system. This process can 

also occur for the H0 and H- ions, which upon changing their charge state will 

change their position. The cumulative effect is a net migration of defects.   

The second mechanism for H+ ion migration is thermally activated diffusion. 

During this process, the H+ ion migrates along the transient hydrogen bond 

between two equatorial iodides which causes rearrangement of both iodide 

positions. The proton now closely attached to the iodide then stabilizes in a local 

minimum and the H+ ion is now in an equatorial-apical bridging position.60,62 

The calculated energy barrier for this migration of H+ between two iodide 

positions is relatively low, suggesting the possibility of these mobile H+ defects 

in MAPbI3. However, the calculations did not consider the effects of possible 

quantum tunnelling which would be likely to reduce the energy barrier even 

further. 

Experimental evidence of H+ migration in MAPbI3 solar cells has been shown 

by studying the change in the kinetic isotope effect (KIE) when selectively 

deuterating the MA+ ion.63 While investigating MA+ ion rotations and their 

relationship to the dielectric response of MAPbI3, Chen et al. unexpectedly 

found that selective deuteration of the ammonium group resulted in a large 

inverse KIE. An inverse KIE can be caused by several different mechanisms, 

including the occurrence of an ionic hydrogen bond between two electronegative 

atoms.64 Given the ionic nature of the material, they concluded the origin of the 

intermediate dielectric response they observed was actually a result of H+ 

migration via A---H+---A ionic bonding, where A is an electronegative atom. 

Since the same inverse KIE was not seen when the methyl group was deuterated, 

it can be concluded that it is the labile protons on the ammonium group that are 

the source of the H+ ions. When evaluating the mechanism of this H+ migration, 

they found that the process was active at 90 K which suggests that the migration 

occurs via quantum tunnelling.65 Although the results from this study only 

demonstrate local movement between two iodide sites at an interfacial region of 

a MAPbI3 solar cell architecture, Feng et al. were able to confirm the quantum 

tunnelling behaviour of H+ migration at low temperature and classical hopping 
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at room temperature in MAPbI3 in a combined experimental and theoretical 

study.66 

H+ migration in MAPbI3 was further studied by Sadhu et al. by polarization-

modulated infrared reflection-absorption spectroscopy (PM-IRRAS).67 They 

were able to indirectly follow the migration of H ions by exploiting the 

difference in vibrational frequencies of X-H and X-D bonds, where X is a 

heavier element. PM-IRRAS was used to follow the process of D/H exchange 

of the ammonium group in MAPbI3 while the sample was irradiated by a 

450 𝑛𝑚 LED for several hours. Although this experiment was performed in a 

controlled, dry environment, the D/H exchange was easily observed as the signal 

corresponding to CH3ND3
+ decreases while the signal for CH3NH2D

+ first 

increases then decreases in intensity and the signal for CH3NH3
+ appears and 

increases in intensity. For this complete D/H exchange, there must be diffusion 

of water or protons through the sample.  

While Chen et al. conclude that the mechanism of H+ migration follows the 

thermally activated mechanism suggested by Egger et al., Sadhu et al. conclude 

from their experimental results that it is the ionization-enhanced mechanism. 

Their results show that the partial dissociation of water at the surface of the 

material and initial diffusion of protons into the sample is the rate determining 

step in the D/H exchange as the rate is dependent on the intensity of light used 

and concentration of water present. However, this does not facilitate the total 

exchange as the rate is independent of the thickness of the material and there is 

no evidence of H2O or D2O in the PM-IRRAS spectra. They propose that there 

is ionization-enhanced migration through the sample and at any location where 

H+ is generated, H+/D+ exchange may occur. 

There has been significant recent discussion in the literature on how best to 

measure the diffusion coefficient of proton defects in MAPbI3.
67–70 The 

discrepancies in reported proton diffusion values suggests that the H+ migration 

mechanism is more complex than the pathways proposed thus far and further 

investigation is required to understand this important process. 
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4.2.3. Solid-state NMR Spectroscopy of 

MAPbX3 Perovskites 

MAPbX3 perovskites have been extensively studied by solid-state NMR, 

including 1H, 13C, 14N, 15N 2H, and 207Pb NMR. These studies provide structural 

information as well as a method to study the dynamic processes of these 

materials.71  

207Pb NMR can be a useful probe for any dynamics of the halide ions. The large 

chemical shift range of 207Pb NMR makes it sensitive to subtle structural 

changes including any changes in Pb–X bonding which result from halide 

dynamics.72 The phase of the system and rotational and reorientation dynamics 

of the MA+ ion have been studied by the quadrupolar splitting and relaxation 

behaviour of 2H and 14N NMR.73–76 

13C and 15N NMR both suffer from very low sensitivity at natural abundance, 

but they can still be useful for elucidation of the cation structure and 

identification of unwanted impurities.76–79 1H NMR is also mainly used to study 

the structure of the cation and any interactions with organic dopants. However, 

1H NMR of MAPbI3 can also be a useful tool to probe the phase transition of the 

structure at high temperature.80  

There are several examples of solid-state NMR being used to probe the defects 

in hybrid halide perovskite structures including ion diffusion.81 Halide diffusion 

in mixed halide perovskites has been identified using 207Pb 2D exchange 

spectroscopy (EXSY).82,83 These studies by Askar et al. and Karmakar et al. 

concluded that mixed halide perovskites with the formula MAPb(ClxBr1-x)3, 

showed solid-solution behaviour. As the ratio of Cl to Br changed, the local 

environment of Pb in the structure was changed and the 207Pb chemical shift and 

line shape could be used to identify the halide composition. 207Pb EXSY spectra 

of MAPb(Cl0.5Br0.5)3 and FAPb(Cl0.5Br0.5)3 showed evidence of exchange 

cross-peaks with seven distinct 207Pb environments. The mixing times used to 

probe this halide exchange and the insensitivity of the EXSY experiment to 

207Pb-207Pb spin diffusion, indicate that these cross-peaks are due to chemical 

exchange of the halides rather than spin diffusion. 
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Senocrate et al. used variable temperature 14N linewidths and 1H relaxation and 

linewidths to demonstrate that there was no discernible diffusion of the MA+ ion 

in the temperature range of 193-503 K.84 Contrary to these conclusions, 

Franssen et al. suggest that there is ion mobility at relatively low temperatures.85 

They measured the 14N quadrupolar coupling constant (CQ) of MAPbI3 in the 

cubic phase which should be averaged to zero by the fast rotation of the cation. 

However, they found that in the cubic phase there is a residual quadrupolar 

interaction indicated by unusual line shapes. Heating the sample results in 

narrowing of the linewidth until reaching a minimum at ~ 393 K, however 

cooling the sample does not reintroduce the broad line. From this observation, 

Franssen et al. suggest that this annealing behaviour is a result of structural 

defects and ion mobility. 

The evidence of interstitial hydrogen defects and diffusion63,66,67  in MAPbI3 is 

more recent than these NMR studies of MA+ diffusion. There are several 

examples of 1H NMR spectroscopy being used to identify interstitial and 

substitutional hydrogen defects in oxide perovskites and other metal oxide 

materials.86–91  

The presence of hydrogen impurities in ZnO can be seen clearly from 

1H NMR.86,88,92 Wang et al. were able to assign the 1H signals in ZnO to 

interstitial H+ and substitutional H in an oxygen vacancy, HO using deuteration 

of a model Zn(OH)2 sample and 1H – 17O correlations.88 They assigned the signal 

at ~4.2 ppm at low temperatures to sorbed water and at high temperatures to H+. 

The signals at 0-2 ppm were assigned to HO defects.  

By minimizing exposure to moisture and treating samples of lead zirconate 

titanate (PZT) and barium titanate (BTO) with high-pressure H2 gas, Alvine 

et al.87 confirmed by 1H NMR that signals at ~4 ppm and ~7 ppm for both 

samples can be assigned to contamination due to moisture but the three signals 

around −1 to 1 ppm result from internal hydrogen species, likely interstitial 

defects in the perovskite lattice. Their results are consistent with structural 

models of these materials which indicate that there could be three possible 

locations of interstitial hydrogen defects.  
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The 1H NMR studies of these purely inorganic materials benefit from a lack of 

native hydrogen in the structure and so any 1H signal is guaranteed to be some 

impurity in the sample. The simpler spectra allow for easier identification of the 

nature of the hydrogen impurity. However, if there are interstitial or 

substitutional hydrogen defects in MAPbI3 it may still be possible to identify 

them by 1H NMR. If these defects are identified, it may also be possible to 

determine whether there is any diffusion of these species through the structure. 

4.2.4. Probing Diffusion by NMR 

Diffusion in solids can be probed via NMR by measuring the diffusion induced 

relaxation at different temperatures. Relaxation is driven by fluctuations in the 

local magnetic field due to molecular motion. As the temperature changes, the 

rate of molecular diffusion through a structure will change and as a result the 

average local magnetic field will also change. Both spin-spin relaxation and 

spin-lattice relaxation can be used to measure diffusion. 

As the temperature increases, and the diffusion of ions throughout a sample 

increases, the local magnetic field becomes more averaged. The increased 

homogeneity of the local magnetic field reduces the dephasing of magnetization 

in the 𝑥𝑦 plane. The measurable result of this is a slower 𝑇2 relaxation rate at 

higher temperatures.  

As 𝑇2
∗ relaxation is inversely proportional to the linewidth at half height, 𝜈1

2

 of a 

signal,

𝜈1
2

=
1

𝜋𝑇2
[4.2.4. 1] 

The narrowing of the linewidth of a signal as temperature increases is an 

efficient indicator that a species could be involved in diffusion. 

The fluctuations of the magnetic field that are a result of diffusion can be 

described by the correlation function, 𝐺(𝜏𝑐), and spectral density function, 𝐽(𝜔), 

as in Section 2.1.11.1. The spectral density function (Equation [2.1.11.7]) 

describes the amount of motion happening at a particular frequency. Figure 4.2 

shows the plots of the spectral density function at different correlation times.  
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Figure 4.2: Fits of the spectral density function at correlations times, 𝜏𝑐, of 1 ns 

(Pink), 10 ns (Blue), and 100 ns (Green).  

 

At short correlation times, relating to fast molecular motion, there is a broad 

range of frequencies sampled. Slow molecular motion has long correlation times 

and samples a narrow range of frequencies. For a given frequency such as the 

Larmor frequency, 𝜔0, the spectral density function will have a maximum when 

𝜔0𝜏𝑐 ≅ 1.  

The correlation time associated with the spectral density can be considered equal 

to the residence time of a diffusing species, 𝜏. 𝜏 is a measure of how long a 

species rests in an energy minimum as it diffuses through a structure. The 

temperature dependence of 𝜏 follows Arrhenius behaviour 

𝜏 = 𝜏0𝑒
𝐸𝐴
𝑘𝐵𝑇 [4.2.4. 2] 

where 𝜏0 is a pre-exponential factor, 𝐸𝐴 is the activation energy of the diffusion 

process in J, 𝑘𝐵 is the Boltzmann constant in J K-1, and T is temperature.  

As the temperature increases, 𝜏 will decrease and the spectral density function 

will change. By measuring the 𝑇1 times of a sample at different temperatures, it 

is possible to extract information about 𝜏.  
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As 𝐽(𝜔) ∝ 𝑇1
−1, a plot of 𝑇1

−1 against T −1 will also have a maximum when 

𝜔0𝜏 ≅ 1. From this plot it is possible to extract information about the diffusion 

residence time and the activation energy of diffusion.  

4.3. Experimental Details 

4.3.1. Materials 

Hydroiodic acid (47 wt%) and ethanol (≥ 99.5 %) were obtained from 

Honeywell. Methylammonium ethanol solution (33 wt%), diethyl ether (99+ 

%, anhydrous), and lead iodide (PbI2, 99 %) were obtained from Acros 

Organics.  

4.3.2. Sample Preparation 

4.3.2.1. Methlyammonium Iodide Synthesis 

Hydroiodic acid was mixed with methylammonium ethanol solution with a 

molar ratio of 1: 1 in a round flask under an ice water bath. After reacting for 

two hours, the product was crystallized by removing the solvent with a rotary 

evaporator. The solid was dissolved in a minimal volume of ethanol and 

recrystallized with diethyl ether. The product was collected by vacuum filtration 

and washed three times with diethyl ether. The white salt was dried in a vacuum 

oven at 60 °C for 12 h. 

4.3.2.2. CH3NH3PbI3 synthesis 

To prepare CH3NH3PbI3, 1.383 g PbI2 and 0.477 g above synthesized CH3NH3I 

powder were dissolved in 2 mL dimethyl formamide in a vial by stirring for 

12 hours. The solution was firstly filtered by a 0.22 𝜇m syringe filter and then 

precipitated with 500 mL diethyl ether. The yellow precipitate was collected by 

vacuum filtration and dried in a 65 °C vacuum oven for 12 h.  
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4.3.2.3. ZnO Synthesis 

ZnO nanoparticles were synthesized by reacting a zinc acetate solution 

(42 mL, 0.069 molL-1 in ethanol) with a potassium hydroxide solution 

(23 mL, 0.1 molL-1 in ethanol). The above solutions were mixed at room 

temperature by stirring (600 rpm) for 15 min and left still on a 60 °C hotplate 

for 2 hours. The suspension was cooled down to room temperature and 

centrifuged to obtain the wet product. ZnO nanopowder was finally obtained by 

drying the about white powder in a 60 °C vacuum oven for 12 h. 

4.3.2.4. Preparation of Solid-state NMR Samples 

For the reference CH3NH3PbI3 sample, the as synthesized powder was used. The 

water incorporation was conducted by expose the CH3NH3PbI3 powder to water 

bubbled argon flow for 8 hours with a flow rate of ~60 ml min-1. For the mixed 

CH3NH3PbI3-ZnO sample, 0.0968 g CH3NH3PbI3 was mixed with 0.0032 g 

ZnO by grinding with a mortar and pestle for 30 min. 

4.3.3. NMR 

Static and MAS NMR experiments were performed on a Bruker Avance III 

spectrometer operating at a 1H Larmor frequency of 𝜈0𝐻 = 600 MHz (14.1 T) 

using a 2.5 mm triple-resonance MAS probe and a 1.3 mm double-resonance 

MAS probe, and a Bruker Avance NEO spectrometer operating at a 1H Larmor 

frequency of 𝜈0𝐻 = 800 MHz (18.8 T) using a 1.3 mm double-resonance MAS 

probe. Spinning frequencies ranged from 0-60 kHz, most experiments were 

performed at 0 or 20 kHz. TThe temperature due to frictional heating during 

MAS VT experiments was monitored by the chemical shift change of 79Br in 

KBr powder.93 The temperature was allowed to equilibrate for at least 10 

minutes between experiments. 

1H experiments were performed using a spin echo pulse sequence. The inter-

pulse delay, 𝜏, was varied from 0.17 to 5 ms. 1H 𝑇1 experiments were performed 

using a saturation recovery pulse sequence. 32 transients were co-added and a 

recycle delay of 100 ms was used. 32 points were recorded with variable delays 

ranging from 1 ms to 200 s.   
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4.4. Results and Discussion 

4.4.1. MAPbI3  

MAPbI3 was packed in a 2.5mm MAS rotor inside of a glovebox to limit any 

contamination with moisture in the air. The single-pulse 1H NMR spectrum of 

this sample is shown in Figure 4.3. 

 

Figure 4.3: 1H single-pulse MAS spectrum of MAPbI3. Recorded on a 14.1 T 

spectrometer with spinning frequency of 20 kHz. Signal at 6.3 ppm assigned to 

NH3, signal at 3.3 ppm assigned to CH3, multiple small signals around 0-2 ppm 

are not assigned for this spectrum due to low intensity.    

 

As expected, there are two clear peaks with equal integrals corresponding to the 

CH3 and NH3 of the MA+ cation, at 3.3 ppm and 6.3 ppm respectively. There 

are however other unexpected signals present in the spectrum. In examples of 

1H NMR of MAPbI3 in the literature, these signals are also often present and are 

tentatively assigned to be water or other impurities in the sample.75,80,94–96 The 

location of these impurity signals around 0-2 ppm is similar to the locations of 

interstitial and substitutional hydrogen defects in oxide perovkites and metal 
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oxide materials.86–91 Given the potential of any impurity or defect in the 

perovskite structure having an important effect on the performance of the 

material, it is important to properly investigate and understand these regularly 

appearing anomalies in the 1H NMR of MAPbI3. If there is any significant 

diffusion of H containing ions through the MAPbI3 structure, the linewidths of 

the 1H spectrum at varying temperatures should be affected by this diffusion and 

allow some identification of the process.97,98  

The resolution of a 1H spectrum of MAPbI3 at moderate magnetic field strength 

and MAS frequency is sufficient to analyse the large CH3 and NH3 signals 

however the smaller impurity signals are overpowered by the MA signals. 

Improving the resolution and separating the impurity signals further from the 

MA signals using very fast MAS can be difficult when working with hybrid 

perovskite materials due to their sensitivity to temperature. Frictional heating 

from MAS limits the range of temperatures that can be reached by variable 

temperature measurements and thus limits the possibility of studying the 

different phases of these materials.  

4.4.1.1.  Static VT Experiments  

The static, room temperature 1H spectrum of MAPbI3 at 18.8 T field strength 

features a broad signal centred around  4.6 ppm and a second overlapping signal 

with a maximum around 1.5 ppm as shown in Figure 4.4. 

 

Figure 4.4:a) 1H static spin echo spectrum of MAPbI3 recorded on a 18.8 T 

spectrometer with 0 kHz MAS. b) Fitting and deconvolutions of signals at 

approximately 4.6 ppm, 1.5 ppm, and −1.5 ppm. Ratios of these signals are 

63 %, 36 %, and 1 % respectively. 
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Assuming only two species, the linewidths of these signals was estimated after 

deconvolution of the spectrum using DMfit software.99 The signal at 4.6 ppm 

has a linewidth of 10 kHz and the signal at 1.5 ppm has a linewidth of 2 kHz. 

This static spectrum of MAPbI3 sample differs from the static spectrum recorded 

at a 9.4 T magnetic field strength by Senocrate et al. who observed just one 

broad signal with a linewidth of 8 kHz.96 This difference is likely due to the 

significant improvement of the resolution at higher field strengths.  

Where Senocrate et al. were unable to observe any change in the line shape, 

linewidth or position of the static 1H signal of MAPbI3 between 183 and 503 K, 

at higher field strength, the higher resolution of the spectrum does show that the 

signals change in this temperature range. 

Technical limitations restricted the temperature range that could be explored. 

However, it was possible to observe the phase change from tetragonal to 

pseudocubic MAPbI3 at 330 K. In Figure 4.5, the static 1H spectra of MAPbI3 

at temperatures between 298 and 338 K are shown.  

 

Figure 4.5: 1H static spin echo spectra of MAPbI3 recorded at different 

temperatures. a) T = 298 K, b) T = 313 K, c) T = 330 K, and d) T = 338 K. 
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Temperature CH3 1H chemical shift 

298 K 1.41 ppm 

313 K 1.58 ppm 

330 K 1.65 ppm 

338 K 1.94 ppm 

Table 4.1: 1H static chemical shift of the CH3 signal of MAPbI3 recorded at 

increasing temperatures. Chemical shifts have been obtained by fitting and 

deconvolution of the broad spectrum using DMFit.  

 

There is no observable change of the NH3 signal but despite the poor SNR, the 

second signal does show a clear change in position as the temperature increases 

and the phase change of the perovskite cage is instigated, as demonstrated by 

the arrow in Figure 4.5 . This is consistent with results for well-resolved MAS 

VT experiments on hybrid halide perovskites.80,100  

The change of the spin-lattice relaxation with temperature can also be a good 

measure of diffusion, however the limited temperature range available and poor 

sensitivity resulting in very long experiment times meant that it was not feasible 

to undertake these measurements. The static 1H 𝑇1 relaxation times as a function 

of temperature were recorded by Senocrate et al. over a range from 

183 - 310 K.96 The behaviour that they observed was characteristic of spin-

lattice relaxation which was dominated by dipolar coupling and spin-rotation 

mediated relaxation and showed no signs of diffusion induced relaxation. The 

activation energy of Δ𝐸𝑎 = 0.13 eV that they were able to extract from the VT 

𝑇1 experiments was in agreement with that expected of rotational motion of the 

MA+ ion. The calculated activation barriers for MA+ or H+ diffusion are 

estimated to be much larger.60,101      

These results indicate that the change in the spectrum as the phase changes from 

tetragonal to pseudocubic which is likely a result of changes in the interaction 

between the MA+ ion and the perovskite lattice as the phase changes.100 

Considering the lack of narrowing of either of the signals and the observations 
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of Senocrate et al. it is unlikely that there is diffusion of the MA+ ion in MAPbI3 

under the conditions and timescales measurable by static 1H NMR.   

4.4.1.2.  MAS VT Experiments   

MAS 1H NMR provides the spectral resolution required to sperate the NH3 and 

CH3 signals. Where in the static case, only the CH3 signal showed a change in 

chemical shift as the temperature increased, using 60 kHz MAS shows that the 

NH3 signal also moves to higher chemical shift as the temperature increases as 

seen in Figure 4.6. 

Using a change of linewidth with respect to temperature to identify any ion 

diffusion in MAPbI3 is complicated by the already narrow linewidths due to fast 

rotation of the MA+ ion within the perovskite cage. Although in this case MAS 

allows for better observation of changes of signals as a function of temperature, 

it is not useful for identifying ion diffusion as MAS induces further unnatural 

narrowing of the signals. Additionally, the frictional heating which occurs 

during MAS severely limits the temperature range which can be investigated. 

This limits the usefulness of 𝑇1 relaxation as function of temperature as a 

measurement of diffusion. 

Static and MAS 1H NMR can be useful tools to identify the phase change of 

MAPbI3 as the temperature changes however neither have been able to identify 

any ion diffusion.  
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Figure 4.6: 1H MAS spin echo spectra of MAPbI3 recorded at different 

temperatures. a) T = 348 K, b) T = 353 K, c) T = 358 K, and d) T = 363 K. 

Spectra are recorded with a spinning frequency of 60 kHz. 

 

Impurities  

MAS 1H NMR can also provide the spectral resolution needed to investigate the 

unassigned impurity signals of MAPbI3, however the intensity of these signals 

is significantly lower than for the CH3 and NH3 signals and some resolution is 

lost. Using spectral editing techniques to preferentially remove the MA signals, 

the unassigned signals can be resolved in greater detail. For these experiments a 

MAS frequency of 20 kHz was used as this was sufficient to provide the 

necessary resolution. 

Spectral editing can refer to any technique which simplifies a spectrum, such as 

water suppression. In this case, careful selection of inter-pulse delay lengths in 

the spin echo sequence, results in the suppression of signals with short spin-spin, 

𝑇2, relaxation times. This means that the MA signals which have strong 

homonuclear couplings which drive the 𝑇2 relaxation will be preferentially 

supressed. 
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As the echo delay time increases, all signals decrease in intensity, but the MA 

signals decrease much faster to the point where they disappear completely. The 

𝑇1 relaxation time for the MA signals is ~14 s, compared to 10 s for the 

unassigned signals so to further emphasize the unassigned signals short recycle 

delays can be used. Figure 4.7 demonstrates the difference of the spectra of 

MAPbI3 acquired with different echo delays and recycle delays. 

 

Figure 4.7: 1H MAS spin echo spectra of MAPbI3 with different recycle delays 

and spin echo delays. a) Recycle delay = 18 s, spin echo delay = 0.25 ms. b) 

Recycle delay = 0.1 s, spin echo delay = 0.25 ms. c) Recycle delay = 18 s, spin 

echo delay = 3.5 ms. d) Recycle delay = 0.1 s, spin echo delay = 3.5 ms. 

Spectra are recorded with a spinning frequency of 20 kHz. Spectra are 

normalized to the maximum intensities. 

 

Additional VT MAS experiments were performed at 20 kHz spinning frequency 

to investigate the impurity. For these experiments, an echo delay time and a 

recycle delay time which resulted in the MA and smallest of the unassigned 

signals being similar intensities, such as in Figure 4.7d) were chosen 

(𝐷1 = 0.1 s, 𝜏 = 3.5 ms).  

Across the temperature range investigated (331 - 346 K), the notable difference 

in the spectrum as the temperature changes is the change in intensity of the 

signals as seen in Figure 4.8. As the temperature increases, the intensity of the 
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MA signals decreases slightly, and the intensity of the unassigned signals 

increases. In particular, the most intense impurity signal at 1.2 ppm increases by 

28 %. The change in intensity of the MA signals is less pronounced than the 

impurity signals. At 346 K the NH3 signal has decreased by 5 % and the CH3 

by 6 % compared to at 331 K.  

 

Figure 4.8: 1H MAS spin echo spectra of MAPbI3recorded at different 

temperatures. a) T = 331 K, b) T = 336 K, c) T = 341 K, and d) T = 346 K. 

Spectra are recorded with a spinning frequency of 20 kHz. A magnification of 

the region -1 to 2.5 ppm (Right) shows the differences in the intensities of the 

signals in this region. 

 

The observation of this behaviour during a spin echo experiment with a long 

evolution time suggests that the 𝑇2 relaxation time of the unassigned signals 

increases as temperature increases. This increase of 𝑇2 relaxation time as the 

temperature increases could indicate diffusion of these species.  

It would be expected that the 𝑇2 relaxation of the MA+ ions would also increase 

as the speed of reorientation of the MA+ ion increases at higher temperatures. 

This anomaly could be due to other factors such as changes in the homogeneity 

of the external magnetic field as temperature increases. If all signals are 

normalized so that there is no change in the CH3 signal, there is still an increase 

in intensity of the impurity signals.  
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While it has not been possible to determine any increased motion or diffusion 

quantitively, the results from the spin echo experiments show qualitative 

evidence of increased motion or diffusion. 

4.4.1.3. 13C NMR 

To ensure the signals at 0-2 ppm were not from any residual solvent or 

dimethylammonium impurities,102,103 a 13C NMR spectrum of MAPbI3 was 

recorded. The spectrum shown in Figure 4.9 exhibits one singular signal at 

31.3 ppm which corresponds to the CH3 of the MA cation. From this spectrum 

it is also possible to confirm that there is unlikely to be any significant difference 

in the nitrogen group of the cation such as the presence of any formamidinium 

ions, as this would result in a change in the 13C chemical shift.104 

 

Figure 4.9: 1H-13C CP spectrum of MAPbI3 recorded at a spinning frequency of 

20 kHz. The signal at 31 ppm is assigned to CH3 of the MA ion.  

 

4.4.1.4. Spectral Assignment 

The short 𝑇1 relaxation time, line shape, and behaviour of the signals during spin 

echo experiments with long 𝜏 delays, indicates that the signals at 0-2 ppm come 

from a mobile environment. A sample of MAPbI3 intentionally washed with 

water was prepared to determine whether these signals were likely to be due to 

water. Figure 4.10 shows the comparison between the 1H spectra of wet MAPbI3 

and pristine, dry MAPbI3. 
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Figure 4.10: 1H MAS spin echo spectra of dry MAPbI3 (Red) and wet MAPbI3 

(Blue). Additional signals at 4 and 4.7 ppm of the spectrum of wet MAPbI3 are 

assigned to water. A magnification of the region -1 to 2.5 ppm (Right) shows the 

differences in the line shape of the signals in this region. On the right, spectra 

are normalized to the maximum intensity. On the right, spectra are normalized 

to the same CH3 signal intensity. 

 

In the spectrum of wet MAPbI3 there are additional peaks at 4 and 4.7 ppm, and 

the signal at 0 ppm has disappeared. The signals around 0.5-2 ppm have also 

changed, after deconvolution and fitting of these signals, there are at least two 

additional signals in the wet sample. 

The signals at 4 and 4.7 ppm are only present in the sample which has been 

exposed to water. Therefore, these signals can be assigned to water which may 

be present on the surface or within the perovskite cage structure or other H 

species in water rich environments. These assignments are consistent with the 

assignment of surface water in oxide perovskite structures.80,87 

As the signal at 0 ppm disappears in the wet sample, it is unlikely that this signal 

is due to any strongly bonded hydrogen impurity. This signal is tentatively 

assigned to some surface impurity. Very dilute impurities of water or -OH could 

be present in a preferential environment on the surface. When MAPbI3 is 

exposed to moisture it will absorb and uptake water. The controlled exposure of 

MAPbI3 to moisture results in the concentration of -OH and H2O increasing in 

the sample. As this happens, water penetrates further into the bulk of the sample 

by tens of 𝜇m.105   
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Around 0.5-2 ppm the signals which are present in pristine MAPbI3 remain but 

there are additional signals overlapping when the sample is exposed to moisture.  

The 𝑇1 relaxation measurement of wet MAPbI3 requires two components to 

achieve a good fit for the overlapping signals around 0.5-2 ppm. This indicates 

that there are two distinct species in this group of signals. Fitting the relaxation 

curve of the wet sample gives 𝑇1 relaxation times of 9.4  and 0.6 s. The signals 

around this are of pristine MAPbI3 had a 𝑇1 time of 10 s which corresponds well 

with one component of the wet sample.  

When MAPbI3 is exposed to moisture for prolonged periods the sample will 

absorb and uptake moisture which eventually will result in its decomposition: 

4𝐶𝐻3𝑁𝐻3𝑃𝑏𝐼3 ∙ 𝐻2𝑂 ⇌ (𝐶𝐻3𝑁𝐻3)4𝑃𝑏𝐼6 ∙ 𝐻2𝑂 + 3𝑃𝑏𝐼2 + 2𝐻2𝑂  

The signals at 1.2 ppm and 0.8 ppm could be due to a decomposition product, 

although there is no evidence for this in the 13C spectrum. It is likely that there 

are signals in this range which can be assigned to water. However, the signals at 

1.2 ppm and 0.8 ppm which remain largely unchanged after exposure to 

moisture could be some other hydrogen containing impurity or interstitial 

hydrogen.  

4.4.2. MAPbI3 on Zinc Oxide 

The typical structure for a solar cell includes a cathode, an electron transport 

layer (ETL), an absorber, a hole transport layer (HTL), and an anode. In hybrid 

perovskite based solar cells, the ETL is often a metal oxide, such as ZnO.106–108  

 

Figure 4.11: Example architecture of a solar cell 
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The electron transport properties of ZnO have been studied extensively. It 

exhibits unintentional n-type conductivity, the origins of which have been 

widely debated. A possible explanation for this n-type conductivity is the 

presence of hydrogen defects in the ZnO structure.109 First-principles 

calculations show that positively charged interstitial hydrogen, H+ is 

thermodynamically stable and can act as a shallow donor in ZnO.110 

Substitutional H defects, HO, where hydrogen replaces an oxygen and is equally 

bonded to four Zn neighbours, has also been shown to be possible in ZnO. The 

HO impurities also act as shallow donors.111 Experimentally, the introduction of 

hydrogen into ZnO has been shown to increase the n-type conductivity. The 

solubility of H in ZnO has been determined by measuring the conductivity as a 

function of temperature, and the value of this corresponds to the calculated 

formation energy of interstitial H+.112 

The likelihood of sorbed water, H+, and HO impurities in the ZnO layer of a 

sample of MAPbI3 deposited on ZnO, means that the 1H NMR spectrum of this 

sample is likely to be different to that of pure MAPbI3.  

Recently, Nitta et al. assigned a 1H NMR spectrum of ZnO with four species of 

incorporated hydrogen – water present in the crystal lattice, interstitial H+, 

substitutional HO, and VZn-H3, three O-H bonds in a zinc vacancy.91 They 

assigned the broad signal in their spectrum at 4.9 ppm to water, a sharp signal 

largely obscured by water at 4.1 ppm to H+, and signals between 0-2.5 ppm to 

HO and VZn-H3. Their assignment is largely in agreement with the assignments 

of Wang et al.88 who concluded that a signal at 4.2 ppm at low temperatures was 

the result of sorbed water and at high temperatures could be assigned to H+. They 

assigned the signals at 0-2 ppm to several HO defects in slightly different local 

environments.  

There are several studies which assign the signals around 0-2 ppm to -OH 

groups on the surface of ZnO rather than any structural defect.86,92,113,114 

However, more recently Li et al. used MQ NMR to differentiate between these 

signals and assigned the signals at lower chemical shift to surface -OH species 

and the signal towards 2 ppm to three O-H bonds in a zinc vacancy (VZn-H3) due 

to their close proximity to one another.115 
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The spectrum seen for MAPbI3 on ZnO in Figure 4.12 appears to be very similar 

to that of pristine MAPbI3.  

 

Figure 4.12: 1H MAS spin echo spectra of MAPbI3 on ZnO recorded on a 14.1 

T spectrometer at a spinning frequency of 20 kHz. 

 

This spectrum exhibits the intense CH3 and NH3 signals at 3.3 and 6. 3 ppm 

respectively as well as additional sharp signals at 3.9 ppm and between 

0.5-2 ppm. However, by using short recycle delays and long echo delays again, 

the difference of the unassigned signals in the spectrum of MAPbI3 on ZnO 

compared to pristine MAPbI3 can be seen more clearly (Figure 4.13).  
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Figure 4.13: 1H MAS spin echo spectra of MAPbI3 (Red) and MAPbI3 on ZnO 

(Blue) recorded with a recycle delay of 0.1 s and a spin echo delay of 3.5 ms. 

Additional signal on the spectrum of MAPbI3 on ZnO at 4 ppm is assigned to 

water. Spectra are normalized to the same CH3 signal intensity. 

 

Consistent with the published 1H spectra of ZnO91,114 and the spectrum of wet 

MAPbI3 in Section 4.4.1.4, the signal at around 4 ppm can be assigned to water. 

The absence of a signal at 0 ppm in the spectrum of MAPbI3 on ZnO is also 

consistent with the same observation of the intentionally wetted sample of 

MAPbI3. The behaviour of this group of impurity signals as the temperature of 

the measurement is increased is the same as for pristine MAPbI3. 

Given the overlap of signals which could be due to water, defects in the ZnO 

component or defects or impurities in the MAPbI3 component, it is not possible 

to differentiate or assign any of these signals in this spectrum. The deposition of 

MAPbI3 on ZnO may create additional interfacial defects in the structure which 

may further complicate the assignment of these signals. 
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4.5. Summary  

Methylammonium lead halide perovskites are important functional materials 

with promising applications in solar cells. MAPbI3 is an extensively studied 

perovskite with well understood properties. However, to increase the stability 

and photoconversion efficiency a more thorough understanding of defects 

present in the structure is required. MAPbI3 and MAPbI3 on ZnO were 

characterized by 1H NMR to identify possible structural defects which could 

indicate proton diffusion in these materials.  

The phase change between tetragonal and pseudocubic MAPbI3 has been 

identified by a change in chemical shift of the CH3 and NH3 resonances in static 

and MAS 1H NMR. However, there has been no observed evidence of diffusion 

of the MA+ ion in this temperature range.  

Additional signals in the 1H spectrum of MAPbI3 and MAPbI3 on ZnO have 

been identified between 0.5 ppm and 2 ppm. Intentional wetting of the MAPbI3 

sample was used here to aide in the assignment of these signals and showed that 

although there is some overlap with the chemical shift of water on the surface 

and within the pores of MAPbI3, these impurity signals remain largely 

unchanged by exposure to moisture and could be evidence of some other 

hydrogen impurity. The behaviour of these signals during spin echo experiments 

with long inter-pulse delays at different temperatures suggests that there is 

possibly some increased diffusion or other motion of these species as the 

temperature increases, both in the tetragonal and pseudocubic phases.  

Given the very small concentration of these additional hydrogen species and the 

inherent insensitivity of NMR, 1H NMR of the as synthesized materials alone is 

not sufficient to assign these signals.  
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5. DNP-Enhanced Solid-state 

NMR of Polymers 

5.1. Abstract 

In this work, investigation of the optimum sample preparation conditions for 

DNP enhanced solid-state NMR of polymers has been carried out. The 

enhancement that DNP provides allows intrinsically dilute aspects of polymers 

such as cross-links, chain ends, and interfaces to be identified. For DNP of 

polymers, finding the correct sample preparation technique is key to ensuring an 

even distribution of radical throughout the material. 

Analysis of the effects of the choice of radical solution, the volume and extent 

of polymer swelling, and the role of glycerol in aqueous radical solutions has 

shown that the extent of swelling of a polymer is important in achieving good 

DNP enhancements. It is also shown that the use of a glass-former or 

cryoprotectant is not always necessary due to the amorphous nature of polymer 

gels. However, the negative aspects of polymer swelling have also been shown 

in the changed spectral line shapes. 
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5.2. Introduction 

5.2.1. Polymers 

The unsustainable overconsumption of non-biodegradable petroleum derived 

plastics is a major contributor to the current climate emergency. The polymer-

based materials are present in almost all facets of the modern world and play an 

integral role in 21st century life. However, the manufacturing of plastics from 

petroleum and the pollution of the eco-system caused by discarded plastic waste 

have long lasting, negative impacts on the health of humans, animals, and nature.  

A solution to avoiding continual pollution by plastic materials is to develop 

alternative polymer feedstocks which are derived from a cleaner, renewable 

source, and which are biodegradable or more easily recycled. The work of 

developing these alternative polymers has progressed to the point where many 

polymers originally prepared from petroleum sources now have viable synthetic 

routes from renewable sources.117,118 

To ensure that a new “green plastic” from a renewable and/or biodegradable 

polymer source is a worthy replacement for a traditional plastic already in 

circulation, the properties of the new plastic must match or exceed those of the 

existing plastic. The development of plastics with specific properties requires a 

detailed understanding of the structure-property relationship of existing and new 

materials. There are many analytical techniques used to study polymer 

properties such as gel permeation chromatography (GPC)119 which determines 

molecular weight distributions; differential scanning calorimetry (DSC)120 

which measures melting and glass transitions, as well as the degree of 

crystallinity, and thermal gravimetric analysis (TGA)121 to measure thermal 

stability. However, for structural characterization, the amorphous or semi-

crystalline nature of polymers means that the common technique of X-ray 

diffraction (XRD) cannot always be used.  

It is still important to have a detailed understanding of the structure of polymers 

as, if the structural features responsible for the desired property can be fully 

understood, it becomes possible to design new materials with better properties 
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for any given application. For this type of analysis, solid-state NMR is the 

optimal choice as it can provide information on the structure and dynamics of 

amorphous and insoluble materials. Beyond simple confirmation of the chemical 

structure of a polymer, solid-state NMR has been used to investigate the 

macro-structure of polymer materials such as domain sizes in block 

co-polymers,122,123 packing and chain conformations,124 and the structure of 

interfaces in core-shell polymer morphologies.125  

The ability of solid-state NMR to probe molecular motion on a series of 

timeframes with excellent specificity makes it an appealing technique to study 

dynamic processes of polymers even in the solid state.126 Relaxation time 

measurements such as 𝑇1𝜌 experiments can provide insight to molecular motions 

happening on a millisecond timescale such as rotation of bulky substituents127 

or rotation about the axis of inline aromatic groups.128 The analysis of these types 

of molecular motions is important as they can have an impact on the 

compatibility of a polymer for a particular use. When considering appropriate 

plastic packaging in the food and beverage industry, significant attention is paid 

to the oxygen permeation characteristics of the polymer.129 These characteristics 

are linked to the dynamic motions which can be identified by solid-state 

NMR.130  

5.2.2. DNP-Enhanced Solid-state NMR of 

Polymers 

Dynamic Nuclear Polarization (DNP) enhanced solid-state NMR of polymers is 

a useful technique when the inherent insensitivity of solid-state NMR is a barrier 

to analysis of the material. DNP may be necessary when working with very small 

volumes of a material, or to analyse intrinsically dilute aspects of a polymer such 

as cross-links or chain ends.  

When analysing functional materials, it is important to study the structure of the 

material in the state it will be used as this can explain the characteristic properties 

of conjugated polymers including their semi-conductor abilities and favourable 

mechanical properties. Due to the nature of their sample as a thin film, allowing 
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them only a small quantity of analyte, Chaudhari et al. used a combination of 

DNP experiments and simulations to analyse the backbone structure of the 

donor-acceptor conjugated polymer diketopyrrolo-pyrrole-dithienylthieno[3,2-

b] thiophene (DPP-DTT).131 A 1H DNP enhancement of around 15 to 45, 

depending on the film deposition technique, allowed the authors to analyse just 

0.1 mg of the donor-acceptor stacking in thin films of DPP-DTT. The DNP 

enhancement made it possible to obtain high resolution two-dimensional 1H-13C 

NMR data in a reasonable time frame. This data provided an insight to the modes 

of charge transport via the backbone of these materials. 

Another photocatalytic material that requires improved structural analysis 

before performance can be optimized are polymeric carbon nitrides (PCNs). The 

photocatalytic properties of PCNs are of great interest and it is generally 

believed that good photocatalytic activity can be attributed to disorder in 

structure. It is however incredibly difficult to analyse this disorder in PCNs. Li 

et al. employed DNP to analyse the structural defects of PCNs to determine 

where these defects affect the photocatalytic activity.132 The authors compared 

two PCNs prepared in different ways PCN-P prepared via templating and PCN-

B which is prepared thermally. Tests show that PCN-B has a photocatalytic 

activity 17 times lower than PCN-P. DNP-enhanced NMR allowed Li et al. to 

perform several correlation experiments including a natural abundance 13C-15N 

double CP correlation experiment. The high resolution of these spectra allowed 

for a full structural assignment, including information on structural defects.    

Ouari et al. have shown the application of DNP to end group analysis of 

polymers.133 This is of particular interest in living polymers, where the end 

groups may go on to react further. Analysing these end groups is difficult, as 

they are inherently dilute in comparison to the polymer backbone. DNP again is 

an obvious choice to enhance the signal intensity and allow for identification of 

any signals which could be attributed to the end groups. Using the film casting 

sample preparation method to prepare samples of living polystyrene (PS) and 

poly(ethylene oxide) (PEO) in a solution of bCTbK radical in dichloromethane 

they achieved an enhancement, 𝜀𝐷𝑁𝑃 ≈  6. This enhancement provided a 

spectrum with high enough resolution to determine the end group location and 

structure of the living polymers. Additionally, they were able to confirm that the 
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reaction of the initiator and PEO had not gone to completion as they could see 

signals characteristic of the acrylate PEO starting material.  

Creating chemical libraries can streamline future endeavors to create new 

materials with less of an iterative approach. However, for polymers their 

amorphous and generally insoluble nature means their structures cannot be 

determined by common high throughput analytical techniques. Solid-state NMR 

is also unfeasible for the creating of libraries due to the extremely long 

experiment times. Blanc et al. used DNP-enhanced NMR with shortened 

experiment times as a high throughput characterization technique to facilitate 

the creation of a library of microporous organic polymers (MOPs) prepared by 

combinatorial chemical methods.134 The MOPs all follow the structure P1-RX 

where P1 is the backbone polymer and R is the specific end group, with 

concentration X. The very low percentage of functionalization of the R groups 

in these high molecular weight polymers, meant that the identification of these 

groups was not possible with standard solid-state NMR. Blanc et al. achieved a 

DNP enhancement, 𝜀𝐷𝑁𝑃 =  13 on a 1H-13C CP spectrum of P1, this allowed 

them to fully assign and determine the structure of the polymer backbone. 

Similar enhancements were achieved for the functionalized P1-RX samples and 

as such spectra with high enough resolution were obtained that the functional 

groups could be identified. These spectra were obtained in 256 scans or fewer, 

corresponding to experiment times of less than 1 hour, compared to over 5 hours 

for standard solid-state NMR experiments.  

While the previous examples of DNP of polymers are excellent examples of the 

usefulness of the technique, they all benefit from simple and effective sample 

preparation. Many of the samples presented are porous polymer structures which 

allow the radical to be homogenously distributed through the pores of the 

material. In the case of the living polymers studied by Ouari et al., the samples 

used were able to be solubilized and the film-casting sample preparation was 

used, this again ensures a homogeneous distribution of the radical. If the material 

does not allow for such a distribution of the radical and as a result the radical is 

localized on the surface, the success of the DNP enhancement relies on the 

relaxation properties of the material. It has been shown by Rossini et al. that 

samples with long 1H 𝑇1 relaxation values (𝑇1 > 100 s) can achieve substantial 
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DNP enhancement factors due to efficient 1H spin diffusion carrying the 

polarization from the radical on the surface to the bulk of the sample during the 

long relaxation process.135 For samples which have short 𝑇1 relaxation times the 

transfer of polarization cannot penetrate as thoroughly in the time available and 

DNP enhancements can be poor or non-existent. These examples demonstrate 

the benefits of DNP of polymers but highlight the limitations that current DNP 

sample preparation techniques impose. 

5.2.3. DNP Sample Preparation of 

Polymers 

For polymers which are insoluble and non-porous this presents a challenge in 

finding a suitable sample preparation procedure. Even at the cryogenic 

temperatures used for DNP experiments, the 𝑇1 values for polymers can be very 

short due to the presence of methyl groups, acting as relaxation sinks.136 In 

addition, the amorphous nature of polymers and short-range order can hinder 

efficient spin diffusion through the bulk of the material and result in a 

misrepresentation of the sample. For these reasons, finding a sample preparation 

technique which is capable of evenly distributing the radical throughout these 

solid polymers is necessary to ensure effective DNP is possible.  

An optimization of the sample preparation procedure was investigated by Le 

et al. for samples of polystyrene (PS) and poly(lactic acid) (PLA).30 They 

compared methods of preparing polymer samples using the glass forming and 

film casting methods using the radicals bCTbK and TEKPol. The overall 

conclusions of this study show that there can be benefits to both the glass 

forming and film casting methods in different situations. The greatest DNP 

enhancement was achieved by the GF technique however, there was also a 

significant loss of resolution due to increased disorder in the presence of the 

solvent. While the FC technique gave a smaller enhancement, there was less 

broadening of the lines and the spectral resolution remained largely unchanged 

in comparison to a standard solid-state NMR experiment. 

To compare the effect of the two techniques, they compared the absolute 

sensitivity ratios, as described in Section 2.2.5. This allows the authors to 
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systematically compare the different sample preparation methods for different 

polymers. They found that the increased enhancement gained with the GF 

method was most applicable for fully amorphous polymers whose spectral 

linewidth is broad to begin with, however for polycrystalline polymers where 

spectral resolution may be of the utmost importance for intricate structural 

determination, the FC method may be preferred, despite the lesser 

enhancements. They conclude that the reason for decreased enhancements 

despite the effective larger volume of sample in the FC method is due to a non-

uniform distribution of polarizing agent throughout the sample. This could be a 

result of the slow evaporation of solvent leaving the polymer time to organize 

itself into crystalline domains, excluding the polarizing agent from these 

domains. 

Experiments performed by Le et al. using the incipient wetness impregnation 

technique show very little to no enhancement. They determine that the reason 

for this was the difficulty they had to find a solvent which would solubilize the 

radical but not the polymer. By using the radical bTbK137 they were able to find 

a suitable solvent system, but the resulting DNP enhancements were negligible 

especially in comparison to those achieved using the FC and GF methods. Their 

results using the IWI technique are consistent with the observations of Rossini 

et al. that heterogeneously impregnated samples require very long spin-lattice 

relaxation times to achieve good DNP enhancements.135  

To limit the negative line broadening effect of the GF method while still 

ensuring a homogeneous distribution of radical, Tanaka et al. combined the 

principals of the GF and IWI techniques to develop guidelines for sample 

preparation of cross-linked polymers by swelling.138 Their procedure involves 

adding minimal volumes of a radical solution which will swell the polymer 

sample, without fully dissolving the material. The swollen polymer sample is 

then packed into the rotor and frozen at ~ 100 K inside the cooled probe.  

By analysing the apparent DNP enhancement in the microwave on vs. 

microwave off spectra of their samples, 𝜀, alongside a signal quenching factor, 

𝜃, and the ratio of relaxation rates of the sample containing radical solution, 
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𝑇𝐷𝑁𝑃 and a sample with only the solvent, 𝑇1, the authors compared the overall 

DNP enhancement of a series of cross-linked polymers. 

They compared the overall enhancement achieved with two different radical 

solutions – one which would swell some of the polymer samples, and a second 

which would swell the other polymers. They also investigated the effect that 

how much the polymers swelled had on the resultant overall DNP enhancement. 

Tanaka et al. presented a very clear set of data showing that the overall DNP 

enhancement is directly linked to the extent of swelling of a polymer sample. 

The polymers that swelled in an organic radical solution showed positive DNP 

enhancements while the polymers that did not swell in that solution showed no 

DNP enhancement. Conversely, the polymers that did not swell in the organic 

solvent, did swell in an aqueous radical solution and these samples did show 

positive DNP enhancements in that case, while the polymers that did not swell 

in aqueous solutions showed no DNP enhancement. They allowed these samples 

to stand at room temperature for 2 hours before cooling to 100 K to ensure that 

they swelled fully in the radical solutions. Experiments done on optimizing this 

impregnation time showed that there was also a positive correlation between 

long standing times and higher DNP enhancements. This adds to their 

conclusions that a more swollen polymer sample results in a better DNP 

enhancement. 

The authors conclude that this relationship between achieved DNP enhancement 

and the extent of the swelling of a polymer in a radical solution is due to the 

higher concentration of radical present in more swollen samples. They 

confirmed this with EPR data which showed that the samples that had higher 

DNP enhancements also had higher concentration of electron spin. 

The authors did consider the effects that the solvents themselves could have on 

the outcome and were able to show there was no correlation between increased 

deuteration and increased DNP enhancement. However, they did not present any 

work relating to the swelling effect of the solvents which was disconnected from 

radical concentration. Given the reported importance of swelling in achieving 

any DNP enhancement, it is likely that the extent of swelling is linked to a more 

thorough dispersion of radical throughout the sample. It follows that there is a 
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possibility that it is not the radical concentration alone that results in higher DNP 

enhancements of more swollen polymers. Understanding the impact of swelling 

alone on the DNP enhancements of polymers will provide the opportunity to 

better improve the sample preparation techniques used for polymers to optimise 

sensitivity and resolution. 

5.3. Experimental Details 

5.3.1. Materials 

Sodium polyacrylate (NaPA, cross-linked), poly(ethylene oxide) 

(PEO, Mv = 1,000,000), and poly(2-hyroxyethyl methacrylate) 

(PHEMA, Mv = 1,000,000) were purchased from Sigma-Alrdich. Polystyrene 

(PS, Mv = 290,000) was purchased from Thermo Fisher Scientific. All 

chemicals were used as received.  

5.3.2. Sample Preparation 

The general procedure for polymer sample preparation involved impregnation 

of a powder sample with a radical following a similar protocol to the incipient 

wetness impregnation technique.31 Typically a measured amount of polymer 

was wetted or swollen in the desired volume of radical solution. The samples 

were mixed thoroughly and re-weighed. The samples were then packed into 

3.2 mm sapphire rotors and inserted into the pre-cooled probe and were rapidly 

cooled to 100 K.  

The radical solutions used to prepare samples from Sections 5.4.1 and 5.4.2 are 

listed in Table 5.1. The details of the radical solution used to prepare samples in 

Section 5.4.3 are provided in Table 5.8. Specific details of which radical 

solution, and the volume used for each sample are provided alongside the results. 

Where possible, samples were impregnated immediately before measuring, 

rather than in advance. For the DQ build-up experiments, it was not possible to 

prepare the samples one at a time, so all samples were prepared 7 days in 

advance of any measurements.  
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Radical Solvent 

10 mM AMUPol 3 M Ca(NO3)2 D2O/H2O (90/10 vol%) 

10 mM AMUPol Glycerol-d8/D2O/H2O (60/30/10 vol%) 

10 mM AMUPol D2O/H2O (90/10 vol%) 

10 mM AMUPol D2O (100 vol%) 

17 mM TEKPol TCE 

Table 5.1: Radical solutions used for sample preparation. 

 

5.3.3. DNP-Enhanced Solid-state NMR 

DNP-enhanced solid-state NMR experiments were performed on a Bruker 

Avance III HD spectrometer operating at a 1H Larmor frequency, 𝜈0𝐻 = 600 

MHz (14.1 T), equipped with a double resonance low-temperature 3.2 mm CP-

MAS probe. The microwave source to generate electron polarisation was a 7.2 T 

gyrotron emitting 395 GHz microwaves at 5 W power.  

Polymer samples were packed directly into 3.2 mm sapphire rotors and inserted 

into the pre-cooled probe and were rapidly cooled to 100 K. Each sample was 

subjected to multiple freeze-thaw cycles by ejecting and reinserting the rotor. 

Experiments were performed under low temperature MAS. Temperatures 

ranged from 98-110 K. Spinning frequencies ranged from 8-10 kHz. 

1H-13C CP was achieved using a 90 to 100 % ramp on the 1H channel for 2 ms 

and 1H decoupling was applied during aquisition using a swept-frequency two-

pulse phase modulation (SWf-TPPM) sequence. Recycle delays used were 

determined for each sample from the 1H-13C CP DNP build-up time. 

DNP build-up times were determined using a 1H-13C CP saturation recovery 

sequence. 8 transients were co-added and a recycle delay of 100 ms was used. 

Between 16 and 32 points were recorded with variable polarization times 

ranging from 4 ms to 600 s.  

 

 



 

89 

 

5.3.4. Double-Quantum NMR 

1H-1H double-quantum build-up experiments were performed on a Bruker 

Avance III spectrometer operating at a 1H Larmor frequency of 𝜈0𝐻 = 600 MHz 

(14.1 T) using a double-resonance BBFO+ solution-state probe. 

DQ experiments were recorded using the pulse sequence described in 

Section 3.3 for static solids. The DQ filtered (𝐼𝐷𝑄) and reference (𝐼𝑟𝑒𝑓) spectra 

were recorded in an interleaved experiment, resulting in a pseudo-3D data set 

which was split into two 2D data sets containing the 𝐼𝐷𝑄 build-up in one, and the 

𝐼𝑟𝑒𝑓 build-up in the other. The 1H 90 ° pulse length was 25 𝜇s, the duration of 

the twelve-pulse excitation block was 𝑡𝑐 = 0.5 ms and the number of times this 

block was repeated ranged from 𝑛𝑐 = 0 to 70. A DQ pre-selection filter was 

also used which involved applying the DQ excitation and reconversion blocks 

twice, separated by a z-filter delay, 𝜏𝑧 = 1 ms. The pre-selection 𝜏𝐷𝑄 = 4 ms 

(𝑡𝑐 = 0.5 ms 𝑛𝑐 = 8). 256 transients were co-added for each of the 46 values 

of 𝜏𝐷𝑄, for both 𝐼𝐷𝑄 and 𝐼𝑟𝑒𝑓, with a recycle delay of 1.5 s.    

5.3.4.1. Data Analysis  

Experimental data was initially processed in TopSpin by normalizing the 

integrated intensity of each 𝐼𝑟𝑒𝑓 and 𝐼𝐷𝑄 1D data slice to the intensity of the first 

𝐼𝑟𝑒𝑓 spectrum. These values were then used to determine the normalized DQ 

coherence build-up using Equations [5.3.4.1] and [5.3.4.2]: 

𝐼Σ𝐷𝑄 = 𝐼𝑟𝑒𝑓 + 𝐼𝐷𝑄 [5.3.4. 1] 

𝐼𝑛𝐷𝑄 =
𝐼𝐷𝑄

𝐼Σ𝐷𝑄 − 𝐼𝑑𝑒𝑓𝑒𝑐𝑡
[5.3.4. 2]  

Dividing the experimental DQ intensity by 𝐼Σ𝐷𝑄 − 𝐼𝑑𝑒𝑓𝑒𝑐𝑡 removes the effect of 

relaxation.  𝐼𝑑𝑒𝑓𝑒𝑐𝑡 is a correction applied to the normalized DQ build-up to 

account for liquid-like components which contribute to 𝐼𝑟𝑒𝑓. Since these 

liquid-like components do not possess any RDC they do not contribute to 𝐼𝐷𝑄 

and as a result, without the removal of 𝐼𝑑𝑒𝑓𝑒𝑐𝑡𝑠, the normalized DQ 
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build-up, 𝐼𝑛𝐷𝑄, would be underestimated. 𝐼𝑑𝑒𝑓𝑒𝑐𝑡 is found by fitting the long 𝜏𝐷𝑄 

range of 𝐼𝑟𝑒𝑓 − 𝐼𝐷𝑄.139 

𝐼𝑟𝑒𝑓 − 𝐼𝐷𝑄 = 𝐵𝑒
−
2𝜏𝐷𝑄
𝑇2,𝐵
∗
 [5.3.4. 3]  

where 𝐵 is the fraction of isotropic component and 𝑇2,𝐵
∗  is the apparent transverse 

relaxation of this component. This correction is necessary to ensure the DQ 

coherence build-up curve reaches the expected plateau of 50 % intensity.  

The normalized DQ coherence build-up curves were then fitted to the 

“Abragam-like” (A-l) function in Equation [5.3.4.4] and distributions of  the 

RDC constants 𝐷𝑟𝑒𝑠 were calculated using the program ftikreg.140 

𝐼𝑛𝐷𝑄
𝐴−𝑙 (𝜏𝐷𝑄, 𝐷𝑟𝑒𝑠) = 0.5 (1 − 𝑒

−{0.378𝐷𝑟𝑒𝑠𝜏𝐷𝑄}
1.5

) ∙ cos(0.538𝐷𝑟𝑒𝑠𝜏𝐷𝑄) [5.3.4. 4] 
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5.4. Results and Discussion  

The requirements for successful impregnation of polymers with radicals used 

for DNP-enhanced solid-state NMR have been investigated. Representative 1H-

13C CP DNP spectra for all polymers used in this work and their spectral 

assignments are presented in Figure 5.1.  

 

Figure 5.1: 1H-13C CP spectra a) without and b) with MW irradiation of the 

polymer samples used here. Poly(ethylene oxide) (PEO) (top left), polystyrene 

(PS) (top right), poly(2-hyroxyethyl methacrylate) (PHEMA) (bottom left), and 

sodium polyacrylate (NaPA) (bottom right). The polarizing agent used for a), 

c), and d) was AMUPol, TEKPol was the polarizing agent used for b). † marks 

signals from solvent used in sample preparation. Spinning sidebands are noted 

with ★. 
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5.4.1. Polymer Swelling  

The requirement for a polymer to swell in the radical solution to ensure a 

homogeneous distribution of the polarization source was investigated by 

comparing the enhancements seen for two PEO and PS in radical solutions that 

would interact one but not the other. PEO is a very hydrophilic polymer that at 

low molecular weights will be soluble in aqueous solution, but at higher 

molecular weights will swell. The observed DNP enhancement, measured as the 

signal intensity of the spectrum with microwave irradiation relative to the 

intensity without microwave irradiation (𝜀𝐷𝑁𝑃 = 𝐼𝑀𝑊𝑜𝑛 𝐼𝑀𝑊𝑜𝑓𝑓 ⁄ ), linewidths, 

and the signal to noise enhancement (𝜒𝐷𝑁𝑃 = 𝑆𝑁𝑅 √𝑇𝐷𝑁𝑃⁄  ) of PEO 

impregnated with AMUPol in an aqueous solution and TEKPol in organic 

solvent are presented in Table 5.2.  

PEO 

Radical Solution 𝜺𝑫𝑵𝑷 FWHM 𝝌𝑫𝑵𝑷 

10 mM AMUPol in D2O/H2O (90/10 vol%) 30.2 455 Hz 2711 

17 mM TEKPol in TCE 1 379 Hz 145 

Table 5.2: DNP enhancements, linewidths, and SNR enhancements for two 

samples of PEO impregnated in an aqueous solution (glycerol-d8/D2O/H2O) or 

organic solvent (TCE). Linewidths were calculated using the peakw function in 

TopSpin on data with 0 Hz line broadening applied  𝜒𝐷𝑁𝑃 =
𝑆𝑁𝑅

𝑁𝑆√𝑇𝐷𝑁𝑃
. 

 

It can be seen from the observed 𝜀𝐷𝑁𝑃, that the radical impregnation with 

aqueous solution has been much more effective for PEO. The aqueous solution 

sample preparation has however increased the linewidth of the signal in 

comparison to the sample prepared in TCE. The reduced linewidth of the TCE 

sample indicates the reduced swelling of this sample. The 1H-13C CP spectra 

with and without MW irradiation for these samples can be seen in Figure 5.2. 
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Figure 5.2: 1H-13C CP spectra a) without and b) with MW irradiation of PEO 

impregnated with AMUPol in D2O/H2O (90/10 vol%) (Left) and TEKPol in 

TCE (Right). † marks signals from solvent used in sample preparation.  

 

Conversely to PEO, PS is a hydrophobic polymer. When impregnated with 

AMUPol in aqueous solution, the PS powder formed a suspension in the 

solution. The impregnation with TCE resulted in part solubilization and 

aggregation of the PS powder. The observed enhancements for these samples 

are presented in Table 5.3. 

PS 

Radical Solution 𝜺𝑫𝑵𝑷 FWHM 𝝌𝑫𝑵𝑷 

10 mM AMUPol in glycerol-d8/D2O/H2O 

(60/30/10 vol%) 
0.8 909 22 

17 mM TEKPol in TCE 4.9 960 112 

Table 5.3: DNP enhancements, linewidths, and SNR enhancements for two 

samples of PS impregnated in an aqueous solution (glycerol-d8/D2O/H2O) or 

organic solvent (TCE). The values of these observables were taken for the 

aromatic signal at 130 ppm as it was least obscured by solvent signals. 

Linewidths were calculated using the peakw function in TopSpin on data with 0 

Hz line broadening applied. 𝜒𝐷𝑁𝑃 =
𝑆𝑁𝑅

𝑁𝑆√𝑇𝐷𝑁𝑃
. 

 

The sample of PS suspended in a solution of glycerol-d8/D2O/H2O exhibited no 

enhancement of the PS signals, as seen in Figure 5.3. There was in fact a slight 

decrease in intensity of the PS signals in the spectrum recorded with MW 

irradiation, this can be attributed to slight heating of the sample by the 
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microwaves. The signals arising from the glycerol present in this sample do 

exhibit significant DNP enhancements. This enhancement can be used as 

evidence that the lack of enhancement is due to an absence of radical in the 

polymer phase of the sample.  

 

Figure 5.3: 1H-13C CP spectra a) without and b) with MW irradiation of PS 

impregnated with AMUPol in glycerol-d8/D2O/H2O (60/30/10 vol%) (Left) and 

TEKPol in TCE (Right). The sample prepared in aqueous solution does not 

exhibit any enhancement of the signals assigned to PS, but there is a large 

enhancement of the signals assigned to glycerol. This demonstrates that the 

DNP process is effective in this sample, but the polymer does not experience 

this. † marks signals from solvent used in sample preparation.  

 

Although these results show some correlation between the affinity of the solvent 

and polymer and the observed DNP enhancement, there is a possibility that there 

is also an influence of the affinity of the radical itself and the polymer.  

The effect of swelling alone was further investigated by looking at the impact of 

the volume of radical solution used. This allowed for a view of the impact of 

swelling without any potential interference from the effects of different radicals. 

The effect of the volume of radical solution was investigated by preparing two 

samples of PEO with different volumes of 10 mM AMUPol in D2O (100 %). 

The sample preparation details are presented in Table 5.4. 
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Mass of 

Polymer 

Volume of Radical 

Solution 

Polymer 

Content  
𝜺𝑫𝑵𝑷 FWHM 𝝌𝑫𝑵𝑷 

30 mg 50 𝜇L  35 wt% 22.8 456 Hz 905 

20 mg 14 𝜇L 56 wt% 19.5 579 Hz 1362 

Table 5.4: Sample preparation details of two samples of PEO prepared with 

different volumes of a radical solution, 10 mM AMUPol in D2O (100 %): mass 

of polymer, volume of radical solution added, and resulting wt% of polymer 

content in the final sample; and DNP enhancements, linewidths and SNR 

enhancement.Linewidths were calculated using the peakw function in TopSpin 

on data with 0 Hz line broadening applied. 𝜒𝐷𝑁𝑃 =
𝑆𝑁𝑅

𝑁𝑆√𝑇𝐷𝑁𝑃
.  

 

Following expectations set in the previous results in this work and in the 

literature, the sample which has been swelled in more of the radical solution 

results in a higher 𝜀𝐷𝑁𝑃. However, the higher polymer content in the second 

sample contributes to a higher SNR of the spectrum without MW irradiation to 

such an extent that the sensitivity of the less swollen polymer is higher. A 

comparison of the spectra can be seen in Figure 5.4.  

 

Figure 5.4: 1H-13C CP spectra a) without and b) with MW irradiation of two 

samples of PEO impregnated with different volumes of radical solution, 10 mM 

AMUPol in D2O (100 %). The sample with a lower volume of radical solution 

(Left) exhibits a lower 𝜀𝐷𝑁𝑃 but the higher polymer content of the sample results 

in an improved resolution.  
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In this case, the increased volume of radical solution has reduced the linewidth 

of the spectrum, contrary to what is expected. However, the reduced linewidth 

does not necessarily afford improved resolution of the spectrum. The low 

temperature 1H-13C CP standard NMR spectrum of dry PEO shows several 

distinct maxima, resulting from distortion of the helical structure of the polymer 

chains.141,142 2D solid-state NMR experiments identified, in a 2 ppm range, 14 

distinct environments in the repeat unit of crystalline PEO.143 In amorphous 

PEO, the C-C bonds take a predominately (~80 %) gauche configuration and 

the C-O bonds are predominately (~70 %) trans, and in crystalline PEO all C-

C bonds are gauche and all C-O bonds are trans but with a distortion of torsion 

angles of these bonds. The semi-crystalline PEO samples used here will 

therefore have a wide range of distinct 13C environments.  

In aqueous solutions of PEO, it has been seen that the gauche conformation of 

C-C bonds becomes increasingly favourable as the water volume fraction is 

increased,144 this may account for the apparent homogeneous linewidth seen 

here for the sample of PEO with a higher proportion of radical solution. In Figure 

5.5, the intensities of the spectra with MW irradiation of these two samples have 

been matched and the differences in the shape of the spectra is demonstrated. 

The sample with a lower volume of radical solution added exhibits two 

additional resolved peaks, although its linewidth does appear to have been 

broadened, the shape of this spectrum shares more similarities with that of dry, 

pristine PEO. The narrower, single peak observed in the spectrum of the sample 

prepared with a higher volume of radical solution indicates that there has been 

some D2O induced change in conformation of the polymer chains.  
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Figure 5.5: 1H-13C CP spectra with MW irradiation of PEO impregnated with 

a) 14 𝜇L and b) 50 𝜇𝐿 of 10 mM AMUPol in D2O (100 %). Spectrum a) exhibits 

a larger linewidth but additional resolved peaks indicating a more disordered 

conformation of polymer chains.  

 

The changes in the spectrum of PEO as the volume of radical solution increases 

indicates the importance of considering the impact that DNP sample preparation 

will have on the sample. While good DNP enhancements can be achieved on 

polymers by swelling them in a radical solution, these enhancements may not be 

useful if the sample has been changed in the process.   

5.4.2. Role of a ‘Glass-former’  

For DNP sample preparation for most materials the use of a ‘glass-former’ or 

cryoprotectant, is of utmost importance due to the low temperatures at which 

DNP experiments are performed. Without a glass-former the radical solution 

will crystallize and cause aggregation of the radical which limits the achievable 

DNP enhancement. 

The commonly used solvents for DNP sample preparation which provide this 

glass-forming function (TCE and glycerol-d8/D2O/H2O solution) present a 

limitation in the study of organic materials with DNP. The 13C signal of these 

solvents can overlap and obscure the signals of interest. Figure 5.6 demonstrates 

this overlap for a sample of PEO. 
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Figure 5.6: 1H-13C CP spectra recorded with MW irradiation of PEO 

impregnated with 10 mM AMUPol in a) D2O (100 %), b) glycerol-d8/D2O/H2O 

(40/50/10 vol%), and c) with 17 mM TEKPol in TCE. The comparison 

demonstrates the complete overlap of the PEO resonance by the signals of 

glycerol and TCE.  

 

Several strategies to overcome this problem exist such as solvent signal 

supression145,146 and the use of inorganic glass-forming agents such as a 

Ca(NO3)2 solution. However, for polymers where it appears to be important that 

the sample swells in the radical solution, the use of glycerol or Ca(NO3)2 

presents an additional limitation as they may reduce the absorbancy of the 

polymer.147  

In the effort to improve the sample preparation process for polymers, the 

requirement to have a glass-forming agent at all was investigated. Samples of 

PEO, PHEMA, and NaPA were prepared using 30 mg of polymer and 50 𝜇L of 

a 10 mM AMUPol solution in a range of aqueous solutions. For PEO (Table 

5.5, Figure 5.7) and PHEMA (Table 5.6, Figure 5.8) the DNP enhancements and 

SNR enhancements were higher for samples which did not contain glycerol or 

Ca(NO3)2. For NaPA (Table 5.7, Figure 5.9), the opposite was true and the 

samples containing glycerol and Ca(NO3)2 achieved higher DNP and SNR 

enhancements. 
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PEO 

Solution 𝜺𝑫𝑵𝑷 FWHM 𝝌𝑫𝑵𝑷 

Glycerol-d8/D2O/H2O (60/30/10 vol%) 15.5 328 615 

3 M Ca(NO3)2 D2O/H2O (90/10 vol%) 21.4 545 1281 

D2O/H2O (90/10 vol%) 30.2 455 2711 

D2O (100 vol%) 22.8 456 905 

Table 5.5: DNP enhancements, linewidths, and SNR enhancement factors for 
1H-13C CP DNP experiments of ~30 mg of PEO impregnated with AMUPol 

using 50 𝜇L of a 10 mM solution in different aqueous solutions. Linewidths were 

calculated using the peakw function in TopSpin on data with 0 Hz line 

broadening applied. 𝜒𝐷𝑁𝑃 =
𝑆𝑁𝑅

𝑁𝑆√𝑇𝐷𝑁𝑃
. 

 

 

Figure 5.7: 1H-13C CP spectra, intensities scaled to match, recorded with MW 

irradiation of PEO impregnated with 10 mM AMUPol in a) glycerol-

d8/D2O/H2O (60/30/10 vol%), b) 3 M Ca(NO3)2 solution in D2O/H2O (90/10 

vol%), c) D2O/H2O (90/10 vol%), and d) D2O (100 %). Spectrum a) 

demonstrates the much better resolution of the PEO signal in the sample 

prepared with glycerol, indicating that there is less swelling of this sample which 

could be responsible for the lower 𝜀𝐷𝑁𝑃.  
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PHEMA 

Solution 𝜺𝑫𝑵𝑷 FWHM 𝝌𝑫𝑵𝑷 

Glycerol-d8/D2O/H2O (60/30/10 vol%) 7.8 865 79 

3 M Ca(NO3)2 D2O/H2O (90/10 vol%) 18.3 688 66 

D2O/H2O (90/10 vol%) 24.8 706 220 

D2O (100 vol%) 20.1 717 92 

Table 5.6: DNP enhancements, linewidths, and SNR enhancement factors for 
1H-13C CP DNP experiments of ~30 mg of PHEMA impregnated with AMUPol 

using 50 𝜇L of a 10 mM solution in different aqueous solutions. Linewidths were 

measured for the carbonyl resonance at 180 ppm as this resonance is least 

impacted by the overlapping solvent signals. Linewidths were calculated using 

the peakw function in TopSpin on data with 0 Hz line broadening applied. 

𝜒𝐷𝑁𝑃 =
𝑆𝑁𝑅

𝑁𝑆√𝑇𝐷𝑁𝑃
. 

 

 

Figure 5.8: 1H-13C CP spectra, intensities scaled to match, recorded with MW 

irradiation of PHEMA impregnated with 10 mM AMUPol in a) glycerol-

d8/D2O/H2O (60/30/10 vol%), b) 3 M Ca(NO3)2 solution in D2O/H2O (90/10 

vol%), c) D2O/H2O (90/10 vol%), and d) D2O (100 %) 

  



 

101 

 

NaPA 

Solution 𝜺𝑫𝑵𝑷 FWHM 𝝌𝑫𝑵𝑷 

Glycerol-d8/D2O/H2O (60/30/10 vol%) 41.0 668 80 

3 M Ca(NO3)2 D2O/H2O (90/10 vol%) 13.6 754 211 

D2O/H2O (90/10 vol%) 11.3 679 72 

D2O (100 vol%) 10.9 708 73 

Table 5.7: DNP enhancements, linewidths, and SNR enhancement factors for 
1H-13C CP DNP experiments of ~30 mg of NaPA impregnated with AMUPol 

using 50 𝜇L of a 10 mM solution in different aqueous solutions. Linewidths were 

measured for the carbonyl resonance at 180 ppm. Linewidths were calculated 

using the peakw function in TopSpin on data with 0 Hz line broadening applied. 

𝜒𝐷𝑁𝑃 =
𝑆𝑁𝑅

𝑁𝑆√𝑇𝐷𝑁𝑃
.  

  

 

Figure 5.9: 1H-13C CP spectra, intensities scaled to match, recorded with MW 

irradiation of NaPA impregnated with 10 mM AMUPol in a) glycerol-

d8/D2O/H2O (60/30/10 vol%), b) 3 M Ca(NO3)2 solution in D2O/H2O (90/10 

vol%), c) D2O/H2O (90/10 vol%), and d) D2O (100 %). 
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The difference in enhancement behaviour seen could be the result of several 

processes, such as the extent of swelling of the polymers being impacted 

differently. In Figure 5.7a, although the signal of PEO is expected to be 

somewhat perturbed by an overlapping glycerol signal, the linewidth is narrower 

and resolution is better than the other PEO samples. It may be argued that the 

resolution seen here is the result of a different conformation of the polymer, as 

seen in Figure 5.5a. However, the significantly narrower linewidth, which is 

only observed in the samples prepared in TCE and the glycerol solution, leads 

to the conclusion that this is an observation of reduced swelling of PEO in the 

glycerol solution. The enhancements seen for PEO prepared with the Ca(NO3)2 

solution and 100 % D2O are very similar however the enhancement for the 

sample prepared with D2O/H2O (90/10) is much higher. The effect of 

deuteration on the enhancement seen here differs from the observations seen for 

other polymers in the literature.30,138 It has been seen that as the concentration of 

1H in polymers tends to be significantly higher than other types of materials, 

even at 100 % deuteration of the solvent, there is sufficient 1H concentration to 

mediate efficient spin diffusion. The reduced enhancement seen here for the 

fully deuterated solvent suggests that the 1H concentration of PEO is not 

sufficiently high to self-mediate the spin diffusion. 

For PHEMA, where the enhancement behaviour is the same as PEO, the 

spectrum in Figure 5.8a is significantly obscured by the glycerol signal, 

inhibiting a comparison of the spectral linewidths. This precludes an assessment 

of whether the glycerol solution has had an impact on the swelling of PHEMA. 

Nevertheless, the good enhancements seen for samples prepared without a glass-

forming agent confirm that PHEMA can perform this function itself and 

facilitate efficient DNP.  

Given the function of NaPA as a superabsorbent polymer, it is less likely that 

the large differences in enhancements seen for different radical solutions is due 

to changes in swelling behaviour. It is possible that the improvement of 

enhancements of NaPA with the addition of glycerol or Ca(NO3)2 is due to a 

reduced ability for NaPA to act as a glass-former compared to PEO and 

PHEMA.  
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For both PHEMA and NaPA, the sample prepared with 100 % D2O shows only 

a slightly lower enhancement than the sample which has 10 % H2O content. 

This is consistent with observations for other polymers presented in the 

literature.30,138  

5.4.3. Measuring the Effect of Swelling on 

DNP Enhancement 

The research presented by Tanaka et al. which showed a positive correlation 

between the volume of radical solution used, and subsequent extent of polymer 

swelling, and the DNP enhancement achieved, led them to the conclusion that 

the increased radical concentration in the more swollen samples was the reason 

for the larger enhancements.138 In this work, the extent of polymer swelling has 

been uncoupled from the radical concentration, to investigate the impact that the 

swelling itself has on the DNP enhancement. 

A series of samples of NaPA were swollen in increasing volumes of a radical 

solution of AMUPol in D2O/H2O (90/10). As the volume of radical solution was 

increased, the concentration of AMUPol in the solution was decreased. This 

ensured that the radical concentration in the prepared samples was consistent. 

This was achieved by preparing a highly concentrated solution of 40 mM 

AMUPol in D2O/H2O (90/10), of which 5 𝜇L was used for each NaPA sample. 

The concentrated radical solution was then either added to the NaPA sample 

directly, or further diluted in increasing volumes of D2O/H2O (90/10) before 

being added to the polymer. Each sample was left to stand at room temperature 

for 10 minutes before being packed into a rotor and frozen at 100 K. The 

samples were each prepared immediately before measurement to eliminate any 

potential influence of prolonged impregnation time.138 Details of the sample 

preparation and resulting radical concentration in the measured sample are 

presented in Table 5.8. 
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Sample 

Reference 

Polymer 

Mass 

D2O/H2O (𝟗𝟎/𝟏𝟎) 

Volume 

Polymer Mass in 

Rotor 

Total Radical Solution 

Volume in Rotor 

Radical Concentration in 

Rotor 

𝟏 23.4 mg 0 𝜇L 23.4 mg 5 𝜇L 8.5 𝜇mol g-1 

𝟐 23.3 mg 10 𝜇L 23.3 mg 15 𝜇L 8.6 𝜇mol g-1 

𝟑 23.3 mg 20 𝜇L 20.3 mg 22 𝜇L 8.6 𝜇mol g-1 

𝟒 23.1 mg 30 𝜇L 15.6 mg 24 𝜇L 8.7 𝜇mol g-1 

𝟓 23.4 mg 40 𝜇L 12.3 mg 24 𝜇L 8.5 𝜇mol g-1 

𝟔 23.3 mg 50 𝜇L 10.1 mg 24 𝜇L 8.6 𝜇mol g-1 

𝟕 23.7 mg 80 𝜇L 6.3 mg 23 𝜇L 8.4 𝜇mol g-1 

𝟖 23.0 mg 100 𝜇L 5.3 mg 24 𝜇L 8.7 𝜇mol g-1 

Table 5.8: Sample preparation details for the impregnation of NaPA with AMUPol. 5 𝜇L of a 40 mM solution of AMUPol in D2O/H2O (90/10) 

was added to all samples in addition to the volumes of D2O/H2O (90/10) noted in this table. The mass of polymer and total radical volume in the 

rotor were calculated from their respective weight percentages in the prepared sample. The radical concentration represents the concentration of 

AMUPol per gram of NaPA.  
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The 1H-13C spectra of these samples without MW irradiation demonstrate the 

impact that swelling has on the polymer itself and the 1H-13C CP spectrum. In 

Figure 5.10, the MW off spectra of samples 1, 2, and 3 are shown. There is a 

significant increase in the SNR and resolution of the spectra without MW 

irradiation of samples 𝟐 and 𝟑, in comparison to sample 𝟏, despite their slightly 

reduced sample weight. This may be the result of the increased volume of H2O 

in these samples. The increased H2O content can improve the efficiency of the 

CP transfer. However, as the volume of H2O in the rotor increases, the mass of 

polymer decreases and the SNR of the spectra without MW irradiation begins to 

decrease for samples 𝟒-𝟖 due to this decrease in practical sample weight.  

 

Figure 5.10: 1H-13C CP spectra of NaPA samples without MW irradiation. a) 

sample 𝟏 impregnated with a radical solution containing 0.5 𝜇L of H2O, b) 

sample 𝟐 impregnated with a radical solution containing 1.5 𝜇L of H2O, and c) 

sample 𝟑 impregnated with a radical solution containing 2.5 𝜇L of H2O.  

 

The change in SNR of the COO- signal at 180 ppm and the CH and CH2 signals 

around 40 ppm can be seen in relation to the mass of polymer and volume of 

H2O in Figure 5.11a. The change in SNR of both signals of the MW off spectrum 

initially increases, following a similar trend to the change in H2O volume. The 

change in SNR then decreases, following the trend of change in polymer mass, 

as would be expected.   
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Figure 5.11: Plots demonstrating the trends in the change of H2O volume 

(green) and polymer mass (red) in the rotor and the change in SNR of the COO- 

signal at 180 ppm (pink) and the CH and CH2 signal around 40 ppm (blue) of 

a) spectra without MW irradiation and b) spectra with MW irradiation. All 

values have been standardized to allow for comparison of the trends, lines are 

included as a guide for the eye.  

 

The change in SNR of the spectra recorded with MW irradiation (Figure 5.11b) 

does not appear to follow these trends as closely, although there is some 

dependence on the sample weight. This dependence can be seen more clearly in 

Figure 5.12 which shows the SNR with respect to the mass of polymer in the 

rotor and the square root of experiment time.  
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Figure 5.12: Plot of the evolution of the SNR per gram and unit of square time 

of the COO- signal in the DNP-enhanced 1H-13C CP spectra as a function of the 

volume of radical solution used to impregnate and swell the sample.  

 

This measure of sensitivity shows a more linear trend as the volume of radical 

solution changes. However, an anomalously high enhancement is observed for 

sample 𝟓. Repetition of the sample preparation yielded the same anomalously 

high sensitivity of this sample. The dramatic increase in signal intensity for 

sample 𝟓 can be seen in the overlayed spectra in Figure 5.13 and the details of 

observed enhancements for all samples are presented in Table 5.9. 

 

Figure 5.13: 1H-13C CP spectra with MW irradiation of samples 𝟏 (front) to 𝟖 

(back), demonstrating the significantly higher signal intensity of sample 𝟓.  
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Sample 

Reference 
𝜺𝑫𝑵𝑷 

COO- CH/CH2 

SNR g-1 SNR g-1 

𝟏 1.1 0.7 1.0 

𝟐 1.8 2.8 2.8 

𝟑 1.7 1.9 2.9 

𝟒 6.6 7.8 10.4 

𝟓 19.4 23.0 29.3 

𝟔 6.7 12.9 14 

𝟕 6.0 7.5 11.7 

𝟖 5.5 7.5 12.6 

Table 5.9: Observed 1H-13C CP DNP enhancements and MW on SNR per gram 

of polymer of NaPA. SNRs were measured using the sinocal function in TopSpin 

on data with 100 Hz line broadening applied.   

Given the results from Section 5.4.1 and the literature,30,138 it can be assumed 

that the low enhancements of samples 𝟏-𝟑 are due to insufficient swelling of the 

polymer and subsequently poor radical dispersion. However, the reason for the 

anomalously high enhancement of sample 𝟓 is not immediately clear. It may be 

the case that sample 𝟓 represents the ideal conditions for NaPA prepared in 

D2O/H2O. The lower enhancements of samples 𝟔-𝟖 could be due to excessive 

swelling which has increased the distances between the polarization source and 

the polymer. Furthermore, a larger ‘free-volume’ in the more swollen polymers 

could reduce the ability of the polymer to perform the role of a ‘glass former’ as 

the free-volume in which the radical solution exists may become too large to 

impose the necessary geometrical constraints to prevent ice formation.148 This 

may relate to the results in Section 5.4.2, which showed that NaPA performed 

better with an additional glass-forming agent present. Comparing the results of 

sample preparations with a glass-former to those here (Table 5.10) demonstrates 

the significant impact that a glass-former can have on the enhancement of NaPA 
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samples with comparable polymer content. Although these results should not be 

used as a direct comparison as the radical concentration is not equal across all 

samples, they provide an insight to the higher enhancements achievable for 

NaPA if a glass-former is present. 

 Radical solution 
Polymer 

content 
𝜺𝑫𝑵𝑷 

Table 

5.7 

Glycerol-d8/D2O/H2O (60/30/10 vol%) 45 wt% 41.0 

3 M Ca(NO3)2 D2O/H2O (90/10 vol%) 35 wt% 13.6 

D2O/H2O (90/10 vol%) 38 wt% 11.3 

Table 

5.8 

D2O/H2O (90/10 vol%) 51 wt% 1.7 

D2O/H2O (90/10 vol%) 41 wt% 19.4 

D2O/H2O (90/10 vol%) 35 wt% 6.7 

Table 5.10: DNP enhancements for the COO- signal of samples of NaPA 

prepared with different volumes of different radical solutions, demonstrating the 

higher 𝜀𝐷𝑁𝑃 of the samples prepared with glycerol and Ca(NO3)2 despite similar 

polymer content.  

 

The importance of a glass-former in optimal NaPA sample preparation supports 

the hypothesis that excessive swelling without a glass-former could have the 

severely negative impact of phase separation of the radical. This speaks to the 

importance of being able to accurately measure the extent of swelling of such 

polymers.  

5.4.4. RDC in Swollen Polymers 

Preliminary attempts were made to quantify the swelling of NaPA samples using 

double quantum NMR. The extent of swelling of three samples of NaPA swollen 

in volumes of D2O/H2O (90/10 vol%) equivalent to samples 𝟓, 𝟔, and 𝟕 , 

without any radical present, was investigated by measuring the residual dipolar 

coupling (RDC) in these samples.  

Polymers with a lower degree of swelling will have larger RDC constants, 𝐷𝑟𝑒𝑠, 

as the orientational constraints of the more rigid polymer chains prevent the 

averaging of the dipolar coupling. Polymers with higher degrees of swelling, 
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and thus increased mobility in the sample, will better average the dipolar 

coupling and thus 𝐷𝑟𝑒𝑠 will be lower.    

The value of 1H-1H RDC can be calculated by fitting the build-up behaviour of 

signal intensity as the DQ excitation time, 𝜏𝐷𝑄 is increased (Figure 3.4). This 

has been previously demonstrated to quantify the swelling of hydrogels by 

Höpfner et al. who measured the RDC in a series of hydrogels with varying 

degrees of cross-linking, Na+ content , and water content.149 They observed that 

decreasing the degree of cross-linking or increasing the water content increased 

the swelling capacity of the hydrogels, and this was reflected in slower 1H DQ 

coherence build-up and lower values of 𝐷𝑟𝑒𝑠. 
 

The water content in the prepared samples is defined as 𝑄 and these values for 

the samples used in this work are shown in Table 5.11.  

𝑄 =
𝑚𝑎𝑠𝑠[𝐷2𝑂] + 𝑚𝑎𝑠𝑠[𝐻2𝑂]

𝑚𝑎𝑠𝑠[𝑁𝑎𝑃𝐴]
[5.4.4. 1]  

 

Sample Reference 𝑸 

𝟓 1.9 

𝟔 2.4 

𝟕 3.7 

Table 5.11: Sample reference, relating to the volume of radical solution added 

to the equivalent sample studied by DNP-enhanced NMR in Section 5.4.3, and 

the water content of the swollen polymer, 𝑄.   

 

The experimental data acquired for these samples, 𝐼𝑟𝑒𝑓 and 𝐼𝐷𝑄, the sum of these 

data points, IΣDQ, the normalized 1H DQ build-up data including defect 

subtraction, InDQ, and the fit of the normalized data to an A-l build-up function 

(Equation [5.3.4.4]) are shown in Figure 5.14. The experimental data suffered 

from poor SNR at long 𝜏𝐷𝑄 times, likely due to the relatively low polymer 

content in the samples. The effect of this can be seen in the behaviour of the 

𝐼𝑛𝐷𝑄 build-up curves for 𝜏𝐷𝑄 ≥ 5 ms. 
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Figure 5.14: DQ coherence build up curves of the experimental data, 𝐼𝑟𝑒𝑓 and 

𝐼𝐷𝑄, the sum of these data points, 𝐼𝛴𝐷𝑄, the normalized 1H DQ build-up data 

including defect subtraction, 𝐼𝑛𝐷𝑄, and the fit of the normalized data to an A-l 

build-up function shown with a solid line. a) lowest D2O/H2O content, 𝑄 = 1.9, 

b) 𝑄 = 2.4, and c) highest D2O/H2O content, 𝑄 = 3.7.  An additional dashed 

line has been added at the expected maximum of 𝐼𝑛𝐷𝑄 at 0.5 as a guide for the 

eye.  

 

The 𝐼𝑛𝐷𝑄 data points for 𝑄 = 1.9 and 3.7 reach the maximum of 0.5 after ~5 

ms and then proceed to oscillate around this value for longer 𝜏𝐷𝑄 times, albeit 

with significant variation and errors due to the lower SNR of the 𝐼𝑟𝑒𝑓 and 𝐼𝐷𝑄 

spectra at these times. For 𝑄 = 2.4, after the maximum is reached the intensity 

of 𝐼𝑛𝐷𝑄 data points begins to decay. This decay may be attributed to insufficient 

removal of the liquid-like contributions.  

A clearer comparison of the A-l fits of the experimental data for these samples 

can be seen in Figure 5.15. 
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Figure 5.15: DQ coherence curves representing the fit of experimental data to 

an A-l build-up function for samples of NaPA swollen with different volumes of 

a D2O/H2O (90/10 vol%) solution. These fits show a faster build-up for samples 

swollen in higher volumes (𝑄 = 3.7).   

 

The fitted build-up curves seen for these samples do not follow the expected 

behaviour of slower DQ coherence build up for polymers with higher water 

content. The sample with 𝑄 = 3.7 appears to have the fastest build-up.  

Although initially, the build-up of the sample with 𝑄 = 2.4 appears to be faster 

than for 𝑄 = 1.9, the best fit of the experimental data for this sample does not 

reach the expected maximum of 0.5 and thus cannot be considered reliable. This 

poor fitting may be due to the faster decay of 𝐼𝑛𝐷𝑄 seen for this sample in Figure 

5.14b.  

The distributions of the 𝐷𝑟𝑒𝑠 of the samples with 𝑄 = 1.9 and 3.7 obtained from 

the regularization of the A-l fits are shown in Figure 5.16. 
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Figure 5.16: Distributions of RDC constants, 𝐷𝑟𝑒𝑠, calculated from the A-l fits 

of 𝐼𝑛𝐷𝑄 build-up, of samples of NaPA swollen with different volumes of a 

D2O/H2O (90/10 vol%) solution. A bimodal distribution of the sample with 𝑄 =
1.9 was required to ensure a good fit of the build-up curve to experimental data. 

The 𝐷𝑟𝑒𝑠 distribution of the sample 𝑄 = 2.4 is not shown due to the unreliability 

of the data as noted above. 

  

The distributions of 𝐷𝑟𝑒𝑠 for these samples also do not follow the expected 

behaviour. A significant proportion of the 𝐷𝑟𝑒𝑠 distribution of sample 𝑄 = 1.9 

is centred at lower 𝐷𝑟𝑒𝑠 values. This conflicts with the expectation that the lower 

D2O/H2O content in this sample will swell the polymer less and there will be 

less averaging of the dipolar coupling of the polymer chains.   

Although the observed build-up behaviour and values of 𝐷𝑟𝑒𝑠 do not align with 

those reported by Höpfner et al., the bimodal distribution of 𝐷𝑟𝑒𝑠 seen here in 

the least swelled sample (𝑄 = 1.9) is consistent with the lesser swelled samples 

reported in the literature. The bimodal distribution of RDC arises from an 

inhomogeneity in the sample which results in some very mobile domains with 

high solvent content and separate, more constrained domains.  

Höpfner et al. were able to identify the source of the bimodal distribution that 

they observed by performing equivalent experiments on a sample that had 

undergone drying and extraction of water. The 𝐷𝑟𝑒𝑠 distributions for the sol-
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extracted sample saw a reduction in intensity for the component at lower 𝐷𝑟𝑒𝑠 

values, confirming that in the wet sample, this component arrises from a very 

mobile fraction of the polymer. They saw a trend, that for more highly 

constrained samples (i.e., samples with low water content and/or high cross-link 

density) there was a larger difference between the 𝐷𝑟𝑒𝑠 values extracted for the 

mobile domain and constrained domain. They also noted that the 𝐷𝑟𝑒𝑠 values of 

the mobile component tended to be lower, the lower the water content was. 

These findings suggest that the unexpected behaviour of the DQ build-up curves 

of these samples is an observation of increased inhomogeneity in the sample, 

𝑄 = 1.9. 

Considering the results presented by Höpfner et al., it may be concluded that the 

results obtained in this work are not sufficient to quantify the extent of swelling 

of these samples. Further work must be done to determine whether the 

unexpected results seen here are a true representation of the RDC in swollen 

NaPA hydrogels, or whether they are the result of poor fitting due to insufficient 

data.   
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5.5. Summary  

These results have demonstrated that while swelling is an important step in the 

impregnation of polymers for DNP-enhanced solid-state NMR, careful 

consideration of the impact of the sample preparation beyond the potential DNP 

enhancement is necessary. The impact of increased D2O content on the structural 

conformation of PEO was demonstrated by the observed changes in the spectra 

of PEO swelled in different volumes of radical solution.  

The ability of polymers to perform the role of a glass-former at 100 K and 

prevent significant ice formation and radical phase separation was also shown. 

This presents a positive step in improving the effectiveness of polymer DNP by 

removing the risk of obscuring polymer signals with overlapping solvents. 

Although for NaPA there appears to be a significant advantage in terms of DNP 

enhancements achievable when using glycerol in the sample preparation, the 

identification of sample preparation conditions which provide good DNP 

enhancements without the risk of obscuring relevant signals remains important.  

Further improvement of the guidelines for DNP sample preparation of polymers 

could be gained by gaining a deeper understanding of the reason for the 

anonymously high DNP enhancement of the sample of NaPA prepared by 

swelling in 45 𝜇L of radical solution.  

Despite uncertainty surrounding the reasons for the different DNP enhancements 

seen here, these results demonstrate the importance of considering all aspects of 

the sample preparation process when determining the optimal technique. It is 

essential that the impact of the sample preparation on the structure and 

conformation of the polymer itself is considered.  
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6. Supercritical Carbon Dioxide 

DNP Sample Preparation 

Polystyrene and polystyrene:poly(methyl methacrylate) core-shell polymer 

particles were synthesized by Dr Kristoffer Korsten and Morgan Reynolds-

Green in the research group of Prof. Steven M. Howdle at The University of 

Nottingham.  

Q-band CW EPR spectra were analysed by Prof. David Collinson and Prof. Eric 

McInnes and EPR relaxation measurements and analysis were performed by 

Adam Brookfield at the EPSRC National Service for Electron Paramagnetic 

Resonance Spectroscopy at The University of Manchester. 

6.1. Abstract 

The impregnation of polymers with nitroxide radicals using supercritical CO2 

(scCO2) has the potential to expand the range of materials that can be studied by 

DNP-enhanced solid-state NMR.  

scCO2 is commonly used to impregnate polymers with dopants such as dyes and 

pharmaceuticals and has been used here as solvent to impregnate poly(ethylene 

oxide) (PEO), polystyrene (PS), and complex polystyrene:poly(methyl 

methacrylate) (PS:PMMA) core-shell particles with the radicals TEKPol and 

AMUPol. DNP enhancements have been measured on 13C direct polarization 

spectra of PS, 1H-13C cross polarization spectra of PEO, and methyl 1H-13C 

cross-relaxation polarization spectra of PS:PMMA core-shell polymers. The 

largest DNP enhancement observed of ~5, enabled a spectrum of PEO to be 

obtained with a higher signal to noise ratio and narrower linewidths than a 

comparative system using the swelling sample preparation method. 
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6.2. Introduction 

6.2.1. Supercritical Fluids 

Above the critical point of a substance, it exists as a supercritical fluid (SCF). 

The critical point of a substance is the temperature and pressure above which the 

substance does not exhibit a distinct gas or liquid phase but possesses the 

qualities of both. A phase diagram which demonstrates the critical point and 

supercritical fluid phase is presented in Figure 6.1. A supercritical fluid can 

behave as a liquid where it is able to dissolve solids and liquids. A SCF can also 

behave as a gas where it can readily diffuse through porous materials. All 

materials have a critical point and can therefore exist as a supercritical fluid. 

This results in a wide range of SCFs being available to meet the needs of many 

industrial and research endeavours. The properties and capabilities of any given 

SCF can be tuned by adjusting its density. It is possible to control the density of 

a SCF by adjusting the temperature and pressure conditions.150,151 Control of the 

density of a SCF allows control of its solvent capacity.  

 

Figure 6.1: Schematic pressure-temperature phase diagram showing the 

supercritical fluid region, the triple point where the solid, liquid, and gas phases 

meet, and the critical point where the SCF phase begins.  
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The relatively mild conditions required to achieve the supercritical state of CO2 

(T = 304.13 K, P = 73.8 bar) have led to supercritical CO2 (scCO2) being a 

potential sustainable alternative to conventional organic solvents. Benefits of 

using scCO2 include the natural abundance of CO2 as a by-product of several 

industrial processes as well as the non-toxic, non-flammable and largely inert 

nature of CO2.  

The low dielectric constant of scCO2 (𝜅 ≈ 2) means that it is generally 

considered to be a non-polar solvent, but it has been observed experimentally 

that scCO2 can also be used as a solvent for solutes with significant polarity, 

such as sugar acetates.152,153 This dual nature places scCO2 in a position to be 

used in a wide variety of processes. In the food industry, scCO2 is commonly 

used in extraction processes such as the decaffeination of coffee and tea.154,155 

In chemical processes used in industry and in research, scCO2 is used as an 

alternative to organic solvents, notably in polymer synthesis and processing.  

scCO2 polymer processing has many benefits in addition to the reduced toxicity 

and sustainability of using scCO2 as a reaction medium. The sorption of scCO2 

into polymer networks has an impact on their physical properties, including 

reducing the glass transition temperature (Tg).
156,157 This has the effect of 

inducing plasticization of polymers at lower temperatures as the sorbed CO2 

allows the polymer chains to moves more freely.158,159 In scCO2, the softened 

polymers are more easily moulded or extruded and there is increased diffusion 

throughout the polymer matrix. This enhanced diffusion is responsible for the 

success of scCO2 in extraction processes and the impregnation of 

polymers.160–162 

6.2.2. Supercritical CO2 Impregnation of 

Polymers 

The combined ability of scCO2 to swell polymers and dissolve many small 

molecules, makes it an excellent tool for polymer impregnation. There are two 

possible mechanisms for scCO2 impregnation,163 the first applies when the 

additive is soluble in scCO2 and is distributed through the increased free-volume 

of the polymer by sorbed CO2. On depressurization, the additive precipitates out 
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and is left trapped in the polymer matrix as gaseous CO2 is removed. The second 

impregnation mechanism applies when the additive is poorly soluble in scCO2 

but has a higher affinity for the polymer phase of the reaction system. The result 

of this is a favourable partitioning of the additive in the polymer matrix over the 

scCO2.
164 It is possible to modify the solubility of additives in scCO2 by the 

addition of a cosolvent.165,166    

Polymer based drug delivery implants are excellent tools for controlled and 

targeted release of active pharmaceutical ingredients (API). Traditional methods 

of manufacturing these implants often require high energy input to produce and 

ensure that any residual solvent has been removed.167 Using scCO2 to produce 

and impregnate these polymeric drug-delivery systems boasts the major 

advantage of the possibility to recover the final product dry and free of residual 

solvent. This is particularly important to ensure bio-compatibility of the 

implants.168  

Supercritical CO2 has also been used to impregnate polymers with stable 

nitroxide radicals. The impregnation of polymers with nitroxide radicals has 

been used to track the process of impregnation and study the spatial distribution 

by electron paramagnetic resonance (EPR).169 EPR as an analytical technique to 

monitor the process of scCO2 impregnation offers the ability to monitor the total 

concentration, spatial distribution, and mobility of dopants. Understanding the 

distribution of additives in scCO2 impregnated polymers is vital in drug delivery 

systems. While the tunable nature of scCO2 impregnation provides advantages 

in being able to tune the extent of drug loading which can be measured using 

gravimetric methods,170 the spatial distribution of the drug, which can have 

significant impact on the drug delivery mechanism, can also be easily controlled 

during scCO2 impregnation. Golubeva and coworkers have demonstrated the 

usefulness of this approach through monitoring the impregnation of 

poly(lactide),171–173 poly(carbonate),174 poly(acrylic acid), and poly(ethylene 

oxide)175 with stable nitroxide radicals TEMPOL171,172,174 and TEMPONE.173,175 

The EPR studies of successful scCO2 impregnation of polymers with stable 

nitroxide radicals provide a basis for investigating the possibility of using the 

same process to impregnate polymers with the larger nitroxide biradicals used 
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for DNP-enhanced solid-state NMR. The use of these larger radicals may not 

provide any additional benefit in determining the mechanism of impregnation. 

However DNP-enhanced NMR of polymeric drug delivery systems could 

provide insight to any polymer-API interactions.176,177 The scCO2 impregnation 

of these systems with radicals can be preferable compared to traditional sample 

preparation methods which require the radical to be dissolved in an organic 

solvent or aqueous solution. In the interest of preserving delicate polymer-API 

interactions,178 scCO2 impregnation of the radical can be included in the existing 

API impregnation process, or can be carefully tuned to provide an unobtrusive 

post-synthetic impregnation. For other polymer systems, scCO2 impregnation 

provides the advantage of a dry, free flowing powder as opposed to a swollen 

gel. This solvent-free sample provides benefit for DNP-enhanced NMR 

measurements as the practical sample volume in the rotor is increased and there 

is no solvent signal which could interfere with spectral analysis.  

6.3. Experimental Details 

6.3.1. High Pressure Equipment 

For all high-pressure experiments, liquid carbon dioxide was introduced from a 

cylinder (Air Products and Chemicals Inc., SCF grade 5.5, 99.9995 %) at a 

pressure of ~55 bar, to a high-pressure pump. CO2 was guided through a 

refrigerated condenser to guarantee liquid phase CO2 filled the pump. The dual 

piston pump was driven by compressed air at ~4 bar, ensuring the CO2 is 

compressed to the required reaction pressures of up to 300 bar. The high-

pressure setup was connected to the CO2 pump via a series of HiP valves, 

Swagelok SS316 tubing, and unions.  

All high-pressure impregnations were conducted in a high-pressure reactor 

(autoclave) with a volume of 20 mL, designed and produced at The University 

of Nottingham. The autoclave consists of two main sections, the head and the 

base, which are sealed by an O-ring, placed between the matching faces and held 

together by a stainless-steel clamp. The clamp is secured using a custom key that 

sits in the head during operation. The autoclave head also features the required 

ports for CO2 addition, CO2 release, and contains an internal thermocouple for 
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temperature monitoring and heating control. The thermocouple is connected to 

an external heating jacket surrounding the base, controlled to ± 1°C. Pressure is 

monitored using a quartz piezoelectric transducer, providing a digital read out in 

pounds-per-square-inch. A connected electronic trip will disconnect heating in 

case of pressure exceeding a set value. Furthermore, the head contains a 

Swagelok SS-4R3A proportional relief valve, that will release pressure in the 

event of the system exceeding 350 bar. The autoclave is placed on a magnetic 

hotplate stirrer which drives a magnetic stirrer bar placed in the base of the 

autoclave.  

6.3.2. Materials 

Poly(ethylene oxide) (PEO, Mv = 1,000,000) was purchased from Sigma-

Aldrich. Carbon dioxide (CO2, SCF grade 5.5, 99.9995 %) was obtained from 

Air Products and Chemicals Inc. Polystyrene and polystyrene:poly(methyl 

methacrylate) core-shell structures were synthesized at The University of 

Nottingham in the research group of Prof Steven Howdle.  All chemicals were 

used as received. 

6.3.3. Supercritical CO2 Impregnation 

The general procedure used for the impregnation of polymer powders with a 

radical (TEKPol or AMUPol) involved adding the dry polymer powder and the 

radical to the bottom of a 20 mL high-pressure autoclave with a stirrer bar. The 

autoclave was sealed and heated using a heating jacket while CO2 was added 

until the desired temperature and pressure were reached. The autoclave was left 

stirring for the desired length of treatment time after which, the heating was 

stopped, and the autoclave was left to cool to below the critical temperature of 

CO2. Stirring was continued during this cooling time. Once the temperature of 

the autoclave reached < 30 °C, the stirring was stopped, and the system was 

slowly returned to ambient pressure by releasing gaseous CO2. The product was 

collected from the base and walls of the autoclave as a dry, free flowing powder.  

The initial mass of radical used in the scCO2 impregnation was chosen to be 

equivalent to the radical molar concentration used in a standard incipient 



 

122 

 

wetness impregnation process, of around 5 to 20 𝜇moles of TEKPol or AMUPol 

per gram of sample. Although it may be possible that following the scCO2 

processing and the actual radical concentration of the impregnated sample will 

be lower. The concentration of radicals in the impregnated samples can be 

measured by EPR which will provide insight to the ideal ratio of radical to 

polymer used in the scCO2 process. Attempts were made to carry out these EPR 

spin counting experiments as part of this work. However, technical limitations 

prevented access to the necessary equipment to complete this work.   

6.3.4. DNP-Enhanced Solid-state NMR 

DNP-enhanced solid-state NMR experiments were performed on a Bruker 

Avance III HD spectrometer operating at a 1H Larmor frequency, 𝜈0𝐻 = 600 

MHz (14.1 T), equipped with a double resonance low-temperature 3.2mm CP-

MAS probe. The microwave source to generate electron polarization was a 7.2 

T gyrotron emitting 395 GHz microwaves at 5 W power.  

Polymer samples impregnated via the scCO2 impregnation method were packed 

directly into 3.2 mm sapphire rotors with no further modifications. The filled 

rotors were inserted into the pre-cooled probe and were rapidly frozen to 100 K. 

Each sample was subjected to multiple freeze-thaw by ejecting and reinserting 

the rotor. Experiments were performed under low temperature MAS. 

Temperatures ranged from 98-110 K. Spinning frequencies ranged from 8-10 

kHz. 

1H-13C CP was achieved using a 90 to 100 % ramp on the 1H channel for 2 ms 

and 1H decoupling was applied during aquisition using a SWf-TPPM sequence. 

Recycle delays used were determined for each sample from the 1H-13C CP DNP 

build-up time. 

13C DP DNP experiments were performed using a single pulse experiment with 

SWf-TPPM 1H decoupling. The low signal intensity of the 13C DP spectra, due 

to the low natural abundance of 13C (1.1 %) meant that it was not possible to 

measure the direct 13C polarization build-up. Therefore, the recycle delays used 

were based on the 1H-13C CP DNP build-up time for each sample.  
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DNP build-up times were determined using a 1H-13C CP saturation recovery 

sequence. 8 transients were co-added and a recycle delay of 100 ms was used. 

Between 16 and 32 points were recorded with variable polarization times 

ranging from 4 ms to 1000 s.  

SCREAM-DNP experiments were recorded using the pulse sequence described 

in Section 3.6.2. They were acquired in an interleaved fashion, alternating 

between a pulse sequence where 1H and 13C polarization is allowed to build-up 

during a variable delay, 𝜏, (DPon), and a pulse sequence where 13C polarization 

is allowed to build-up, but 1H spins are saturated by a train of pulses during the 

same duration of delay (DPsat). This resulted in a pseudo-3D data set which was 

split into two 2D data sets containing the DPon spectra in one, and DPsat in the 

other. The spectra were measured using a single 90 ° 13C pulse preceded by a 

pre-saturation 90° pulse train applied to both 13C and 1H channels and a 

polarization delay, which was varied from 50 ms to 18.15 s. For the DPsat 

experiments, additional 180° pulses were evenly distributed during the 

polarization delay, separated by 50 ms, to prevent 1H polarization build-up. The 

180° saturation pulses were chosen to match the original SCREAM-DNP 

experiments.179 SWf-TPPM 1H decoupling was applied during acquisition of 

both DPon and DPsat. 128 transients were co-added for each value of 𝜏, for both 

DPon and DPsat, with a recycle delay of 10 s. ΔDPsat spectra were obtained by 

subtracting the DPsat spectrum from the equivalent DPon spectrum using the adsu 

function in TopSpin. 

6.3.5. EPR 

Continuous-wave (CW) X-band EPR measurements were performed at room 

temperature on a Bruker EMX Micro X-band spectrometer. CW Q-band EPR 

measurements were performed at 100 K on a Bruker EMXPlus spectrometer. 

Pulsed Q-band EPR measurements were performed at 100 K on a Bruker 

ELEXSYS E580 spectrometer equipped with a 50 W solid-state amplifier. 

Relaxation times were measured using a Hahn Echo-Detected Field Sweep. 
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6.4. Results and Discussion 

6.4.1. Poly(ethylene oxide)  

Poly(ethylene oxide) (PEO) was chosen as an initial test sample following the 

impregnation procedure used by Golubeva et al. which resulted in a high 

concentration of uniformly distributed radicals in the sample.175 As PEO was 

able to be impregnated with both the radicals TEKPol in TCE and AMUPol in 

D2O/H2O as presented in Section 5.4.1, it is also the best choice available to 

compare the effectiveness of the scCO2 impregnation technique to the swelling 

impregnation technique.  

Initial scCO2 impregnations were carried out under the conditions found in the 

literature for the impregnation of PEO with TEMPONE.175 Figure 6.2 shows 

the 1H-13C CP spectra of PEO, impregnated with AMUPol and TEKPol using 

the scCO2 method for 3 hours at 200 bar and 34 °C. The spectra are recorded 

with and without microwave irradiation (noted as MW ON and MW OFF 

respectively). The DNP enhancement (𝜀𝐷𝑁𝑃 =
𝐼𝑀𝑊𝑂𝑁

𝐼𝑀𝑊𝑂𝐹𝐹
) observed for the 

sample impregnated with AMUPol is 𝜀𝐷𝑁𝑃 = 4.7. For the sample impregnated 

with TEKPol, 𝜀𝐷𝑁𝑃 = 3.2. 

 

Figure 6.2: 1H-13C CP spectra a) without and b) with MW irradiation of PEO 

impregnated with AMUPol (Left) and TEKPol (right) in scCO2 at 34 °C and 

200 bar for 3 hours.  
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These enhancements observed provide a proof of concept, that scCO2 

impregnation of polymers is possible with both radicals, AMUPol and TEKPol. 

6.4.1.1. Sample Impregnation Conditions 

As the solvation properties of scCO2 change as the temperature and pressure 

change, the effect of these changes on the resulting DNP enhancement were 

investigated. Table 6.1 includes details of the DNP build up times (𝑇𝐷𝑁𝑃) and 

DNP enhancements (𝜀𝐷𝑁𝑃) of 1H-13C CP DNP spectra of PEO impregnated with 

TEKPol using scCO2 at 34 °C and varying pressures for 3 hours. 

scCO2 Impregnation Pressure 𝑻𝑫𝑵𝑷 𝜺𝑫𝑵𝑷 

76 bar 
38s (68 %) 

8 s (32 %) 
1.7 

138 bar 
40 s (74%) 

12 s (26 %) 
2.9 

200 bar 
31 s (78 %) 

4 s (22 %) 
3.2 

241 bar  
51 s (80 %) 

12 s (20 %) 
2.0 

Table 6.1: DNP build-up times and DNP enhancements of samples of PEO 

impregnated in scCO2 with ~11 𝜇mol g-1 TEKPol at temperatures of 34 °C for 

3 hours at different pressures.  

 

The DNP build up times of the scCO2 impregnated PEO samples required the 

use of the biexponential function in Equation [6.4.1.1] to achieve a good fit.  

𝐼(𝜏) = 𝐴(1 − 𝑓𝑒
−

𝜏
𝑇𝐷𝑁𝑃𝑓 − (1 − 𝑓)𝑒

−
𝜏

𝑇𝐷𝑁𝑃𝑠) [6.4.1. 1] 

where 𝐴 is the signal equilibrium intensity, 𝑇𝐷𝑁𝑃𝑓 and 𝑇𝐷𝑁𝑃𝑠 are the build-up 

time constants representing fast and slow build-up times respectively, and where 

𝑓 is the fraction of the population polarized by the first, fast process. This 

biexponential fit implies that there is an inhomogeneous distribution of radicals 

in the sample, which contribute to a distribution of build-up times.180  
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For each sample there is a faster component of the polarization build-up, 

between 4 and 12 s. The slower component ranges between 38 and 51 s. The 

fraction of the fast component decreases linearly as the pressure of scCO2 

impregnation increases from 80-67 %, as seen in Figure 6.3a. This trend may 

indicate that the temperature of scCO2 impregnation has an impact on the radical 

distribution in the sample.  

For samples prepared at 76 bar, the system will reach sub-critical conditions 

almost instantly as the temperature begins to fall. For systems at 241 bar, the 

depressurization is a much slower process, and the pressure remains high even 

when the system has cooled to < 30 °C and the gaseous CO2 is vented from the 

system. During the time that the systems at higher pressures are left to cool, there 

may be some rearrangement or ordering of the polymer which separates the 

radical into distinct domains. This kind of radical phase separation is seen in 

solvent-free sample preparation of crystalline materials180 and polymers that are 

impregnated using the film casting technique as the slow evaporation of solvent 

allows time for the polymer chains to rearrange and exclude the radical from 

certain polymer domains.30 

 

Figure 6.3: Plot of the fraction of the slow component of fitted DNP build-up 

time as function of scCO2 impregnation a) pressure and b) time.  

 

The length of time that the polymer and radical are subjected to scCO2 treatment 

was also varied. Table 6.2 provides details of the observed 𝑇𝐷𝑁𝑃 and 𝜀𝐷𝑁𝑃 of 
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1H-13C CP DNP spectra of PEO impregnated with TEKPol using scCO2 at 34 °C 

and 241 bar for different lengths of time. 

 

scCO2 Impregnation Time 𝑻𝑫𝑵𝑷 𝜺𝑫𝑵𝑷 

1 Hour 
51 s (80 %) 

13 s (20 %) 
3.0 

3 Hours 
47 s (79 %) 

14 s (21 %) 
2.9 

24 Hours 
48 s (86 %) 

8 s (13 %) 
3.0 

72 Hours 
43 s (77 %) 

14 s (23 %) 
2.6 

Table 6.2: DNP build-up times and DNP enhancements of samples of PEO 

impregnated with ~5-6 𝜇mol g-1 TEKPol in scCO2 at temperatures of 34 °C and 

pressures of 241 bar for different lengths of time.  

 

As seen for the previous results, the DNP build up times of these samples also 

requires a biexponential function to fit the experimental data. However, there 

does not appear to the same relationship between the impregnation time and the 

resulting DNP build-up time or percentage contribution of the different build-up 

times, as seen in Figure 6.3b.  

Again, the DNP enhancements observed do not change significantly as the 

scCO2 conditions change. On average, the DNP enhancement observed for these 

samples is higher than the enhancement observed for the samples which were 

prepared at varying pressures, despite the lower radical concentration used. 

Table 6.3 shows the DNP build-up times and DNP enhancements of two samples 

of PEO impregnated with different concentrations of TEKPol under the same 

scCO2 conditions.  
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Radical 

Concentration 
𝑻𝑫𝑵𝑷 𝜺𝑫𝑵𝑷 

11 𝜇mol g-1 
51 s (80 %) 

12 s (20 %) 
2.0 

6 𝜇mol g-1 
47 s (79 %) 

14 s (21 %) 
2.9 

Table 6.3: DNP build-up times and DNP enhancements of samples of PEO 

impregnated with different concentrations of TEKPol at temperatures of 34 °C 

and pressures of 241 bar for 3 hours.  

 

The DNP enhancement observed here appears to be higher for the sample with 

a lower radical concentration. If there is an inhomogeneous distribution which 

results in the aggregation of radicals, these very localized regions of high 

electron densities will reduce the DNP efficiency.181 It therefore follows that a 

sample with a higher global concentration of radical, will also have a higher 

local concentration and a reduced DNP enhancement. This further supports the 

possibility of these polymer samples having a poor distribution of the radical 

throughout the polymer matrix. 

6.4.1.2. Comparison to Swelling Sample 

Preparation 

The DNP enhancements seen of PEO samples impregnated in scCO2 are lower 

than those seen in Section 5.4 of PEO impregnated using the swelling method. 

However, there are additional benefits to the scCO2 impregnation method, 

including the increase in the practical volume of the sample compared to the 

swelling method where over 50 % of the rotor volume is filled with the radical 

solution. In the case of impregnating samples with TEKPol, the scCO2 method 

has the major advantage of eliminating the 13C signal of the solvent. Observed 

differences in the 1H-13C CP DNP-enhanced spectra of samples impregnated 
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with AMUPol via the swelling and scCO2 impregnation methods are 

summarized in Table 6.4.  

Impregnation 

Method 

Radical 

Concentration 

Sample 

Weight 
𝜺𝑫𝑵𝑷 SNR FWHM 

Swelling 17 𝜇mol g-1 10.6 mg 22.8 1858 456 Hz 

scCO2 14 𝜇mol g-1 21.6 mg 4.7 2426 262 Hz 

Table 6.4: Radical concentrations, effective sample weights, DNP 

enhancements, signal to noise ratios, and linewidths of samples of PEO 

impregnated with AMUPol using the swelling method and the scCO2 method. 

SNRs were measured using the sinocal function in TopSpin on data with 100 Hz 

line broadening applied. Linewidths were calculated using the peakw function 

in TopSpin on data with 0 Hz line broadening applied.  

 

A sample of PEO impregnated with an initial molar concentration of 14 𝜇mol g-1 

of AMUPol in scCO2 at 200 bar and 34 °C for 3 hours, shows a 1H-13C CP DNP 

enhancement of 𝜀𝐷𝑁𝑃 = 4.7. A sample of PEO impregnated with a molar 

concentration of 17 𝜇mol g-1 by swelling the polymer in a 10 mM solution of 

AMUPol in D2O shows a 1H-13C CP DNP enhancement of 𝜀𝐷𝑁𝑃 = 22.8.  

If the actual radical concentration of the scCO2 sample is 14 𝜇mol g-1, the slight 

difference in radical concentration between the two samples should not result in 

any significant change in the DNP enhancement observed.30 However, it is 

possible that the radical concentration in the final impregnated polymer is not 

100 % of the starting concentration. In this case, a significantly lower radical 

concentration in the scCO2 impregnated sample could also contribute to the 

lower DNP enhancement.   

Based on the values of the DNP enhancement alone, the scCO2 impregnation 

method does not seem to offer any advantage over the swelling impregnation 

method. However, the SNR of the scCO2 sample is 1858, compared to the 

swelling sample SNR of 2426. The higher SNR of the scCO2 sample can be 

attributed to the higher practical sample weight. The swelling sample 
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preparation used 50 𝜇L of radical solution to swell 30 mg of PEO, resulting in 

the PEO making up just 35 wt% of the prepared sample. 

Additionally, the linewidth of the scCO2 impregnated sample is much smaller. 

One appealing quality of ‘matrix-free’ sample preparation such as scCO2 

impregnations is the narrower linewidths that are generally observed.182,183 In 

cases where there is a solvent present, there is increased disorder of the polymer 

chains which when frozen at 100 K results in line broadening.30 The absence of 

solvent in the scCO2 sample results in a much narrower linewidth and better 

resolution of the spectrum as can be seen in Figure 6.4. This allows the 

observation of three 13C signals indicating the distortion of the PEO structure 

that has been identified previously for pristine samples of PEO (Section 

5.4.1).141,142  

 

Figure 6.4: 1H-13C CP spectra with MW irradiation of PEO impregnated with 

AMUPol using the swelling method (Red) and the scCO2 method (Blue). Spectra 

are processed with 0 Hz line broadening and are normalized to the maximum 

intensities. The line shape of the scCO2 sample demonstrates the disordered 

conformation of polymer chains seen in semi-crystalline PEO at low 

temperatures.  
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The DNP build-up times, DNP enhancements, and the SNR enhancement 

factors, 𝜒𝐷𝑁𝑃 (Equation [2.2.5.2]), of these two samples are shown in Table 6.5. 

The SNR enhancement factor provides a better measure of the usefulness of 

DNP and is most often used to compare the spectrum of a DNP experiment with 

a ‘standard’ solid-state NMR experiment.183 Here, it is useful in assessing the 

benefits of one sample preparation technique over another.    

Impregnation Method 𝑻𝑫𝑵𝑷 𝜺𝑫𝑵𝑷 𝝌𝑫𝑵𝑷 

Swelling 4.2 s 22.8 115 

scCO2 
19 s (66 %) 

4.8 s (33 %) 
4.7 70 

Table 6.5: DNP build-up times, DNP enhancements, and SNR enhancement 

factors of samples of PEO impregnated with AMUPol using the swelling method 

and the scCO2 method. The DNP build-up time of the swelling sample was fitted 

with a monoexponential build-up function: 𝐼(𝜏) = 𝐴 (1 − 𝑒
−

𝜏

𝑇𝐷𝑁𝑃).𝜒𝐷𝑁𝑃 =

𝑆𝑁𝑅

𝑁𝑆√𝑇𝐷𝑁𝑃
. 𝜒𝐷𝑁𝑃 of the scCO2 sample was calculated using 𝑇𝐷𝑁𝑃 = 19.  

 

Calculating 𝜒𝐷𝑁𝑃 of the two samples allows a comparison of the effectiveness 

of the two sample preparation methods taking into consideration the shorter 

DNP build-up time of the swelling method and the higher SNR of the scCO2 

method. If optimal overall sensitivity is the most important factor in determining 

which sample preparation method to use, the swelling method should be chosen. 

However, the improved resolution and retention of solid-state conformation of 

PEO impregnated in scCO2 are also valuable results. 

Additionally, there is scope for improvement of the efficiency of the scCO2 

method by further investigations of the optimum scCO2 temperature, pressure, 

and depressurization rate. Any increased homogeneity of the radical distribution 

in scCO2 prepared samples from further optimization of the impregnation 

conditions could reduce the DNP build-up time and improve the SNR 

enhancement factor. This would result in the scCO2 sample preparation method 

providing high sensitivity and resolution.  
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6.4.1. Polystyrene  

 

Polystyrene (PS) does not show the same readiness to swell in scCO2 as PEO. 

This reduced swelling behaviour is due to stronger intermolecular interaction in 

a PS chain due to 𝜋-stacking of the phenyl groups. This 𝜋-stacking restricts the 

rotational freedom of PS chains which limits the ability of scCO2 to affect the 

structure of the polymer.184  

Though slight swelling of PS does occur if processed for a significant length of 

time at sufficiently high temperatures and pressures, the impregnation of PS has 

been used here as a test of whether it is important to have significant swelling of 

the polymer to successfully impregnate a polymer with a bulky nitroxide radical. 

At temperatures and pressures which do not induce significant swelling of PS, 

there remains diffusion of scCO2 throughout the polymer network.185  

The impregnation of PS with a DNP radical in the absence of swelling, could 

indicate some degree of solubility of the radical in scCO2. Following the results 

in Section 5.4.1, it is necessary for the DNP radical to be dispersed throughout 

the polymer network to achieve a DNP enhancement. Samples where the radical 

was concentrated on the surface of the polymer did not show any enhancement. 

Solubility of the radical in scCO2 would assist in its dispersion throughout a non-

swollen polymer. This could provide a basis for successful scCO2 impregnation 

of other non-swelling materials such as zeolites.  

6.4.1.1. Cross Polarization and Direct Polarization 

The 1H-13C CP spectra of PS and PEO, impregnated with TEKPol in scCO2 at 

200 bar and 34 °C for 1 hour, are shown in Figure 6.5. Unlike the PEO samples, 

the impregnated PS sample shows no DNP enhancement. The intensity of the 

MW on spectrum of the PS sample is in fact reduced, this is likely due to heating 

of the sample under MW irradiation.136 Varying the temperature, pressure, and 

time of the scCO2 process did not improve the CP DNP enhancements observed. 
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Figure 6.5: 1H-13C CP spectra a) without and b) with MW irradiation of PEO 

(Left) and PS (Right) impregnated in scCO2 with 11 𝜇mol g-1 of TEKPol at 

34 °C and 200 bar for 1 hour. For PEO, 𝜀𝐷𝑁𝑃 = 2.6, for PS, 𝜀𝐷𝑁𝑃 = 0.8.  

 

The hypothesis that the lack of DNP enhancement of the PS signals could be due 

to reduced swelling of PS in scCO2, and resultant inability of the radical to be 

distributed throughout the sample, is not supported by EPR measurements. EPR 

spectra of PS samples show that TEKPol is present in comparable quantities to 

PEO samples (Figure 6.17).  

Figure 6.6 shows the MW on and MW off spectra of 1H-13C CP and 13C DP 

experiments of PS, impregnated with TEKPol in scCO2 at 207 bar and 40 °C 

for 2 hours. As seen for other PS samples, there is no DNP enhancement of the 

CP experiment however, there is an observable DNP enhancement of the DP 

experiment. The measured enhancement of the phenyl carbons is 2.0 and the 

enhancement of the polymer backbone carbons is 2.9. The signal at 0 ppm which 

does not exhibit a CP or DP enhancement is likely to be the CH3 groups of the 

PDMS-MA stabilizer used in the synthesis of PS.186   
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Figure 6.6: 1H-13C CP (Left) and 13C DP (Right) spectra a) without and b) with 

MW irradiation of PS impregnated with TEKPol in scCO2 at 40 °C and 207 bar 

for 2 hours. For CP, 𝜀𝐷𝑁𝑃 = 0.8, for DP, 𝜀𝐷𝑁𝑃 = 2.9.  

 

Although the observation of a DNP enhancement for the DP 13C spectrum of PS 

is a positive sign that the process of scCO2 impregnation of PS is possible, the 

low natural abundance of 13C and slower homonuclear spin diffusion process 

means that any benefit that could be drawn from a DNP enhancement, is 

insignificant in comparison to the time saved by first polarizing 1H followed by 

CP transfer to detect 13C signals.187 

6.4.1.2. Radical Concentration 

Recently published work by Le et al. provides evidence that the radical 

concentrations used in this work are too low, which could be the reason that 

there is no DNP enhancement of CP experiments.188 In the scCO2 impregnation 

of PS by Le et al., the initial concentration they used was between 180 and 

256 𝜇mol of the radical bTbK per gram of PS. This quantity of radical resulted 

in PS samples which had bTbK loadings of between 5 and 20 𝜇mol g-1, as 

measured by CW EPR. The bTbK loading seemed to be dependent on the 

molecular weight of the polymer with the higher molecular weight polymers 

having significantly lower bTbK concentrations.  

This result indicates that there is significant loss of the radical at some point 

during the scCO2 impregnation process. The radical bTbK is smaller in size than 

TEKPol and is therefore more likely to be soluble in scCO2, Le et al. note that 

attempts they made to impregnate their samples with TEKPol showed no 
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improvement in the DNP enhancement achieved, despite TEKPol being a more 

optimized radical which should provide larger enhancements. They conclude 

that this is likely due to the reduced solubility of TEKPol in scCO2. They do not 

note the loading of TEKPol in these samples. The reduced solubility of TEKPol 

in scCO2 may result in a less efficient distribution of TEKPol throughout the 

polymer matrix however it may also reduce the amount of radical which is lost 

during the scCO2 processing.  

Assuming that the loading of TEKPol during scCO2 impregnation is similar to 

that of bTbK in the work of Le et al., it is possible that the radical concentration 

of the PS samples prepared in this work could be as low as 7.4 % of the initial 

starting concentration. Attempts were made to carry out EPR spin counting 

experiments as part of this work. However, technical limitations prevented this 

work from being completed.   

Figure 6.7 shows the 1H-13C CP spectra of a PS sample impregnated with an 

initial concentration of 105 𝜇mol g-1 of TEKPol in scCO2 at a pressure of 

200 bar and temperature of 40 °C for 24 hours. This initial radical concentration 

is closer to that used by Le et al. and provides a DNP enhancement of 1.2 for all 

carbon signals in the CP experiment. This result reinforces the theory that the 

radical concentrations used for all other PS samples are well below the optimum 

of ~ 10 𝜇mol g-1 and the DNP enhancements achieved could be improved by 

increasing this concentration.   
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Figure 6.7: 1H-13C CP spectra a) without and b) with MW irradiation of PS 

impregnated with 105 𝜇mol g-1 of TEKPol in scCO2 at 40 °C and 200 bar for 

24 hours. 𝜀𝐷𝑁𝑃 = 1.2.  

 

The publication from Le et al. is the first to detail a process for supercritical CO2 

impregnation of polymers with radicals designed for DNP-enhanced solid-state 

NMR. Their method of impregnation differs slightly from the one used here, the 

radical and stirrer bar in their set up is never in direct contact with the polymer, 

which is placed on an aluminium support and covered with filter paper to avoid 

deposition of the radical on the polymer surface after depressurization. These 

steps were considered when designing the sample preparation method used in 

this study however, limited access to the biradicals used meant that a 

considerably smaller autoclave was used which could not accommodate this set 

up.  

It must be noted that although the PEO samples prepared in this work were also 

impregnated with lower initial radical concentrations, the DNP enhancements 

observed for PEO are comparable to the enhancements achieved for PS with 

very high initial radical concentrations prepared by Le et al..188 It is possible that 

the nature of PEO results in a more favourable partition of radical in the polymer 

matrix resulting in a higher impregnated concentration. Additionally, the DNP 

build-up times for the PS samples prepared in this work and that of Le et al. are 
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significantly shorter than those of PEO. Given the apparent inhomogeneous 

distribution of radical in PEO and PS, for  a longer 𝑇𝐷𝑁𝑃,  a higher 𝜀 should be 

expected.30,189 

6.4.2. Core-Shell Structures 

Core-shell structured impact modifiers are dispersed through engineering 

plastics to improve toughness, heat resistance, and weather resistance.190,191 

Improving the strength and durability of engineering polymers is necessary to 

limit the environmental damage resulting from their synthesis and degradation. 

While core-shell impact modifiers do provide this increased durability, the 

negative impact of their synthesis must also be considered when determining the 

overall sustainability of the practice.  

Work at The University of Nottingham is ongoing in developing methods of 

preparing such core-shell systems using scCO2 as the reaction medium. This 

method of synthesis encompasses many of the common benefits of scCO2 

synthesis, including eliminating the requirement for the energy and resource 

intensive processes of drying and separation. The synthesis of conventional two-

phase core-shell morphology impact modifiers, which have a “soft” rubber core 

and a “hard” glassy shell,192,193 in scCO2 is challenging as the scCO2 induces 

plasticization and agglomeration of the soft polymer.194,195 To resolve this issue, 

three-phase materials which layer a soft polymer between two hard components 

were investigated. These three-phase hard-soft-hard polymer structures could 

provide the necessary properties of good impact modifiers with the benefit of 

more sustainable synthetic routes. 

The first step in the development of these structures is the synthesis of hard core-

hard shell systems with a polystyrene (PS) core, encased by a poly(methyl 

methacrylate) (PMMA) shell in scCO2. A 1H-13C CP spectrum of a PS:PMMA 

core-shell polymer and the spectral assignment are shown in Figure 6.8. The aim 

of this step is to develop pathways to ensure the centre hard plastic core is as 

small as possible in relation to the overall particle size. The synthesis of 

PS:PMMA core-shell particles with increasing ratios of PMMA produces 

particles of expected PS:PMMA ratios, with a single distribution of sizes for 
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each ratio, as confirmed by 1H NMR, dynamic light scattering, dynamic 

mechanical analysis, tunnelling electron microscopy, and scanning electron 

microscopy. Although these techniques provide a measurement of the particle 

size, this is a measurement of the outer shell and thus the size of the core can 

only be estimated from these measurements and the core:shell ratio. DNP-

enhanced solid-state NMR can be used to analyse the structures of multi-

component materials such as core-shell systems,196,197 in particular relayed DNP 

can be used to measure component domain sizes in these complex systems.198  

 

Figure 6.8: 1H-13C CP spectrum of a PS:PMMA core-shell polymer with a 1: 1 

PS:PMMA ratio. † marks signals from an impurity, tentatively assigned to the 

CH3 group of PDMS. Spinning sidebands are noted with ★.   

 

The relayed DNP effect can be seen in CP DNP measurements of multi-

component samples in which the radical is localized in one component, and the 

other component is radical-free. When the radical source component is 

hyperpolarized, this polarization is distributed to the radical free component via 

1H spin diffusion. The DNP enhancement of signals in the radical free 

component is due to 1H spin diffusion from the source component and is 

therefore dependant on the size of the source domain. NMR is a particularly 
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useful technique for these measurements as the different components can be 

easily identified by their distinct chemical shifts or relaxation properties.  

The application of relayed DNP requires selective radical impregnation of one 

component of the system which presents a challenge in preparation of 

PS:PMMA core-shell systems. It is essential that the integrity of the core-shell 

structure is maintained after impregnation of one component with a radical. 

Attempts at preparing these systems using a radical solution of TEKPol in TCE 

were unsuccessful as the PMMA shell in contact with the organic solvent was 

soluble and the core-shell structure was lost. Attempts to prepare these systems 

using AMUPol in a glycerol-d8/D2O/H2O solution gave no DNP enhancement.      

Radical impregnation using scCO2 as the solvent is an attractive option since the 

particles are synthesized in scCO2 there is limited risk of disruption of the core-

shell morphology. Given the different swelling properties of PS and PMMA in 

scCO2, it may also be possible to preferentially impregnate either the core or the 

shell by careful tuning of the scCO2 conditions.  

6.4.2.1. Cross Polarization and Direct Polarization  

Core-shell systems with PS:PMMA ratios of 1: 1, 1: 2, 1: 4, and 1: 8 were 

impregnated with 10 to 15 𝜇mol of TEKPol per gram of polymer in scCO2 at 

207 bar and 40 °C for 2 hours. The 1H-13C CP spectra of these polymers are 

presented in Figure 6.9. By normalizing the signal intensities of the intense 

resonance which corresponds to overlapping signals from the back-bone of both 

polymers, the change in relative intensities of PS and PMMA signals as the 

PMMA shell thickness increases, is clear.  
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Figure 6.9: 1H-13C CP spectra of PS:PMMA core-shell polymers with 

PS:PMMA ratios of a)1: 8, b) 1: 4, c) 1: 2, and d)1: 1. Intensities are normalized 

by the back-bone resonance at 45 ppm.  

 

Similarly, to the PS samples prepared in scCO2, the core-shell samples show no 

DNP enhancement in CP experiments, but the PS resonances do exhibit DNP 

enhancements in the 13C DP experiments. The CP DNP build-up times and CP 

and DP enhancements of the phenyl signal of PS are presented in Table 6.6. The 

PS signals of the 1: 8 core-shell sample could not be fully analysed due to the 

low concentration of PS in this sample. 
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PS:PMMA  𝑻𝑫𝑵𝑷  CP 𝜺𝑫𝑵𝑷 DP 𝜺𝑫𝑵𝑷 

1: 1 
1.3(s (79 %) 

0.4 s (21 %) 
0.7 2.0 

1: 2 
13 s (43 %) 

0.8 s (57 %) 
0.8 1.8 

1: 4 
3 s (66 %) 

0.14 s (34 %) 
0.8 0.7 

1: 8 −  0.6  − 

Table 6.6: PS signal 1H-13C CP DNP build-up times, CP DNP enhancements, 

and DP DNP enhancements of core-shell polymers with increasing shell 

thicknesses.  

 

As the thickness of the PMMA shell increases, the DNP enhancement observed 

for the PS core decreases. It is possible that this is an observation of relayed 

DNP. If selective impregnation of the PMMA shell has been successful, the 

polarization of PS spins is solely dependent on spin diffusion from the shell. It 

can be seen in Figure 6.10, that the build-up of polarization of the PS signal of 

the 1: 2 and 1: 4 samples is significantly accelerated by MW irradiation, which 

is a primary indicator of relayed DNP.198    
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Figure 6.10:1H-13C CP DNP build-up curve fits for the PS signal of 1:4 (Red) 

and 1:2 (Blue) ratios of PS:PMMA core-shell polymers measured with (solid 

line) and without (dashed line) MW irradiation. The polarization build-up is 

significantly accelerated by MW irradiation.   

 

However, the enhancement of pure PS samples that have been impregnated in 

scCO2 under the same conditions, as seen in Section 6.4.1 means that it cannot 

be said with certainty that there is no paramagnetic source present in the PS 

component, without additional investigation. Further investigation of the 

optimal scCO2 conditions preparations, coupled with EPR measurements of spin 

concentration could provide a route to preferential localization of the radical in 

the PMMA shell and allow relayed DNP analysis to be used to determine the 

sizes of the core and shell components.  
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The CP DNP build-up times and CP and DP enhancements of the OCH3 signal 

of PMMA are presented in Table 6.7.  

PS:PMMA 𝑻𝑫𝑵𝑷 
CP 𝜺𝑫𝑵𝑷 

DP 𝜺𝑫𝑵𝑷 

1: 1 0.88 s 0.6 0.7 

1: 2 
5 s (36 %) 

0.8 s (64 %) 
0.5 0.6 

1: 4 
1.4 s (61 %) 

0.27 s (39 %) 
0.5 0.6 

1: 8 
1.2 s (76 %) 

0.3 s (24 %) 
0.5 0.6 

Table 6.7: PMMA signal 1H-13C CP DNP build-up times, CP DNP 

enhancements, and DP DNP enhancements of core-shell polymers with 

increasing shell thicknesses.  

 

The PMMA signals are not enhanced during the 1H-13C CP or 13C DP 

experiments, this is potentially due to the very short 𝑇𝐷𝑁𝑃 build-up times due to 

the methyl groups present acting as relaxation sinks. Additionally, the 

biexponential fitting of the PMMA 𝑇𝐷𝑁𝑃 suggests that there is an  

inhomogeneous distribution of the radical in this domain. Coupled with the 

intrinsically short relaxation time of PMMA, this prevents efficient spin 

diffusion of polarization throughout the polymer. As the PMMA shell thickness 

increases, the DNP enhancement of PMMA shows no significant change despite 

apparent changes in the homogeneity of the radical distribution. This indicates 

that the major hindrance to achieving a DNP enhancement of PMMA is the 

intrinsically short relaxation. The lack of enhancement of the DP spectra despite 

13C DP build-up rates being slower, can also be attributed to the fast dynamics 
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of the PMMA methyl groups. Even at 100 K, the rotation of methyl groups can 

lead to a spontaneous 1H-13C polarization transfer due to cross-relaxation.179 

The cross-relaxation mediated polarization transfer results in a negative 

enhancement of 13C spins which are dipolar coupled to the 13C of a methyl group. 

The MW on DP spectrum of a system which is undergoing this cross-relaxation 

therefore suffers a reduction in intensity which correlates to the increased 

polarization due to cross-relaxation.   

 

Figure 6.11:Schematic representation of the competing polarization transfer 

pathways  during a 13C DP DNP experiment (direct e-13C polarization (Blue) 

and indirect polarization via 1H-13C cross-relaxation (Red)) of a sample with 

hyperpolarized 1H methyl spins.  

 

6.4.2.2. SCREAM-DNP 

Potential solutions to overcome the negative enhancement due to cross-

relaxation are the perdeuteration of methyl groups199 or the use of novel radicals 

designed for proton rich samples.200 However, it is possible to harness the cross-

relaxation to derive information about the molecular structure and dynamics 

using specific cross-relaxation enhancement by active motions under DNP 

(SCREAM-DNP).40  

SCREAM-DNP is a particularly useful tool for large biomolecules where 

spectral crowding hinders efficient spectral analysis. SCREAM-DNP allows for 

selective polarization transfer to 13C from methyl groups, the absence of any 

methyl groups in unmodified RNA makes SCREAM-DNP a highly selective 
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tool to investigate binding sites of RNA with methyl-containing ligands.40,201 In 

a 13C ‘direct’ polarization experiment of a methyl containing system, the total 

13C hyperpolarization is a result of direct polarization transfer from the electron 

source and spontaneous indirect polarization transfer to the methyl 13C from 

hyperpolarized 1H (Figure 6.11). Saturation of the 1H spins during the DNP build 

up time supresses the methyl cross-relaxation and only true direct polarization 

transfer to 13C can occur. It is therefore possible to identify which 13C sites are 

dipolar coupled to a methyl group. This is useful when the goal is selective 

enhancement of these sites but, could also provide useful measurements of 

domain sizes in core-shell systems if only one domain contains methyl groups. 

By observing the enhancement which is the result of cross-relaxation and the 

build-up of this enhancement over time, coupled with models of polarization 

dynamics and 13C-13C spin diffusion, distances may be calculated. The 

measurement of the SCREAM-DNP effect provides a DP equivalent to measure 

the relayed DNP effect where in this case, the polarization source is 

hyperpolarized methyl 1H.196  

In Figure 6.12, four spectra of a 1:1 core-shell polymer are presented. The 

spectrum DPsat was recorded while any 1H hyperpolarization was saturated by a 

train of pulses and as a result this spectrum consists only of direct 13C 

polarization. The DPoff spectrum was collected with no MW irradiation and no 

1H saturation. The DPon spectrum represents the 13C spectrum which results from 

direct 13C polarization from electrons and cross-relaxation induced 1H-13C 

polarization transfer. Subtraction of DPsat from the DPon spectrum results in the 

ΔDPsat spectrum which represents the 13C polarization that has been generated 

solely by 1H-13C cross-relaxation.  

The enhancement factor which describes the direct 13C polarization, 𝜀+, is 

determined by comparing the DPsat and DPoff spectra. The cross-relaxation 

enhancement factor, 𝜀−, is determined by comparing the ΔDPsat and DPoff 

spectra. These enhancement factors of representative signals of PS and PMMA 

of the 1: 1 core-shell polymer, calculated from spectra obtained with a 15.15 s 

polarization build-up delay, are presented in Table 6.8.  
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Figure 6.12:a) DPsat, b) DPoff, c)DPon, and d)𝛥DPsat spectra for a 1:1 PS:PMMA 

core-shell polymer impregnated with TEKPol in scCO2 at 40 °C and 241 bar 

for 2 hour. DPsat, DPoff, and DPon spectra were obtained with a 15.15 s 

polarization build-up delay. 𝛥DPsat = DPon – DPsat.  

 

Polymer 𝜺+ 𝜺− 

PS 1.9 0.1 

PMMA 1.7 1.2 

Table 6.8: Direct (𝜀+) and cross-relaxation (𝜀−) DNP enhancements of 

representative signals of PS and PMMA in a 1: 1 core-shell sample impregnated 

with 12 𝜇mol g-1 TEKPol in scCO2 at 241 bar and 40 °C for 2 hours.      

 

These enhancement factors demonstrate strong SCREAM-DNP activity of the 

OCH3 PMMA signal. In Figure 6.13, ΔDPsat spectra (with a 180 ° phase change) 

at increasing polarization delay times are overlayed. The OCH3 signal of PMMA 

shows very strong SCREAM-DNP behaviour, appearing at just 0.55 s. The 

quaternary and carbonyl 13C signals of PMMA and phenyl signals of PS begin 

to show some SCREAM-DNP behaviour at around 11 s and appear to build-up 
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much slower. This slower onset of SCREAM-DNP activity for these PMMA 

signals is evidence of the initial methyl 1H-13C polarization transfer being further 

diffused through the material by 13C-13C spin diffusion.202 The strong SCREAM-

DNP activity of the impurity signal at 0 ppm, confirms that this is a signal 

corresponding to the CH3 groups of the PDMS used as a stabilizer in the 

synthesis of PS. It is therefore likely, that the slow onset of SCREAM-DNP 

activity for the PS phenyl signal, is due to polarization transfer from the PDMS 

methyl cross-relaxation process.   

The presence of these methyl groups in the PS core limits the applicability of 

SCREAM-DNP to the measurement of domain sizes in these PS:PMMA core-

shell systems. Even if there is domain specific impregnation of the PMMA shell, 

the much faster 1H-1H polarization transfer from PMMA methyl 1H to PDMS 

methyl 1H initiating PDMS cross-relaxation and subsequent PDMS methyl 13C- 

PS 13C polarization transfer, will likely obscure the observation of any longer-

range PMMA methyl 13C- PS 13C transfer.  
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Figure 6.13: 𝛥DPsat spectra (with a 180 ° phase change) obtained at increasing 

polarization build-up delay times from 50 ms to 30.25 s demonstrating the very 

quick cross-relaxation induced polarization of the PMMA (Blue ★) and PDMS 

(Pink ★) methyl groups. and the PMMA carbonyl (Green ★)  and PS phenyl 

(Red ★) signals experiencing cross-relaxation induced polarization much 

slower than methyl groups.    

 

6.4.3. EPR Measurements  

Electron paramagnetic resonance was used to confirm the presence of a radical 

in samples that showed no signs of DNP enhancement, and to investigate any 

differences in samples prepare in scCO2, and those impregnated by swelling. 

The Q-band spectra recorded at 100 K show MW saturation effects due to an 

electron spin relaxation effect. This results in distorted line shapes and 

complicates the analysis of the spectra. Due to the poor resolution, it was not 

possible to simulate the spectra well. However, it was possible to use spin 

Hamiltonian parameters reported in the literature,203 to calculate the Q-band 

spectra for these radicals. The literature parameters were obtained from high-

field EPR (HFEPR) spectra and were tested by reproducing the HFEPR spectra 

seen in the literature before being used to calculate the rigid-limit Q-band spectra 
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of AMUPol and TEKPol. The parameters used are summarized in Table 6.9. 

The calculated Q-band spectra have been used to make qualitative comparisons 

with the experimental data.  

In Figure 6.14, the experimental data for a sample of PEO impregnated by 

swelling in 10 mM AMUPol in glycerol-d8/D2O/H2O (60/30/10 vol%), which 

exhibits relatively poor resolution and significant line shape distortion, is 

compared to the calculated Q-band spectrum of AMUPol. 

 

Figure 6.14: Experimental data for PEO impregnated by swelling in a solution 

of 10 mM AMUPol in glycerol-d8/D2O/H2O (60/30/10 vol%) (Blue) and 

calculated spectrum of AMUPol based on HFEPR data (Red). The calculated 

spectrum shows the expected line shape for the first-derivative of the absorption 

spectrum, comparison with the experimental line shape demonstrates its 

significant distortion from the expected first-derivative of the absorption 

spectrum due to saturation effects. Intensities are normalized to the maximum 

amplitude. 

   

Comparing the features of the two spectra and disregarding the partial saturation 

of the experimental data, shows that the experimental spectrum is consistent 

with the literature parameters. This implies that the biradical is well dispersed in 

the polymer matrix. This result is expected as it is shown in Section 5.4, that this 

method of sample preparation results in good DNP enhancements which rely on 

a homogeneous radical distribution.  
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Comparing the spectrum of a sample of PEO impregnated with a 9 𝜇mol g-1 

concentration of AMUPol in scCO2 with the sample prepared by swelling 

demonstrates a significant further reduction of resolution of the scCO2 sample. 

This can be seen in Figure 6.15 which shows a comparison of the experimental 

data for these two samples. Although the scCO2 spectrum shares some features 

with the swelling spectrum, overall the resolution is much poorer.  

 

Figure 6.15: Experimental spectra of PEO impregnated by swelling in a solution 

of 10 mM AMUPol in glycerol-d8/D2O/H2O (60/30/10 vol%) (Blue) and PEO 

impregnated with 9 𝜇mol g-1 concentration of AMUPol in scCO2 (Red). 

Although the scCO2 spectrum shares some features with the swelling spectrum 

there is overall much poorer resolution. Intensities are normalized to the 

maximum amplitude.   

 

The less resolved features of the scCO2 spectrum can be reproduced in the 

calculated Q-band spectrum by removing the intra-molecular e-e interactions 

from the model used (Figure 6.16).  
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Figure 6.16: Comparisons of the experimental data of the scCO2 impregnated 

PEO sample (Blue) and the calculated Q-band spectrum (Red) modelled a) with 

intra-molecular e-e interactions and b) without intra-molecular e-e interactions. 

In b) the features of the spectra around 1212 and 1220 mT are much better 

reproduced in the simulation without intra-molecular e-e interactions. 

Intensities are normalized to the maximum amplitude and the linewidth 

parameters are held constant to allow for comparison of a) and b).  

 

The need to remove the intra-molecular e-e interactions to better model the 

scCO2 experimental data implies that for this sample, inter-molecular e-e 

interactions dominate the spectrum. It therefore follows that there is likely some 

aggregation of the radical in this sample.  

This observed inhomogeneity of radical may explain the poorer DNP 

enhancements seen for scCO2 impregnated samples, compared to samples 

impregnated by swelling (Section 6.4.1).   

Comparisons of experimental spectra of PEO and PS impregnated with TEKPol 

in scCO2, with the calculated Q-band spectrum of TEKPol modelled with e-e 

interaction shown in Figure 6.17, show better agreement than for AMUPol in 

Figure 6.16a. The calculated spectrum of TEKPol without the e-e intra-

molecular interaction fails to reproduce the lowest field feature at 1213 mT seen 

in the experimental spectra of samples with TEKPol. Despite poor resolution, 

the line shape agreement of the calculated Q-band spectrum of TEKPol with the 
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e-e interaction shows that this interaction is partially resolved in the 

experimental spectra.  

 

Figure 6.17: Experimental data for PEO impregnated with 6 𝜇mol g-1 

concentration of TEKPol in scCO2 (Blue), experimental data for PS 

impregnated with 5 𝜇mol g-1 of TEKPol in scCO2 (Green), and the calculated 

Q-band spectrum of TEKPol, modelled with intra-molecular e-e interactions 

(Red). Intensities are normalized to the maximum amplitude.  

 

The partial resolution of the intra-molecular e-e interaction in scCO2 samples 

impregnated with TEKPol suggests that there is less inter-molecular interaction 

in these samples than in the scCO2 sample impregnated with AMUPol, 

indicating that there is less aggregation of the radical.   

The improved resolution of the intra-molecular e-e interaction in samples 

impregnated with TEKPol could be due to an improved homogeneity of the 

radical in the sample. Alternatively, it could be due to the lower expected radical 

concentration in these samples (samples prepared with 5 or 6 𝜇mol g-1 of 

TEKPol compared to 9 𝜇mol g-1 of AMUPol) which would result in a lower 

probability of inter-molecular interactions.  
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Radical 𝒈𝟏 (a) 𝒈𝟐 𝒈𝟑 𝑨𝟏 (b) 𝑨𝟐 𝑨𝟑 𝜶 (c) 𝜷 𝜸 𝑱 (d) 𝑫 (e)  𝜽 (f) 𝝓 

AMUPol 
2.0092 

(0.0008) 

2.0061 

(0.0003) 

2.0020 

(0.00012) 
18 17 100 123.1 129.8 −46 +32 35 76 −174 

TEKPol 
2.0095 

(0.00085) 

2.0060 

(0.00035) 

2.0021 

(0.00013) 
18 16 98 −75.4 79.6 −58.6 +2 30.5 66 10 

Table 6.9: Experimental HFEPR parameters for AMUPol and TEKPol radicals from Ref [203], used to calculate rigid-limit Q-band EPR spectra. 

a) 𝑔-tensors, 𝑔𝑖 (the 𝑔-strains for these values in parenthesis). b) 14N hyperfine coupling, 𝐴𝑖 given in MHz, . c) Euler angles 𝛼, 𝛽, and 𝛾, given in 

degrees with respect to the first g-tensor value. d) Isotropic exhange interaction, 𝐽, given in MHz. e) Dipolar coupling interaction, 𝐽, given in MHz. 

f) dipolar orientation, 𝜃 and 𝜙, given in degrees.  
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6.4.3.1. EPR Relaxation 

Longitudinal and transverse electron relaxation, 𝑇1𝑒 and 𝑇2𝑒, of some samples 

prepared by scCO2 and swelling impregnation were also measured to confirm 

that the scCO2 treatment had not affected the structure or properties of the 

nitroxide radicals used.  

Radical Impregnation Method 𝑻𝟏𝒆 𝑻𝟐𝒆 𝜺𝑫𝑵𝑷 

AMUPol Swelling  
254 𝜇s 

53 𝜇s 
1.70 𝜇𝑠 22.8 

AMUPol scCO2 
470 𝜇s 

99 𝜇s 
1.72 𝜇s 4.7 

TEKPol scCO2 
420 𝜇s 

76 𝜇s 

1.66 𝜇s 

0.31 𝜇s 
4.0 

Table 6.10: 𝑇1𝑒, 𝑇2𝑒 and DNP enhancements for 3 samples of PEO impregnated 

with nitroxide radicals by different methods.  

 

The 𝑇2𝑒 is relatively consistent for all three samples. However, the 𝑇1𝑒 of the 

samples prepared by scCO2 are significantly longer than that of the sample 

impregnated by swelling. This observation can be rationalized by the lower 

radial concentration expected in the scCO2 samples.204 These relaxation 

measurements confirm that scCO2 treatment has no detrimental effect on the 

radical and further support the recurring conclusion, that the radical 

concentration of samples impregnated via scCO2 is too low.  
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6.5. Summary  

The successful impregnation of polymers with DNP radicals in supercritical CO2 

has been demonstrated for three different polymer systems.  

The impregnation of PEO with AMUPol and TEKPol resulted in good DNP 

enhancements for 1H-13C CP experiments. The successful impregnation with 

both radicals is a positive sign that scCO2 impregnation is a versatile technique. 

Although the scCO2 impregnation conditions for PEO were not optimized, a 

comparison of this technique with the swelling impregnation technique, proved 

the benefits of scCO2 impregnation as a ‘matrix-free’ sample preparation 

technique with a higher SNR and higher resolution spectrum. The EPR 

measurements of the scCO2 and swelling sample suggest that there is a much 

poorer distribution of the radical in the scCO2 sample. It is therefore likely that 

the DNP enhancements obtained on scCO2 impregnated samples can be 

improved by optimization of the impregnation process, to increase the 

homogeneity of radical distribution.  

Although the PS samples and PS:PMMA core-shell polymers did not exhibit 

very good DNP enhancements in this work, the recent publication from Le et 

al.188 provides evidence that this lack of enhancement is largely due to the radical 

concentration being too low. Repetition of the experiments presented here with 

higher radical concentrations should be done to confirm whether this is the case, 

or alternatively there is some other improvement to the scCO2 impregnation set-

up or conditions that would improve the enhancements of scCO2 impregnated 

polymers. 

The PEO samples prepared in this work were also impregnated with lower initial 

radical concentrations however, the DNP enhancements observed for PEO are 

comparable to the enhancements achieved for PS with very high initial radical 

concentrations prepared by Le et al..188 Measurements of radical concentration 

in the samples prepared in this work by EPR, and further investigations of the 

effect of high radical concentrations on the enhancements achieved for PEO are 

required to determine the reason for this. This may provide information on the 

specificity of impregnation conditions required for different materials.   
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The multi-component DNP build-up curves of samples prepared in this work 

indicate that there is not a homogeneous dispersion of the radical throughout the 

polymer matrix. There is evidence that the dispersion of the radical can be 

controlled by varying the pressure of scCO2 used during the impregnation 

process.  

Initial experiments investigating the SCREAM-DNP activity in PS:PMMA 

core-shell polymers show that the PMMA shell does experience methyl 1H-13C 

cross-relaxation and that this cross-relaxation induced polarization can be 

transferred from the methyl 13C to other PMMA carbon environments. Methyl 

groups of the PDMS-MA stabilizer used in PS synthesis were also shown to 

exhibit SCREAM-DNP activity. The build-up of cross-relaxation induced 

polarization of PS resonances is likely to originate from these methyl groups, 

rather than the PMMA shell. The presence of these methyl groups in the PS core 

limits the applicability of SCREAM-DNP in the measurement of core and shell 

domain sizes. However, if domain specific impregnation of the PMMA shell is 

accomplished, these methyl resonances in the PS domain may prove useful in 

the application of relayed DNP
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7. Summary and Outlook 

In this thesis, solid-state and DNP-enhanced solid-state NMR have been 

successfully applied to the structural and dynamic analysis of several materials 

which are at the forefront of the drive for more sustainable chemistry and 

materials. 

Methylammonium lead halide perovskites, MAPbX3 (X = Br-, Cl-, I-) are 

important functional materials with promising applications in solar cells. 

MAPbI3 is an extensively studied perovskite with well understood properties. 

However, to increase the stability and photoconversion efficiency a more 

thorough understanding of defects present in the structure is required. MAPbI3 

and MAPbI3 on ZnO were characterized by 1H NMR to identify possible 

structural defects which could indicate proton diffusion in these materials. 1H 

NMR investigations of MAPbI3 using both static and MAS VT NMR were used 

to demonstrate the phase change between tertragonal and pseudocubic MAPbI3, 

but in this temperature range, it was not possible to detect diffusion of the MA 

ion. With the addition of spectral editing techniques to supress the dominant 

NH3 and CH3 signals of MAPbI3, it becomes clear that there are additional 

signals from some impurity at 0-2 ppm. These impurities are consistently 

present in spectra of MAPbI3 in the literature where they are assigned to water 

the material. However, these signals are also present in 1H NMR spectra of 

several other purely inorganic perovskites and are assigned to interstitial and 

substitutional hydrogen defects. Intentional wetting of the MAPbI3 sample was 

used here to aide in the assignment of these signals and showed that although 

there is some overlap with the chemical shift of water on the surface and within 

the pores of MAPbI3, these impurity signals remain largely unchanged by 

exposure to moisture and could be evidence of some other hydrogen impurity. 

Variable temperature experiments of MAPbI3 provide evidence that these 

impurity signals could be involved in some diffusion throughout the sample.  

In combination with other analytical techniques, there are several approaches 

which could be taken to improve the understanding of these additional hydrogen 

species via solid-state NMR. Partial or complete deuteration of the MA ion 
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would simplify the 1H spectrum of MAPbI3 and MAPbI3 on ZnO and may assist 

in differentiating which signals are due to H impurities in ZnO and which are 

from MAPbI3. Following the hydration and decomposition of the sample via 1H 

NMR of samples exposed to controlled humidity and water content could assist 

in assigning signals which may be due to water or MAPbI3 decomposition 

products. Increasing the temperature range of experiments would help identify 

if any signals are due to high temperature decomposition products. A better 

understanding of the properties of these species may also assist with their 

assignment. For this, a more thorough investigation of the potential diffusion of 

these species by pulsed field gradient (PFG) MAS NMR and further variable 

temperature measurements of 𝑇1 and 𝑇2 relaxation is required. 

Plastic manufacturing and waste are major contributors to the current climate 

emergency and development of more sustainable polymers is a key step in 

improving the environmental outlook. The development of new sustainable 

polymers and plastics requires a detailed understanding of the structure-property 

relationship of existing and new materials. Solid-state NMR has played an 

important role in this endeavour, but it is limited by poor sensitivity. DNP-

enhanced solid-state NMR has not had the same impact on improving the 

analysis of polymers, as it has other classes of materials, due to difficulties in 

the sample preparation of polymers. The swelling of polymers in a radical 

solution has been demonstrated here to be an important step in achieving a 

homogeneous distribution of radical throughout the polymer matrix which 

allows for good DNP enhancements to be achieved. The ability of amorphous 

polymers to act as ‘glass-formers’, negating the requirement for additional 

components, such as glycerol in the radical solution has also been demonstrated. 

Most vitally, the results presented in this thesis demonstrate the importance of 

considering all aspects of the sample preparation process when determining the 

optimal technique. It is essential that the impact of the sample preparation on the 

structure and conformation of the polymer itself is considered. 

Additional improvements to DNP sample preparation via the swelling method 

could be made by improving the understanding of the effect of using glycerol in 

the sample preparation. This could identify the limits of certain polymers as 

glass-forming agents and maximize the potential enhancements in the absence 
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of glycerol. Additional investigations of polymers with different cross-linking 

densities may also provide more information on this. Further attempts to 

measure the extent of swelling using 1H-1H DQ or variable contact time CP 

experiments could also help identify the ideal sample preparation conditions.   

A solvent-free method of polymer impregnation was also demonstrated. 

Supercritical CO2 was used to successfully impregnate several types of polymers 

with both AMUPol and TEKPol. The scCO2 impregnated samples presented 

modest DNP enhancements, but excellent SNR due to the significant increase in 

practical sample weight of these samples. The DNP enhancements observed in 

this work are likely restricted by low radical concentrations, and with further 

development of the scCO2 impregnation process these may be improved.  

The future development and application of the scCO2 impregnation process 

hinges on the optimization of the impregnation and depressurization conditions 

to ensure a homogeneous dispersion of the radical in the polymer sample. 

Developing a deeper understanding of the solubility of the currently available 

DNP radicals in scCO2, or development of new radicals which are designed to 

have the desired scCO2 solubility will also improve the radical homogeneity and 

any potential further DNP enhancements. A better understanding of radical 

solubility, diffusion, and dispersion in scCO2 may present excellent 

opportunities for domain specific impregnation in complex polymer 

morphologies such as core-shell systems or block copolymers. Domain specific 

impregnation has the potential to provide information on domain sizes by 

relayed or cross-relaxation DNP. Additionally, if the scCO2 impregnation 

mechanism is deemed to be suitable, the use of scCO2 impregnation could be 

expanded to other materials that present challenges for traditional sample 

preparation methods. 
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