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Abstract

Our understanding of time dependent phenomena in particle physics is ham-
pered by our inability to effectively investigate non-equilibrium phenomena, even
using computers, due to the ‘Sign Problem’. This problem means that for non-
perturbative theories, it is functionally impossible to evaluate Feynman path in-
tegrals to calculate the expectation values of operators. Here I present a possible
remedy to this problem in the form of Generalised Thimble Techniques which,
at great computational cost, suppress the Sign Problem and allow us to make
headway in these investigations.

The formalism for moving these path integrals onto a discrete lattice is discussed,
and is followed by an explanation of the mechanics of these Thimble techniques.
These techniques are then compared, both in terms of approach and in terms of
performance, to the other prominent approach to dealing with the Sign Problem,
Langevin Dynamics. The implementation of these techniques is then demon-
strated by comparing my results with literature, and how to best compensate for
the computational cost is considered.

The discussion then turns to how best to take advantage of the non- perturbative
nature of these calculations. The lattice is modified, the characteristic imaginary
time extension is removed and replaced with a bespoke density matrix, which is
sampled independently of the thimble. This removal of the imaginary time exten-
sion opens the door to non-equilibrium density matrices, but initially the focus is
on ensuring that these modifications are valid, and reproduction of equilibrium
results takes priority.

Unfortunately, the requirement to sample the density matrix independently of
the thimble poses new computational problems however. The focus therefore
briefly returns to optimisations, this time focusing on physical parameters of the
system rather than numerical tricks or approximations. With these optimisations
higher dimensional simulations are considered, but are still found to be too in-
tensive for the available hardware. Instead, a second field is introduced, allowing
the system to start out of equilibrium in a different way. This second field has a
higher mass and occupation number, and two different interactions with a range
of coupling strengths are considered. This means ‘particle’ decay can be seen
between the two fields.

The technique is shown to be promising, but hampered by its high computa-
tional cost. Possible routes to reducing this through both improvements to the
algorithm and promising developments in hardware are discussed.
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Chapter 1

Introduction

Along with the deep ocean, the early universe is not yet well understood. The
reasons for this are remarkably similar, given the differences in subject matter.
Neither can be inspected in person, nor can they be observed through the pas-
sage of light, as it is blocked by water or the plasma that preceded recombination.
Both, however, are areas of immense scientific interest as, just as the oceans are
critical to understanding the formation of life bearing conditions on Earth, the
early universe is critical to understanding the formation of all structure from the
single atoms that formed in the wake of recombination to the largest clusters of

galaxies [4, 5, 6, 7, 8, 9, 10, 11].

Given how important the formation of matter is to understanding our universe
and everything within it, why is our understanding still so lacking? As men-
tioned above, direct observations of recombination are impossible to obtain using
photons, as the high energy plasma forms what is known as the primordial light
barrier. This is because the conditions were unfavourable for the formation of neu-
tral hydrogen, meaning the universe was highly charged. Consequently the mean
free path of a photon was very short, and the history of this era, and its preceding
eras must be inferred or observed through other means. [12, 13, 14, 15, 16, 17, 18].
However, similar observational problems plague research into dark matter, and

yet remarkable progress has been made in eliminating dark matter candidates,



and understanding its dynamical behaviour in recent years [19, 20, 21, 22, 23].
This is in large part because gravity, the primary or perhaps only, way dark mat-
ter interacts with the rest of our universe is understood well enough and is (from a
numerical perspective) simple enough to be well implemented to be implemented
on a computer without issue. Consequently potential models and initial condi-
tions can be tested against observation through computer simulations, such as
those generated by the Three Hundred Project [21]. This has resulted in the
development of a Cosmological Standard Model based around cold dark matter
and a cosmological constant with tight constraints on the composition of the dark
matter, such as the tight restriction placed on the amount of primordial black

holes that could make up dark matter [24, 25, 26, 27, 28].

The sudden changes in the behaviour of matter as the universe cools presents
a problem for computational scientists preventing similar techniques to those
used to eliminate dark matter models from being used here. This is because, by
definition this problem is both non-equilibrium and due to its high energy is non-
perturbative, conditions which have typically been hard to resolve on a computer
[29, 30, 31, 32]. In a large part, the computational difficulties encountered are
tied to the so called ‘sign problem’ which represents the issues with numerically
calculating the integrals of highly oscillatory functions [33, 34, 35, 36]. Unfortu-
nately, such integrals occur all over science, but particularly in particle physics
where the path integral approach is key to evaluating the expectation values
of operators [1, 2, 37, 38]. There have been historically a number of attempts
made to deal with the sign problem motivated by the frequency of its appear-
ance [39, 35]. Unfortunately, none of these techniques have been completely
successful, until recently. The development of ‘generalised thimble’ techniques,
a numerical technique developed from Picard-Lefshetz thimbles, has opened the

door to effective although computationally expensive solutions to this problem

[40, 41, 42, 43, 44, 45, 46, 47, 1, 48].

This thesis uses generalised thimble methods on a lattice based on a modified

Schwinger-Keldysh contour, which will be discussed later. Using this, it shows
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that it is possible to simulate non-equilibrium, non-perturbative problems using
lattice quantum field theory. The thimble techniques, their uses in general, and
how they’re used here to calculate expectation values is described in Section 1.2,
and implemented in Chapters 2 - 4. The Schwinger-Keldysh contour is discussed
below, and the modifications made to it to separate the initial conditions from
the lattice itself are discussed and tested in Chapter 3, the chapter itself based on
the work published in [49]. Chapter 4 meanwhile is based on work published in
[41], and builds on the work in Chapter 3 by using these modifications to simulate
‘particle’ transfer between two fields that start in non-equilibrium conditions, for

a range of coupling strengths that go beyond the perturbative regime.

1.1 Path Integral Formalism

1.1.1 The Schwinger Keldysh Contour

Perhaps the single most important task for any quantum formalism is to be able to
predict the expectation values of operators, and the variation of that expectation
value over time [29, 50, 51, 52]. This can be achieved for a pure state by taking
an initial state [1)o) and applying the time evolution operator which takes a state

from time ¢, to time ¢ [53, 54| and has the form
Ut t) = ¢ i 9O, (1.1)
As a result, the expectation value can be found using

(O)) = (ho| U(t, t)O()U (to, t) ) (1.2)

this naturally leads to the idea of a basic contour. Despite the use of O(t) no-
tation, this is still implemented in the Heisenberg picture, and kept only for the
discussion of time separated observables later. As shown in Figure 1.1 (1.2) rep-
resents a path along the real time axis from ¢, to ¢ and back [29]. Note that these

branches are on the real axis and are separated in the diagram for illustrative
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Figure 1.1: A simple contour, familiar from quantum mechanics.

purposes only.

This corresponds to the (inlin) formalism, where the two states used for the
calculation are at the beginning of the time considered and is typically useful for
capturing time dependent effects as will be the focus of later chapters. This can
be contrasted with the (in|out) formalism, where the states considered represent
the distant past and future of the system, and typically represents perturbative

scattering, which while a useful technique, is not principally considered here.

Returning to Figure 1.1 & is defined to be the branches of the contour and
v =7 @&~ to be the entire contour as in Figure 1.1. As a result, (1.2) can be

rewritten as

(O(t)) = <¢0\exp(—z /v ) dt’ﬁ(t’))()(t) exp(—i /7 ) dt’ﬁ(t’)) o), (1.3)

and by using the time ordering operator T' it becomes,

(O00) = Gl T fex (-~ / ()0t ). (1.4

Note that T" time orders along the contour; this means that a point on the back-
wards (1) branch occurs after any point on the forwards contour, even if the

point on the forwards contour is closer to o [29].



1.1. PATH INTEGRAL FORMALISM

Figure 1.2: Extending the contour to infinity does not affect the values of an
observable calculated along its path.

There is a simple but important implication of this. Consider the case where

O(t) = I, and the contour extends to ¢ = oo. This means that
T {exp(—i / dt’H(t’))ﬁ} = U(o0, y)U(ty, 00) =1, (1.5)
gl

as the transforms will undo each other. It is worth noting here, that although the
distant time = oo case is most useful for this work, this also applies for finite .
Both of these cases can be understood intuitively, and can be verified by inserting
(1.1) into (1.2) with ¢ = co. There exists a useful property of the contour here.
Although the time extent has always been to the point of physical interest, t,
nothing presented here has required that the path immediately turn and begin
its return to the origin. Taking the contour shown in Figure 1.1 and extending it
past t, all the way to oo, as shown in Figure 1.2, it can be seen that (1.4) does not
change. This can be seen by inserting an evolution to infinity and back within

the time ordering operator,

T {exp(—i L dt’f[(t’))@(u)} Ut t) O (14, 00) T (00, 1)

|
-l
S

(t07 t+) <t>U(t+7 OO)U<OO7 t+>U<t+7 tO)

Ulto, t)O()U (t+, o), (1.6)
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where the same logic used in (1.5) allows the contraction of the evolution op-
erators that go to infinity. This touches on a property of physical operators on
such a contour, that physical operators must obey the condition that @(t) =
O(t_) = O(t,), that physical operators must be valued at the same on both
contours [29, 55, 56]. This process can be repeated along the other path, and
both results show that the extension past the insertion of the operator cancels
completely. This property is intuitive, a physical value cannot depend on a future
state. However, it is a useful sanity check for the method, and a reassuring check

that alterations to the contour made in Chapter 3 are valid.

This requirement that O(t) = O(t_) = O(t..) enforces that two point correlators

do not change depending on which branch or branches the arguments are on.

A ~

Specifically <@(t0_)(’5(t1+)> = <(’)(t0+)(’)(t1_)>, along with their same branch

correlators.

Moving from pure states to mixed states, the definition of the expectation value

as defined in (1.2) can be updated to
(O1) = 7 (dal Ot) [61) (1.7)

where o, represents the probability of finding the system in state ¢, [29]. This

naturally leads to the definition of the density matrix,

ﬁ:ZUn‘(]ﬁn) (Pnl (1.8)

which can be used to define

(OW) =D 2D on (&) (Bi] O'(1) [6)

= Z <‘I’z| O/(t)ﬁ |‘I’z>
- Tr{@’(t),é} - Tr{ﬁ@’(t)}, (1.9)
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where a complete basis of states |¥;) were inserted, O'(t) represents the operator
in the RHS of (1.4), and in the final line the cyclic property of the trace was used
to write this expression in its more common form [57, 58, 59]. The typical form

for the density matrix operator in thermodynamic equilibrium is given by

e~ BH

b= W (1.10)

where [ is the inverse temperature and the definition of J is given to be § =
1/kgT [60, 61]. Combining this definition with (1.9), the full time dependent

expectation value for a system in thermal equilibrium can be found

O = Tr{e*/mT [exz E{:fgﬁd}t’f](t’))@(t)] } |

The exponential factor can be written as

(1.11)

exp(—ﬁzf[) = exp (—z’ /7 v dt’ﬁ(t’)), (1.12)

where 4" is any path in the complex plane between ¢; and ¢5 such that to —¢; =
—i/3. This combined with inserting the LHS of (1.5) into the denominator of
(1.11) it can be seen that

Tr{exp<—z' S, dt'H (t’))T [exp(—i [, dt'H (t’))é(t)”

o= Te{exp(—i [, dHW))T [exp(~i [,avi@)|} 19

This means that both the time evolution and the density matrix are implemented
in the same way; the exponentiation of an imaginary line integral of the Hamil-
tonian operator [62, 29]. The difference is that the time evolution is integrated
along a real time contour, and the density matrix is implemented along an imagi-
nary time contour. However, mathematically these contours can be combined by
allowing time to take on a complex value, working the density matrix into the

structure of the contour itself. Typically this contour is defined

y=7" &7 &, (1.14)
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t+ ,Y-i- t/
t_;O:::::::::::_:::::::::::: Re(t)
O:’}/v ¥

Figure 1.3: The traditional Schwinger-Keldysh contour, extending along the real
axis to a specific point ¢t and back, before incorporating the equilibrium density
matrix through the imaginary extension.

which is shown graphically in Figure 1.3, and is commonly known as the Schwinger-
Keldysh contour [63, 64, 65]. This contour forms the basis for the numerical sim-
ulations undertaken in Chapter 2, and is the origin of the modified contour on
which the simulations in Chapters 3 and 4 are based. (1.14) allows (1.13) to be

rewritten in its final form

O = Tr{T [exp(—i /. dt'ﬁ(t'))é(t)}}
' oo (L)}

(1.15)

For a system in thermal equilibrium, by definition there is no time dependence
for the expectation value of an operator. Correspondingly, this results in two
point functions that depends on the difference between the two time values, with

no consideration of the specific time values [29]. The Wightman propagators are

defined

iA7(ta — t1) = (0] 4(t2)4(t1) [0) (1.16)
iAS(t —t2) = (0] 4(£2)4(t1) |0) (1.17)

with £, > t; and A~ represents forward time propagation A< the opposite, and
are examples of time separated two point functions as described above [66]. The

advanced and retarded Green’s functions can be defined in terms of the the Wight-
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man propagators [66],

G”(ty —t1) = O(ta — 1)1 [A7(tg — t1) — AS(ty — t1)] (1.18)
GS(ty —t1) = —0(t1 — t2)i [A™(t1 — t2) — AS(t; — t2)] (1.19)

These correlators will be of critical importance to the calculation of observables,

such as the occupation number, in later chapters.

1.1.2 Discretisation to a Lattice

The discussion in this chapter has been analytic. However, the research work in
this thesis has been done using numerical techniques and it is of use to briefly dis-
cuss what the impact of this will be. By discretising to a lattice the continuously
valued fields are broken into specific points separated by a fixed finite separa-
tion, as shown in Figure 1.4; this allows the contour to be more efficiently parsed
by a computer. The link sizes were taken to be constant throughout the lat-
tice, including in the imaginary time direction. In principle, this is not required,
a variable sized lattice can be useful for capturing interesting physics without
wasting computational time. However, for the systems considered here, ease of
implementation and error mitigation was prioritised. This has implications for
the frequencies exhibited by systems modelled on such a lattice, as the maximum
resolution of a Fourier transform is now dictated by the link size, and due care
must be taken in interpreting physical results directly from frequency domain

data.

This discretization and the periodic boundary conditions along the contour natu-
rally leads to changes in the behaviour of the physics, which must be compensated
for [67, 49, 68, 69]. Consider the discrete Fourier transforms of a field ¢,, valued
at each lattice site with n € [0, N — 1] for IV total sites, as shown in Figure 1.4,

and its frequency space counterpart ggk
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Im(t)
tr ———%___+___+___j’/:mAt
0
to —ingB/nip---+--—-e--—-+-—-—o--- Re(t)

ty —iB's

Figure 1.4: A discrete contour. Note that unlike previously, there can be a fixed
separation between the two arms of the contour. ny/n, dictates the proportion
of the imaginary extension that is implemented at ¢t = t’. t itself is an integer
(m) multiple of the time link size.

= 2wkn
Awy, = nz:% Aty exp [—i N } (1.20)
N—1
1 2 ~ 27kn

which allows for easy comparison to the continuous case. These can be sum-

marised

dt — At (1.22)
2

w— kAw (1.24)

t — nAt (1.25)

d(w) = Aty (1.26)

In addition, the finite time derivative can be seen by inspection to be

Depn = %;d)" . (1.27)

10
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By repeated application of (1.27), the second derivative can be found

at (at¢n> -

atat¢n = -

¢n+1_¢n _ ¢n_¢n—1

_ At At
At
2¢n B ¢n+1 _ ¢n—1
At? ’

and using these it is possible to define a lattice correction factor R,

atQSn =

such that

F

‘ P>

ikAt
w &keikt e —1
T At

e
Il
[\

0
1

=
|

W~
oriRe™,
2m

(1.28)

(1.29)

(1.30)

(1.31)

where the 7 has been included for convenience. The continue Ry, can be defined

using the second derivative

i

atat ¢n =

i
- NE ¥F

P

T
vl

£
I
o

where

Ry,

T ikt
(&
P AP

e —2[1 — cos(kAt)]
At?

e

w
2T

7 ikt
¢k que )

2[1 — cos(kAt)]
At?

(1.32)

(1.33)

This R, is the lattice Laplacian, representing a shift from the continuous Lapla-

cian to one set on a fixed lattice. In the limit At — 0 Ry, ~ k? which can

be seen through the application of I’'Hopital’s rule, recovering the original propa-

gator. This demonstrates the importance of understanding these corrections, as

Ry, = k? + O(dt?) gives insight into the behaviour of the lattice if the link size is

set too large. These lattice correction factors are frequently used in Chapters 2 -

4.

11



1.2. THIMBLE METHODS FOR COMPLEX INTEGRALS

1.2 Thimble Methods for Complex Integrals

Path integrals, despite their uses outlined in Chapter 1.1, are plagued by the so
called ‘Sign Problem’. Consider a path integral of the form

B= [ Dpe W, (1.34)
Rn

with real variables . Frequently in physics Z will be purely imaginary, often
of the form Z(p) = iS(¢), meaning the integrand is oscillatory with a constant
amplitude but variable phase [67, 70, 71, 72, 73]. This variable phase is the
root cause of this sign problem, and makes the integral difficult or impossible to
evaluate even using numerical methods. This is due to the subtle cancellations
that will occur between each peak and trough in the integrand. These cannot be
captured on a computer with finite resolution as the frequency of the oscillations
increases [34, 33, 40]. Consequently, the numerical error grows exponentially
with the domain of the integral, dwarfing the result for any non-trivial integral
[74, 75]. A possible solution to this problem is provided by a multidimensional
version of Cauchy’s theorem. By promoting the real integration variable ¢ to a
complex variable, denoted ¢, the integration contour can be deformed into the
complex plane without altering the result of the integral, provided no poles are
crossed during the deformation. All that is then required is to systematically find

an appropriate new contour, where Z(¢) is now complex valued and damps the

oscillations [74, 76, 40, 33, 75, 77, 78, 79, 80].

1.2.1 Picard-Lefshetz Thimbles

Picard-Lefshetz Thimbles are integration manifolds, denoted M py, that match
the above criteria [81, 82, 44, 83, 84]. To begin, promote the real integration
variable to a complex number ¢ — ¢ = a+1b and deform the integration manifold

by solving the flow equation L
dgp 0T

il (1.35)
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where the overbar denotes complex conjugation and 7 represents the mathemati-
cal quantity known as ‘flow time’ [74, 42, 85]. Ideal initial conditions are provided

by finding the critical point or points of Z, which are defined by

0L
- =0. 1.36
a¢ crit ( )

In practice it takes an infinitely long flow time to move away from a critical

point, so the initial conditions should be taken from a small region near the

critical point instead which must flow back to the critical point as 7 — —oo

86, 83, 87, 1, 2, 88, 89].

It can be seen by applying the chain rule and (1.35) that

dZ  9Zd¢
dr — 9pdr
~07dT
99do
oz )
oo

(1.37)

)

and as the flow time is increased the real part of Z increases monotonically while
the imaginary part remains constant as ¢ moves away from the critical point.
As a result, the integrand in (1.34) is exponentially suppressed as the flow time
is increased, while keeping the frequency fixed at the value it had at the critical
point. This behaviour gives these paths, denoted 7, their name: the paths of
steepest descent, as they represent the minimisation of the real part of the expo-

nential [90, 75, 41, 91].

Frequently (1.36) will have multiple solutions, and as these functions are often
polynomial, for an nth order polynomial, up to n — 1 solutions can be assumed
(74, 90, 45, 92, 79, 1, 93]. Using the requirement that the real part of the inte-
grand suppresses the oscillations we require that Re[Z(¢)] — oo as |¢| — oo in
the complex plane. This allows us to define convergent and divergent regions in
the Argand plane of ¢. Only the solutions which are in a convergent region as

|| — oo is the solution that corresponds to the Picard-Lefshetz thimbles. Once

13
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Figure 1.5: The integrand of the Airy function with z = —1, labeled A on the
y-axis

7 is taken to infinity, Mpy is a combination of these paths of steepest descent
[45, 94, 42, 90, 95]. Examples of these regions are shown in Figure 1.6 where
1.6a corresponds to a simple example which will be continued later, and 1.6b
corresponds to the exponent of the integrand of the Airy function with z = —1,

as shown in Figure 1.5. The Airy function

y(z) = % /: dy exp [z <%3 + wﬂ (1.38)

itself is a useful demonstration of the power of this technique as it is a solution
to the Stokes equation, as shown in Appendix A, and is given by

d2

SV _ 2y, (1.39)
and occurs widely in physics, in quantum mechanics as the solution to a parti-
cle in a triangular potential well [96], optics [97], and probability [98]. As can

be seen from Figure 1.6b, it is not required that the entire thimble exist within

convergent regions, only that the thimble is within a convergent region for large

|| [90, 99, 100, 101].

While the path of steepest decent of the real part of the integrand has been

the most interesting so far, there exists a second path, denoted IC, which pre-

14
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Re(¢)

—— P.L. Thimble
B Convergent region

(a) T = —3ig?

Figure 1.6: The convergent regions and thimbles of two simple example functions.

serves the imaginary part while increasing the real part rather than suppressing
it [86, 102, 103]. This path of steepest ascent can be found by reversing the sign
on the right hand side of the flow equation described in (1.35). When there are
multiple critical points given by (1.36), each of these critical points will have a
path of steepest decent which could contribute to the deformed integral, though
in practice often only the dominant steepest descent paths are considered. How-
ever it is not easy to see in advance which critical points create dominant paths
and, to exacerbate the problem, paths that initially appeared dominant may un-
dergo cancellations from other paths producing a final result that is controlled by
a path which initially appeared sub-dominant [83, 88, 1, 104, 105]. Even worse,
which path is dominant can switch very quickly depending on external parame-

ters. This switching is called Stokes Phenomenon and is discussed below.

However it is possible to eliminate some paths’ contributions immediately. For
a generic number of critical points, indexed by o, it can be seen that 7, and
K, can cross a maximum of once [106, 91, 102, 107]. This is because along the
J, contour the real part of Z is decreasing monotonically, while the opposite is
true for I, As both the steepest decent and ascent paths are created by flowing
from the critical point this is the one and only point at which the paths may cross

[108, 109, 110, 111]. The intersection of the two paths ((, )) can then be defined

(To5s K1) = 0500 (1.40)
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Figure 1.7: The two paths of steepest descent and ascent ascent of the Airy
function, with z = —1

The real integration manifold, Mg, is equivalent to some combination of these
paths, > n,J,. n, is defined to be the contribution of the matching path. How-
ever, by inserting (1.40) into the intersection between the integration manifold

and the path of steepest ascent,

<M]R>ICU’> = Zna<jo'7lca’>
_—— (1.41)

it can be seen that the contribution n, is only non-zero if K, crosses the original
domain of integration, typically the real axis. As a result, any paths of steepest

ascent for which this is not the case can be discarded [104, 112, 91, 113, 114, 115].

A demonstration of this is shown in Figure 1.7, where critical points of the expo-
nent in (1.38) are found to be at ¢ = £1. Paths of steepest descent are denoted
J+, and ascent . Both critical points generate paths of steepest descent and
both must contribute to the overall thimble, as both paths of steepest ascent

cross the real axis. As a result, the thimble depicted in Figure 1.6b is recovered.

To briefly return to Stokes Phenomenon described above, this phenomenon

can easily be seen even with models that have already been introduced. Consider
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Critical points

Figure 1.8: The two paths of steepest descent and ascent ascent of the Airy
function, with z = 00t

the solution to the Airy Function (1.38), with z = €%%%. This gives critical points
at ¢. ~ +i. As before, there are two critical points, however they now lie away
from the real axis. This is shown in Figure 1.8. Clearly, the path structure has
changed radically. This change is called a Stokes jump, and occurred as z has
changed from —1 to e®%%% Specifically the jump occurs as z changes through a
Stokes ray, a line in z space defined between points where Im(Z) is the same at
multiple critical points [75]. For the example of the Airy function, this line is
the positive real axis, as for all positive, real z both critical points will be on the
imaginary axis, with Im(Z) = 0. Fortunately, in this example K_ does not cross
the real axis, and therefore only J. contributes to the overall thimble. Similarly,
as will be discussed in Chapter 3, it is shown for the systems considered in this
thesis that only a single critical point exists, and therefore only a single path

contributes to the thimble, and the issue of Stokes jumps is circumvented.

Although the integrand along the thimble has a constant phase by construction,
a small variable phase remains due to the transformation between manifolds,
which is shown in (1.54), by the constant, but complex valued, det(.J). This is
referred to as the ‘residual sign problem’ [81, 94, 114, 112, 1, 114, 115]. There is
also a second potential source of phase variance in the case where two or more

thimbles exist. Although the thimbles are linked, the requirement that Im[Z] is
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constant applies individually to each thimble. As a result, there can be a discrete
jump in the phase of Z at the connection. This is referred to as the ‘global sign
problem’ [81, 112, 1]. Usually both of these effects are small enough that tradi-
tional techniques can resolve them, but can be a continued source of problems

[104, 91].

Combining all of the above with the need to find the critical point for a non-
trivial Z it is obvious why a full Picard-Lefshetz thimble can be problematic to
calculate on a computer. What is needed is a method that does not rely on iso-
lating the critical points and can be done in general, regardless of the number of

integration variables or number of paths of steepest descent.

Picard-Lefshetz Example

Using Z(p) = —%igp2 as a toy model and complexifying ¢ — ¢, it can be seen
that by (1.35) the flow equation is

S —
=i (1.42)

and a single critical point as per (1.36) at ¢ = 0. By writing ¢ = a + ib and

separating the real and imaginary parts (1.42) gives
a=>b, b=a, (1.43)
and by taking the derivative with respect to the flow time again gives

i=b=ua (1.44)
b=a=». (1.45)

These can be solved in the usual way, and using the boundary condition provided

by taking the flow time to —oo will set a,b = 0 due to the critical point. This
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leads to
a=Ae", b= Be”

a=Ae", b= Be" (1.46)
b= Ae", a= Be",

by using the derivatives in (1.43), and by comparing the first and third lines of
(1.46) shows that a = b. It is obvious in this example that this thimble con-
tributes to the integral, as firstly it is the only thimble present due to the action
having only one critical point, and secondly the critical point is on the real axis
and therefore the path of steepest ascent must pass through the axis. However
as it can be found simply, it is included here for completeness’ sake. By changing
the sign on the right hand side of (1.42) and propagating this change through the
same steps as above, we find that for the steepest ascent path, a = —b instead.

This does cross the real axis as expected.

Fortunately, as the example given here has only one integration variable, a second
method may be used to verify this. By noting that along the thimble Im[Z(¢)]
must be constant and separating the real and imaginary parts of ¢ — a + b in

the usual way, we see that
Loy 0
Im[Z(¢)] = —E(a —-b) =K, (1.47)

where K is the constant phase. It is also known that the thimble passes through
the critical point at ¢ = 0, and this can be used to fix K = 0. As a result this
method also recovers a = +b in a far more compact way. Unfortunately however
this method does not make any distinction between finding the thimble or the
path of steepest ascent, and if this method alone is being used knowledge of the

convergent regions as shown in Figure 1.6a is required to identify which path is

which.
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Evaluation of the Integral

The knowledge gained earlier in this section can be used to evaluate the integral

T:/ de eI:/ dp €#°/2. (1.48)

o0 o0

Following the procedure outlined above, complexify ¢ — ¢, and the structure of

the thimble is known from the above to be ¢ = a(1 + ¢), which also gives

¢* = 2ia* (1.49)
j—f =1+i. (1.50)

This allows for a change of variables in (1.48) such that

T = /OO da(1 + i)e ™, (1.51)

[e.9]

which can be evaluated as a standard Gaussian integral to give

T =141 (1.52)

This technique gives the same result as performing an analytic continuation of
a normal Gaussian integral as shown in Appendix B. This technique has taken
an integral that would have been intractable by normal numerical means and
requires analytic continuation to evaluate, and transformed it into the standard
Gaussian seen in (1.51) which could be tackled by any solver. Although for this
example, other tools are available for verification this technique can be applied

to many new situations.

1.2.2 Generalised Thimbles

As outlined in Section 1.2.1, the full Picard-Lefshetz thimble method has sig-
nificant problems. However by noting that regardless of initial conditions the

flow process leads asymptotically to the Picard-Lefshetz thimble, an example of
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Figure 1.9: The direction of flow for any point in the Argand plane

which is shown in Figure 1.9, a significant number of these problems can be

avoided [42, 47, 48, 2]. Consequently the entire integration manifold can be
flowed for some fixed flow time, which is typically finite, 7,,,, to create a so called

‘Generalised Thimble’. This Generalised Thimble, if taken with 7,,,, = oo auto-

matically captures the correct combination of Picard-Lefshetz thimbles regardless
of the number of critical points [42, 1]. By doing this there is no need to calculate
the critical point of the function Z. This greatly simplifies the implementation on

a computer. However, in compromise, the effectiveness of the thimble in reducing

the sign problem is reduced inversely with the magnitude of 7,,4,.
By starting with the real n-dimensional integration manifold Mz = R", and
applying the flow equation, we can create a generalised thimble manifold M.,

and define a Jacobian matrix
9;
J 890]' ( )
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to transform between the two. This allows the integral to be written as

Dy e~ (o) — Do e~ L(9)
Mxr M

= Dy det(J)e 1@
Mz

(1.54)

and doing so reveals an important part of this approach: by transforming the
integrand onto a thimble the details of the integral are written in the transform,

not the integral itself [116, 1, 2, 42].

Clearly it is extremely important to calculate J, and it will become more im-
portant still in later chapters. Fortunately this calculation is not mathematically
difficult (although computationally it poses problems, see Chapter 2), as by com-
bining the flow equation (1.35) and the definition of the Jacobian (1.53) yields

T
Za¢ 5. Jsj, (1.55)

noting that the initial conditions require that at 7 =0, J =1.

A note of caution must be expressed however. In practical usage, generalised
thimbles will usually be applied to problems using an MCMC technique to probe
the manifold generated to create samples to evaluate integrals of the form in
(1.54). This works well, as presented later in this work. However as it is not
possible to take 7 to infinity on a computer, the generalised thimble will only
ever be an approximation of the Picard-Lefshetz thimble. This is relevant when
two paths of steepest descent connect, such as from a form of Z with multiple
critical points, as the region between the paths will highly distorted and difficult
to probe. This can lead to simulations getting trapped behind high potential
walls in such areas and efficiency gains in this class of problem are the subject
of ongoing study [104, 117, 84, 107, 79]. Despite the fact that these Generalised
Thimbles are approximations of Picard-Lefshetz thimbles, the results acquired
by their use are not. This is because a Picard-Lefshetz thimble eliminates the
Sign Problem completely along a specific path (although still suffers from the

residual sign problem), while the Generalised Thimble simply reduces it to a
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manageable level, suppressing the worst of the oscillations, this is shown in Fig-
ure 1.10. It is important to stress however, that both results are exact rather
than approximations, as both the combination of Picard-Lefshetz thimbles and
the Generalised Thimbles are exact re-writings of the integral, and are therefore

precisely equivalent to the original.

Generalised Thimble Example

This section reuses the example given in Section 1.2.1 for comparison, Z(yp) = —%i<p2.
Complexifying and separating in the same way as above ¢ — a + b, and noting
that ¢(7 = 0) = ¢ as the entire real manifold is being flowed rather than a small

region around the critical point. For this example, (1.35) gives

a = ¢ cosh(T) (156)
b = @ sinh(7).

These can then be combined to give
b = tanh(7)a, (1.57)

which, in the limit 7 — oo recovers the thimble a = b, as calculated in Section
1.2.1. This example is also shown for a variety of flow times in Figure 1.10. Figure
1.10a shows the generalised thimble contour for a range of flow times from 0 to
oo, and demonstrates graphically that as the flow time increases the generalised
thimble converges to the Picard Lefshetz result. Figures 1.10b through 1.10f
show the integrand along the respective contour, suppressing the sign problem as
7 increases. Clearly Figure 1.10b is intractable over a large domain, but for even
low flow times, such as 7,,,, = 0.1 this simple case can be rendered trivial for a

numerical solver.
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1.2.3 Comparison to Langevin Dynamics

There are significant similarities between the Langevin approach and the thim-
ble methods outlined above. Both methods rely on the complexification of real
integration variables to suppress the sign problem, and find the imaginary com-
ponent of the variable by introducing a flow process along a ‘mathematical’ i.e.
non-physical time-like parameter [118, 119, 120, 116, 121, 122]. In Picard-Lefshetz
theory, this flow time 7 is used to map the thimble from a critical point as seen
above. In Langevin dynamics however the flow equations are written with flow

parameter t5. After complexifying ¢ — ¢ in the usual way the flow is given by

dp 0T
— == 1.

where 7 represents a real Gaussian noise term [110, 123, 124, 116, 125, 126]. It
can clearly be seen that in the absence of the noise term, this is a gradient de-
scent optimisation equation. The noise term ensures that the solution does not
become trapped in the first local minima it encounters [127, 128, 129, 130, 131]
and improves the overall stability of the simulations. Combined with adaptive
step size numerical solvers can suppress the problem entirely [132, 38, 133]. Al-
though (1.58) clearly resembles the flow equation (1.35) for thimble calculations,

it is important to note the lack of the conjugation on the right hand side.

Langevin dynamics has seen enormous success, it has been used to accurately
map the QCD phase diagram [120], calculate correlation functions [48], model
biological ion gate interactions [134], diffusion in polymers [135], among a huge
array of others [136]. For a formal derivation of the method and how the proba-
bility weights change see [37].

A toy model, heavily inspired by [137], has been included for discussion. This

model is a 0 + 0D model, with a real action of the form

A
ﬂ@zg&+a&, (1.59)
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with © = £1 and A = 0.4, with key results of this toy model shown in Figure
1.11. The model was then run for 10° update steps. It is important to note here
that integrals of exponetials with arguments of the from of (1.59) can be solved
using Bessel functions. However, as this is a toy model for demonstration, it is

treated using Langevin and compared to a generalised thimble.

For reference the shape of the action in both values of p is shown in Figures
1.11a and 1.11b. In the one well case, the Langevin technique conforms well in
the distribution of ¢ values as would be expected from an action of this shape as
shown in Figure 1.11c. However once a second well is introduced in 1.11d, the
model starts to show issues, appearing to overly weight the negative well over the
positive well. Figure 1.11b however shows that this is not because the simulation
has stuck in one well or the other, as the simulation frequently jumps between the
two. This indicates that system would even itself out over a longer simulation. As
expected however the simpler one well model forms nicely around the expected
value at the minima in Figure 1.11e. Figures 1.12a - 1.11j show the behaviour of
the expectation values of two simple observables as the simulation runs. For the
(¢) case the one well model rapidly converges within 2 x 10* steps, however even
by the end of the simulation the two well model shows poor convergence with
the expected result. The (¢?) results do not converge well either. Neither model
converges completely, nor shows any significant improvement with increased sim-

ulation length.

Analytic results for the probability distributions in Figures 1.11c, 1.11d were
found using exp(—S(¢)). The analytic values for the distributions in 1.11e, 1.11f
are the minima of the respective actions. The analytic mean values were found
in the usual way for a continuous distribution

(¢"e %)

(¢") = NI (1.60)

The simulation above was repeated using a thimble technique for comparison, as
shown in Figure 1.12, which was updated using the same MCMC method that will

be described later in Chapter 2 for the use in simulations. For ease of comparison,
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Figure 1.11: Showing a comparison of parameter behaviours between models.
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the flow time was set 7,4, = 0.8 and the simulation was run for 5 x 10* update
steps. These parameters gave a comparable wall clock run time to the Langevin
case, while the reduction in the number of update steps can be justified as the
results converge well within it. This is notably faster (in terms of update-time)
compared to the Langevin case and to be expected; the thimble technique is, in
principle, exact (although obviously numerically implemented and solved using a
MCMC techniques here) while the Langevin technique inherently relies on ran-
dom noise, and therefore cannot be considered exact in the same way. However
this also brings in Langevin’s greatest strength compared to thimble techniques;
computational resources. Each MCMC update of this simulation has required
the solution of four, coupled differential equations from (1.35) and (1.55) once
separated into their real and imaginary parts. If convergence is guaranteed, and
the results are comparatively simple an accurate expectation value for ¢ could
be found in the one well case in 20% of the wall clock time, had the simulation
been terminated early. However, it also demonstrates the strength of the thimble
technique, as the thimble simulations reliably return all four observables, three of
them faster than the Langevin simulations, and does not seem to struggle with
the bimodal distribution in the two well case. However, it can be shown using the
Fokker-Planck equation that the Langevin technique will always converge when
using a variable step size if the action is real (as in this case) [138, 139]. Even in
such a case, corrections for finite step size must be made before determining the

accuracy.

Unfortunately, despite significant early success, the Langevin technique has
been found to suffer from general convergence issues [121, 140, 141]. A particu-
larly relevant physical example of this problem is in the case of an equilibrium

simulation the correlator function
(O1()O5(t)) = Tr (e 77 O1 (1) 0o (1)) | (1.61)

will not converge unless t — t’ < 3 where (3 is the inverse temperature and given
by 1/kgT [1, 142, 143]. A bigger issue is where the technique converges but to an

incorrect result [132, 144, 145]. A posteriori conditions for correctness have since
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Figure 1.12: Showing a comparison of parameter behaviours between models

using a generalised thimble technique
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been developed, however commitment of significant computational resources to a
technique who'’s validity can only be validated once results have been calculated

can present its own challenge.
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Chapter 2

Equilibrium Simulations

Before applying this new technique to non-equilibrium systems, it was first ap-
plied to well understood equilibrium situations to verify it. In order to do so the
physical results of [1, 2] were reproduced and used as a basis for exploring more

complicated systems.

2.1 Equilibrium 0+ 1D Correlators

In the equilibrium 0+ 1D case, a periodic lattice was set up as per Figure 1.4. A

corresponding discretized action

2
(65— 0-1)" | (Atj +Atj_1) (_lm%zﬁ _% ;1)] ;o (2.0)

2AL; 2 2

N
T = —iz
j=0

where At; varies with position along the contour such that

)
dt 0< 7 <N
—idt N, < j < N,+ Ng/2
At; = t Mo/ (2.2)
| —idt ON, + N3/2 < j < N; + Nj,
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2.1. EQUILIBRIUM 0+ 1D CORRELATORS

and N = 2N; + Ng was set up. The (At; + At;_;/2) term exists to smooth the
behaviour at the contour’s ‘corners’. This lattice was then flowed in the manner
outlined in Section 1.2.2 to create a generalized thimble which could be sampled

to compute correlation functions. This is done by noting that for any operator

<67iIm[I(¢>)]+i arg[det(J)] @>

. Dd e IO

() P i —— 3 (2.3)
f’l)¢ e—Z(¢) <6—7,Im[I(¢)]+zarg[det(J)]>P

where the expectation values are evaluated by Monte-carlo sampling the integrals

over a distribution P, defined as
P(Qb) _ 6—Re[I(¢)}+ln|det(J)\‘ (24)

This process is typically called reweighting. It is generally ineffective and can lead
to convergence to incorrect results, as the phase of the denominator fluctuates as
seen in Chapter 1.1, and the expectation value will converge to a value dictated
more by the sampling rate than the true value. This, fortunately, is not the case
when using thimbles with sufficient flow time, as the sign problem is suppressed,
as the argument of det(J) will act to reduce the oscillations, and move the ex-

pected value away from 0. For further details see [1].

Although (2.4) initially looks like a phase-quenched weight, such as the one pre-
sented in [116], as the matrix refers to the transformation between manifolds not
(for example) the fermion matrix. Consequently, the use of this weight does not
introduce the overlap problem, where importance sampling is suppressed due to

distortions between ‘important’ regions of the parameter space by the matrix.

The validity of using (2.4) can be seen using (1.54), as the complex Jacobian
determinant term can be combined with the existing exponential. Real terms can
then be separated to provide the weight during the Markov process and improve
convergence times. The result is then reweighted by the remaining imaginary
parts to give a physical result. Unlike [1] however, the proposals were drawn on
the complex manifold M and transported to the real manifold using the Jacobian.

This maintained the requirement that the proposals be isotropic on the complex
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2.1. EQUILIBRIUM 0+ 1D CORRELATORS

manifold, without attempting to adjust the proposals on the real manifold to

account for the distortion introduced by the flow process.

The algorithm used to generate samples is critical for this work. It is required
that a Markov chain of states is constructed. For each of these states, the gen-
eralised thimble must be calculated, and a proposal for the next state on the

thimble. This algorithm is outlined here:

1. Flow the system to 7,,,, using (1.35) and create the Jacobian using (1.55)
which transforms the real valued vector of field values across the lattice, o,

in state n @, — ¢,.

2. Create a complex proposal vector n on the manifold created in step 1 by
drawing 2N values from a normal distribution exp(—nTn/ 52), where N is

the number of lattice sites to populate both real and imaginary parts of 7.

3. Transport the proposal vector to the real manifold by solving n = JA for
the real space proposal A. This is equivalent to having drawn the elements

of A from a distribution given by

|det Jn| AT gt 9
g(¢n+1|¢n) — We A -]anA/5 (25)

instead, which is isotropic along the thimble manifold. Unfortunately, val-
ues cannot be drawn from this distribution directly, as the vector-matrix
product in the exponent makes this a non trivial distribution on the real

manifold.

4. Create a new state ¢,.1 = ¢, + Re(A). Although mathematically A is
already purely real, numerical error in the calculation and use of J results
in non-zero imaginary parts of A. This ensures the real manifold remains

purely real.

5. Create a new proposed manifold by flowing ¢,,1; in the same manner as for

©n in step 1.
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2.1. EQUILIBRIUM 0+ 1D CORRELATORS

6. Accept the proposal with a probability

Pr =
min <6Re(In)fRe(In+1)+21n |det J41|—21n | det Jn|+AT(JJLJ”)A/627AT(JJL+1Jn+1)A/§2, 1)

(2.6)

7. Store the result, regardless of the acceptance.

This process is repeated until a Markov Chain of sufficient length is generated.
Here § is a parameter used to control the size of the proposal and correspondingly
the step size around the manifold. The acceptance probability is calculated in

the usual way for the Metropolis-Hastings algorithm,

(2.7)

Pr — min (P((bn-i-l) g(¢ﬂ|¢n+1) 1) :

P(¢n) g(¢n+1|¢n)7

where P(¢) is given in (2.4) and g(¢,+1|¢,) is the probability of proposing state
¢ns1 given state ¢, as used in (2.5). This was found to be systematically reli-
able for flow times up to 7,,.. = 0.25, with a fixed step size § = 0.1, unit mass,
dt = 0.2, A € [0,24], N; = 12, Ns = 4, and simulations were run for 5 x 10°
Monte Carlo steps after the burn in. This process was completed for time sepa-
rated correlators, as shown in Figure 2.1. Clearly the results for A = 24 match
the work done in [1] well, despite the slight variation in the proposal production
mechanism and acceptance probability. The LU decomposition was employed
to calculate the determinant of J directly. This decomposition was also used to
solve the matrix equation in step 3. By drawing isotropic proposals on the com-
plex manifold and transporting them to the real manifold for use, the problems
introduced by the distortions along the flow path are not encountered meaning
that the proposals do not need to be adjusted by an estimate of the action, as
was done in [1]. These changes appear to have improved the convergence rate of
the Markov chain, as comparable results were found with only 50% of the update

steps.

The parameters used here match those in [1], and unfortunately due to the short

35



2.1. EQUILIBRIUM 0+ 1D CORRELATORS
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Figure 2.1: Matching the time separated correlator results from [1]. The dashed
line represents the results found by numerically solving the quantum mechanical
case using the technique that will be described in Section 4.4

link size and small lattice, the maximum time difference is small. However, qual-
itatively, these results match the form of those later in the chapter which were
performed with longer link sizes and consequently larger time differences, and

longer time behaviour may be reasonably inferred from them.

It is worth noting that this method of updating a lattice is unusual. Typically a
single site is chosen to be updated [146]. This is done so that a beneficial change
in one region of the lattice is not rejected due to a larger detrimental change in
another region, and as the proposals for each site should be independent, it makes
no difference if a single site is considered or all sites at once. Computationally
the improved convergence due to not rejecting beneficial updates outweighs the
increased cost of recomputing the transition probability at each update. Unfor-
tunately, this is not the case for the method employed here. Due to the high
cost of both the flow process and the calculation of the determinant of the Jaco-
bian, calculating this for each site update would not be practical. Consequently

updates are performed by ‘sweeping’ the entire lattice at once. This naturally
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results in small scale proposals to improve the acceptance rate.

Having established that these results match literature well, a further set of simu-
lations were run with a much larger link size d¢ = 0.75, and a reduced coupling of
A = 4. This was done in part to test the large ¢t behaviour and check that it was
consistent, while as a by product allowing the flow time to be set much higher.
As shown in Sections 1.2.1 and 1.2.2, the flow is very sensitive to the action. De-
creasing the link size, which appears inversely in the kinetic term, can cause the
RHS values of (1.35) and (1.55) to rapidly blow up. This can cause an adaptive
step solver to become impractically slow, or worse cause a numerical overflow if
the link size is set too small. However, as will be shown later, increasing the flow

time is critical to finding results in reasonable wall clock time.

This proved to be successful. The increased lattice spacing and increased flow
time ensured that the results were convergent much quicker. A correlator gener-
ated with only 10° MCMC updates with a flow time of 7 = 2, as shown in Figure
2.2 has smaller error while covering a much greater span of real time. In general,
these characteristics were preferred, and moving forward all 0 + 1D simulations
were run with larger link sizes and corresponding flow times. The time separated
correlator behaves as expected from the free theory and quantum mechanics, the
free correlator forms a sine wave, the period of which is set by the mass, and the
phase set by difference in the times considered. The coupled case is similar with a
lower period, and is distorted, as expected from perturbation theory. The simula-
tions here are performed with unit mass, and each plot represents a different pair
of (¢;¢;) correlators. This combination of link size and lattice size was chosen to
capture at least one elementary oscillation of the system. Unfortunately, further
time was not calculated due to the computational cost of adding new lattice sites

and the associated Jacobian calculation.
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Figure 2.2: A range of time separated correlataors in the free case (left) and
coupled A = 4 case (right). The link size of d¢ = 0.75 means that this covers
more than three times the physical time as the case shown in Figure 2.1. As
before, the dashed line represents the semi-analytic solution.
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Figure 2.2: A range of time separated correlataors in the free case (left) and
coupled A = 4 case (right). The link size of d¢ = 0.75 means that this covers
more than three times the physical time as the case shown in Figure 2.1. As
before, the dashed line represents the semi-analytic solution.
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Figure 2.2: A range of time separated correlataors in the free case (left) and
coupled A = 4 case (right). The link size of dt = 0.75 means that this covers
more than three times the physical time as the case shown in Figure 2.1. As
before, the dashed line represents the semi-analytic solution.
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2.2 Equilibrium 1+ 1D Correlators

Having verified the method in the 0 + 1D case, the lattice presented in Figure
1.4 was modified to include a spatial dimension. This is done in the usual way
by ‘stacking’ 0 + 1D contours, such that sites can interact with their neighbours

on nearby spatial layers. This gives an action of the form

. (Gjp1m — Djm)” | Aty + Atj_, (Pjmt1 — Pin)”
T=—ids), { AL, 2 2d2?

in J

1 A

where dx represents the spacing between the stacked layers. Other than the
change in the lattice and action, the algorithm was implemented as described in
Section 2.1. Unfortunately even with the limited parameters of N, = 8, where
N, is the number of spacial layers, the computational effort rapidly becomes
insurmountable. This is because the total number of lattice sites is now given by
N = N,(2N; + Ng) = 144, and step 1 of the process as outlined in Section 2.1
requires the solution of N + N? complex coupled ODEs for each update of the
MCMC chain. To compound this problem, calculations involving the Jacobian
became increasingly prohibitive as the Jacobian itself is an N x N complex matrix.
Because of this, the results presented in this work are on 0 + 1D lattices, as any
attempts to produce results on a 14 1D lattice were cut short, giving results that

look no better than random.

2.3 Alternatives to Jacobian Calculation

As discussed previously the calculation and manipulation of the Jacobian is com-
putationally very difficult. It was found in our implementation that operations
relating to the Jacobian, either its calculation or use, accounted for more than
75% of the computational time in the 0 + 1D case and more than 97% in the
14 1D case. Clearly if a method could be developed that did not require the

calculation and manipulation of the Jacobian, this would significantly increase
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the method’s viability. To this end, two methods were trialed. However, neither

had significant success.

2.3.1 The J, Method

The Jy method relies on the assumption that variations in the manifold M created
by the update process are small enough that the Jacobian can be approximated
to be constant. If this assumption is valid, then this immediately solves the issues
outlined above as the Jacobian, its inverse, and determinant can be calculated
once for the entire simulation. However, this imposes a tight requirement on the
maximum value of the flow parameter 7, due to the fact the manifold is increas-
ingly sensitive to changes as 7 increases due to the growing mode of (1.35). In
practice this results in a flow time limited to 0.1, even in the large physical time
case outlined in Section 2.1. This poses a problem, as the sign problem is much
less well suppressed at such a low flow time that the MCMC chain must be made
much longer to compensate. This quickly erodes all speed improvements made
by switching to a fixed Jacobian, and presents a new problem; the storage and
processing of the much larger sets of data produced. Despite this the improve-
ments to the rate of data generation were too impressive to ignore, and further

attempts were made to increase the maximum viable flow time.

The primary method for increasing the flow time came from a hybrid of this
method with the original algorithm. While the benefits of calculating the Jaco-
bian once per simulation were not worth the drawbacks, it may not be required
to calculate the Jacobian at each MCMC update either. By recalculating every
M updates, the preferred optimisation between speed and high flow time could
be set by choosing a value for M. This was tested using the same set up as the
large link 0 + 1D model discussed above with A = 24. Selected results of the
improvements for different values of M are shown in Table 2.1, with more results

in Appendix C.
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M | Mean time per update (ms) | 7 | Accurate
1 0.7£0.1 0.1 Yes
1 1.1+£0.1 0.2 Yes
1 2.6+0.3 0.5 Yes
1 5.0+ 0.5 1 Yes
10 0.02 £0.01 0.1 Yes
10 0.04 £ 0.02 0.2 Yes
10 0.19£0.04 0.5 Yes
10 0.4+£0.1 1 Yes

Table 2.1: Showing the effect of skipping Jacobian updates on runtime.

The accuracy parameter was calculated by checking that the error calculated
shared at least a 90% overlap with the M = 1 case, which corresponds to how
the previous results have been calculated, with the Jacobian updated at each
step. The wall clock time of these simulations scaled as expected tyc o< 1/M.
Although superficially this appears to provide a significant improvement, the re-
quirement to ‘fine tune’ this parameter M defeats much of the optimisation. As
J is non linearly dependant on the coupling strength A, the process of finding
a suitable combination of M and 7 must be repeated for every action. Prag-
matically, this limits the use of this technique. It is of significant note however
that (1.55) depends only on the second derivative of the action. This means that
the Jacobian is constant for free fields, and this property was used extensively in

Section 4.1.

As this project reached its conclusion a new method for achieving this was pro-
posed, inspired by the methods used in adaptive step size ODE solvers. Two
methods of evaluating the flowed state of a scalar field exist, solving (1.35) and
O(Timaz) = J$(0). As a result, (1.35) can be used to check the accuracy of the Ja-
cobian, allowing for error estimation. This, in effect, allows M to be dynamically
set, similar to the step size in an ODE solver. As calculating (1.35) is computa-
tionally cheap compared to solving for the entire Jacobian this can be done at

each update step and the results of the two methods can be compared. If they are
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within a defined tolerance, the Jacobian is kept. If they are not, the Jacobian is
recalculated. This method, while obviously slower than a tuned fixed M model,
is a considerable improvement over the standard technique in the low A\ region
in which it has been tested decreasing the average time required to perform an
MC update by approximately 50%. In large part this is due to the fact that as
the system burns in and moves away from its initial conditions and towards a
natural state, the manifold is changing more rapidly than at any other point in
the simulation, and having an adaptive J update rate ensures that this process is
done as quickly as possible in a way that would be impossible even for the tuned
approach to match. Unfortunately due to time constraints this technique has not

been explored well in general, but remains an open avenue of investigation.

2.3.2 BiCGSTAB

Although not the only contributor to the enormous fraction of the run time that
the Jacobian takes up, solving matrix equations of the form A = Jn represents
a significant computational cost of the algorithm. Replacing this matrix equa-
tion with an iterative solver therefore could significantly improve the run time,
especially if it could be combined with other changes to reduce or eliminate a
dependence on the Jacobian in other aspects of the program. The iterative solver
used for this was the Biconjugate Gradient Stablized Method, or BICGSTAB.

This was implemented in the standard way:

1. Choose an estimated guess for A, denoted Aj. Due to the fact that n
has been drawn from a random distribution, it is difficult to estimate a

reasonable Ay and consequently A,y was typically set with all elements at

0.

2. Create a new complex vector with size N for J being an N x N matrix, 7§

=n - JAy, and its unit vector 7‘:5.
3. Define scalars pg =a=wy= =1
4. Define vectors vy = py = h=§=%=0.
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d. Piy1 = 7“:6 -7
6. 8= pir1o/ piw;
7. pit1 =7+ B — wivy)
8. vit1 = Jpita
9. a= Pz‘+1/7’:6 Vg1
10. h = A; + apiiq
11. If Jh is within tolerance of 7, set A = h and exit.
12. §=7r; — av;y
13. t=J5
14. Wiy =t 5/t
15. Ais1 = h 4 w1 §
16. If JA;;4 is within tolerance of n, exit.
17. 131 = § — wist

18. Repeat from step 5 until a solution is found.

The critical part of the method is that every instance of using J to transport
between the manifolds can be replaced with a flow process. If the acceptance
probability and calculation of the expectation values as given in 2.3 could be re-
formulated to not require the Jacobian, then the costly matrix operations can be
completely eliminated. Furthermore the N2 coupled complex ODEs do not need
to be solved to calculate it either. As can be seen in Figure 2.3 using BICGSTAB
is marginally faster than solving the matrix equation using LU decomposition for

the typical use case for reasonable flow time.

However, for a number of reasons this technique was not adapted into the
full algorithm. Firstly the increased variance as shown in Figure 2.3 made esti-

mations of the run time of the algorithm much less precise, causing issues for the
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Figure 2.3: Showing the distributions in runtimes of using BICGSTAB and the
Jacobian methods over a simulation with 10° steps.

allocation of resources. Secondly, BICGSTAB becomes less effective relative to
the ‘brute force” method as the flow time is increased, as the manifold typically
becomes more distorted often requiring that the iterative solver requires more
passes to converge and solving the scalar flow equation in place of the matrix
algebra becomes more computationally expensive. Thirdly this method still re-
quired the restructuring of the rest of the MCMC system to not depend on the
Jacobian. Finally an optimisation that can be applied when working with the
Jacobian but not BiCGSTAB is that the when evaluating the n + 1th state, J,
is already known from the previous MCMC update. This reuse of the Jacobian
firmly puts it ahead of BICGSTAB in practical terms.
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Chapter 3

Initial Conditions Separate From

the Contour

This chapter is based on the work published in [49].

3.1 Removing the Imaginary Time Extension

As shown in Chapter 1.1, the Schwinger-Keldysh contour typically uses an imag-
inary time extension to regulate its initial conditions. This method is intuitive,
and highly efficient, but does not allow the contour to be used to its full potential.
By removing this extension and replacing it with a fixed set of initial conditions
at t = 0,dt, drawn from a distribution dictated by a density matrix, it is possible
to simulate a much wider range of non-equilibrium phenomena. Unfortunately,
in doing this much of the inherent computational efficiency is lost, and significant

alterations to the contour must be made.

3.2 A New Density Matrix

In order to orient conventions it is convenient to start by deriving the path integral

expression for calculating operator expectation values in the Heisenberg picture,
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(@((f),f[)% with operator O consisting of the scalar field operator d and its
canonical conjugate, I1, at one or more times for a contour that does not have
an imaginary time extension. This chapter will be following the convention in

Chapter 9 of textbook [147] and, specifically, making use of following formulae!:

/D¢|¢;t><¢;t| 1,

where |¢;t) and |m;t) are eigenvectors of operator ®(¢) and II(t) respectively.
In the formulae above, a discretized d-dimensional space was assumed. That is,
N; sites along each spatial direction and distance dx between two neighbouring
sites, so the volume V = (N,dx)? and, furthermore, the spatial notation can be
suppressed. For instance, D¢ = [[, d¢(z). It is also convenient to switch between

continuous and discrete expressions via,

/ddx & dex (3.2)
) N i 0
dp(x) dzd dp(x)

(3.3)

<@(Ci>,ﬂ)> can then be calculated by inserting complete sets of |¢;t;)(¢; ;] in

succession along the temporal direction, leading to

(O(®,11)) = Tr O, 11) p( (1), Ti(t0) | = (3.4)

/D¢<¢5;to|¢f;t1><¢f;t1| O o ) (BT o s to) (g s tol B | s to)

with ﬁ(@:)(to), ﬂ(to)) the initial density matrix operator at ¢y. Figure 3.1 gives a

graphic demonstration of the insertion along the temporal direction. As discussed

IThe third formula is the solution of,

. g st = 1] x)|m: =m(x S LTS
iy (@itim ) = (@:lll(t, Dl ) = (@) (65 s ),

where the first equality is derived from [®(¢

,x), 1I(t,y)] = ihd%(z —y). One can further fix the
coefficient through [ Dr(¢q;t|m;t)(m;t|pa;t) =

0(p1 — ¢2), with (p1;t|p2;t) = d(P1 — P2).
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Figure 3.1: Illustration of the new ¢ contour. Here ¢ and ¢~ are separated
vertically for demonstration purposes only, as both elements of the contour lie on
the real axis. The difference between two neighbouring ¢ is a constant, given by
dt, which changes sign between the two branches.

in Chapter 1.1, m may be freely chosen provided it is greater than any t that
appears in an operator. It is also worth noting there are different ways for the
operators to appear in the expression. For instance, in the case of O = @(ta)(f)(tg)
and t, > tg, if Cf(tg) appears in the upper (¢1) layer, then é(ta) can appear ei-
ther in the upper (¢*) or lower (¢~) layer. Later in this chapter the implications
of this for the path integral will be explored.

To begin, calculate each Feynman kernel (¢;;t;|¢;;t;). Here it is assumed that
the time difference |t; — t;| is small, but do not specify which time is earlier. As
it is required to derive the path integral with finite dt, a symmetric expression
of the kernel seems a better choice, as it will converge more quickly in the limit
dt — 0. Thus by evolving each state to the equal time # = (t; + ¢;)/2, and then

inserting the complete set of |7;)(m; %), the expression

2 2

~ it —t; L ity —
= [Prtotles (1“5 2 ) Imdmtl e (-1 552 ) 16

— 27%}(% /Dwexp< —(t; — t;) H (6 m) ;H(gbjﬂr) +%/dd$ﬁ(¢i—¢j)>

= %} N exp (%(ti —tj)L(ﬁbej)) (3.5)

. ity —t; - it —ti 5
(Gs; til s t5) = (bs; t] exp (—;_L ]H> exp <_ﬁ jH) |p;; 1)
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is reached, where the operator H is the Hamiltonian which contains only up to

quadratic terms of II. For the scalar theory, the general expression,

H= / d?z (H; + é(é)) : (3.6)

is assumed with C (@) composed of spatial derivative terms and a field potential.
Fortunately it is not required to know the exact expression of C ((ﬁ) at the moment,
but it is important to notice C'(®) is local in time. The function H(¢;, ) is then
the result of the operator H acting on states. It is also expected that by this
approach all operators, for instance O, may be written as functions of variables

¢, m. With the Hamiltonian, the Lagrangian in the equation is defined as,

d L) — jZE 2 C 4 C i
L(qﬁw%):/dx(%[w)mw)] -Gyt <<z>>>_ 57)

which is symmetric in ¢ and j. In light of (3.5), the wave function (¢;t|in) =

| D¢ (¢;t]¢';t — dt)(¢;t — dt|in) satisfies the Schrodinger functional equation
[148],

zh%(ﬁb,ﬂim = /ddx {—%m + C(¢p(t,x))| (¢, t|in). (3.8)

Thus, Feynman’s kernel is the propagator for small time intervals. It is important
to emphasize that the derivations in (3.5) are valid for both ¢; > ¢; and t; < t;.
In fact, from ¢} | to ¢,,, the time difference is dt, but from ¢, to ¢, ,, it is

m—1

—dt. Continuing to work with (3.4), slightly rewritten as

A A

(O(&,11)) = Tr |O(&, 1) p((to), T (1)) |
— [Doesp (5 [ ) 0. m)ousnla(B). fw)onit) (39

where A is a collection of numerical constants that appear in kernel (3.5), and
the integration contour C is understood as the contour shown in Figure 3.1. In

the discrete theory, the integral over C in the exponent is really an abbreviation
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3.2. A NEW DENSITY MATRIX

of,
Jaim =@y (£(or00) - Lo 00) (3.10)
¢ i=1
where, to write the expression elegantly, denote ¢,, = ¢ = ¢,,. On the other

hand, since the numerical constant N does not depend on the operator @, it can

be fixed by taking the case O =1,

1= [p((00).1(0)| =7 [ Dexp (5 [ arL ) Guital (Bt ) i)

(3.11)

noting that the trace of the density matrix is one. It can be noted that due to
(3.10), NV is not fixed to be 1 as the upper and lower branches may be different
valued. Therefore, it is possible to write the expectation value of the operator as

a ratio,

[ Doexp (1 [,dtL) O(¢,m)(do; t0|,5<<f>(t0), ﬂ(to)> |Pns to)

(0(@.11)) = A ——
. S Doexp (3 J ALL) (6o tolp(D(to), Ti(to) ) 6ns to)

. (3.12)

and so any overall constants are cancelled. In this chapter (3.12) will be computed
by showing that it admits a Monte Carlo evaluation, where one generates samples

according to the distribution in the denominator,

/ Db exp (% /C dtL) (60 ol B(t0). T(t0)] 1 1) (3.13)

3.2.1 Critical Points

Using this information, it is now possible to calculate the critical points in (3.13).
Here it is helpful to introduce Z = —i fc dtL/h+ - -, with ellipsis denoting extra
terms coming from the initial density matrix, which are functions of ¢ only, i.e.

dd and ¢, . To study the critical points it is convenient to use another basis, ¢
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3.2. A NEW DENSITY MATRIX

and ¢?, defined through [149, 150, 151, 3, 152]%,

o
2

4

(), 07 (@) = ¢5'(a) - &

o7 (x) = ¢ (z) + (). (3.14)

(Even though change of basis to ¢,,(x) does not apply, as there is only one field,
it will be useful to introduce ¢ (x) = ¢,,,(z) and ¢2 (z) = 0. However ¢? (z) is

not treated as a variable.) With these, the integration becomes

_ . d (¢ch(x) - fl—l(ﬁ)) ((bf(x) - 3—1(37)) E; + Ei_4
/CdtL—dt;[/dx< L )_ 5

(3.15)

where

B = / dly [0 <¢fl(x) + @) e (gbfl(x) _ @)] (3.16)

There are two general features that can already be derived even without knowing

the exact form of the Lagrangian.

1. E, = 0. The only term in the exponent containing ¢,,(x) is the product of
dm(x) and ¢f | (x). Actually, in (3.13), one can integrate ¢,,(z) out, and get a

delta function, as follows,

| d
/ngme_ﬁzdt fddx¢m(x)¢fn,1(l’) — H(27T)(S <_% f377,—1(1'))

T

T (Ns)*
_ <2d23t) IT6 (¢4 ().  (317)

If one further integrates out ¢ _,(x), (3.13) would become the same form as the

original integral, but with the turning point ¢,, replaced by ¢¢ and with an

m—1)
extra overall constant. It is important to emphasise the fact that the integration

cl q

e, @) 1) together is a constant and it will not alter the remaining path

over (

integral, except through the overall constant. One can perform the integration

2In the literature there exists alternative ways to transform ¢+ and ¢, with Keldysh’s
original convention [150, 152] corresponding to ¢ = (¢ + ¢9) / V2. Here the approach of
[151, 3] is followed, but adopting the names ¢ and ¢ from [152].
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3.2. A NEW DENSITY MATRIX

on any (¢, ¢! ) as long as it is the last pair along the real-time direction. By

continuing this process down to ¢y,

/D¢€Xp (7% /CdtL) (@o; to| pl¢n; to) = -+ = J\i/ /D¢<¢o;t0|ﬁ|¢o;to> = '/\i/'a
(3.18)

is reached. This is just (3.11), written in reverse order, and also provides an al-
ternative way to compute the constant N. Of course, to avoid keeping numerical
constants, one can execute such contraction simultaneously in both the numera-
tor and denominator of (3.12). However, the contraction in the numerator is no
longer valid once @(t) is reached. For instance, with a ¢,, inserted one can not
execute the integral [ Dgzﬁque_h%ltfddwm(x)‘é;fl(x), as in (3.17). Generally, if ¢,,4,
is the maximum time that the operator ) depends on, then as long as t,, > t4z,
the path beyond t,,,, is contractible. This corresponds to the freedom that one

can have in choosing the closed time path when restricted to the real-time line.

In principle the traditional way of writing the contour with two values at point
m could be kept. However, due to the contraction, there is no need to keep two
points at the mth point. This simplifies the mathematical and computational

structure.

2. All terms in E; must contain odd powers of ¢f(z), as even powers of ¢!(x)
cancel out. This can be checked by expanding (3.15), (3.16) as a Taylor series in

7, or more explicitly for an arbitrary function f,

df(¢) _ 1df(é/)

oF = + 012 =

dof 2 dgf
—d g df(¢;) _ 1df(¢;)

This difference in sign in the derivative ensures that even powers of ¢! in the
expansion of C(¢F) will match, while odd power terms will differ by a sign.
Using that, and the definition in (3.16), even powers will cancel, leaving only

odd powers. In fact, the quantum field theory can be computed through the
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3.2. A NEW DENSITY MATRIX

perturbation theory of ¢? [3]. The leading order theory has a term linear in ¢?
appearing in the exponent, and if the integration of ¢? is carried out explicitly,

the leading order theory is the classical theory. A simple example is A¢* theory,

foves i ot 6 e~ 1)
:/D¢

; . A
o ([t [ ate |60 - Torvan - moton - 1006y + (0177

_ / Do
e [t ] e [p91-ertven-miarton gt )] oy / d / dz(¢7)%¢"
4'h
:/D¢
e 40 A%l 8-V oeI v gt —mgrlan— 51 (67)'] ( Alh / dt / "z (¢7)° ¢ + )

(3.19)

where the initial density matrix has been omitted for the time being. A note on
the notation, as ¢ is evaluated along C, and as in Figure 3.1 dt will be negative
along the ¢~ branch. As a result, [, D¢ ¢" = [ D¢ [p(¢T)" — ¢(¢~)"] in the first
line of (3.19). By keeping the leading term in the expansion of the exponential and

integrating out ¢4, the delta function, ¢ <—8;f;l + V2o —mPef — % (¢fl)3) , can

be found, which means in the leading order theory, ¢ satisfies the equation
of motion of the classical field. When ¢?(z) = 0 at any z, then 9E;/0¢ ()
must also vanish, since it consists of odd terms of ¢?, and can therefore have no
constant part. To proceed with the goal of finding the critical points it is useful
i = 0 for all ¢.
The derivation is straightforward for 0 < i < m using Z = —i/h [, dtL and [, dtL
defined as in (3.15),

to remember that the critical points are determined by 0Z/0¢|

0L i(dt)(da?) {wfl(x) — oL (x) — ¢y (x)  OF; } (3.20)
op{ () h ( t)? ~ 9¢!(x) '
o1 _ _i(dt)(dxd) Q(bq( ) — @i i) — ¢i+1( )_ OF;
ool h [ (d0)? a¢fl<x>] (3.21)
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and for i = m,

or  i(dx?) ,
5o s~ hdi ¢ () (3.22)

At critical points, (3.20) - (3.22) all vanish, by definition. It can now be proven
via induction, that critical points require all ¢f(z) = 0 with 0 < i < m. This is
true for ¢ = m — 1, as the vanishing (3.22) alone indicates ¢! ,(x) = 0 at any
x. Given this, if ¢7,,(x) = 0 along with ¢](x) = 0 at any z, then as this implies
OE;/0¢¢(x) = 0. This is because (3.16) relies on the difference between ¢; and
¢; and once ¢? is fixed to zero for all x, ¢ = ¢; and the integrand vanishes.
However this does not apply to 0F;/0¢], as by varying ¢!, the integrand is no
longer zero. It can then be seen that the vanishing of (3.21) leads to ¢! ,(z) = 0.
This induction can be applied all the way down to 9Z/0¢§ = 0, such that all

¢l (x) =0 with 0 < i < m.

Now that ¢?(x) = 0 has been fixed at the critical point, the vanishing of (3.20)

can be used to lead us to the classical equation of motion, i.e. 9Z/d¢](x) = 0,

295" (x) — ¢fL (%) — ﬁ&-l(x> _ OE; .
(r)y I6T(x) lor=0

(3.23)

Notice that the second term on the left-hand side contains only ¢¢. Therefore,
(3.23) determines ¢¢. | (z) uniquely once ¢¢'(z) and @5, (z) are known. In other
words once ¢¢(z) and ¢ (z) are known, it is simple to uniquely solve all subse-
quent ¢?. In this sense the critical points are completely determined by ¢¢(x)
and ¢¢'(z). The results of this is essential to understanding the rest of the ap-
proach. For a general field theory, there are many critical points. However for
a specific initialisation, parameterised by ¢g, ¢S, there is only one critical point
for systems set up in this way. In exchange however, the entire ¢¢', ¢ parameter
space must be mapped, essentially trading a many critical points system for many

single critical point systems.

What has been shown here therefore, is that there is a single critical point for
each given ¢¢(x) and ¢¢(z), and so by picking ¢ (x) and ¢¢'(z) there will be a

single thimble associated to that single critical point. Now a scheme is needed to
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3.3. INITIAL DENSITY MATRIX

select ¢¢'(z) and ¢¢'(z), and for this an explicit expression of the initial density

matrix is required.

3.3 Initial Density Matrix

There are several situations where one can have an explicit expression for the
density matrix, one of which is thermal equilibrium, for which the density matrix
may be written as a path integral of imaginary time. Another situation is free

theory, where only Gaussian integrals are involved.

3.3.1 Thermal Density Matrix

The density matrix operator for thermal equilibrium is p = e~BH /Z, where 1/ =
kgT, with kg being Boltzmann’s constant and T the temperature. Since the
partition function Z = Tr [e*mq] is an overall constant, the focus can be on
calculating the expectation value of e~PH_ In this case, the insertion of complete

sets leads to,

(o8 tole P py s to) = (od;tole 21 - 7281 g0 o)
N—-1

— [ TL Potois e orsta) @rstole > 6uri o

k=I

(brr5to] - -+ (dn-1; Z50|6_Mﬁ|¢5; to) (3.24)

with AB = 3/N. As the label suggests, it would be convenient to also denote ¢

as ¢o and ¢, as ¢n. The computation of each single kernel is similar as in (3.5),
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3.3. INITIAL DENSITY MATRIX

and it can also be computed in a symmetric way,

_Agf _dB _dB
(Pr; tole 2P | dryr; to) :/Dﬂ@k;to!e > s to) (s tole™ 2 X | drans to)

- (Na)* ,
= ddx} /Dwexp <—ABH[¢k’W] hl H[(bkﬂ’ﬂ] + z /ddaﬂr(% - ¢k+1)>

| 2mh 2 h
_ (s)?
d¢z 2
_ m] exp (ABL[br, desi]) | (3.25)

where Lagrangian is defined similarly to the real-time one, but with d¢ substituted

by —ihAf,

L [0, du] = /ddx [1 (¢k<x>—¢k+l<x>>2_c<¢k>+c<¢k+l>  (328)

2 ihAB 2

It is then straightforward to compose the expectation value as a series of integrals,
along a trajectory from ¢y (so ¢y) to ¢o (so ¢f), through negative imaginary

time,

<¢o;to|€_’8ﬁ|¢N§t0> =

d
N(];]5> N—-1

d
{ ¢ H Dy exp (ABLo (o, d1]) exp (ABLo[dr, drsn]) - (3.27)
k=1

2rh2ApB

In combination with the integral along the real-time as in (3.13), the whole path
integral is defined on a closed contour in the complex time plane, which is periodic
along the imaginary time, with a period Af. Since there exist different ways
to insert complete sets, there is great freedom in choosing the contour in the
complex time plane. For a graphic illustration, see Figure 3.2. So far, this work
has only considered the density matrix of a general scalar field, but for free
fields it is possible to carry out the integrals in (3.27). It is more convenient
to do this in momentum space, where one can treat quantum field theory as a
collection of harmonic oscillators interacting with each other. With free fields this
generates independent harmonic oscillators, and the integrals for these situations
are well known. To be precise, the integration variable in the oscillator case is

real, but ¢(p) is generally complex, since ¢(x) is real. Thus it would be more

57



3.3. INITIAL DENSITY MATRIX

tO tm tO tm

to — ihB/2

tm — ih3/2

to — Zhﬂ to — 7'h/B

Figure 3.2: For thermal equilibrium, the complex time path is periodic along
the imaginary time direction, with the period A3, and there exists great freedom
in choosing the contour in the complex time plane. (L) The Schwinger-Keldysh
closed time contour used in [1, 2]; (R) The Schwinger-Keldysh closed time contour
used in [3]. In Section 3.3 the right-hand side path was utilised to derive analytic
expressions, where both trajectories of ty — t,, and t,, — ty are located on the
real-time line, and the vertical offset between them exists only for demonstration
purposes.

appropriate to use its real and imaginary components as integration variables,
in particular v/2¢..(p) and v/2¢im(p), which can be regarded as the result of a
unitary transformation of (¢(p), ¢(—p)). On the other hand, one can also arrive
at the same variables, by performing a real-to-real Fourier transform in the first
place. Later on, the use of p,re,im will mean that it is these real integration
variables that have been used. It is easy to switch between ¢(p), ¢(—p) and
V20ie(p), V2¢im(p). The free Lagrangian in momentum space then takes the

form,

Ly [ana ¢n+1} :% pmze;m % (¢n (](0)—2_71272)12@)) (328)
1 ¢n(=p)widn(P) + Gni1(—p)widni1(p)
-3 > : (3.29)

where w, = /p?+ m? in the continuum, but as discussed in Chapter 1.1 the

lattice momentum needs to be replaced by p — piae = —(i/Az)(e*** — 1), and

dp
(2m)?

V' is the spatial volume. The symbols f and % Zp are treated as being

interchangeable. Switching (3.27) into momentum space, the integrals can now
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be performed,

(d0; tole ™ | to)

N(Ns)? N_1
B {27TV7112AB:| p’rle_’[im/ kl_[I Doy exp (ABLo[¢o, ¢1]) exp (ABLo[dr, Prs1])
w, 1/2
:pgm (QWVhsinh(hwpﬁ)> (3.30)
ox (_wp [cosh(huw, 8) (64 (p) + 65(p)) — 2¢N(p)¢o(p)])}
P 2RV sinh(hw, )

where the overall constant on the second line is changed due to the Fourier trans-
form, and to reach the last line the limit A5 — 0 is taken. The partition function

can now be calculated as,

7 = H /d¢(p)<¢§ t0|€_ﬂﬁ|¢; to)

p,re,rm

1
- 1;[ 2 sinh(hw,3/2)

[e.9]

= H Z e_h‘*’pﬁ(np+1/2)
p

np=0
e_m‘)zlﬁ/Q
-11 i (3.31)
p

where in the final line the observation that the sum can be treated as a geometric

series is used to complete the sum. The free energy is defined
F=-Tn(2)

e—fl/.upﬂ/Q
= —TZIH (1_6—%;75) . (332)
p

This depends on a sum over momentum sates, which depends on the setup of the

lattice.
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3.3.2 Initial density matrix for vacuum and n-particle states

Alternatively, everything can also be derived from the n-particle eigenstates. The
free theory is equivalent to a sum of independent harmonic oscillators with differ-
ent w,. Therefore, it is possible to derive n-particle eigenstates for the free field

theory as one does in the harmonic oscillator.

In momentum space, the vacuum wave function is?

(¢lvac) = Hm (;;QM exp (—%) (3.33)
(") (5 5)

With it, the density matrix of the vacuum state can be written as,

(¢o; to|vac) (vac|dn; to) = H (;;T)l/? exp (—%%(p)%(p) J; %(p)%(p)) .

p,reim

(3.34)

The wave function of the n-particle state is

ot =TT (55) " gyt (1 o)) ex (—%( %¢<p>)2),

p,re,im
(3.35)
where the Hermite polynomial h,(z) is defined as:
ho(z) =€ /? 2 — 4 ' e/ (3.36)
" dz ' '

This allows for the computation of the density matrix of any pure state or mixed
state, as long as it can be expanded as n-particle states. For instance, it is

straightforward to calculate the density matrix for the thermal states, up to the

3The wave function here is understood as a stationary wave function. With the time-
dependent phase term e~ *7/2 the wave function is the ground-state solution of Schrédinger
functional equation (3.8), and the energy of the ground state is fuww, /2.
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partition function Z,

(o3 tole ™ | g o) (3.37)
_pgm (VF”T)I/Q i \/QTn' ha, (\/7(150 )eXp <—— ( v (bO( )) )

1 ) 1
N ( %Wp)) P (‘% ( %@v(p)) ) )

_ 2 w, cosh(w,8)(G3(p) + 63 (p)) — 260(p)dn (1)
= 11 (27ﬂ/hsmh( pﬁ)) P (_WL 2 sinh(fiw,3) )

p,reim

where to get the final expression Mehler’s formula has been used. Mehler’s for-

mula reads
> o) = e (L) (g
—~ nl 1—p? (1—=p%)
here used with
p = emihens
T = %Gﬁo@) (3.39)

y= %@v(ﬁ)-

3.3.3 Path integral with a free initial density matrix

Given a free initial density matrix, the full path integral has the general form,

2= [ Doesy (“/ <ddp wy (cosh (s, ) [(6)? + (65)7] — 203 6n)

)4 2 sinh (hw, )
+% /c dtL), (3.40)
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or, in the ¢¢ and ¢? basis,

l/zxmmp<—gl/(%£dp[Q%ﬁi1+(é?2@np+1ﬂ

+%/cdtL>, (3.41)

with the occupation number given by

1

m. (3.42)

np:

The initial density matrix in (3.41) implies that the field ¢¢' is drawn from a
normal distribution with the variance proportional to 2n, + 1, while ¢f comes
from a normal distribution with variance proportional to 1/(2n, + 1). A better
understanding of this observation can be gained by integrating out ¢g, noting
that ¢f also appears in the last term of (3.41). However, by assuming the theory

to be free at tp no higher order terms of ¢§ will be encountered,

) j dip 2942
%/cdtL:<hi1t>/( ) [ 605 — ¢i’¢8—wp2 Gob+- |, (3.43)

and it can be seen that ¢¢ interacts only with ¢ and ¢{'. After integrating out

¢¢ the path integral takes the form,

foee ([ [t

2
1 o — of (1L — wpdt?/2) i
— [ dtr’ 3.44
wp(2n, + 1) < dt * h/c  (344)

where L’ denotes L with all ¢f related terms removed. It can now be recognized

the new term in the square bracket above as just the time derivative of the scalar,

but with finite dt,

a _ ¢cl cl ( wgdt2/2)
0 dt ’

(3.45)
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and that the density matrix gives Gaussian distributions to ¢ and ¢¢ with

variances given by,

0 (5661) ) = L (m+ 3) oo ).
GO(500)) = (n+3) OB (B0

In Section 3.2.1, it was discussed that in the perturbation theory of ¢?, the
leading order theory has linear ¢? terms in the exponent, and therefore ¢¢ can
be integrated out and obtain the classical equation of motion. This however
leaves the initial density matrix part, which means that the initialization of the
classical theory should respect the distribution (3.46). In practice, ensembles
of initializations of ¢¢ and ¢§ can be generated according to (3.45) and (3.46),
and then use (3.23) to find the full classical history. As will be shown below,
this classical history may then be used as the starting point for Monte Carlo
simulations of the path integral although the Monte Carlo process essentially
washes out the memory of the classical history (except ¢¢ and ¢$', which are held

fixed for a given Monte Carlo run).

In the full quantum field theory, it is also desirable to separate the initial density
matrix contribution from the rest of the closed time path in the path integral.

There are two reasons for doing this:

(1) It is much easier to write the initial density matrix part in momentum space,

and the subsequent dynamical part of the path integral in configuration space.
(2) There is no ‘sign problem’ in the initial density matrix piece.

The distributions in the initial density matrix piece of (3.46) are ordinary Gaus-
sian distributions, and simple Monte Carlo methods are sufficient to generate
samples of ¢ and ¢¢'. Thus ¢ and ¢$ should be treated on a different footing
from the other integration variables. However, while the initial density matrix
part involves only ¢¢ and ¢¢', the remaining part of the path integral also contains

¢l and ¢$'. This separation can be performed legitimately with the requirement

that certain conditions are met, as will be described in the next section.
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3.3.4 Separating variables

When separating ¢ and ¢ from the other integration variables, it is important

to following equality holds

/ Doy D / H DOIDG p (¢, ¢7) exp < ; / dtL)
[ oo (i) / H%QD% oo (g far). e

where p( gl,qﬁfl) is the density matrix part in (3.44), and is a function of ¢
and ¢¢ only. Therefore to have the equality hold, it is only required that fc dtL’
be independent of ¢ and ¢¢'. To show that this is true, a feature that has
already been explored can be used: The only term in L' containing ¢ is from

% (z)¢? | (z), and by integrating out we obtain a delta function, d(¢? ;).

m?

Then by integrating out ¢ we obtain an integral similar to the previous one,

m—1
but with ¢¢_, now playing the role of ¢<. We can continue this contraction of
the closed time path down to ¢, where we then find §(47). It is now known that
all ¢¢! and ¢ appear in L’ only through their products with ¢, and therefore by

integrating out the delta function of ¢{, we know the result has no dependence

on ¢¢ and ¢¢. Concretely, the result of the integral is

orhdt V) m=D)
/ HD¢4D¢H1 eXp( / dtL) ( det) . (3.48)

which is independent of ¢ and ¢, and so a constant from the point of view

of the integral over initial conditions. The separation of variables in (3.47) is

therefore valid.

3.3.5 One critical point for one initialization

The path integral can be separated into two parts: the initial density matrix
and the rest of the path integral. Distinct Monte Carlo simulations were used to

sample these different parts.
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3.3. INITIAL DENSITY MATRIX

1. Tt is assumed that the initial density matrix is known, so ¢g and ¢ can
be sampled directly according to the initial density matrix, using typical Monte
Carlo algorithms. There is no “sign problem” in the procedure, as in momentum
space the distribution function is real and vanishes exponentially as |¢| — oo
[153]. It is of note that the initial density matrix is a function of ¢§ and ¢¢ only,
but the rest of the path integral also depends on ¢g and ¢<'. Here sampled fields
are denoted as QNSSI and N‘{l, and a Fourier transform is necessary to bring the fields

into configuration space for later use. All these ¢¢(x) and ¢¢(x) are real.

2. Once a ¢ and ¢$ are drawn as above, importance sampling according to

/ H DIDee | exp ( / dtL) (3.49)

is performed in line with the Generalized Thimble Method, according to an al-
gorithm such as in [2]. Note that the quantum and classical fields start at 1 and
2 in the product, respectively, because ¢ has been integrated out, while ¢$ and

ol are specified as initial data for each initialization. The sampled gbfﬂrl and ¢}
with 1 <7 < m — 1 in this procedure are complex. With reweighting (2.3), the

expectation value of an operator O can be calculated over a single initialization

which is equivalent to,

JII ngqubH_l exp (3 [, dtL') O
JILZ ququle exp (5 Jp dtL)

<@>single - (350)

The full expectation, (O), in (3.47) will then be the mean of all the singles,

~

<O> single-

For the integral in (3.49) above,the analysis in Section 3.2.1 to find all the critical
points, this time with Z = —i [, d¢L’/h. In fact, the conclusions in (3.2.1) are
still valid here: At critical points, all ¢f(xz) = 0, so Z =0, as it consists of
odd terms of ¢%, and all ¢¢,(z) are uniquely determined through the classical
equation of motion (3.23), once QESZ and (;Nﬁfl are specified. In other words, for each
initialization, there exists one and only one critical point. This means that for

step 2 above, no multimodal problems that would be caused by the existence of
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3.3. INITIAL DENSITY MATRIX

multiple critical points will be encountered.

However, the initial density matrix could possess multiple saddle points in its
distribution. For instance, it is expected to happen in the density matrix of n-
particle state when n # 0, or in the case of multi-scalar fields where there exists
some symmetry among those scalars. Still, this does not change the conclusion
that there exists one and only one critical point for the thimble part of the

calculation, and only one thimble/critical point will be encountered.

It is important to note that the derivation is valid on the complexified fields,
and the thimble must contribute to the original integral, as the critical point is
located on the real field plane. There is one more thing that can be predicted.

—iIm[Z]+iarg(det(J)) >

With each initialization, the averaged phase (e p must be real

and positive, due to (3.48).

3.3.6 Two-point functions

In order to test the formalism the two-point correlators will be calculated ana-
lytically, and compared with numerical results based on the procedure described
above. This can be done in the framework of perturbation theory, that is first
compute free correlators and then add the loop corrections. In this section only
the free two-point functions will be derived, while a 1-loop correction will be in-
cluded in Section 3.4. See also [3]. Since in the free theory, different momentum
modes are independent of each other, the calculation can be focused on a single
mode. There are two equivalent ways, up to a constant due to the integration of

o3, to write the path integral,

Vh 2sinh(hw,/3)

o () ).

Z = / Dé™ D™ exp (_ w, cosh(fw,B) [(65)* + (¢9)°] — 2¢0+¢5>

1=0

(3.51)
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2~ [ Do

C C ~, 2
exp (—%:L 2n:: 7 5 (p)” + wp(znlp 1) (¢1l - %lcftOS(wpdt)) D
m—1 :
[ T petmottexo( (g ) 4100 eost@panor’ ) - o)~ 0] ),
i=1
(3.52)
with constants
1 ~ | w2dt?
Mp = F cos(@,dt) =1 — p2 , (3.53)

where wy, is the frequency in the continuous theory but, because of the discretiza-
tion, it is w, that propagates on the lattice. In the limit d¢ — 0, @, converges
to wy,. For finite dt, it is convenient to replace w, in (3.51) and (3.52) with
sin(w,dt)/dt. With only Gaussian functions in (3.51) and (3.52), free two-point
functions can be calculated as,

d™x xxTe—acTA;t A—l
<x$T>0 = f T = 5
[ dra e AT 2

(3.54)

where A and x are understood to be a symmetric complex matrix and a real
vector respectively. The size is given by the number of discrete points on the
time contour of choice. The above normalization is appropriate for the discrete
theory, as in the continuous theory there is a factor of V' in the definition. To

compensate this, V' is taken to be 1 in the following derivation.
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3.3.7 Time-ordered correlators

It is straightforward to identify the matrix A in (3.51), then calculate its inverse,

and use (3.54) to discover that the two-point functions in the (¢*, ¢~) basis are

hdt  (np+1_ n
F+22F*) =
Sin(@ydt) ( p 1t >

where the star denotes complex conjugation, and the matrix F is

1 o —idpdt o—imapdt o—ipdt
e~ iwpdt 1 coe eilm—l)dpdt 1 e
F = e—imapdt  o—i[m—1]wpdt | 1 cor tm—1lepdt
e~ iwpdt 1 e etlm=1]@pdt 1 e
1 cipdt imipdt pipdt

There are two features worth emphasizing in the above expression.

(Pgdg)o (PgPi)o - (Pgdmho -+ {(Pg P10 (b5 dg)o
(@Fo5)0 (7)o -+ (7 dmo - (¢d1)0 (07 dg)o

(@1d¢)0 (BT )0 - (dTdmdo -+ (d1¢7)0 (b1 )0
(o dg)o (Podio -+ (Pgdmdo -+ (dgdT)o (dgdp)o

(3.55)

(3.56)

1. In the vacuum, (n, = 0), the rows and columns corresponding to ¢ — ¢,

1.€. € upper-ieit part o ca O [j = €XP ( —tw i — Ug|) g1ve € reynman
ic. th left part of F) lead to F) iwp|t; — tx]) give the F
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propagator, which is defined as *

dw ddp e—iw(tx—ty)—l—ip(a:—y)
—i(0|T®(x)B(y)|0)o = h [ =
O B

ddp e—iwplt:):_ty |+ip($—y)
_ _in / . (3.57)
(2m)d 2w,

Thus the correct ie prescription in the propagator is found. This also means
the correlators (¢ ¢, )o are time-ordered, while the correlators (¢; ¢; )o are anti-
time-ordered. On the other hand, when n, # 0, the correlator can be calculated

by summing the Matsubara frequencies,

eir(z—y)

<0|‘1)<x)q>( = ﬁﬁ Z/ 127m/(h5))

dp . 2n, + 1
—f | L piplz—y) 20 T~ .
/ (27T)d€ 2 (3.58)

This corresponds to calculating the equal-time elements in (3.55).

2. There exist symmetries in the above two-point functions. For instance,
(0707 )0 =(d; &) )o if i > j. Although there are many integration variables ¢;
at time ¢;, there is only one operator <i>z-, and it is actually easier to discern the

symmetries from the operator formalism,

(07 07) =0t — 1;)G” +0(t; — )G,

(¢70;) =G~, (¢;0)) =
(fi ;) =0(t; —t:)G™ +0(t; — t;)G~, (3.59)
with

4To obtain the Feynman propagator in d+1 dimension, one can first do the Fourier transform
to get the two-point function in the momentum space. Since two-point correlators with different
frequencies vanish, one can then write the final expression as a sum or integral over momentum,
where as before the sum and integral are treated to be interchangeable.
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On the other hand, as in (3.55),

G2 (t; — t;) oc e 1)@ (4 1) 4 i limti)@ppy

G5ty —t;) oc eitimtd@rn () 4 1) 4 e~ 8% (3.61)

and this makes manifest the KMS condition G~ (t; — t;) = G<(t; — t; + thf) [3].

3.3.8 Classical-Classical and Quantum-Classical correla-

tors

The (bflaﬁjl or ¢§¢§l could be found through a rotation of ¢§t¢f in (3.55), but it
is useful to derive the expression from scratch with a simple example. Consider

m = 3. Then the matrix A in (3.54) is

a —a cos(wpdt) 0 0 —b 0
—a cos(wpdt) a 0 0 2b cos(w,dt) —b
|
A 0 0 0 0 —b 20 cos(w,dt)
0 0 0 01 0 b ’
,,,,,,,,,,,,,,,,,,,,,,,,,,,,, o __.
—b 20 cos(wpdt) —b 0 0 0
0 —b 2b cos(@pdt) —b | 0 0
(3.62)
with
cl
0
cl
1
cl
2
xr = , (3.63)
3
q
1
q
2
with constants
1 i
= ., b=— ) 3.64
h(2n, + 1)dt sin(w,dt) 2dth (3:64)
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Where ¢, is treated as a ¢¢ field. Since ¢ has also been integrated out, in the

end there are two more ¢ fields than ¢ fields. Following (3.54),

(#l6h) 1 (6°16")
(@19) 1 (916
f fcos(wpdt)  fcos(2wpdt)  f cos(3wpdt) : 0 0
f cos(@pdt) f fos(@pdt)  f cos(2wpdt) : 0 0
fos(2w,dt)  f cos(@pdt) f feos(@pdt) | rsin(w,di) 0
fcos(3w,dt)  fcos(2w,dt)  f cos(@pdt) f L sin(2w,dt)  rsin(@ydt)
0 0 rsin(@,dt)  rsin(2w,dt) | 0
0 0 0 rsin(@d) 0 0
(3.65)
where
1 hdt vhdt
/= (np * 5) sin(w,dt)’ "= ~ sin(@,dt)’ (3.66)
is found. This may be summarized by the following:
cl icl 1 dt ~ .
<¢z ¢j >0 =h ny + 5 m cos(wp(z - j)dt), (367)
nre dt e
(¢ dT)o = —ihb (i — J)m sin (@, (i — j)dt), (3.68)
(@1 5)0 = —ihb(j — i)m sin(wy (j — i)dt), (3.69)
(¢ 7)o =0, (3.70)
o 1 P> 7,
0(i—j) = (3.71)
0 1< J.

It can be seen for example, that the correlators <¢f¢§l> vanish unless ¢ < 7,
and so correspond to the advanced propagators. Furthermore because of the

advanced propagators, any loop correction will not alter (¢?¢?) = 0. This result
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QO .

Figure 3.3: Loop correction to the time-ordered two-point correlator, with the
thick solid line being the Feynman propagator.

can be derived much more quickly from the operator formalism (3.59): (¢%¢7) =

(0T¢T) +(¢797) —(p7¢7) — (¢7¢") = 0.

3.4 Loop corrections

In this section the loop corrections to the two-point functions will be considered,
and using the continuum expressions in approximate expressions to the discrete
cases will be provided. To begin look at the loop corrections to the Feynman
propagator, and then see how the computation will be adapted to the (¢, ¢9)

basis.

—iw(ty —ty)+tip(z—y)
w2—w2+ie

The Feynman propagator is given in (3.57) as ih [ §2¢ , while the

interaction vertex is —%. The loop correction to the propagator is shown in

Figure 3.3, where the thick solid lines correspond to the Feynman propagator.

This may be calculated in zero spatial dimensions as follows.

dew e—zw(tl ta)

27rw2—w2—|—ze

zwl(tl t) _ )\ d 1 d —’iUJ3(t—t2)
+12/dth/ AV} e R C
21 w?

—wltie dh 2m wi —witie  2m wi — wk e

dw e*lw(tl tQ)
_in / e
21 w? — w2 + je

(Td,d,) = in (3.72)

)\FLQ / d(,ul dLUQ —iwy (t1—t2) 1 1 1
— e
2 21 27 wi — w2 +iew; — w2 +iewi —w? + i€
d iw(t1—t2)
i [ e

27Tw2—w12)—|—z'6

=1ih

. / dw . (t ¢ ) ]_ hA ].
+ih | —e T2
or wQ—wg—l—ieélwpw?—wf,vLie
/ dw efiw(tlftg)

o2 w? —wf) dm? 4 i€’
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h(n,,#»%)M

Wp

-------- e Linf(t — ty)Sneltz = 1))
Wp

e im0t — tg)w
Figure 3.4: Feynman propagators, with the solid line being the (¢¢)q propa-
gator, and the dash-solid line being the (¢?¢), propagator.

6h \ 24

Figure 3.5: Feynman diagrams for the interactions, with the solid line representing
¢, and the dashed line corresponding ¢?.

where dm? = {2 and
Wp

dw 1 - __t
2 w2—w24ie T 2wp

, was used. It is also helpful to use
the (¢, $?) basis, for which the continuum expressions can be used to give an
approximation to the discrete calculation. Start by noting from (3.67)-(3.70) that
the continuum propagators are given by Figure 3.4, while the interaction vertices

are given by Figure 3.5.

The loop correction to the advanced propagator can now be calculated, (¢?¢<),

which can be seen in terms of diagrams in Figure 3.6.

sin(w,(ta — t1))

(0le3) = —inb(ts —t1) " (3.73)
T / d[—ih(t — tl)sm(wﬁ‘ f)) QZ,, _2;: —iR)6(ts — 1) Sm(“ﬂfj —) .,
= —ihf(ty — tl)sm(w”g2 —4))

: sin(wy(t —t1)) A —iX. . sin(w,(ta — 1))
+/dt[—zh]9(t—t1) o 2o T ) o n

sin(wy(ta — 1))

= —ihf(ty — t1)
Wp
ity — 1) h); sin(w,(t —t1)) — wp(tgz— t1) cos(wy(t — t1)) L
4wy wy

Figure 3.6: Loop correction to the advanced propagator, (¢9¢).
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Figure 3.7: There are no non-zero loop corrections to the (¢?¢?) propagator.

where the Heaviside step functions have been used in the propagators to limit

the range of the t integration to t; — t5. Noting that the second piece may

be written as —ihf(ty — t1) 1252, [Sm(w”iﬂ], and so it can be seen that the
P D D

loop correction corresponds to a correction in wg of %, which matches what was
b

found in the Feynman propagator calculation.

The loop correction for the (¢9¢?) correlator is shown, in the generic sense, in
Figure 3.7, where the blocked out region is any set of lines that follow from the
Feynman rules of Figures 3.4 and 3.5. However, what is found in such diagrams
is the appearance of a loop of either advanced or retarded propagators, which

vanishes. As a result there are no perturbative loop corrections to (¢2¢?).

3.5 Numerical Simulation

With what has been established in this chapter and the previous one, it is now
possible to demonstrate how to carry out numerical simulations. This is done

with an example of A\¢* theory (see also [2, 3]) using the following action,

_ i [l 1 2 1 50 Ay
S—/dtde(ﬁ 2(V<b) 2m¢ Ak

(3.74)
A 141 or even 3 + 1-dimensional system simulation would be of immense inter-
est. However in those cases a specific renormalization scheme should be used in
order to compare with the result of continuum theory, and as discussed in Chap-
ter 2, higher dimensional simulations suffer heavily from computational limita-
tions. The combination of these two concerns means that at the time this work
was performed and at time of writing this was beyond the scope of the present

work. Instead, it is straightforward to compare with theoretical predictions in
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0+ 1-dimensional system so quantum mechanics®, where no divergence exists and
therefore no renormalization scheme is required. The definitions used here are set
up in d = 1 spatial dimensions, whereas in the actual simulations presented here,
we have further reduced to d = 0 quantum mechanics. Throughout the rest of
this chapter dt is set to 0.75 for small couplings, and 0.5 for large couplings, while
m = 1. This is done to ensure the link size is small enough to capture the details
of the large couplings, while retaining the maximum possible real time span for

the low couplings.

Using a similar but notably different lattice to the one employed in Chapter 2
Space is discretized on N sites, with periodic boundary conditions, and the time
direction is discretized as above onto N; = 2m + 1 sites going back and forth on

the Keldysh contour (see Figure 3.1).

3.5.1 Warm-up: Classical statistical approximation

The initial ¢¢(p) and ¢§(p) was set according to (3.46), a Gaussian thermal
density matrix.® Given the distribution, random samples of momentum-space
variables ¢¢ (p) and ¢{ (p) were generated which were then Fourier transformed
to position space ¢ (x) and ¢§'(x). At this point the classical field evolution can

be calculated through the equation of motion,

b () = 208 () + oL () ¢ (x + 1) — 268 () + ¢z — 1)
dt? dz?

P+ 2 (6@) =0, 3.79)

¢ is used to refer to the fact that these are not variables of integration in the
path integral. They represent the critical configuration in the complexified field

configuration space, ¢ = ¢, ¢4 = 0, from which Monte-Carlo simulations will

5For the application of Lefschetz thimble on quantum mechanics from a different perspective,
see [74, 154].

SFor initial n-particle states, the expression given in (3.35) could be used, with some Hermite
polynomial function.
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Figure 3.8: Correlators for a single classical realisation (left) and averaged over
initial conditions (right).

be launched in later sections.

Figure 3.8 (left) shows the correlator for a single such classical trajectory. In
a classical simulation, only the classical-classical correlator can be computed.
By averaging over the ensemble of initial conditions, the “classical-statistical”
approximation to quantum dynamics can be recovered, as shown in Figure 3.8
(right). The results for a free field, A = 0 and an interacting theory A = 0.2
are shown here. The correlators are very similar, but deviate enough that it is
possible to tell the difference with moderate statistics. The loop calculation is
discussed in Section 3.4, where it is found that at 1-loop all that is needed is to
make the replacement wf) — wg + %, and evidently changes nothing in the A =0
case. This is substituted into (3.53) to find @,, which is then used in expression

(3.67) for the classical-classical correlator.

3.5.2 Warm-up: Quantum average of a single initial real-

isation

Going beyond the classical approximation then amounts to performing the com-
plete path integral, the integrations of all the field variables not associated with
the initial condition, see Figure 3.9. As in Section 3.3.5, the integrand can be
written as e~*, with Z = —i [, dtL’/h. It turns out that the exponent Z is more

conveniently expressed in the (¢T, ¢~) basis than using (¢, ¢?), as the inter-
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Figure 3.9: The variables to be integrated over on the real-time contour, after
the initial conditions are fixed.

action terms are simpler there. It is therefore prefereable to switch to (¢™, ¢7),
except that at t; should be treated differently, since ¢ is counted into the initial
condition, leaving ¢{ as the only variable at t;. The exponent Z also contains g?sgl

and ¢¢, and may be written as

x

+ am (@) 2 fenl2) _,‘bi(‘”)}

dt — 24,
N (Ai +2Ai_1) ( il +210)1x—2 ¢i(z)]” %@%) - Q_Zgzs;i(g;)) } (3.76)

where a field redefinition has been adopted as illustrated in Figure 3.9, and the

time differences are denoted as

de, if 1 <7< m;
—dt, it m <i<2m —1.

In the exponent, there are terms like ¢? ()¢ (z) — 20 ()¢5 () + - - -, where ¢¢
and ¢¢ can appear. In fact, an extra ¢¢ (2)¢?(z) term will cancel out these linear-
in-¢f(x) terms, due to the equation of motion (3.75). Therefore, it is possible
to substitute these terms with égl(x) term only and this considerably simplifies
expression (3.76). Given that ¢¢ is part of the specified initial data, ¢; = ¢f/2 is

defined to ensure that at site 1 only ¢{ is included in the dynamical part of the
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Figure 3.10: The classical correlator for a single initial condition, and the corre-
sponding quantum averaged correlator. For A = 0.0 (left) and 0.2 (right).

path integral. To arrive at (3.76),
Pom—1 = —¢1, Do = —di, (3.78)

have been used. There are N,; = Ny(2m — 2) variables in total, and for clarity
a more compact notation will be adopted merging space and time labels into a

single integer a.

For all the field variables ¢,, the Monte-Carlo chains for the dynamical part of
the path integral will be started from gga, the classical critical-point configuration.

In subsequent Monte-Carlo steps, these will be changed into new real values .

For the Lefschetz Thimble Method, then J(7 = 0) is determined by the eigenvec-
tors of positive eigenvalues [44] of the Hessian evaluated on the critical point field
configuration. For more on algorithms based on the Lefschetz Thimble Method,
see [44, 45, 46]. And for more on algorithms based on the Generalized Thimble
Method, see [47, 48, 104, 155, 156, 157, 109].

The algorithm used to generate these results deviates from that used in Chapter
2 in only one respect; the addition of the sampling of the initial conditions.
In practice this represents N simulations using different initial conditions drawn
from (3.46). These are statistically independent by construction and are therefore

generally parallelised where possible.
In Figure 3.10, the correlator for a single classical trajectory is shown, and com-
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Figure 3.11: The full classical-statistical and quantum correlators (cl-cl) for a free
and interacting theory at A = 0.2. The figure on the right shows the result of
subtracting the free propagator. The red line is the perturbative 1-loop result.
In the right hand plot, the free values have been subtracted from the coupled
values.

pared to the correlator when averaging over the simulation variables (but without
averaging over initial conditions). In the left-hand plot for the free theory (A = 0),
in the right-hand plot including interactions (A = 0.2). It can be seen that the
averaging is has only a small effect for the free theory, whereas including a mod-
erate interaction strength there is statistically significant effect, increasing over

time.

3.5.3 All warmed up: Full evolution

The two part simulations can now be conducted, the inner (Monte-Carlo integra-
tion on the thimble) and outer (initial conditions) integration and combined to
find the full quantum correlator, given an initial Gaussian state. The simulations
presented here use ninirier = 200 initializations, with 5 x 10> Metropolis updates

for single initialisation, in order to give small enough statistical errors.

Figure 3.11 (left) shows the two-point cl-cl correlator for the full classical-statistical
simulation (pink) and the full quantum simulation (black). Overlaid also the 1-
loop perturbative result (in red). Figure 3.11 (right) arises from subtracting the
free propagator, to highlight the contribution from interactions. It can be seen
that the classical-statistical approximation performs very well at these values of

the coupling, and that it would seem that the differences arising from quantum
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Figure 3.12: On the left, the full quantum correlators (cl-cl) for a free and inter-
acting theory at A = 4. On the right, when subtracting the free propagator.

averaging each initial condition (Figure 3.10) are in turn largely washed out when
averaging over initial conditions. The 1-loop approximation shown in red is dis-
tinct from the other two curves, showing that the system is not in the extreme
small-coupling limit, and so the agreement between classical-statistical and quan-

tum approaches does apply to an interacting system.

Having established a match between this thimble technique and established peter-
bative results, the coupling A can be increased beyond the limits of the peterbative
regime. In Figure 3.12 the A\ = 4 case is shown, where by visual inspection it
is possible to distinguish the classical-statistical (pink) from the fully quantum
result (black). They are both different from the free theory (green) and the 1-loop
approximation (red). Results using this new technique are compared to those gen-
erated using the forced equilibrium method in Chapter 2 in Figure, where similar
to Figure 2.2, the Feynman propagator has been calculated, and compared with
a semi-analytic solution. The initial conditions were sampled across 150 chains,
but otherwise the system is identical to that presented in Chapter 2. As can be
seen, the new technique’s results match well, however the error is considerably
larger, a consequence of the additional sampling that must be done to account for
a density matrix which is inherently separated from the rest of the MCMC chain.
It is worth noting that the error grows as the correlation function moves away
from the initial two lattice sites, the fact they are held constant suppressing the
error in the lattice sites around them. This effect would be expected to trail off

as the lattice grows in the time dimension, but unfortunately cannot be verified
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here due to computational limits.

A direct comparison can be made with the lattice based density matrix presented
in Chapter 2, as shown in Figure 3.13. The new results are compared with the
results shown in Figure 2.2, and show while the new technique matches previous
results, the error is considerably increased by the larger parameter space repre-
sented by the density matrix. As before, the plots represent (¢;¢;) for a range
of ¢ values. A single oscillation is used for computational efficiency, however in

principle the simulations could be done with more time sites with no issue.

3.6 Conclusions

Real-time quantum dynamics is well-defined in terms of the Schwinger-Keldysh
formalism, and although the classical-statistical approximation often does very
well in some cases, simulations of truncated Kadanoff-Baym equations have shown

that quantum corrections are important in other contexts.

This chapter has presented a new approach to calculating real time correlators,
that does not require the system to be in equilibrium, directly from the path
integral. This is possible through Monte-Carlo sampling as the sign problem
inherent to the complex action can be softened by flowing the field variables into

the complex plane.

In effect this represents a number of technical developments necessary to gener-
alise the work of [1, 2] to initial-value problems. For a discrete space-time, this
chapter has shown that the scalar field path integral can be separated into two
parts: the initial density matrix and the following dynamical part. Under such a
separation there exists one and only one critical point, which helps when either
the Lefschetz Thimble Method or the Generalized Thimble Method are imple-
mented on the dynamical part. A symmetric discretization of the theory has
been used, in both a symmetric Feynman kernel and a symmetric time contour.

With such a discretization all the critical points can be found.
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Figure 3.13: Comparing the results of calculating the Feynman correlators using
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To demonstrate the implementation of this approach, the real-time propagator for
a scalar field in 0+1 dimensions has been computed with a Gaussian (free-field)
initial condition. Good statistical convergence was found, and agreement with
the free analytic correlator (up to discretization errors). Once interactions were
included and increased it was found that it was possible to distinguish coupled
correlators from the free case, that the 1-loop perturbative result began to fail,
and that for very large couplings the classical-statistical approximation became

unreliable.

In this chapter the initial density matrix of the free theory was used as in this case
®d can be integrated out explicitly, resulting in the familiar initial distribution
of ¢¢ and ¢¢. There is no difficulty in extending the calculation to the case of
a more general density matrix, as long as the initialization for ¢§ and égl can
be generated. Note however, that a density matrix containing ¢¢ and ¢$ might
still be plagued with the “sign problem” owing to the appearance of a factor of
i¢S'od in (3.43). This only affects the density matrix part of the path integral,
so the thimble approach may still be used for the remaining dynamical part. On
the other hand, this chapter has also shown that real physical situations can be
modeled by turning on the interaction after the initialization, either instantly or
gradually, and the method developed in here can naturally deal with time depen-
dent interaction coefficients, although none are presented due to computational

limitations.

The computational cost of the thimble approach is aOQ(n?), with n the number
of variables and a the number of samples. By separating the simulation into two
parts with n; and ny variables respectively, the cost becomes a;O(n3)+aa,O(n3),
corresponding to generating a; different initialisations and for each initialization
as Monte Carlo samples. If a is not sensitive to n, the cost will be smaller than
aO((ny+n3)?), when n; and ny are big numbers. Given this it is possible to further
separate the path integral into more pieces, with each piece depending only on
its predecessor but not successor, as each piece becomes an initial condition for

the part that follows it. This remains an open avenue of research.
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Chapter 4

Computational Optimisations

and the Second Field

This chapter is based on work published in [41].

4.1 Computational Optimisations

It has now been demonstrated that this technique can simulate systems that are,
in principle, out of equilibrium. This has however come at a computational cost,
implementing the ‘two step’ sampling in Chapter 3 has increased the run time by
an order of magnitude. To mitigate this, significant effort was made to find the
fastest (by wall clock) way to calculate physically significant results. To that end
the results in this section will be produced using the action outlined in Chapter

3 with the self interaction term removed so that the (now free field) action reads

I_ (—_z) [2¢1 b B 20! n ¢2m72éil+ (4.1)

h dt dt dt

2m—2
3 (gbig;éi)Q _ (Ai +2Ai+1) (%m%f)] : (4.2)

=1

The free field has a number of simplifying properties. Firstly, the exact solution

for the two-point function is known to be a nicely oscillating (and therefore well-
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4.1. COMPUTATIONAL OPTIMISATIONS

behaved) function, meaning that amplitudes and errors will be comparable for
all j, k pairs. Second, since the flow equation is linear in ¢, the right-hand side
of (1.55) does not depend on ¢. As a result, the Jacobian in the flow evolution
is constant, and does not need to be recomputed at every Monte Carlo and time
step. This reduces the computational cost by about 95%, meaning that it is ideal
for finding the optimal parameters for error reduction, under the assumption that

these parameters do not vary enormously when an interaction is introduced.

These simulations are performed with dt = 0.75 temporal extent of the lattice
is 10. The number of initial conditions Nj;,; “number of MC chains”, the flow

time 7,42, the parameter ¢ and the length of the MC chains Nj,¢ are then varied.

For the purpose of optimisation, the ‘number of merit’ used here is the statisti-
cal error on the propagator, selecting the largest value over the 10 time points.
This is chosen because the classical-classical propagator is in theory an entirely
real valued function in the vacuum case. This reduces any potential confusion
regarding the error of a complex number. In Figure 4.1 the correlation plots of
this number of merit as the parameters of the algorithm are varied. It can be
seen that the error improves with increasing MC chain length, increasing pro-
posal size 6 and increasing flow time 7. The number of initial conditions is less
important, provided it is large enough to convincingly sample the initial Gaussian

distribution!.

It can also be seen that the effects are uncorrelated, so that there is no favoured
combination of parameters, that improves accuracy beyond the combined indi-
vidual effects. The runtime depends linearly on N;,;;, Nare and Tyuq., Since it is
just how many times the algorithm is run. On the other hand, the runtime does
not depend on . This can however not be increased indefinitely, as shown in
Figure 4.2, which shows the acceptance rate of MC steps, as ¢ is increases. This

drops substantially at a maximal value 0,4, (in this case 3.15, for 7,4, = 1).

In general, the flowed field manifold can have a very complicated geometry. Hav-

ing knowledge of the curvature in different directions along the manifold would

—1/2

'For a purely classical simulation, the statistical error decreases as N, ./~
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Figure 4.1: A comparison of the maximum error on a test correlator for various
simulation parameters
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allow us to generate random increments with different ¢ along each direction, for
optimal speed through field configuration space. However, without such detailed
knowledge of the geometry, this leaves selecting only one, global §. The hope is
that for a given set of parameters, d,,,, can be identified. Once the error can
no longer be improved by increasing d, further improvements must come from

increasing the flow time 7,,,, and the chain length Njc.

The effect of the chain length on the error is expected to be NL/?;, although
there are considerations to do with the autocorrelation time. The dependence on

the flow time seems to be approximately linear o 1/7,44-

In summary the flow time should be increased until the reward is cancelled by
the corresponding 0, decreasing. Once this has been optimized, any further
computing power should be used to increase the chain length and the number of
chains/initial conditions. The chain length should in any case at least be large
enough that ergodicity is achieved and much longer than the autocorrelation
time. Similarly, the number of chains/initial conditions must be large enough
that the initial condition distribution is well sampled. Each chain is independent

providing an excellent opportunity for parallelisation.
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For the simple one-variable example of Figure 1.7, the Thimble and the Gener-
alized Thimble, to which the field manifold will flow were computed analytically.
For multiple variables this is highly non-trivial, and in a MC sampling of coupled
variables it is the entire multidimensional manifold including initial conditions,
that is sampled. Still, it may be illustrative to show the domain in the com-
plex plane, that one single variable samples during the course of the entire MC
simulation. This will depend on the flow time 7,,,,, where for 7,,,., = 0, the
domain is the real axis. In Figure 4.3, this domain is shown for three different
flow times, T4, = 0.01,0.1,1. It can be seen that for larger flow times, a larger
region of the complex plane is sampled (note the different scales on the axes). In
the right-hand panels, the corresponding distribution of the real-valued variables
¢ is shown. As the flow time becomes larger, they cluster around an ever smaller
range near, but displaced from, the origin. This is qualitatively similar to the

one-variable example.

4.2 Attempts to Make a 14+1D System

Initially the intention of these optimisations had been to accurately simulate a
single field in an out of equilibrium state and in 1 + 1D, such as a ‘top hat’ mo-
mentum distribution. This was proposed as the behaviour of such a system is
well understood, and should decay towards a Bose-Einstein distribution. How-
ever even using the optimisations outlined in Section 4.1, the probing of 1 4 1D
non-equilibrium systems proves computationally challenging. A number of at-
tempts were made varying the number of spacial layers used, the physical and
temporal lattice spacing, and the height of the ‘top hat’ relative to the vacuum
state. All of these, with the exception of the variation of the spacial layers, failed
to effectively resolve the problem as they addressed the very real but ultimately
subdominant problem of the computational cost of solving the flow equations by
tinkering with parameters but cannot affect the primary source of additional com-
putational complexity; the order of magnitude increase in the number of lattice

points and corresponding increase in the size of the Jacobian, and the increased
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complexity of the initial condition parameter space which would necessitate more
chains being produced to ensure it was sufficiently explored. Altering the number
of spatial layers addresses both of these concerns, but can only be reduced so far
before edge effects would become dominant. Consequently a new approach was

needed, and the 1 + 1D simulations were shelved.

Despite the failure, interesting insight into the behaviour of the proposal mech-
anism was gained. In order for the MCMC routine to be successful it needed a
reasonable acceptance probability. However, for all but the smallest ¢, the ac-
ceptance rate was close to zero, typically < 107%. As the number of degrees of
freedom on the manifold increases, the step size must drop to maintain the accep-
tance probability. This appears to be because as the manifold increases in scale,
the likelihood of the proposal being of net benefit decreases. This shows that
the efficiency saving technique invoked by “sweeping” the lattice as discussed in
Chapter 2 has its limits. There are two possible methods to resolve this, a single
site updating technique more typical in lattice field theory and an updated version
of one proposed in [1], which involves weighting the proposals in each direction
by the relevant eigenvalue of the Jacobian. Unfortunately neither technique was
tested extensively as it was already evident from the wall-clock time required to

process each update that this would exceed the computational resources available.

The only significant complexity in implementing a single site update mechanism
is to ask, what does that mean in this context? In traditional lattice field theory,
without the thimble manifold, understanding the difference between updating all
the sites at once compared to updating a single site per MC update is trivial.
Here, due to the non trivial Jacobian, updating only a single site on either the
real manifold or the manifold of integration will result in all lattice sites being up-
dated on the other. This in practice meant only changing step 2. of the algorithm
as outlined in Chapter 2 from drawing an entire vector from the distribution to
drawing a single value and assigning it to a random element in a vector of the
same size as previously, and transporting that vector back to the real manifold as

before. This is equivalent to updating a single site on the manifold, however the
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vector is completely distorted by the transformation back to R,, and as a result
all elements of the real valued field are changed. This approach did significantly
improve the acceptance probability, however at a practical cost. By doing this
the effective speed that the Markov chain can move around the lattice is reduced
by O(N'/?), as each step is effectively smaller. Consequently the Markov chain
needs to be considerably longer to achieve the same results, and as the Jacobian
still needed to be calculated at each update, the wall-clock time increased using

this technique.

The second method involves calculating the eigenvalues and eigenvectors of the
Jacobian, referred to as ¢, and p™ respectively. Using these, the real-manifold

site values can be written as

Yi = anpzqa (43)

where ¢, are complex valued constants the imaginary parts of which are calibrated
to ensure that ¢ is real. Updates to the real values (and through flowing the
updated real values, the thimble manifold values) can now be made in a manner
that respects the topology of the thimble, by updating the real parts of ¢, such

that

A
R

(4.4)

where A represents a random proposal from a Gaussian, comparable to the one
drawn in the original algorithm. £k represents a parameter that controls how
strongly the manifold’s topology affects the proposal size. As smaller ¢, implies
a more flat region in the direction of p,, k£ < 1 suppresses steps in flat directions
while increasing them in more curved directions compared to just diving by the
eigenvalue. The imaginary part of ¢, must then be updated to ensure that ¢ re-
mains real. Figure 4.4 compares the acceptance probability over 10> MC updates
with the value of k, with a maximum at k& ~ 0.5. This matches the algorithm
described in [1], although no justification is given in the paper for why this value

is chosen.
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Figure 4.4: Showing the effect of the power of the eigenvalue on the acceptance
rate, where not using the eigenvalue at all has an acceptance probability of ~ 0.3

This method of performing the updates has a number of advantages. Firstly,
the proposals naturally scale with the curvature of the manifold meaning larger
steps can be taken in each direction. The lack of need to transport vectors from
the thimble manifold to the real manifold means that the inverse of the Jacobian
does not need to be calculated, saving an O(N?) operation, and once found the
determinant of J can be found quickly through the product of the eigenvalue.
However, the computational cost of calculating the eigenvalue and eigenvectors
of the Jacobian are not trivial. Using an implementation of the QR algorithm, an
iterative O(n?) solver that calculates the eigenpairs, the relationship between the
number of iterations and the improvement in the convergence was investigated
at 7 = 1, with 112 lattice sites. Unfortunately, as can be seen in Figure 4.5 while
the technique improves the acceptance probability for a range of step sizes, 9,
the increase in wall clock time does not justify its use here. This ‘saturation’ is
reached unfortunately early compared to not using the method at all. In previ-
ous chapters, values for ¢ as high as 0.25 were used, and this 20% increase does
not justify the additional computational cost. Note that as shown in Figures

4.5e and 4.5f the wall clock time of each pass of the QR algorithm decreases, a
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known quirk of algorithm, as the matrices involved internally become increasingly
sparse, which has the counter-intuitive effect of an increase in marginal utility for
a middle range of passes of the QR algorithm. The scaling of the QR algorithm
being less than the inversion of the Jacobian means as the simulations have more
lattice sites it will eventually supersede the techniques used here. It is also im-
plied that the technique may be more viable at higher flow times, as shown by
comparing Figures the left and right hand columns of Figure 4.5, where the latter
is performed at 7 = 1.5, as the proposal technique is more sensitive to the topol-

ogy. However, there is insufficient data here to make a concrete statement on this.

Even using the eigenvalue technique, a ‘sweep’ style update was used. However,
there is no reason that an equivalent of a single site update technique could not be
applied, by choosing a specific eigenvector’s weights to be updated, rather than
all at once. In principle this could incorporate the best aspects of both methods,
as this the system is already decomposed in a logical manner for single parame-

ter update, and could be an avenue of optimisations that was not considered here.

A further complication which occurs more frequently for 1+ 1D systems than the
0 + 1D systems that have mostly been considered elsewhere in this thesis is the
problem of numerical overflow. As the flow time increases the numerical value of
the field values at the lattice sites will typically increase, as will the values of the
elements of the Jacobian. Particularly notable for this is the calculation of the
action, which by construction will increase monotonically with the flow time. As
the number of lattice sites to be considered increases, the likelihood of an overflow
in the action or Jacobian determinant particularly, increases enormously. This
functionally leads to either a practical limitation on the flow time, which as dis-
cussed in Section 4.1 will catastrophically impact on the ability of the thimble to
minimise the error, or the use of high precision variables from a numerical library.
An attempt was briefly made to use such high precision variables, provided by the
Boost C++ library, but resulted in nearly a 50x increase in wall clock time used
per MC update, and was rejected. However, the reduction in flow time could still

yield productive results. The necessity of using such a low flow time would mean
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4.3. AN INTERACTING TWO-FIELD SYSTEM

that using a Jy or infrequently updated Jacobian might be more viable than it

would be otherwise. Such techniques were discussed in Chapter 2.

4.3 An interacting two-field system

By introducing a second field to the simulations in 0+ 1D, the computational and
initial condition complexity of the lattice could be increased without exceeding
reasonable computational resources as this represents a factor of 2 increase in
N, the number of equations to be solved for the flow and the dimension of the
Jacobian, and still providing interesting new physical results. This second field
exists on the same lattice as the original field, and for the example presented here

is implemented through the action

T = —t 2¢, ~§l B ¢2<5§l n ¢2m72<l;(1:l N 2X1X5 _ X2 X§ n Xom—2X§
h dt dt dt dt dt dt
2m—2
Pit1 — (Xz‘+1 - Xi)2
4.5
+ Z [ i oA, (4.5)

JAVIESWAWY: 1
—(%) (2 mie; + XXZ+ ZLixi + 2¢?x?)”,

where y represents the second field. Note that this includes a bilinear mass
mixing term parameterized by A\; and a quartic interaction parameterized by A,.
As a result, setting Ay = Ay = 0 leads to recovering two decoupled free systems,
two copies of the system studied previously. When \; # 0, the system is still
free, but ¢ and x are no longer mass eigenstates, and oscillation between the
two states is expected. When Ay # 0, actual interactions can be expected, decay
and scattering between the two, depending on parameter values and the initial

conditions.

The focus in this chapter will be on the case when x is the heavier field, and ini-
tially occupied, and the ¢ is the lighter field and initially in vacuum. Concretely,
n, = 0 is taken for ¢ and n, = 1 for x, my = 1 and m, = 2. Considering first

A1 = Ay = 0, and the free correlators in Figure 4.6. As the system is really two-
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4.4. SEMI-ANALYTIC QUANTUM MECHANICAL VERIFICATION

variable quantum mechanics, we can in fact solve the system semi-analytically
using the method described in section 4.4, and use this for comparison. All thim-
ble results below were generated with 400 chains of length 2 x 10°, with 7 = 1.5,
dt = 0.5 and 6 = 0.27.

It is reasonable at this point to ask if a new problem has quietly appeared, that
of multiple critical points, corresponding to multiple paths of steepest descent
in the generalised manifold. In Chapter 3, it was shown that for each (¢g, ¢1)
pair there was exactly one critical point. Is this still true, when multiple fields
exist on the same lattice? In addition to (3.20) - (3.22), a second set of three
equations now involved, of the same form as (3.20) - (3.22) with ¢ — .
E; is now a function of both fields. (3.22) with x guarantees that x! , = 0
as for ¢. This ensures that OF;/0¢5 = OE;/0xs = 0, for the same reasons as
previously. Given this, the same inductive process may be performed for both
fields at the same time, showing that (¢f, x?) = 0 for all 4, and that all (¢, x§)
are still uniquely defined by the initial conditions, although now those conditions
are given by (o, ¢1, X0, X1), rather than by ¢ alone, and as a result there is only

a single critical point. This technique can be applied in general for any number

of scalar fields.

4.4 Semi-Analytic Quantum Mechanical Verifi-

cation

It is possible to solve for the time evolution of the propagator directly in quantum
mechanics, by defining the free Hamiltonians
2 2 42 2 2.2
P, wod Px | X (4.6)

H(b:?—i— 2 ; HX:_+

and setting up operators in the energy-eigenbasis of each of these harmonic oscil-

lator systems, enumerated by n and defined in terms of creation and annihilation
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Figure 4.6: The un-equal time correlator (top) and occupation number (bottom)
for two free fields, comparing semi-analytic results to Thimble results.
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4.4. SEMI-ANALYTIC QUANTUM MECHANICAL VERIFICATION

operators as

a'lny=vn+1ln+1), aln)=+nln—1) (4.7)

In this work it was found that a sufficiently good numerical result was obtained by
restricting the system to the lowest N = 30 eigenstates (900 product eigenstates).

In this basis, the Hamiltonian for each free system is then (one for ¢, one for x)
H = hw x diag(n + 1/2), (4.8)

while the “coordinate” operator (often denoted ¢ in QM, in the present context

corresponding to ¢ and x), is

0
4l V2

0o . (4.9)

S

and similarly for the canonical momenta (py, py)

p:i\/g(af—a). (4.10)

Including interactions, the combined Hamiltonian on the product space is
H—H¢®H+H®HX+Z¢®X+Z¢ ®X, (4.11)

Given some operator O(t) and some initial density matrix p, the observables may

then be computed by direct insertion into the expression
(O(t)) = Tx [e"'peO] . (4.12)

For N = 30, the Hamiltonian may be straightforwardly diagonalised numerically,
giving the energy eigenvalues of the system as the diagonal matrix A. The change

of basis matrices U, H = UAUT are also set. This allows for exponentiation into
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4.4. SEMI-ANALYTIC QUANTUM MECHANICAL VERIFICATION

the evolution matrix et = UeUT, which may then be inserted into (4.12),

allowing us to carry out the trace.

The same observables are computed as in the Thimble calculation
O=¢"QL p; oL I® X%, 1®p}, (4.13)

and extract the occupation number from this through the use of (4.18), for the

same values of ¢t as the discretized Thimble lattice.

For consistency with the thimble computations in the main work, one field must
be chosen (y, the heavier one) to initially be in an excited (thermal) state, and

the other (¢, the lighter one) to begin in the ground state. Beginning by writing

P =Ps® py; (4.14)

where p, and p,, are the equilibrium density matrices for occupations numbers of

0 and n = 1 respectively, given by

1 0 - 0
00 --- 0
Pp =1 . B E (4.15)
00 - 0
and
o—hwB/2
o~ hwB(1+1/2)
px = 2sinh(fwp/2) : (4.16)
o~ hwB(N+1/2)
where
1 1
ﬁ:aln ﬁ+1 ) (4.17)

For quantum mechanics this method is of course vastly more efficient than ap-

plying the Generalised Thimble.
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4.4.1 Mass mixing and field oscillations

It may be useful to introduce representation of the time-dependent occupation

number operator, extracted from the equal-time correlators

(ng:) = % ( (9ihi) <¢z¢z> - %) : (4.18)

This will now be computed for a number of different values of \q, still keeping
Ay = 0. This is shown in Figure 4.7, and we see that the Thimble method provides

a very good qualitative and quantitative match to the semi-analytic computation.

4.4.2 Interactions and particle exchange

The mass mixing was then turned off by setting \; = 0, and instead quadratic
interactions were enabled by setting Ay # 0. Similarly to the previous case
the system is set up with a non zero occupation number in the y field, and
vacuum in the ¢ field. The x is heavy and the ¢ is light, m, /mg4 = 2. Figure
4.8 shows again the evolution in time, but now including quartic interactions.
It can be seen that instead of oscillations, the x “particles” are slowly leaking
into ¢ particles. This is a truly non-equilibrium, non-perturbative computation,
captured within what is admittedly a quite small physical time interval. Clearly,
for this quantum mechanical system, it is vastly more efficient to simply solve it
using the semi-analytic method. But it can be seen that with moderate numerical
effort, the Thimble approach provides accuracy good enough to distinguish a

gradual exchange of particles between ¢ and y.

4.5 Conclusions

Using the technique developed in [49], it has been demonstrated that multiple
fields can be simulated fully non-perturbatively in real-time, for time-scales where

interesting real-time physics may begin to be explored. In the particular system
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Figure 4.7: Semi-analytic (left) and Thimble (right) occupation numbers for two
fields mixing with different values of the parameter Ay, Ay = 0.
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Figure 4.8: Semi-analytic (left) and Thimble (right) occupation numbers for two
fields interacting with different values of the parameter Ay, \; = 0.
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considered here, the fields were made to interact through mass mixing as well as
through a 4-point interaction allowing for exchange of particles. By comparing
to a standard semi-analytic computation in quantum mechanics, this is a further
demonstration that real-time Generalised Thimble methods, as introduced in
[49], give correct and accurate results. This strong statement can be backed by

comparison with the semi-analytic quantum mechanical results.

It is however clear that in order to improve the computational viability of this
new technique for full field theory at long physical times, the parameters con-
trolling the numerical implementation must be optimised for minimal statistical
error. These are critical as the system scales in complexity, but also due to
the increasing number of independent chains required to probe the initial con-
dition parameter space as the number of fields and the number of dimensions
increases. By ensuring that the optimal simulation parameters are used the sim-
ulation time can be improved by a factor of 5 compared to previous attempts.
Despite this, large scale multi-field 3 + 1 dimensional simulations are probably
out of reach for present computing power using this technique in its present form.
As an example, consider a small classical-statistical real-time simulation in 341
D, which would typically involved 322 spatial sites, dt = 0.05 with a mass of
am = 0.5, running until a physical time of order mt = 100. That is an eye-
watering 40 x 100 x 323 x 2 = 262 million variables, doubled for the two Keldysh
branches. In the present simulations, up to 30 were considered. Even when
straining the simulations in just 141D, using perhaps dt = 0.1, am =1, N, = 16
simulating to mt = 25, this is still 250 x 16 x 2 = 8000 variables. Inversion of
this size matrices is possible, but generating sufficiently long MC chains remains

a challenge.

The MC chains/initial conditions may be trivially parallelised. The issue, as
for standard MC simulations in four Euclidean dimensions, is the computation
and inversion of large matrices, in this case the Jacobian J. Dealing with large
(sparse) matrices is a well-known problem in that field, and optimised algorithms
exist. Using GPU processors rather than CPU’s would be a way to go. As

mentioned above, even at the fairly small systems considered here, up to 95% of
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the runtime is spent dealing with the Jacobian. Since that scales as the number
of variables squared (or even cubed), it will be the vastly dominant bottleneck

for large systems.

Hence, the proposal that was reached is for further work be done improving par-
allelisation within each chain, and the use of optimised algorithms for standard
mathematical tasks. There are two good candidates for this effort, the imple-
mentations of (1.35) and (1.55) which generate Nm + (Nm)? coupled complex
equations for N fields and m total dynamical lattice sites, and the solution of the
matrix equation in step (3) of Section 2.1. This would make larger flow times
or longer Markov chain lengths viable, improving accuracy in combination with
increasing the number of chains/initial conditions. In turn, this could allow for ef-
fective simulations of multi-field models in higher dimensions, for longer physical

times.
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Chapter 5

Conclusions

The Generalised Thimble techniques presented here have shown that it is possi-
ble to have non-perturbative, non-equilibrium simulations of quantum fields on
a lattice. In principle the energy of these interactions could be increased as high
as are needed to simulate physics of interest. These techniques do not present
an approximation of the solution, as prior attempts to tame the sign problem
have, but a true representation of the underlying physics exactly as set in the La-
grangian thanks to the exact nature of using a generalised thimble as discussed in
Chapters 1.1 and 3. Despite the exact nature of the mathematical technique, the
simulations here are still produced using MCMC techniques, which introduces
numerical error. However these results are always within reasonable error of lit-
erature or analytic verification results. Simultaneously Chapter 4 shows both a
demonstration of multiple field simulations occurring with coupling strengths well
beyond the perturbative regime, set to initial conditions that are out of equilib-

rium.

The work presented here has established that multiple fields can co-exist on the
same lattice, and by using the new sampling method presented in Chapter 3, can
be set in different initial configurations. Other authors have shown that the equi-
librium techniques that have been expanded here work in 14+1D and even 2+ 1D.

There is no theoretical reason that these cannot be scaled further to 34+ 1D, and
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no aspect of their analysis is incompatible with the implementation of the density
matrix as described here. Combining these opens the door to a wide variety of
applications, where in principle any number of fields can be simulated in high fi-

delity, and their initial configurations tuned by changing the distribution in (3.46).

This is demonstrated tangibly by the simulations discussed in Chapter 4, where
two fields in self equilibrium suddenly have an interaction turned on between
them, allowing the heavier ‘particle’ species to decay into its lighter counterpart.
This simulation was repeated with a range of coupling strengths which push it
well beyond simple perturbative techniques and open new avenues of research.
This combined with the optimisations presented in the same chapter show that
multi-field simulations in 0 + 1D can be made to be viable even with limited

hardware.

At the same time the difficulties in scaling such simulations up were discussed.
This project was poised to take a different direction, into higher dimensional
simulations rather than multiple fields, but the computational difficulties that
this presented forced a change in course. However, the difficulties go beyond just
increasing the number of lattice sites, practical solutions to the problem of the
acceptance rate must be found if the number of lattice sites in these simulations

continues to climb.

It is difficult to overstate the importance of the development of the decoupling
of the initial conditions from the lattice as described in Chapter 3. Formerly, it
would have been possible but pointless to perform simulations with two fields in
the style presented in Chapter 4, as both fields would have to be at the same
temperature as it is defined by the lattice, not by the field. The results in Chap-
ter 4 further reinforce how useful this technique is. 0 4+ 1D simulations are ideal
for testing techniques such as the Generalised Thimble in new situations, as it
can easily be verified by well established quantum mechanical results. Here, the
comparison between the traditional and new techniques show that they match

remarkably well. This disconnection between the lattice and the initial conditions
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is a wellspring for new simulations of fields that begin out of equilibrium which

we have not yet begun to explore.

The technique is not however without its limits. The high energy interactions
that are allowed by the technique being non-perturbative introduce problems of
their own. As the energy of the interactions grows, the lattice link size must
shrink to ensure that the details are captured. A necessary consequence of this
is that it will require increasing numbers of lattice sites to cover the same spacial
and temporal extent, as discussed in Chapter 2, the evaluation time of an MCMC
step scales as O(N3,,,), meaning that even a small decrease in the link size will
have an enormous effect on the evaluation time. A further problem manifests in
the flow process itself, as the link size decreases and coupling strengths increase
the lattice action and its derivative 9Z/0¢ grow enormously. This causes issues
for the numerical evaluation of (1.35) at large values of 7, practically restricting
how high 7,,,, can be set. As shown in Chapter 4, the flow time is the single
easiest parameter to increase to make solution feasible, and by reducing it other
parameters such as the chain length must be increased instead by roughly the
factor by which the flow time has been decreased. This can therefore cause the

program runtime to grow massively out of control.

The simulations in Chapters 3 and 4 benefit enormously from the fact there
existed only one critical point, as proven for both cases in the relevant chapters.
The existence of a single critical point guarantees that the full Picard-Lefshetz
thimble cannot be composed of more than one path of steepest descent. Con-
sequently, there cannot be any issue with increasing the flow time as was found
in [104], where due to the fact the thimble was composed of multiple paths the
generalised thimble with a finite flow time could never capture the asymptotic
behaviour of the connection, resulting in a large potential barrier along the thim-
ble. This lead to issues with the MCMC simulation, severely impacting on the
chain length required to accurately probe the thimble. Furthermore, such poten-
tial barriers become harder (rather than easier, as one might intuitively expect)

to probe as the flow increases, meaning that contrary to the results presented in
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Chapter 4 increasing the flow time can worsen convergence time. This is some-
thing to bear in mind if the system to be simulated does not share the properties

of the systems used here.

As discussed in this section increasing the lattice dimensions to 3 + 1D would
require increasing the number of lattice sites by at least two orders of magnitude,
and correspondingly increase the runtime by a factor of 10°. It is important to
reiterate that the work referenced in relation to increasing the dimentionality is
practically only currently possible due to the fact that these are equilibrium sim-
ulations, and therefore it is not required to explore the density matrix parameter
space as it is integrated with the lattice as described in Chapter 1.1, a benefit

that the non-equilibrium technique does not have.

These issues, the factor for 10° for ‘real dimensions’ simulations in particular,
could be seen as hard limits to the technique. However relief for this may yet
be possible. As discussed in Chapter 2, techniques that minimise the computa-
tion of the Jacobian, such as assuming that the matrix evolves slowly compared
to the fields, could enormously improve computational performance especially as
this decreases the dependence on the calculating the Jacobian, its inverse, and
its determinant. This correspondingly decreases the impact that the number of

lattice sites has on the runtime from scaling with N2

o1es to @ linear dependence,

for sufficiently infrequent Jacobian updates. The use of computationally efficient
high precision variables could alleviate the issues with the max flow time, allow-
ing simulations to be run with considerably higher efficiency, and decrease the

impact of lowering the link size.

Other techniques beyond those of optimising the process that could improve the
computational efficiency of this technique include the use of machine learning to
provide the update proposals [158, 159, 160, 161, 162]. A number of papers have
found that it is possible to train a neural network to accurately probe highly
distorted probability distributions, of the type encountered when trying to draw

isotropic proposals on the manifold. Optimisations of this type could significantly
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shorten the chain length required to converge to a result. Radically, other ap-
proaches could even use machine learning to move away from MCMC techniques

completely [163].

Recent advancements in programming on graphical processing units, GPUs (as
opposed to conventional, computational processing units, CPUs) might also yield
results in this regard. Compared to CPUs, GPUs typically have thousands of
lower speed processing cores, allowing for efficient parallelisation. For a brief
comparison, a current generation consumer GPU (NVIDIA 3080Ti) with the
DiRAC DIaL3 supercomputer on which approximately half of the calculations in
this thesis were run, generally using 256 cores, is included in Table 5.1. As this
project is highly paralellisable, either at the scale of an MCMC chain, matrix
operations, or at the scale of the ODE solver, the core speed statistic can be
used to directly convert between core number and runtime. As a result, a single
consumer grade GPU is approximately 20% as useful for these calculations as the

entire DIaL.3 supercomputer.

DIaL3 | NVIDIA 3080Ti
Core Number 25,600 10,240
Core Speed (GHz) | 34 1.67
Memory (GB) 512 12

Table 5.1: Showing a brief comparison of the computational capacity of a super-
computer and a GPU.

GPUs are particularly adept at performing small, linked tasks. Traditionally
this has lead to a large number of linear algebra uses [164, 165, 166, 167, 168].
However, more recently attempts have been made to effectively solve systems of
coupled ODEs on GPUs [169, 170]. Combining this work with these techniques

could open the door to much larger lattices in higher dimentions.

There are caveats to this. Firstly programming on GPUs has more pitfalls than
programming on CPUs as the technology to do this beyond graphical engines is

considerably newer, and consequently code cannot be simply ported between the
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two environments. The reduction in the ratio of memory to the number of cores
presents significant programming obstacles too, but not ones that cannot be over-
come. As discussed above, it is possible to parallelize within each chain, using the
high number of processors to multi-thread matrix operations while keeping the
total number of chains reasonable [171]. Some combination of these approaches
are likely to yield productive developments in simulations using these techniques

in the near future.
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Appendix A

Airy Solution Proof

Here, the fact that (1.38) is a solution to (1.39) is demonstrated. Differentiating

(1.38) twice using Leibniz’s Integral Rule, it can be seen that

y' = _i/oo dyp ¢® exp i ﬁJrzso (A1)
2 J_ 3 ’

where 3" denotes the second derivative with respect to z. This can then be

inserted into (1.39) with the substitution for y given from (1.38) to give

. o) 3
y' — 2y = %/ de i(p? + 2) exp {z (% + zw)] =0, (A.2)

where the factor of ¢ has been introduced by splitting the minus sign. It can now
be noted that the factor before the exponential is the derivative of the exponen-

tial’s argument, allowing for simple integration giving

y”—zy:iexp i gig—l—zgp N =0 (A.3)
2w 3 . ’

which can be evaluated using the Cauchy Principle Value [96] to give 0, as re-

quired.
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Appendix B

Analytic Continuation Evaluation

Comparison

A Gaussian integral with an imaginary exponent,

/ dyp e°/2, (B.1)

o0

cannot be solved by the usual polar co-ordinate transform typically used to solve
this problem. However, it can be solved by analytically extending the integrand
and using Cauchy’s integral formula, as shown. For a complex valued ¢ it can be

stated that
]{dgb e’ = 0, (B.2)

(&
along a closed contour ¢, due to the absence of poles in ¢®’/2. By writing ¢ in
angular representation, the integrand of (B.2) can be separated into its real and

imaginary parts and written
exp(i¢®/2) = exp [ir® cos(26) /2] exp [—r?sin(26)/2] . (B.3)

This means in regions where sin(26) is positive, the integrand is suppressed for
large r, which corresponds to the real positive, imaginary positive quadrant and
real negative, imaginary negative quadrant in the Argand plane. Combining

these two pieces of information, we can write the contour ¢ = ¢; + ¢o + ¢3 + ¢4
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BN sin(20) >0

Figure B.1: Path of the contour ¢ through the complex plane to allow for evalu-
ation of an imaginary valued Gaussian.

as shown in Figure B.1. In the limit where ¢; extends along the entire real axis,
¢y represents the integral shown in (B.1), and conveniently ensures the large r
behaviour discussed above. That suppression ensures that the contribution of the

integral over ¢y, ¢4 — 0. Consequently (B.2) reduces to
/ dg */% + / d¢ /2 = 0. (B.4)
—0o0 c3

There are many valid paths that could make up c3, and equally many to param-
eterise them. However one of the easiest is ¢.,(t) = t(1 + i) and performing this

substitution gives

/ dg e'"/? +/ dt (1+1i)e ™72 =0, (B.5)

—00 o
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where the orientation of the c3 contour is implemented through the signs on the

limits. This gives

/ dg ¢°/? = (1 —i—z’)/ dt e /2 (B.6)

o0 [e.9]

= (1 + i)/, (B.7)

as required to match the result given by the thimble method in (1.52). Note the

change of the limits in (B.6) to account for the factor of —1.
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Appendix C

Additional Jacobian Sampling
Data

The sample of data included in Table 2.1 shows that it is possible to decrease
the frequency with which the Jacobian is calculated to improve computational
efficiency. However, there are practical limits to this. As the manifold is updated,
the topology changes rendering the Jacobian out of date and useless. Continu-
ing with the data presented in Chapter 2, Table C.1 includes more information,
showing that while for a low value of M, the parameter dictating how often the
Jacobian should be recalculated, and 7, it is possible to get accurate results, even
as high as M = 10. Unfortunately, this means limiting the simulations to 7 = 0.1,
which as shown in Chapter 4, is devastating to the error, before considering the

additional error effects of this approximate Jacobian.
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M | Mean time per update (ms) | Error | 7 | Accurate
1 0.30 0.05 | 0 Yes
1 0.7 0.1 |0.1 Yes
1 1.1 0.1 |0.2 Yes
1 2.6 0.3 |05 Yes
1 5.0 0.5 1 Yes
2 0.28 0.05 | 0 Yes
2 0.37 0.06 | 0.1 Yes
2 0.61 0.09 | 0.2 Yes
2 1.4 0.1 0.5 Yes
2 2.6 0.3 1 Yes
3 0.28 0.05 | 0 Yes
3 0.25 0.05 | 0.1 Yes
3 0.38 0.05 | 0.2 Yes
3 0.95 0.08 | 0.5 No
3 1.7 0.2 1 No
D 0.27 0.05 | 0 Yes
3 0.15 0.03 | 0.1 Yes
3 0.23 0.05 ] 0.2 Yes
5 0.55 0.05 | 0.5 No
) 1.1 0.1 1 No
10 0.25 0.05 | 0 Yes
10 0.02 0.01 | 0.1 Yes
10 0.04 0.02 | 0.2 No
10 0.19 0.04 | 0.5 No
10 0.4 0.1 1 No
20 0.23 0.05 | 0 Yes
20 0.04 0.01 | 0.1 No
20 0.07 0.01 | 0.2 No
20 0.14 0.02 | 0.5 No
20 0.26 0.05 1 No

Table C.1: Further effects of skipping Jacobian updates on runtime.
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