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Abstract

In order for next generation solar technologies to continue to improve, de-

tailed chemical and electronic information is essential. Core-level spectro-

scopies, such as X-ray photoelectron spectroscopy, X-ray absorption spec-

troscopy, and resonant photoelectron and Auger spectroscopies are capable

of providing this information. These techniques have been used for decades

across many systems but are limited to ultra-high vacuum pressures, how-

ever more recently measurements at ambient pressures have become pos-

sible. The thesis presented herein applies core-level spectroscopies to two

systems: dye sensitised solar cells and solar water splitting. In the for-

mer, ultra-high vacuum core-level spectroscopies are employed to probe

the chemical and electronic coupling between the dye and substrate. For

the latter, ambient-pressure X-ray photoelectron spectroscopy allows the

oxidation of a potential solar water splitting catalyst to be monitored.

To begin, a relatively simple dye, C343, is investigated on different meso-

porous substrates; TiO2 and SrTiO3. These samples were prepared ex-situ

and, in the case of TiO2, compared to samples prepared by thermally evap-

orating C343 in-situ. By also comparing to a multilayer of dye, a detailed

description of how the dye is bonded to the substrates is presented and

the density of states probed. To assist in the dye’s analysis, a similar dye,

C334, is also investigated.
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Next, core-level spectroscopies are applied to a more complicated dye-TiO2

system involving the well-known dye N3 as the sensitiser. Here, the bond-

ing to the surface is confirmed by X-ray photoelectron spectroscopy. In

addition, resonant Auger electron spectroscopy is used to quantify both

charge delocalisation within the molecule as well as injection into the sub-

strate conduction band. Hard X-rays are used to study excitations from

both the S 1s and Ru 2p3/2 core levels. The effect of the substrate is seen

on the calculated charge transfer dynamics, and a picture of charge transfer

from the thiocyanate ligand discussed.

Two further dye-TiO2 systems are investigated using core-level spectro-

scopies; RuP and RuC. These dyes are qualitatively very similar, differing

only in their anchoring group. Resonant Auger electron spectroscopy is

again employed, alongside resonant photoelectron spectroscopy, to quan-

tify the charge injection and delocalisation times of both dyes. In this

context, the measurements are a probe of how the anchoring group influ-

ences the injection dynamics of dye-sensitised solar cells. It is found that

both dyes are capable of sub-femtosecond charge injection in the Ru 2p3/2

excited regime, however that RuP is favoured for its slower relaxation.

Finally, ambient pressure X-ray photoelectron spectroscopy is used to study

the oxidation chemistry of a prospective solar water splitting catalyst:

TiSi2. Both powder and thin-film samples are investigated, where the latter

were employed in order to remove the natural oxidation caused by air. To

do so, different passivation layers were investigated to preserve the TiSi2

layer. From the measurements, it is suggested that the reported catalytic

activity of TiSi2 is related to the growth of a sub-stoichiometric silicon

oxide, and the minimisation of SiO2 at the TiSi2 surface.
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Chapter 1

Photovoltaics for Energy

Production

1.1 Solar Energy Conversion

Solar technology is widely expected to feature prominently in any future

energy mix that shuns carbon-rich fuels. In 2021, solar photovoltaics (PV)

accounted for 60% of the global increase of renewables and remains the

cheapest way to expand electricity capacity [1]. It is largely for this reason

that direct conversion of solar energy into usable power continues to at-

tract significant research activity. Despite this, at present, the capacity of

solar photovoltaics (PV) lags behind that required to achieve net zero [2].

As such, further cost reductions in solar PV could make integration with

more costly energy storage technologies more economical, and thus increase

market penetration [3]. This is essential to continue fostering widespread

adoption of solar PV and, as a result, third generation solar cells continue

to attract significant attention.
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1.2. DYE-SENSITISED SOLAR CELLS

As alluded to above, one of the biggest factors holding back solar PV (and

indeed most renewable technologies) is the lack of a suitable energy storage

solution. One solution could be to integrate battery storage into PV infras-

tructure [4]. Alternatively, the energy could be converted to a fuel instead;

the simplest of which is hydrogen. Termed photoelectrochemical (herein re-

ferred to as solar) water splitting, the solar energy absorbed would be used

to drive electrolysis of water molecules at a photoactive material’s surface.

Related to this process is direct photocatalysis, which shares much of the

underlying physics of solar water splitting. The hydrogen produced would

then be collected and stored for future use. This has one clear advantage

over fossil fuels; hydrogen burns clean. Furthermore, hydrogen is a crucial

feedstock for a number of industries; for example as a reducing agent in

steel manufacturing or for ammonia production. At present, hydrogen is

produced overwhelmingly from steam methane reforming, emitting CO2

[5].

1.2 Dye-sensitised Solar Cells

Over the decades, dye sensitised solar cells (DSSCs) have been extensively

researched as a low-cost alternative to traditional silicon photovoltaics,

with the potential to reduce the impact of energy generation on the cli-

mate [6, 7, 8]. Unlike more traditional solar cell technologies, DSSCs are

highly versatile. They have shown high power conversion efficiencies under

both AM 1.5G (a standard solar spectrum) and ambient light conditions

[9], show promise for large scale manufacturing [10], can be made flexi-

ble [11], and come in a range of colours [12]. Despite practical efficiencies

approaching their theoretical maximum [13, 14, 15], they are lower com-

pared to both existing solar cells and those offered by their third generation
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1.2. DYE-SENSITISED SOLAR CELLS

Figure 1.1: Operating principal of a DSSC. Light is absorbed by the dye, ex-
citing an electron from the highest occupied molecular orbital to the lowest
unoccupied molecular orbital. From there, it transfers to the conduction band
of the semiconducting substrate, and conducts through a glass back contact to
the counter electrode. The circuit is completed by a redox couple, which regen-
erates the dye (fills the valence hole) and is itself regenerated by the counter
electrode.

counterparts [16]. Aside from low efficiencies, many dyes rely on expensive

noble metals [17] or suffer from stability issues [18, 19]. Critically, however,

the energy payback time for DSSC devices is approximately 1 year, much

shorter than the 3 years for silicon solar cells [20]. Therefore, despite their

drawbacks, DSSCs continue to represent an attractive candidate for niche

solar applications.

1.2.1 Mechanism

DSSCs operate by decoupling charge carrier generation and transportation,

wherein the former is facilitated by a photoactive dye and the latter through

a semiconductor substrate [21, 22]. This sidesteps the trade off between

these properties often found in solar cell materials. A simplified operating

scheme is shown in figure 1.1. Here, light is absorbed by a dye chemisorbed
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1.2. DYE-SENSITISED SOLAR CELLS

to a mesoporous TiO2 layer, generating electron-hole pairs. The frequency

of light absorbed is governed by the energy separation between the dye’s

occupied and unoccupied levels, the smallest of which is the gap between

the highest occupied (HOMO) and lowest unoccupied (LUMO) molecu-

lar orbitals. With the dye in an excited state, the electron tunnels from

the dye into the TiO2 layer, passes to the conducting glass back contact,

through an external load, before finishing at the counter electron. In the

meantime, the oxidised dye is regenerated by electron transfer from the

electrolyte redox couple. Finally, the original photo-excited electron at the

counter electrode reduces the redox couple, completing the circuit. The

extractable photovoltage provided by the cell is then given by the differ-

ence between the Fermi level of TiO2 and the redox potential of the couple

used. The photovoltage is sometimes described by referencing the conduc-

tion band minimum (CBM) instead [23]. While this is where the electron

is passed, there is an inherent loss of energy as it makes its way around the

circuit equal to the difference between the conduction band edge and Fermi

level. As such, this means that the extractable photovoltage is always less

than the dye’s ‘bandgap’, no matter how well matched the LUMO, CBM,

HOMO, and redox potential are. Energy can also be lost via other mech-

anisms on top of this [13]. Typically, the back contact onto which TiO2 is

printed is conducting glass (e.g. fluorine-doped tin oxide, FTO) and the

electrolyte used the iodide/triiodide redox couple [24].

The picture presented in figure 1.1 has changed little since the first demon-

stration of viable power generation from a DSSC [21]. As such, research

has largely focused on addressing the issues around DSSC efficiency and

stability. The first of these areas is linked to the suppression of several loss

mechanisms within the cell. For example, back-transfer of the excited elec-

tron from the TiO2 conduction band to the oxidised dye or oxidised redox
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1.2. DYE-SENSITISED SOLAR CELLS

couple may occur if regeneration (i.e. filling the electron holes) is slow.

The iodide/triiodide redox couple excels at regenerating the oxidised dye,

however its energetics relative to the TiO2 conduction band lead to a di-

minished photovoltage [23, 25]. The example of the iodide/triiodide redox

couple illustrates well the difficulty in optimising DSSC energetics. Often,

the photovoltage and photocurrent cannot be altered in isolation, which

can be visualised using figure 1.1. If the redox level were brought closer in

energy to the HOMO, the photovoltage is increased. However, simultane-

ously the impetus for an electron from the redox couple to regenerate the

dye is reduced. Similar considerations apply to the LUMO and CBM. It

has been shown that an accumulation of charge in the TiO2 layer increases

the occupation of its trap states, increasing the rate of recombination with

the oxidised dye in turn [26]. As such, increasing the energy separation

between the CBM and LUMO may yield increasingly rapid injection, but

often comes at the cost of increased recombination [27]. Considerations on

what constitutes ‘fast enough’ for electron injection are discussed further

in chapter 5. The difficulties in maximising both photovoltage and pho-

tocurrent are in addition to other loses familiar to other solar technologies,

such as a sufficiently long excited state.

The aforementioned issues surrounding DSSC efficiency are important;

however, the most prominent limitation on their practical application is

their stability. Firstly, they are prone to the electrolyte leaking, prompt-

ing research into quasi-solid, gel, electrolytes [28, 29]. Secondly, the dyes

themselves can degrade, usually via photodegradation by UV or by des-

orbing from the TiO2 [30]. Combined with issues relating to the price of

conducting glass [20], it is for these reasons that the roll-out of DSSCs is

limited to niche applications, at present.
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1.2. DYE-SENSITISED SOLAR CELLS

Figure 1.2: Schematic of both N3 and N719 dyes, including the tributylammo-
nium (TBA) counter ion present in N719. Both dyes are similar in structure,
save where TBA deprotonates two of N719’s carboxylic acid groups.

1.2.2 Noble-metal DSSCs

Historically, DSSCs employing ruthenium dyes have been the go-to choice

for fabricating cells with good performance. The first DSSC used one

such dye; a trimer formed through the CN ligands of three ruthenium

complexes [21, 31]. The efficiency of this type of cell was found to be

around 7% under simulated sunlight, rising to 12% under diffuse day-

light [21]. At the time, this represented a significant improvement in

the field, but still far from the efficiencies on offer from conventional PV

technologies. Following on from this work, the same group presented

a dye similar in structure to the central unit of the trimer system as

a sensitiser in its own right, cis-bis(isothiocyanato)bis(2,2-bipyridyl-4,4-

dicarboxylato)-ruthenium(II), which has become commonly known as ‘N3’

[32]. Here, the two CN ligands were substituted for thiocyanate, resulting

in a new efficiency benchmark at 10%, whilst taking advantage of the sta-

bility, efficient injection, and light absorption characteristics of this class

of dyes [32]. Further work into ruthenium DSSCs eventaully led to N3

being supplanted by its derivative, N719. This dye is essentially N3, but

deprotonated by tetrabutylammonium, where it was found that the triple
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1.2. DYE-SENSITISED SOLAR CELLS

deprotonated form of the dye gave the highest efficiency (11.2 %) [33]. This

improvement in efficiency was attributed to an increase in the photovolt-

age caused by the Fermi level shifting more negatively compared to more

protonated forms of N719 [33].

While the above describes the main step-changes in improving the efficiency

of ruthenium DSSCs, considerable research has focussed on addressing their

other issues. One example is replacing the thiocyanate ligands present in

N3 and N719 that, while stable relative to the first dyes tested for DSSC

applications, can bind to the central Ru ion through either the nitrogen or

sulphur atoms and are easily substituted by undesirable species [34]. To

combat this, new dyes have been synthesised without thiocyanate ligands,

which have greater molar extinction coefficients compared to N719 [35].

Another example is seen in the addition of highly conjugated groups to

ruthenium dye complexes, which have also been reported to increase the

molar extinction coefficient and efficiency relative to N719 [36].

1.2.3 Organic DSSCs

Although they have traditionally held the highest efficiencies, there is an

inherent issue with DSSCs based on ruthenium dyes; ruthenium is an ex-

pensive, noble, metal. As such, much research has been devoted to devel-

opment metal-free, purely organic, dyes. In general, efficiencies have been

lower compared to their ruthenium counterparts, but they are cheaper and

have high extinction coefficients [37]. However, in recent years organic dyes

have surpassed the efficiency records set by ruthenium dyes under labora-

tory conditions. One example of this is seen from the dye known as R6,

which reached an efficiency of 12.6 % [12]. This dye possess a relatively long

excited state lifetime relative to injection and good photostability, whilst
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1.3. SOLAR WATER SPLITTING

also expanding the range of DSSC colours to include blue hues [12].

The current record holder of DSSC efficiency is held by the organic dye

LEG4, co-sensitised with an alkoxysilyl-anchor dye named ADEKA-1 [15],

yielding an efficiency of 14.3 %. The success of this work is attributed to

two factors: the use of a cobalt-based electrolyte and cosensitising the TiO2.

The former improved the photovoltage of the cell, caused by the redox level

of the cobalt electrolyte being lower relative to the traditional iodide/trio-

dide couple, however the decrease in photocurrent had to be compensated

for elsewhere in the cell [15, 38]. This again illustrates the difficulty in opti-

mising parameters separately, discussed above. Co-sensitisation of the TiO2

with two dyes resulted in an improvement in the absorption of the solar

spectrum, in addition to taking advantage of a synergistic charge transfer

mechanism; where ADEKA-1 passed its excited electron to LEG4, which

in turn passes it more efficiently to the TiO2 [15]. The above work is a

good example of how co-sensitisation can improve the efficiency of DSSCs,

and has been employed more recently to combine ruthenium and organic

dyes, enhancing the efficiency of the subsequent cell above that achievable

using either one individually [39]. Despite holding the record for efficiency,

organic dyes have their drawbacks. These include issues around aggrega-

tion of the dyes, a narrower spectral absorption, and shorter excited state

lifetimes [40].

1.3 Solar Water Splitting

While DSSCs offer a route towards decarbonising electrical power gener-

ation in niche applications, solar water splitting has the potential to de-

carbonise broad sections of the global economy. However, efficiencies are
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1.3. SOLAR WATER SPLITTING

generally low, especially compared to running an electrolyser using solar

PV, which has been shown to deliver a solar-to-hydrogen (STH) efficiency of

30 % [41]. This being said, there are advantages from solar water splitting

compared to direct coupling of an electrolyser to PV. Most importantly,

hydrogen from solar water splitting has the potential to be cheaper than

from solar powered electrolysis [42]. If possible, this will largely be due

to the fact that solar water splitting requires no components to integrate

light absorption and hydrogen generation, as they occur at the same place

(depending on the strategy used). Common to all designs, however, is the

expectation that fewer packaging or interconnections will be needed [43].

At present, solar water splitting is much less technologically mature com-

pared to DSSCs; despite being researched for a comparable amount of time

[44], there remains no universally agreed upon strategy. In addition, DSSCs

have more or less met the efficiency threshold for practical applications; as

discussed above it is other factors that limit their adoption. This is not

the case for solar water splitting cells, which have not reached an efficiency

high enough to be considered economically feasible; 10 % is the threshold

broadly recognised [45]. As such, much work remains to boost the efficiency

of the process before it can be considered viable.

1.3.1 Mechanism

The chemistry involved in both DSSC and solar water splitting technologies

is similar (see section 1.2.1), save that hydrogen is produced in the latter

rather than electricity. This occurs through the following half reactions:

2H2O + 4h+ → O2 + 4H+ (1.1a)

9



1.3. SOLAR WATER SPLITTING

Figure 1.3: Illustrative example of solar water splitting using a semiconducting
photoanode. An electron-hole pair is generated by the light, and the electron
and hole driven in different directions by band bending at the surface. In this
example, holes oxidise water molecules into oxygen and an external potential is
needed to evolve hydrogen. The change in population of the electrons and holes
from equilibrium gives the photovoltage, V. Adapted from reference [46].

4H+ + 4e− → 2H2 (1.1b)

2H2O → O2 + 2H2 (1.1c)

where 1.23 eV of energy is required at minimum to split water by equa-

tion 1.1c. These half reactions are termed the oxygen (1.1a) and hydrogen

(1.1b) evolution reactions respectively. The energy associated with the

overall reaction corresponds to a wavelength of about 1000 nm, meaning

visible light carries more than enough energy for the reaction. However,

as with traditional electrolysis, there are energy losses and kinetics to con-

sider. For example, energy is inherently lost moving the electron from the

photoanode to the counterelectrode, from the holes moving to the water

molecules, and ohmic losses are present. Kinetically, extra energy is needed

to provide the impetus for charge transfer. Usually, a band gap around 2
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1.3. SOLAR WATER SPLITTING

eV is often regarded as the compromise between a high enough photovolt-

age and sufficient photocurrent in the absence of an external bias [47]. This

latter point is important; clearly if the band gap is greater, more energetic

light is absorbed, and the matching to the solar spectrum poor.

There are several strategies worth mentioning that photoelectrochemically

evolve hydrogen from water. Firstly, illustrated in figure 1.3, the semicon-

ductor catalyst can be connected to a metal counter electrode. Here, a

photon is absorbed by the semiconductor creating an electron-hole pair,

which gets separated by band bending induced by contact with the elec-

trolyte. The holes migrate to the semiconductor-electrolyte interface and

oxidise water molecules, whereas the electrons move to a counter electrode.

What happens next depends on the alignment between the bands of the

semiconductor and both redox potentials of OER and HER. If both poten-

tials fall within the band gap, the electrons and holes have sufficient energy

for HER and OER respectively. As a result, both gases are evolved. As

mentioned above, this would require a wide gap semiconductor, leading to

poor solar-to-hydrogen (STH) efficiencies. Conversely, only one redox po-

tential may fall within the band gap, in which case only that gas is evolved;

typically oxygen from n-type and hydrogen from p-type photoanodes. In

this case, a bias is required to evolve the companion gas and complete the

circuit.

Unlike DSSCs, the photovoltage for solar water splitting from semiconduct-

ing photoanodes is given by the difference between the quasi-Fermi levels

for electrons and holes respectively. These describe the Fermi level under

non-equilibrium conditions, such as under illumination, and are worth ex-

plaining. Consider an n-type semiconductor, which by definition has far

more conducting electrons than holes. Under illumination, the percentage

increase of holes is far greater than that of the electrons, and the semi-
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1.3. SOLAR WATER SPLITTING

conductor is no longer in equilibrium. As a result, the Fermi level is no

longer well defined, and the Fermi-Dirac distribution no longer applies in

its traditional form. To understand how the charge carriers are distributed,

the concept of ‘quasi’ thermal equilibrium is introduced. This states that,

provided the perturbation is not too strong or fast and that the carriers

relax within their respective bands faster than they recombine, the carriers

will distribute themselves as though at equilibrium in their band. As a

result, individual Fermi-levels and effective temperatures can be defined.

To see how the splitting between the quasi-Fermi levels is equivalent to

the photovoltage, how energy is extracted from a solar cell needs to be

considered. To measure the photovoltage, an electrical connection to the

semiconductor must be made. This aligns the Fermi-level of the metal and

semiconductor and the charge carriers lose some energy by migrating from

their band to the metal Fermi level. This was briefly mentioned above and

explains why the photovoltage is inherently less than the band gap energy.

Figure 1.3 describes only the simplest water splitting architecture and is

similar to the first practical setup, which used a TiO2 photoanode and

platinum counter electrode without an external bias [44]. This showed

that TiO2 was able to split water from the energy of its bandgap alone,

however, like most metal oxides its band gap is too wide to absorb much

below UV light. This is in addition to problems common to most solar water

splitting cell designs, such as poor charge transport and the prevalence of

recombination centres [48, 49].

1.3.2 Strategies to Improve Efficiency

There are several strategies that have been employed to improve upon the

limitations mentioned above. Much research has been conducted on het-
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1.3. SOLAR WATER SPLITTING

erojunction photoanodes. These use p-n junction photoanodes to separate

the charge carriers, thereby reducing recombination, however can lead to a

lesser oxidative or reductive power overall due to energy losses as the car-

riers move through the junction [50]. Similarly, examples exist of hetero-

junction photoanodes internally biased by a photovoltaic material, which

are capable of unassisted water splitting [51, 52]. Finally, semiconducting

photocathodes have been used for HER in conjunction with photoanodes

that deal with OER [53]. Detailed diagrams of these three approaches to

solar water splitting can be found in reference [46], and while each rep-

resents a significant improvement over the original design discussed above

[44], efficiencies remain far below that needed for their adoption.

One of the most appealing qualities of using TiO2 (and other metal ox-

ides) is that it exhibits exceptional stability under solar water splitting

conditions. It is often for this reason TiO2 is used to passivate less stable

electrodes, where it doesn’t play a leading role in the evolution of either

gas [53, 54, 55]. As discussed above, it is let down by its wide band gap,

and thus research has worked to address this. One strategy to reduce the

band gap has been to dope the TiO2 with non-noble metals. This has been

shown experimentally to reduce the band gap for iron doped TiO2 [56].

Theoretically, it has been suggested that iron and nickel doping improves

light absorption, reduces recombination, and increases the reductive power

of the electrons generated [57]. This was attributed to the introduction

of states within the TiO2 band gap and changes in electronegativity [57].

It is also worth noting a strategy somewhat similar to doping, where a

metal oxide is decorated with noble-metal nanoparticles. Here, the perfor-

mance of the photoanode is enhanced by surface-plasmon resonance of the

nanoparticles, with gold typically used [58].

Finally, nanostructing has been a common method of enhancing the per-
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formance of photoanodes. Doing so offers benefits such as reducing the

distance the carriers have to diffuse, enhancing surface area, and scattering

light to increase absorption in the horizontal plane [59]. Nanostructuring

can also reveal new information about materials themselves. An interesting

example of this relates to TiO2, where a surface was found that showed a

band gap of ∼ 2 eV [60]. It was suggested this is caused by surface states

within the band gap that arise from the largely Ti terminated surface [60].

In addition, a particularly reactive step-edge, which introduces a similar

mid-gap state, was identified [60]. Both discoveries allow TiO2, one of the

most intensively researched catalysts, to be viewed in new light.

1.4 Suitability of Core-level Spectroscopies

Common to both DSSCs and solar water splitting catalysts is the impor-

tance of charge transfer dynamics and knowledge of the chemical state of

the systems. For DSSCs, how fast the excited electron is passed to the

TiO2 support has a large effect on the efficiency of the overall system, and

knowing how a dye will bond to the surface is key. For solar water splitting

catalysts, chemical information is arguably more important, particularly

how the surface reacts with water. Core-level spectroscopies have been

applied to both areas previously.

For solar water splitting, X-ray photoelectron spectroscopy (XPS) has been

used to great effect. In its simplest application, XPS has been used to study

catalysts at ultra-high vacuum (UHV), either post mortem or before they

are used. This can confirm the makeup of the catalyst or gain electronic

information, for example [53, 61]. More recently, ambient pressure XPS

(AP-XPS) has provided the ability to characterise the sample operando
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conditions; where the catalyst can be measured as it reacts. AP-XPS has

been used to study photoanode/electrolyte interfaces under illumination

[62] and the nature of the sites that water absorbs to on photoanodes [63,

64, 65]. None of the photoanodes investiaged in the references highlighted

in the previous line are particularly complex (e.g. BiVO4, TiO2), which

demonstrates how AP-XPS can provide information previously unaccessible

at UHV pressures, even in the case of well known catalysts.

For DSSCs, aside from the utility of chemical information they provide,

core-level spectroscopies are able to quantify charge transfer times. Within

the DSSC field, this is most commonly investigated by transient absorption

spectroscopy (TAS). In TAS, molecules are promoted to an excited state

through a ‘pump’ laser pulse and measured by a ‘probe’ laser pulse after

some time; the difference between the excited and ground state absorption

spectra is then taken [66]. TAS has been used to provide information on

the recombination and regeneration times, in addition to charge injection

times [67, 68, 69]. However, while powerful, the time resolution of transient

resolution measurements is ultimately limited by the frequency of the lasers

used. Alternatively, core-level spectroscopies (specifically X-ray absorption

and X-ray resonant spectroscopies) are capable of quantifying the charge

transfer dynamics of a system with femtosecond precision via the ‘core-hole

clock’ method. In some cases, sub-femtosecond precision can be achieved

depending on the core-level under investigation [70]. Multiple examples

exist of core-level spectroscopies quantifying the charge transfer time for

dye molecules in this way, with femtosecond, or below, precision [71, 72,

73, 74]. Aside from the increased precision, these spectroscopies allow dye

molecules to be probed with elemental specificity by virtue of the localised

nature of the core energy levels. As such, charge transfer can be probed

from different parts of the dye, which is not available using TAS.
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1.5 Aims & Structure of the Thesis

This work aims to apply core-level spectroscopies to deepen understanding

of charge transfer in DSSC systems and the chemical changes that occur at

the surface of a relatively unexplored solar water splitting catalyst. For the

former, the techniques that facilitate this understanding are demonstrated

in chapter 3 on a simple organic dye, which are then used to quantify the

charge injection and delocalisation times in chapter 4 for a more compli-

cated ruthenium complex. The work on DSSC molecules culminates in

chapter 5, where the core-hole clock method is used to access how the an-

choring moieties of dyes can influence injection into TiO2. The final results

chapter of the thesis, chapter 6, aims to demonstrate the ability of ambient

pressure X-ray spectroscopy to characterise the processes that occur during

heterogeneous catalysis. The material studied, TiSi2, is a highly reactive

surface that exhibits unusual oxidation chemistry and is thus a prime candi-

date for this kind of study. Lastly, the conclusions of the thesis of summed

up overall in chapter 7. What follows summarises the background physics

of the techniques utilised and relevant processes conducted to meet these

aims.
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2.1. X-RAY PHOTOELECTRON SPECTROSCOPY

Figure 2.1: Sketch of the working principle of XPS. The energy given to the
electron from the photon is split into three parts: bringing the electron to the
Fermi level, EF , overcoming the work function of the sample, with the rest going
into the kinetic energy of the electron. Also shown is how the photoelectron is
measured by the analyser. Here, subscript ‘s’ denotes the sample and ‘a’ the
analyser.

2.1 X-ray Photoelectron Spectroscopy

2.1.1 Technique

X-ray photoelectron spectroscopy (XPS) is a technique that enables the

chemical environment of a sample to be investigated in great detail. It

relies on the photoelectric effect, where an incoming photon has sufficient

energy to ionise the material under investigation. By measuring the kinetic

energy, the binding energy of the photoelectron before ionisation can be

determined by energy conservation

hν = EB + Eks + ϕs (2.1a)

EB = hν − Eks − ϕs (2.1b)
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Figure 2.2: Energy level diagrams of XPS and the relaxation processes that
occur post ionisation: Auger decay (non-radiative) and fluorescence (radiative).

where hν is the photon energy, EB the binding energy, Eks the kinetic

energy, and ϕs the work function of the sample. This is illustrated in

figure 2.1. However, the photoelectron’s kinetic energy must be measured

somehow, and the analyser will have its own work function, ϕa, which is

also shown in figure 2.1. Depending on the relative magnitude of ϕs to

ϕa, the electrons either speed up or slow down as they are detected by the

analyser (the former is shown in figure 2.1). Thus, upon measurement,

equation 2.1 becomes

EB = hν − Eka − ϕs + (ϕs − ϕa) (2.2a)

EB = hν − Eka − ϕa (2.2b)

From the diagram, equation 2.2 makes sense, as its terms equal the photon

energy arrow on the left of figure 2.1. Importantly, the sample work func-

tion is not required to measure the photoelectrons’ kinetic energy; only the

analyser’s. As such, ϕa can be considered as a correction and is a known
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quantity, allowing the calculation of EB. As binding energy is sensitive

to the chemical environment of the electron in the initial state, XPS is a

direct probe of chemical information as well as electronic information.

Once the sample has been photoionised, it is left in an excited state. This

is unstable and after some time will decay. For the core-excited state, this

can proceed in one of two ways, which are shown in figure 2.2. Both Auger

decay and fluorescence begin the same way: the core-hole is filled by an

electron relaxing from a higher energy level. However, for Auger decay,

this is accompanied by the autoionisation of another electron, whereas in

fluorescence a photon is emitted. As XPS is a photon-in, electron-out

spectroscopy, it is not sensitive to fluorescence. However, Auger electrons

can be detected and often appear in spectra. The key difference between

Auger and photoelectron peaks in the recorded spectrum is in how they

respond to increasing the photon energy. As the photon energy increases,

the kinetic energy of the photoelectron increases in kind, and EB remains

constant by equation 2.2. However, the converse is true for Auger electrons,

where an increase in photon energy does not increase its kinetic energy.

This is because the kinetic energy of the Auger is determined from energy

difference between the core-excited and ground states, not the photon, and

as a result, Auger peaks shift on the binding energy scale.

Typically, XPS employs hemispherical analysers to measure the kinetic en-

ergy of the photoelectrons. The working principal of this type of electron

analyser is shown in figure 2.3. The sample is irradiated, producing pho-

toelectrons from various energy levels, with their kinetic energy governed

by equation 2.2. These then pass into the hemispherical analyser, having

been focused and slowed by two electrostatic lens systems. The former

lens is important as it allows electrons that enter the analyser to reach the

entrance slit of the hemisphere, and the latter because often the kinetic
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Figure 2.3: Sketch of a hemispherical analyser used to determine the kinetic
energy of the photoelectrons. The photoelectrons are focused and slowed by an
electrostatic lens system before entering the hemisphere. Adapted from [75].

energy of the photoelectrons is much too high for sufficient resolution [75].

Upon entering the hemisphere, the electrons only reach the detector if they

follow the path defined by

E = ke∆V (2.3)

where E is the energy corresponding to the dashed path shown in figure

2.3, e the elementary charge, ∆V the potential difference between the hemi-

spheres, and k the spectrometer constant defined by the inner and outer

radius of the hemisphere [75]. Electrons that enter the analyser with too

much, or too little, energy will thus not be measured.

There are different modes that hemispherical analysers can used to record a

spectrum, however the only one pertinent to this thesis is constant analyser

energy (CAE). This operates by selecting a ‘pass energy’ that defines the

path the photoelectrons must follow to reach the detector. The electrons

are accelerated or decelerated to this energy by the lens system, the voltage

of which varies to select which kinetic energies are being measured, allowing
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the hemispherical analyser to measure the intensity of the photoelectrons as

a function of kinetic energy. The choice of pass energy largely depends on

the situation, as there exists a trade-off between intensity and resolution.

High pass energies give higher intensities compared to lower values, but

worse resolution, and vice-versa. This is caused by the energy dispersion

of the photoelectrons as they travel around the hemisphere; at high pass

energies, small differences in kinetic energy are bent to similar regions on

the detector, reducing the resolution but increasing the intensity.

Other than the pass energy, the entrance slit of the analyser also plays a

role in setting the resolution. The larger this is, the more electrons enter

the hemisphere and can reach the detector, however again resolution is lost.

The overall energy resolution of XPS is governed by

∆E = EP

(
W

2R
+

α2

2

)
(2.4)

where ∆E is the resolution, EP the pass energy, W the entrance slit width,

R the radius of the path defined by EP , and α the angle at which the

photoelectrons enter the hemisphere [75].

2.1.2 Processing

Like many spectroscopies, XPS spectra can not be taken straight at face

value, to do so leads to misinterpretation of the data. As such, there are

several considerations to make before conclusions can be drawn. Firstly, as

the sample is losing electrons constantly while irradiated, it can develop a

net positive charge. As a result, the outgoing photoelectrons lose kinetic

energy as they are attracted to the sample, shifting their binding energy
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Figure 2.4: Wide scan of WO3, illustrating how the background of a spectrum
changes with kinetic energy. The background decreases in a step-like fashion
after each peak as more photoelectrons are excluded.

higher. Clearly, the magnitude of the shift depends on how conductive the

sample is and how effectively it is grounded. Consequently, the spectra

need to be calibrated to allow comparison between experiments. This can

be achieved by shifting a specific core-level environment to a known binding

energy value, then applying the shift to the rest of the data. Often, the C-C

environment is chosen and aligned to 284.8 eV, however the work presented

herein uses the O 1s of TiO2. Alternatively, for metallic samples the Fermi

edge can be measured, which should appear at 0 eV binding energy.

Once suitably calibrated spectra are obtained, the background of the spec-

tra needs to be dealt with to allow fitting. The background of XPS spectra

is caused by inelastically scattered electrons and decreases as the analyser

detects higher kinetic energies. As the voltage of the lens system approaches

the value necessary to detect a particular peak, it is also detecting the elec-

trons from this peak that have lost energy. Once the voltages are such that

the photoelectrons of this peak no longer have sufficient energy to make

it around the hemisphere, the background decreases accordingly. This can

be seen by how the background changes during a wide, survey, scan (figure
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2.4).

Several background removal procedures are used in this thesis: linear,

Shirley, and Tougaard. The first of these is the simplest, as it only draws

a straight line between two points. Shirley and Tougaard backgrounds are

more complex, however. The former assumes that intensity of the scat-

tered electrons that form the background is proportional to the area of

the peak at higher kinetic energy [76], and the latter describes the spec-

trum in terms of the measured electron flux, inelastic mean free path of

the electrons, and scattering cross-section [77, 78]. Generally, Shirley and

linear backgrounds are used for XPS, and a combination of linear, Shirley,

and ‘psuedo-Tougaard’ backgrounds for RAES. RAES (discussed below)

is broadly measured in the same way as XPS and as such the processing

described here applies to it also. The mixing of different backgrounds is

described elsewhere [79], however it is worth briefly mentioning the rational

for doing so here. A psuedo-Tougaard component was incorporated into

the background as it appeared to give the best fit for the RAES of one the

dyes studied, which is likely due to the width of the kinetic energy window

and the recorded Auger lying on the background of another feature.

With the background dealt with, the next step is to begin fitting peaks to

the spectra. For XPS, there are several lineshapes that can be employed

that adaquetly describe the spectral profile of the photoelectrons. Most

relevant to these thesis is the Voigt function; specficially pseudo-Voigts.

A Voigt function represents a convolution of a Gaussian with Lorentzian,

where the former represents processes that broaden linewidth via random

processes (e.g. by the spectrometer, slightly different sample environments,

temperature), and the latter due to the Heisenberg’s uncertainty principle.

As Voigts can be computationally expensive to incorporate, often they are

approximated as ‘psuedo-Voigts.’ Instead of a full convoluton, pseudo-
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Figure 2.5: Sketches of XPS measurements taken at normal (left) and grazing
(right) emission. In the former, electrons are measured from deeper within the
sample compared to the latter.

Voigts are instead constructed by a weighted, linear, combination of Gaus-

sian and Lorentzian peaks. As such, a parameter is defined that governs the

Gaussian to Lorentzian contribution to the lineshape, referred to herein as

the Gaussian-to-Lorentzian (GL) ratio. In general, metals have higher GL

ratios (i.e. more Lorentzian lineshape) than molecules or compounds [80],

thus the exact value is usually determined during the fitting procedure. An

important point to note is that, as in the case of this data, the ratio should

not change within the same core-level spectrum without justification.

2.1.3 Interpretation

Depth-Profiling

Part of the appeal of XPS is that small extensions to the technique or anal-

ysis itself can yield additional information about a sample. One example

of this is to increase the surface sensitivity of the spectra by increasing the

angle between the analyser and surface normal of the sample (figure 2.5).

When these are not parallel (so-called normal emission), the surface sensi-

tivity of the measurement is increased because the photoelectrons that are
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detected have travelled through more of the material. As the inelastic mean

free path (IMFP) is the same whatever the angle, this must mean that the

signal measured has to have originated from nearer the surface. In short,

the photoelectrons that have been ionised from deeper within the sample

are rotated to lie outside the acceptance angle of the analyser. For samples

that consist of layers (e.g. oxidised material), the ratio of surface to bulk

signal changes with angle, and thus can be used to non-destructively depth

profile.

In a similar vein, XPS can be used to calculate the thickness of the layers

that make up a sample. As long as the layer is thin such that the buried

layer is visible through the top layer, as is the case in figure 2.5, then this

can be done by virtue of the photoelectron’s IMFP and the Beer-Lambert

law. This is given by

I

I0
= exp

(
−d

λ

)
(2.5)

where I is the intensity of the core-level under investigation through the

layer, I0 the intensity without the top layer, d the thickness of the top layer,

and λ the IMFP. Thus, by measuring a signal originating from the buried

layer, then measuring again once that layer is exposed (e.g. by sputtering),

can yield the thickness of the top layer provided that the IMFP is known.

Features of XPS

There are a number of features that are routinely encountered during XPS.

Most obviously is that for some core-levels, multiple peaks can appear to

represent the same chemical environment. This arises as a result of spin-

orbit coupling. This happens to all core-levels where the orbital angular
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momentum quantum number is not equal to one and is caused by an inter-

action between the electron’s spin and orbital motion. There are two cases:

where the spin and angular momentum align, and when they do not. This

is represented by the total angular moment quantum number, j,

j = l + s (2.6)

where s is the spin quantum number and l is the orbital angular momentum

quantum number. As the electron can either be spin-up or spin-down, j

can take two values; one representing the aligned case and the other the

anti-aligned. As there is an energy associated with both cases, the energy

level splits, and the photoelectrons produce two peaks of different energy.

The ratio and splitting of these levels are well defined; with the former

being determined by the electron degeneracy (g = 2j + 1) and the latter

from Hund’s third rule.

Spin-orbit coupling, where relevant, is expected to appear in most XPS

spectra. However, other features are rarer, many of which fall under the

umbrella term of ‘satellites.’ Shake-up satellites are one type that appear

in the spectra shown in later chapters. In this case, as the photoelectrons

leave the sample, they excite higher energy electrons to unoccupied states.

As examples, this could be electrons in the valence band being excited

to the conduction band, or electrons in the highest occupied molecular

orbitals being excited to the lowest unoccupied molecular orbitals. As a

result, anomalous peaks that do not correspond to any chemical environ-

ment can arise at lower kinetic energy than the main structure. Plasmon

excitations are another type of satellite that commonly occur in the spec-

tra of metals. In this case, energy is lost in a similar manner as during

shake-up excitations, however instead plasmons in the conducting electron
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distribution are excited. The end result is also similar; new peaks appear

at lower kinetic energy. Sometimes these features can be ignored during

fitting, particularly if they lie outside the region of interest, but can be

important when subtracting an appropriate background. Further, for some

transition metals peak fitting is generally ill advised due to the complexity

of the spectra, and the satellite structure is instead used to differentiate

between chemical environments.

2.1.4 Ambient Pressure X-ray Photoelectron Spec-

troscopy

Since its inception, XPS has been a vacuum technique; the inelastic mean

free path of the electrons is far too short to make it to the detector if

ultra high vacuum conditions are not met. Despite this, the utility of

XPS is such that it has become a staple technique in the physical sciences,

particularly in heterogeneous catalysis. This being said, the strict pressure

requirement means that only post mortem studies of catalysts are possible,

if information on how the surface changes under reaction is sought. As a

consequence, XPS has broadly not been the go-to technique for determining

the mechanisms that occur during catalysis. This was disappointing, as

clearly XPS would be powerful in this regard due to its surface sensitivity

and chemical specificity.

Largely due to this potential, there has been a push to enable the use

of XPS at pressures relevant to catalysis in recent years. This has become

known as ‘bridging the pressure gap’ within the surface science community,

and has been done for several analytical techniques. For XPS, the result

is ambient pressure X-ray photoelectron spectroscopy, AP-XPS. There are

other names in circulation, but all represent the same thing; for example,
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Figure 2.6: Schematic of the Lund cell approach to facilitating AP-XPS. The
sample is exposed to far greater pressures compared to traditional XPS by hous-
ing it in a reaction cell, within the vacuum chamber. The X-rays pass into the
cell through an X-ray transparent window and ionise the sample. The photoelec-
trons then are collected by a cone positioned close to the sample surface, pass
through several differential pumping stages, until measured by the analyser.

near ambient pressure XPS (NAP-XPS) or high pressure XPS (HP-XPS).

One AP-XPS design, known as the Lund cell, is shown in figure 2.6. Here

the sample is loaded from the main vacuum chamber into a reaction cell,

which is mounted onto the front end of the analyser. The cell is isolated

from the main chamber and only has an opening to the analyser, through a

cone with a opening in place of the tip. The sample is then driven close to

this opening, within one IMFP of the photoelectrons. Typically, the cone

is positioned about two aperture diameters away to preserve the pressure

at the surface [81]. It is then irradiated by the X-rays, which have passed

through an X-ray transparent window. Thus, a sample can be exposed to

reacting pressures of various gases and vapours and the photoelectrons can

still be collected before the signal is attenuated beyond recognition. The

photoelectrons then pass through differential pumping stages until they

reach the analyser at, or near to, UHV conditions. The first of these stages

is created by the aperture of the cone near the sample, where the pressure
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Figure 2.7: Schematic of the processes that occur during XAS. A photon is
absorbed, and the relaxation products, either Auger electron or photon emission,
measured.

can be in the mbar range sample side, but around 10−3 mbar on the other

side. It is this setup that was utilised in chapter 6.

The reaction cells can be designed with specific environments in mind and

are thus made interchangeable. For example, a Peltier device can be used

to heat or cool with precision in the -10 °C to 100 °C range, however an

electron beam can be used to reach up to 1000 °C. Examples also exist of

cells that specialise in electrochemistry [82]. As a result, operando studies

can be designed that take full advantage of the versatility on offer from

AP-XPS setups using reaction cells.

2.2 X-ray Absorption Spectroscopy

2.2.1 Technique

X-ray absorption spectroscopy (XAS) is another core-level spectroscopy

that can operated as either photon-in, photon-out, or photon-in, electron-

out. It can be known by other names, such as near-edge absorption fine

structure (NEXAFS), however the underlying physics is identical and is
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outlined in figure 2.7. A photon is absorbed by the sample if its energy

matches the separation between the ground and an unoccupied state (re-

ferred to as a resonance). This event is correlated to the various decay

channels by detecting their associated products, giving the absorption at

a particular photon energy. As the energy of the photon is known, XAS

provides a route to mapping the unoccupied states of the sample in the

energy domain.

There are a number of ways to measure absorption during XAS. First and

simplest is to measure the current of the sample as it is irradiated. This

works on the principal that as the X-ray is absorbed, a core-hole of some

description is created, thus a current induced. Called ‘total’ electron yield,

absorption events are correlated to an increase in current through the sam-

ple (and ultimately the UHV manipulator), however as the magnitude of

the current is usually small, noise and artifacts can cause issues. Another

possibility is to measure the Auger electrons that are emitted using the

hemispherical analyser in so-called ‘Auger-yield.’ Here, the analyser natu-

rally excludes the contributions from other processes (such as further decay

if the core-hole is deep). Thus, by recording the Auger as the photon en-

ergy changes and integrating the subsequent data, an absorption spectrum

is obtained. Unfortunately, this is quite slow, as the spectra must be mea-

sured for long enough to reduce noise, in addition to any dead-time of the

analyser and beamline optics.

Finally, and usually most preferred, is to make use of a microchannel plate

(MCP) detector. Here, the incoming electron enters the MCP through one

of the channels and collides with the internal wall, producing secondary

electrons. These then produce more electrons themselves as they collide

with the walls of the channel, amplifying the signal far above that expected

for the original electron. It is possible to exclude undesired electrons from
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the spectrum by applying an opposing voltage that must be passed through

before entering the MCP. For example, the N 1s edge is at roughly 400 eV,

meaning photons of this energy will create N 1s Auger electrons whilst

photoionising any core-levels below 400 eV binding energy. Thus, applying

a voltage of 300 V can exclude a large portion of the photoelectrons. The

Augers, however, still have enough energy to pass into the MCP for detec-

tion and the resulting spectrum is said to be recorded in ‘partial’ electron

yield. In addition, the surface sensitivity is increased as only electrons that

have undergone elastic scattering have high enough kinetic energy to reach

the detector. Of less relevance to this thesis is that absorption can be cor-

related to the emission of a photon via fluorescence, as shown in figure 2.7,

which can be more sensitive to the bulk.

2.2.2 Processing & Interpretation

Generally, it is difficult to assign exact chemical or electronic information

to an XAS spectrum without the assistance of computational calculations.

However, it does give an idea of the location of the unoccupied states in the

energy domain, and thus some light processing is required. Firstly, where

possible, the absorption can be normalised to the flux of the incoming

radiation. As the photon energy must incrementally change, XAS is a

synchrotron technique, and the flux of the X-ray beam decreases with time.

Clearly this means the measured absorption similarly decreases, and can

be accounted for by normalising to the X-ray flux. Often, the flux of the

beam is measured well before the sample stage on a gold mesh. Secondly,

as there is an error in the photon energy each time the monochromator

moves, the photon energy may require calibration. To do so, the second

order reflections of the incoming X-rays can be used, where the difference
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in energy between features excited by first order and second order light

gives the exact photon energy.

2.2.3 Density of States Plots

As XPS probes the occupied states of a sample, and XAS the unoccupied, it

would be convenient to combine the two to form a density of states (DOS)

plot of a particular sample. This has been described previously in reference

[83]. Essentially, the unoccupied and occupied halves of the DOS are put

onto the same binding energy axis by subtracting the binding energy of the

appropriate core-level from the photon energy scale of the XAS. Initially

the XAS spectrum is essentially referenced to the ground state energy of

the sample, with the energy difference given by the photon energy. This

can instead be written in terms of the Fermi energy via

hν = EXAS − Ei (2.7a)

hν = EXAS − (EF − EB) (2.7b)

EXAS − EF = hν − EB (2.7c)

where EXAS is an energy in the XAS spectrum, Ei the ground state energy,

EF the Fermi energy, and EB the binding energy of the core-level that is

excited from. It is important to note that the above equations describe the

sample in a particular core-excited state, and as such should not be taken

to represent the DOS for all excitations.
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Figure 2.8: Adsorption, participator, and spectator transitions enabling the
implementation of the core-hole clock method in RAES. How the transitions are
changed by charge transfer to the substrate is also indicated.

2.3 Resonant Photoelectron Spectroscopies

2.3.1 Resonant Processes

Until now, when discussing XPS and XAS, the state of the sample after an

X-ray is absorbed has not been critical to understanding either technique;

the former mostly concerns itself with the initial state and the latter with

correlating relaxation products to absorption events. However, both act as

precursor events to processes where the state of the sample post ionisation

is important. These are demonstrated in figure 2.8 and rely on the core-hole

generated after an electron is either promoted to a higher energy orbital

or photoionised. With the system in a high energy state (herein referred

to as ‘on-resonance’), there are several possible pathways for relaxation,

depending on whether the electron is still present. If it is, it could itself

recombine with the core-hole, ejecting a different electron via Auger emis-

sion. This special case is called ‘participator decay’ and leaves the sample

in the same final state as if direct photoemission of the ejected electron

had occurred. This decay underpins resonant photoelectron spectroscopy
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Figure 2.9: Qualitative description of the difference between one and two step
scattering process from resonant X-ray Raman scattering theory. In the left
diagram, the photon, γ, is absorbed at the time axis, t, and an electron, e-,
subsequently emitted. As such, absorption and emission occur at two, separate,
well-defined times. This is not true for the right diagram, where the bandwidth
of the photon is small, thus the absorption time, ∆tγ , more ambiguous than the
emission time, ∆te- , hence absorption and emission cannot be decoupled from
each other.

(RPES), described below.

It is also possible, however, that another electron will instead fill the core-

hole instead of the excited electron. In this case, Auger decay again occurs,

with the excited electron spectating the process; leading to this transition

being termed ‘spectator Auger decay.’ As illustrated in figure 2.8, this is

similar to normal Auger decay, just with the spectating electron present.

An important result of this is that the Auger electron ejected during the

process has a higher kinetic energy relative to the normal Auger decay

channel, as it is shielded by the spectator electron. This means that spec-

tator decay is resolvable from normal Auger decay and is the foundation of

resonant Auger electron spectroscopy (RAES), again discussed below.

2.3.2 Resonant Auger Electron Spectroscopy

As stated in the previous section, RAES involves pathways where the ex-

cited electron ‘spectates’ the rearrangement of the bound charge density
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via Auger emission. The challenge when handling RAES data, particularly

for complex molecules, then becomes the accurate assignment of spectator

and normal Auger peaks within the same spectrum. Fortunately, some

behaviour can be used to fingerprint spectator Auger peaks from normal

Augers. Most commonly seen is that spectators follow a linear dispersion

in kinetic energy around the resonance and are narrower than their nor-

mal counterparts, potentially below that expected from lifetime broadening

[84]. Both arise from the inclusion of the excited state’s broadening into

the convolution of the photon bandwidth with the lifetime broadening of

the core-excited and final states, which governs the overall probably distri-

bution of a spectator peak [85].

The origins of these identifying phenomena are described by resonant X-

ray Raman scattering (RXRS), a full description of which is presented

elsewhere [86]. Key to this framework is that absorption of the photon

and emission of the Auger electron can not be described as a two step

process. To see this, consider figure 2.9. Here, whether or not the process

is regarded as one- or two-step depends on the photon energy bandwidth. If

the bandwidth is broader than the lifetime of the excited state, the time of

absorption is well defined according to Heisenberg’s uncertainty principle,

and absorption and Auger emission can be separated into individual steps.

Otherwise, if the bandwidth is narrower than the excited state lifetime,

then the absorption time is poorly defined and lasts longer than Auger

decay. Absorption and Auger emission are not independent of each other

in this case, as illustrated by figure 2.9. Given the resolution possible at

modern beamlines, resonant Raman conditions are often met, causing the

features in RAES to exhibit behaviour atypical of other spectroscopies.

One consequence of RXRS is that the peaks from the spectator decay

channel (herein refered to as spectators) shift in kinetic energy around a
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Figure 2.10: Illustration of the detuning (left) and asymmetry (right) in RAES
spectra. Φ represents the bandwidth of the photon source γ, and Γi the broad-
ening of the intermediate state. L and P represent the Lorentzian and overall
probability function of the intermediate state respectively. As the detuning in-
creases, the arrows shown grow together, representing how the energy of the
photon influences the observed energy of the Auger electron. Diagram adapted
from [85].

resonance. This is different to the normal Auger decay channel, where

peaks keep their kinetic energy constant regardless of the photon energy.

This behaviour is built in to the cross-section, σ, for non-radiative RXRS

into a solid angle, do, given by Fermi’s golden rule

d2σ

dεdo
= 4π2αω

∑
f

|DfE|2 ∆(ε + ξf − ξi − ω,Γf ) (2.8)

where ε is the energy of the electron, α is the fine structure constant, ω is

the frequency of the incoming radiation, DfE the dipole matrix element,

and ∆(ε+ξf−ξi−ω,Γf ) a Lorentzian function depending on the ground and

final states, ξi and ξf , and the lifetime broadening of the final state, Γf [86].

It can be seen that the argument of the Lorentzian function depends on

the difference between the energy of the incoming radiation and energy of

the excited state relative to the ground, with the maximum of the function

when ε = ω − ωfi, where ωfi is the energy difference between the ground
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and excited state (in atomic units). This is referred to as the detuning

of the X-ray source from resonance and is equal to zero on resonance;

schematically illustrated in figure 2.10. However, what is measured by the

analyser does not depend solely on equation 2.8. As the photon energy,

intermediate state, and final state all have an associated broadening and

thus distribution function, the observed distribution of electron energies is

represented by a convolution of these three functions. Therefore, as the

detuning changes, the overall distribution shifts accordingly; the maximum

of the measured distribution increases in kinetic energy with photon energy.

In figure 2.10, this is named P, and the arrows representing γ and the Auger

electron indicate the relationship is, at essence, a consequence of energy

conservation. For simplicity, the broadening of the final state is ignored in

the remainder of the RXRS description given here; this is generally the case

in other descriptions, but is unlikely to apply physically for the HAXPES

energies used in chapters 4 and 5 [85].

Figure 2.10 also shows how the interplay of the photon energy bandwidth

and lifetime broadening can lead to asymmetric lineshapes. As the photon

energy approaches the resonance (i.e. when the detuning is small), one side

of the Lorentzian distribution of the intermediate state is preferentially

excited over the other. Clearly, the convolution of these functions then

becomes asymmetric to lower kinetic energy when the detuning is negative,

and asymmetric to higher kinetic energy when positive.

For both phenomena described above, the interplay between the interme-

diate state and photon energy bandwidth is important. First, consider the

case where the photon energy bandwidth is much larger than the lifetime

broadening of the intermediate state. In this situation, the convolution

is effectively between a Lorentzian and a constant, yielding a Lorentzian.

Thus, no dispersion or asymmetry occurs; the system is either excited to
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Figure 2.11: RXRS of a molecule with a monochromatic X-ray source, where
the vibrational energy levels and lifetime broadening are on the same order. The
energy level diagram shows how interference effects can arise, and the inset graph
how dispersion can be affected. Adapted from [87].

the intermediate state or it is not. If the converse is true, then dispersion

and asymmetry are present by the mechanisms described above. However,

the latter of these will be subtle. To see this, it is helpful to picture the

convolution of a Lorentzian with a Dirac delta function. Doing so yields the

Lorentzian, unchanged, but at the position of the Dirac delta. The mea-

sured distribution function follows the form of the exciting photon band,

and is usually considered to be Gaussian [85]. A consequence of the dis-

tribution being determined by the photon bandwidth is that the observed

distribution function can narrow significantly, potentially below that im-

posed by Heisenberg [84, 87]. With both examples above in mind, there

remains one case to be considered: when the photon energy bandwidth

and lifetime broadening are similar. The situation here is not simple as

the measured distribution of electron energies can not be reduced to either

contribution. Looking at figure 2.10, however, it is clear that dispersion

and asymmetry of the spectator peaks will occur as described above.

Until now, the discussion of RXRS has been from the point of view of a

singular atom. The situation for molecules, however, can differ. Under the
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correct conditions, coherent excitation of individual vibrational states is

possible, which can lead to non-linear dispersive behaviour [86, 87]. If the

photon bandwidth is small, it becomes possible to coherently excite indi-

vidual vibrational excited states of the molecule. As a result, interference

can be observed if the lifetime broadening is of the same order as the sepa-

ration between the vibrational states. The intermediate state then becomes

a superpositon of vibrational states and the measured electron distribution

changes with photon energy. This is demonstrated in figure 2.11, which

shows decay from the superimposed, vibrational, state populating different

final states of the molecule. Also shown is an example of how this can

lead to non-linear dispersive behaviour: as the photon energy increase, the

measured distribution disperses as expected, but the population changes,

offsetting the change. Clearly if the photon bandwidth is too large or the

resolution of the spectrometer poor, this phenomena can be ignored. For

the data presented in chapters 4 and 5, the dispersion is seen to be linear,

thus it is assumed vibrational effects are minimal.

Given the content of this section, it is clear that there are certain processes

that dramatically affect the measured spectra, over and above those en-

countered when analysing XPS; all of which should be considered. As a

result, care has to be taken when fitting RAES data, as the lineshape can

be complicated. This is especially true for quantifying the charge transfer

times, which feature heavily in the later chapters of this thesis. In that

work, psuedo-Voigt functions have been used to fit the RAES data due to

their versatility, however often there are many ways of fitting the spectra.

As such, much attention was paid to isolate the fit parameters for spec-

tator and normal peaks respectively. In addition, the photon bandwidth

used, and lifetime broadening of the states studied, are taken to be different

enough that complicated convolutions for the lineshape are avoided.
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2.3.3 Resonant Photoelectron Spectroscopy

RPES is qualitatively similar to RAES; an electron is promoted to some

unoccupied orbital and eventually relaxes. The key difference is that the

excited electron participates in the Auger process, leaving the system in

a final state with one hole and no excited electron, rather than two holes

with one excited electron (figure 2.8). Like RAES, RPES is an example

of non-radiative RXRS, and parts of the above discussion remain appli-

cable. However, importantly, because the excited electron is involved in

the relaxation, whichever electron that ultimately ends up autoionising is

not shielded by it. Hence, there is no kinetic energy difference between

the resonant decay channel and non-resonant photoionisation of that elec-

tron, thus the former adds to the intensity of the latter. Both participator

and spectator peaks disperse in kinetic energy, but this behaviour is not

as unexpected in RPES. Here it is more intuitive that more energy given

to the participator results in the more energy being lost to the autoionised

electron as the system relaxes into the final state of RPES.

Fortunately, the analysis of RPES avoids much of the considerations applied

to RAES because it does not require the data to be fit. Typically, the

autoionised electron comes from the valence orbitals, and thus this region

is measured exactly as it would be for XPS. However, for RPES, this region

is measured repeatedly as the photon energy is scanned over a resonance

(usually identified using XAS). Lining up these spectra to form a map

then shows which orbitals have been enhanced by RPES. Integrating over

the photon energies of this map yields a spectrum that is qualitatively

similar to an XAS spectrum and it used in quantifying charge transfer

time. This is discussed further below. Unfortunately, compared to RAES,

the resonant enhancements in RPES tend to be more subtle and as such
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balancing measuring time with beam damage becomes crucial.

2.3.4 Core-hole Clock Spectroscopy

Both RAES and RPES are able to reveal the charge transfer dynamics of

dye-semiconductor systems with remarkable precision using the core-hole

clock method. This is possible by virtue of the core-holes generated upon

excitation to an unoccupied state of the molecule. As discussed above,

new features appear in the spectrum as the photon energy approaches that

associated with an electronic transition of the dye. In the case of RAES, this

manifests as the appearance of ‘spectator’ Auger structure at higher kinetic

energy compared to normal Auger decay and for RPES enhancements in

features already present.

Clearly, resonant processes only happen if the excited electron remains

localised to the dye. If it does not, then the core-hole is filled by traditional

means; e.g. normal Auger decay or fluorescence, as appropriate. Therefore,

in the context of DSSCs, if charge injection into TiO2 is fast relative to the

core-hole lifetime, few resonant features are observed. Formalising this,

charge transfer times are linked to intensity through

τCT = τCH
[IRPES/IXAS]mono

[IRPES/IXAS]multi − [IRPES/IXAS]mono

(2.9)

for RPES and

τCT = τCH
IRes

IAug

(2.10)

for RAES [88]. Here, τCT is the charge transfer time, τCH the core-hole
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lifetime, I RPES and IXAS the intensity of the unoccupied state in question

measured during RPES and XAS respectively, and I Res and IAug the in-

tensity of the spectator and normal Auger signals in RAES respectively.

Common to both equations is the core-hole lifetime, τCH, which sets the

precision of the transfer times calculated. Typically this is on order of fem-

toseconds (some are faster and feature in later chapters) and the techniques

themselves rely on how accurately the intensities can be determined. As a

result, it has been estimated that this can be done such that charge transfer

time can be quantified an order of magnitude above and below τCH.

At this point, it is worth making explicit how, practically, the charge trans-

fer time is calculated from a RAES or RPES spectrum. For the former, an

on-resonant spectrum is fit in order to identify resonant and non-resonant

features. The intensities of the respective features are summed together,

and the ratio related to the charge transfer time via equation 2.10. For

RPES, a map of valence spectra recorded at varying photon energy is con-

structed. The resonant energies are identified and the relevant region in-

tegrated to give an absorption spectrum similar to XAS. From here, the

intensity of the participator is determined and compared to a corresponding

XAS spectrum, which determines the state’s sensitivity to RPES compared

to XAS. These ratios are fed into equation 2.9 to calculate charge transfer

times.

2.4 X-ray Sources

Within this work, two sources of X-rays have been used; those generated

using a lab-source and those available at synchrotron facilities. The for-

mer generates X-rays by accelerating electrons from a hot filament towards
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a metal target. At impact, the electrons lose kinetic energy, which is

given off as X-rays. There are two types generated: characteristic and

Bremsstrahlung radiation. The latter occurs as the electron is decelerated

by the metal atoms, losing the energy by emitting a smear of X-ray ener-

gies. Characteristic X-rays are caused by the electrons from the filament

transferring energy to bound electrons in the metal upon impact, promot-

ing them to a higher state or removing them from the metal, as appropri-

ate. The core-hole is then filled by a more energetic electron after some

time, releasing an X-ray in a process recognised as fluorescence (figures 2.2

and 2.7). As the energy of the X-rays emitted depends on the separation

between the initial and final states, the energy of the X-rays emitted is

determined by the material of the anode. Examples include aluminium,

silver, tungsten, and copper.

A further feature of characteristic X-rays is that multiple, discrete, photon

energies are generated. This is caused by different electrons filling the core-

hole and the energies seen is governed by the selection rules for electronic

transitions. These are summarised as

∆S = 0 (2.11a)

∆L = 0,±1 (2.11b)

∆J = 0,±1 (2.11c)

where ∆S, ∆L, and ∆J are the total change of spin, angular momentum,

and total angular momentum respectively. As a result, only certain tran-

sitions are possible, which are denoted using the Siegbahn notation. As

an example, in this work Al Kα is used for the lab-source experiments,
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which corresponds to the aluminium 1s core-hole being filled by an elec-

tron from the 2p orbital (specifically, 1s−1
1/2 → 2p−1

3/2). As a result of the

discrete nature of the X-rays emitted in this way, the photon energy can

not be changed incrementally during an experiment, ruling out XAS and

resonant spectroscopies.

Synchrotrons generate X-rays in a fundamentally different manner. Here,

electrons are accelerated by a linear accelerator and enter a storage ring,

where the path of the electrons is controlled by bending magnets. As the

electrons change direction around the ring, they lose energy, and X-rays

are emitted. By precise control of the path of the beam, low pressures

that minimise scattering, and periodic small accelerations to replace the

energy lost, the lifetime of the electrons in the ring is long, and the term

‘storage ring’ becomes appropriate. To utilise the radiation generated as

the electrons travel around the ring, beamlines are positioned at regular

points around the ring to receive the radiation. These are linear assemblies

consisting of several stages of optics to focus and select the desired energy

of the X-rays. At the end of the beamline lies the experimental endstation,

at which spectra are recorded.

As mentioned above, the X-rays are emitted when the electron changes

direction at the bending magnet. However, it was soon realised that this

radiation was not the ideal solution because the radiation is emitted spread

in the horizontal direction and thus not all of the radiation could be used

by the endstation [89]. As a result, in modern synchrotrons, insertion

devices are common. These provide very intense X-rays are there are two

well known, qualitatively similar, types; wigglers and undulators. Only,

undulators are used in this work, however both are constructed from a

series of magnetic poles and perturb the beam as it travels along its path,

oscillating it. The result is a coherent X-ray beam with a continuous energy
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distribution, where the brilliance of the source is proportional to the number

of oscillations squared, N2 [89].

For synchrotron radiation, a continuous spectrum of X-rays is present.

Conversely, the spectrum from a lab-source is discrete. In both cases,

monochromators are used in order to filter out unwanted radiation. For

hard X-rays, the separation between the planes of atoms in crystals is

of the correct order to cause diffraction, and is governed by Bragg’s law

(nλ = 2dsinθ). As a result, the wavelengths are diffracted differently, al-

lowing the energy to be selected by rotating the crystal. This latter point

is of particular use at synchrotrons as it allows the photon energy to be

selected as required. For soft X-rays this is more challenging, as the ap-

propriate crystals can struggle with the thermal load or damage [90], thus

plane gratings are often employed instead.

2.5 Sample Preparation Techniques

2.5.1 Thermal Deposition

As much of the work herein relates to how molecules are bound to the

surface of a material, a description of the vacuum techniques used to achieve

this is warranted. A simple way to achieve this at UHV is to use a Knudsen

cell (K-cell). This was used in chapter 3 and involves heating a crucible of

powdered molecule, under vacuum, to the point that it begins to evaporate.

As this begins to happen, a valve to the main UHV chamber is opened,

depositing the molecule onto the substrate. The time the valve is open and

temperature can be varied to control the thickness of the film deposited,

and resulting sample is relatively free of contamination.
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Figure 2.12: Diagram of the working principle of electrospray deposition. A jet
of molecule solution is ionised and forced into a series of differentially pumped
chambers, where the pressure eventually reaches UHV.

2.5.2 Electrospray Deposition

Some molecules are too fragile to deposit thermally, thus an alternative

method is required. Electrospray deposition is one technique that allows the

deposition of large molecules (such as N3 in chapter 4) without degradation.

The setup for electrospray deposition is shown in figure 2.12. The molecule

is dissolved in solution and pumped at a steady rate through an emitter;

functionally, a tube with a narrow inner radius. By applying a voltage

between the emitter and inlet to the system, the molecule solution is ionised

and emerges from the emitter as a fine spray. This then enters a series

of differentially pumped chambers where the solvent molecules evaporate,

leaving increasingly small droplets molecule to enter the UHV system and

deposit onto a sample. As for thermal deposition, the thickness of the

deposited film can be controlled by the deposition time, however the overall

process is much gentler on the molecules involved as high temperatures are

not involved.
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2.6 Adjacent Techniques

2.6.1 Scanning Electron Microscopy

Aside from photoelectron spectroscopies, some other techniques have briefly

been used to gain further insight into the samples used, one of which is

scanning electron microscopy (SEM). In this technique, a conductive sam-

ple is placed in the path of a beam of electrons, which is scanned across

the surface. As a result of the beam’s collision with a sample, secondary

electrons and X-rays are produced, which are collected to form an image of

the surface of the sample. As electrons are used instead of light, the ability

to resolve structure is greatly increased.

2.6.2 Density Functional Theory

Density functional theory (DFT) is a powerful computational technique

that can be used to predict a host of chemical and electronic properties of a

system. A full theoretical description of DFT is far beyond the scope of this

thesis; but at essence, in lieu of an exact, analytical, solution to the many-

body wavefunction itself, DFT solves the Schrödinger equation numerically

by considering the electron density. By then representing the electron den-

sity as a non-interacting cloud of electrons, which satisfy a non-interacting

Schrödinger equation, the ground state and its energy can be found [91].

In this picture, ‘exchange-correlation’ energy terms are included to account

for the interactions present in the real system. When running calculations,

this is approximated by an exchange-correlation functional, which is cho-

sen carefully by the user. Practically, solving this Schrödinger equation is

done iteratively starting from some initial guess until the calculated values
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no longer meaningfully change with each iteration. This threshold is set

by the user and called a self-consistent field calculation, and once satisfied,

the solution is said to have converged. At this point, an approximation for

the ground state electron density has been found. In addition, basis sets

are chosen to represent the orbitals of the non-interacting electron density.

However, DFT only describes the ground state of a system; to calculate

excited states, time-dependent DFT (TD-DFT) is required.
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3.1. INTRODUCTION

Figure 3.1: Coumarin 343 and 334. In both, the ring system containing nitrogen
(blue) is linked to the carboxylic acid moiety by a coumarin skeleton, however
the hydroxyl group in C343 is replaced by a methyl group in C334.

3.1 Introduction

Coumarin 343 (C343), Figure 3.1, is a pale yellow organic dye that has un-

dergone development to extend its absorption into the visible range [92]. As

a result, its derivatives have reached power conversion efficiencies of up to

5.6% and 8.2% [93, 94]. While these values are only just comparable to the

first practical DSSC [21], the dyes contain no noble metals, reducing their

cost. Despite it’s poor efficiency, C343 has been reported to present ultra-

fast charge carrier injection into the conduction band of TiO2 substrates,

occurring on a timescale between 100-200 fs [95, 96]. Rapid charge transfer

is vital to the efficient function of a DSSC, as the excited electron must

pass to the substrate before recombination can occur. We note that while

100-200 fs is considered ultra-fast for some spectroscopies, often this label

is used to also describe the low-femtosecond (1-10 fs) regime that has been

reported for other dye molecules [71, 97, 98, 99, 100, 101]. In such studies,

resonant photoelectron spectroscopy (RPES), X-ray photoelectron spec-

troscopy (XPS) and near edge X-ray absorption fine structure (NEXAFS)

are used to determine the charge transfer dynamics of the systems stud-

ied. These techniques act synergistically to provide detailed information

on both the electronic and chemical structure of a system, and have been

applied to dyes on more realistic mesoporous substrates [74, 102, 103, 104].
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Due to their propensity for rapid charge transfer and relatively simple

structure, we investigated C343-sensitised photoanodes prepared ex-situ

on mesoporous TiO2 and SrTiO3 substrates. For the case of TiO2, we

compare these samples to C343, and a similar dye C334 (Figure 3.1), de-

posited in-situ onto TiO2(110) substrates. C334 is identical to C343 save

that it possesses a methyl group in place of the hydroxyl found in C343.

Additionally, multilayers of both molecules are also studied, allowing com-

parison between the chemisorbed and physisorbed forms of the dyes. Using

both synchrotron-based spectroscopy and laboratory-based XPS, this chap-

ter presents a thorough analysis of the chemical and electronic structure of

C343 photoanodes.

3.2 Methods

3.2.1 Synchrotron Measurements of Mesoporous Pho-

toanodes

Sample preparation

To prepare a monolayer, mesoporous TiO2 on FTO glass (Solaronix) was

sensitised by immersing the electrode in a solution of C343 dissolved in ace-

tonitrile for 12 hours. The electrode was then washed and soaked further in

fresh acetonitrile repeatedly until the solvent was no longer discoloured by

the dye. To create a multilayer, the dissolved solution was drop deposited

onto the mesoporous TiO2 and allowed to dry with no subsequent wash-

ing stages. This process was conducted in a glove box under a nitrogen

atmosphere, and the samples stored in nitrogen during transportation to

the beamline. Once opened, the samples were exposed to air for under 1
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hour before measurements were taken. SrTiO3 substrates were made us-

ing a screen printing technique; SrTiO3 paste was spread onto FTO glass

and heated in excess of 450 °C in air for approximately 10 minutes until

the cellulose binder had burned away. Doing so left behind mesoporous

SrTiO3, which was then sensitised using the same procedure as above to

give another monolayer of C343.

Beamline details

The experiment was performed at the Surface & Material Science endsta-

tion of the FlexPES beamline at the MAX-IV synchrotron, Sweden. The

beamline is equipped with a planar undulator and collimated plane-grating

monochromator, providing photons at energies between 40-1500 eV. The

beam was defocussed to 1 × 0.4 mm (up from 65 × 10 µm) in order to

reduce beam damage to the molecules and to average out local variations in

the mesoporous oxide supports. For photoelectron spectroscopy, the anal-

ysis chamber is equipped with a Scienta SES-2002 hemispherical analyser,

orientated 40° from the beam. For X-ray absorption measurements, both

total (TEY) and partial electron yields (PEY) could be measured using

the sample drain current or an in-house built microchannel plate (MCP)

detector respectively. All measurements were recorded with the electron

analyser normal to the sample surface. The accuracy of the photon energy

scales and reproducibility of the beamline energy was verified to be within

50 meV by measuring the difference in kinetic energy between photoemis-

sion features produced by first and second order light.
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Core-level electron spectroscopy

At the synchrotron, XPS measurements were recorded using a photon en-

ergy of 600 eV in swept mode and, unless otherwise stated, valence spectra

were recorded at 220 eV, giving theoretical resolutions of 0.21 and 0.19 eV

respectively. Pseudo-Voigt functions were used to fit the XPS, where the

Lorentzian widths were fixed across each core spectra and based on those

reported in reference [105]. For each spectrum, the Gaussian widths of the

substrate contributions to the fit were allowed to differ from those of the

molecule. In addition, the Gaussian widths of the molecule features were

allowed to vary from each other within realistic constraints. Each spectrum

has had either a linear or Shirley background subtracted.

The spectra were calibrated to the Ti 2p3/2 at 458.8 eV for TiO2, which

was determined from the XPS of a non-sensitised electrode where the O 1s

was set to 530.05 eV [106]. The same calibration method was applied to the

SrTiO3 sample, placing the O 1s at 529.9 eV, similar to previous reports

[107]. This procedure ensures the binding energy scale is consistent with

our previous studies on energy materials [65, 71, 99, 103, 108, 109, 110, 111].

In contrast, when there is no strong substrate signal, the ex-situ prepared

multilayer XPS is instead calibrated to the C 1s of the calibrated ex-situ

TiO2 monolayer. In addition, the multilayer spectra were recorded slightly

off of the TiO2 onto the FTO portion of the substrate, where the molecule

lay thickest. XPS of the bare mesoporous electrodes is shown in figure A1.

RPES measurements were recorded using photon energies corresponding to

specific features observed in the N and C K-edge NEXAFS spectra, with

a theoretical resolution of 0.38 eV. To highlight the resonances, difference

spectra were generated using an off-resonant spectrum.

NEXAFS spectroscopy was measured over both the N and C K-edges. The
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presented spectra are PEY, where the background intensity from low energy

electrons was reduced by applying a 300 V or 200 V retardation potential

during the N and C K-edge measurements respectively. The XAS was

normalised to the incident flux, which was measured using a gold mesh in

the path of the beam. Beam damage was easiest to identify in the N K-

edge NEXAFS, and was thus used to indicate such. With this information,

beam damage was regularly checked for and avoided by moving the sample

in the beam. To create density of states plots, the photon energy scale of

the NEXAFS was shifted by the relevant core-level binding energy to place

the data on a common binding energy scale with the calibrated valence

spectra. This procedure has been described previously elsewhere [83].

3.2.2 Laboratory XPS of Single Crystal Photoanodes

To support measurements taken at the beamline, C343 and C334 were

sublimated onto TiO2(110) under UHV conditions. To do so, TiO2(110)

was sputter cleaned at 1 keV for ∼10 minutes and annealed until only

the Ti4+ remained (see appendices, figure A2). Once clean, a crucible

containing either C334 or C343 was heated to 97 °C or 136 °C respectively

to sublimate the molecules. This procedure was carried out in the analysis

chamber of a SPECS DeviSim NAP-XPS system fitted with a Phoibos 150-

NAP hemispherical analyser equipped with a monochromatic Al K-α X-ray

source (1486.6 eV). Measurements were taken at both normal and grazing

emission. Calibration and curve fitting of the data was done with the

same procedures described in section 2.1.3. Details of the bare TiO2(110)

electrode can be found in figure A2.
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3.2.3 Computational Details

Density functional theory (DFT) calculations were performed using the

Q-Chem 5.3.1 computational chemistry software [112]. Geometry optimi-

sation of an isolated C343 molecule was carried out using the B3LYP ex-

change correlation functional [113] with the 6-311G** basis set [114, 115],

where the self-consistent field calculation was set to converge at 10-8 eV.

The calculated orbitals were then visualised using IQmol 2.14.1 [116] with

an isovalue of 0.04 Å-3. Time-dependent DFT (TD-DFT) was used to simu-

late K-edge XAS using the first form of the short-range corrected functional

(SRC1-R1) [117] and 6-311G** basis set. These TD-DFT calculations used

a restricted excitation space to allow only singlet excitations from the 1s or-

bitals of interest to any virtual orbital. The first 100 roots (excited states)

were calculated and aligned to the experiment by applying shifts of -0.68

and 0.49 eV to the N and C simulated spectra respectively.
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Figure 3.2: O 1s XPS of the ex-situ, C343-sensitised, mesoporous samples: mul-
tilayer on FTO (a), monolayer on TiO2 (b), and monolayer on SrTiO3 (c). The
spectra were recorded at 600 eV photon energy and have had linear backgrounds
subtracted. Each peak has a fixed Lorentzian contribution of 0.17 eV [105].
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3.3 Results & Discussion

3.3.1 XPS

Figure 3.2 shows the O 1s XPS for the ex-situ prepared monolayers and

multilayer on mesoporous TiO2, SrTiO3, and FTO respectively. For the

multilayer (Figure 3.2a) three peaks are seen at 530.6, 532.3, and 533.8

eV. The smallest peak at the lowest binding energy is assigned to FTO

(see methods). The two dominant peaks are then assigned to the carbonyl

(C=O), ester-linking oxygen (C-O), and hydroxyl (C-OH) groups of the

dye, where the hydroxyl and ester-link components are taken to overlap.

The assignment of the carbonyl and hydroxyl oxygens is broadly similar to

reports on both organic [103] and Ru [118] dyes, where the hydroxyl com-

ponent is found at higher binding energy than the carbonyl. Additionally,

the ester-linking oxygen has previously been found to occur at similar bind-

ing energy to the hydroxyl group in fluorescein [108]. As shown in Figure

3.1, C334 is identical to C343 in all aspects save that the hydroxyl in the

carboxylic acid is replaced by a methyl group. Therefore, to confirm that

the hydroxyl and ester oxygens overlap in the XPS of C343, the O 1s of

C343 and C334 deposited in-situ on TiO2(110) are compared in Figure 3.3,

and the molecular features’ binding energies summarised in Table 3.1. In

Figure 3.3a, the ester-linking oxygen of monolayer C334 is seen to overlap

strongly with its analogous peak for monolayer C343. There is also overlap

in Figure 3.3b for the in-situ prepared multilayers, where some differential

charging appears to occur in the thicker C343 layer, shifting its molecule

peaks to higher binding energy. Altogether, the XPS of the in-situ samples

supports the assignment of the hydroxyl and ester-linking oxygens to the

highest energy peak in each ex-situ spectrum in Figure 3.2, regardless of

the thickness of the dye layer.
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Figure 3.3: O 1s XPS of the in-situ depositions of C343 and C334 on TiO2(110):
comparison between monolayers (a) and multilayers (b). The vertical dashed
lines indicate the binding energy of the C343 molecular features. Both samples
were measured using 1486.6 eV photons and have had Shirley backgrounds re-
moved, where the monolayer and multilayer spectra were recorded at grazing
and normal emission respectively. All components have a fixed Lorentzian con-
tribution of 0.17 eV [105].

For monolayer C343 on mesoporous TiO2, four peaks are observed in Figure

3.2b, appearing at 530.0, 531.4, 532.6, and 534.0 eV. Four peaks are also

found in Figure 3.2c for the dye on mesoporous SrTiO3. In both cases,

the first two peaks are attributed to lattice oxygen in TiO2 and SrTiO3
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Table 3.1: O 1s binding energies for ex-situ C343-sensitised samples, for C343
and C334 samples deposited in-situ, and the ratio of the area of the carbonyl
and carboxylate peak to the area of the hydroxyl and ester-linking oxygen peak.

C=O (eV) C-OH/C-O (eV) AC=O/C-O-Ti : AC-OH/C-O

C343ex-situ

SrTiO3 532.33 533.81 3.3:1
TiO2 532.55 533.99 2.7:1
Multi 532.32 533.82 2.2:1

C343in-situ
Mono 531.35 533.99 4.7:1
Multi 532.17 534.51 1:1

C334in-situ
Mono 531.57 534.13 -
Multi 531.55 534.25 -

and surface hydroxyls, where the binding energies are similar to previously

reported values [65, 107]. The hydroxyl peak on SrTiO3 is quite large,

which could be caused by overlap with a defect peak. Given the position

of the lattice O signal (529.9 eV), a defect peak could appear around the

hydroxyl peak [119], however its presence is not obvious. These peaks are

then followed by the molecule features, with the surface bound carboxylate

form of C343 indicated (C-O-Ti).

The positions of C343’s C=O and C-OH/C-O peaks (table 3.1) are consis-

tent across the ex-situ, mesoporous, samples, however there are discrepan-

cies when comparing to those prepared in-situ on TiO2(110). The in-situ

depositions provide clean, contaminant-free, samples for comparison to the

ex-situ prepared samples and although the latter are realistic, contamina-

tion is inevitable and unavoidable. Clearly, hydroxyl groups on the sub-

strate make up a large component of the ex-situ monolayer spectra TiO2

in Figure 3.2, and are likely present at the multilayer dye-semiconductor

interface also. Conversely, no major hydroxyl contributions are observed in

the in-situ spectra in Figure 3.3. It is noted that Figure 3.3 was recorded

at a much higher photon energy and is thus less sensitive to surface species.

However, no obvious contamination is seen in figure A2 for clean TiO2(110),
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nor is it expected from the sublimation procedure. It is possible that the

hydroxyls’ presence alters the electronic structure of the surface enough to

cause an observable shift in the binding energy of the ex-situ mesoporous

samples, but it is unlikely that the dye binds to them explicitly. While

hydroxylation has been reported to improve the adsorption of some dyes

[120, 121, 122], this appears to rely on the influence of positively charged

groups, which C343 lacks. However, it is clear based on the ratio of molecule

peaks in Figures 3.2b and 3.2c (discussed below) that the dye is largely de-

protonated by the surface, and thus the hydroxyls do not appear to block

chemisorption.

From Figure 3.1, the ratio between the C=O and C-OH/C-O groups of

the dye is expected to be 1:1. However, the ex-situ mesoporous spectra in

Figure 3.2 do not match this ratio, instead exhibiting ratios of 2.2:1 (3.2a),

2.7:1 (3.2b), and 3.3:1 (3.2c). In addition, the ratios calculated from Figure

3.3 for the in-situ C343 monolayer and multilayer on TiO2(110) are 4.7:1

and 1:1 respectively. In the case of the monolayers, these deviations are

attributed to deprotonation of the carboxylic acid moiety, which is most

likely to occur through a bidentate chelating structure [123] and derivatives

of C343 have been observed to adopt this arrangement [124]. Previously,

carboxylate oxygens have been found to appear at a similar binding energy

to carbonyl groups in a Ru complex dye bound to TiO2(110) in a bidentate

bridging geometry [71], and it is expected that the same occurs here in the

the bidentate chelating case. As a result, if deprotonation is complete, a

ratio of 3:1 is expected. The ratios in the ex-situ monolayer spectra match

this well, showing that the molecule is likely deprotonated and thus bonded

to the mesoporous surface through its carboxylic acid group. However,

we note that the in-situ deposited monolayer exceeds this ratio, which is

attributed to the poor signal-to-noise ratio of the C-OH/C-O peak when
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measured using 1486.6 eV photons. This is less important for the in-situ

multilayer, where the correct value is found, because much more dye is

present and thus the signal greater.

Contrary to expectations, the ex-situ prepared multilayer ratio is roughly

double its theoretical value, although this is unlikely caused by deprotona-

tion of the dye on the FTO portion of the substrate. It has been reported

that the dye N719 can bind to FTO substrates [125]. However, this could

result from N719’s COO- groups rather than deprotonation of its carboxylic

acid moieties. As such, contamination of the multilayer is perhaps a bet-

ter explanation for the ratio calculated. Both ex-situ monolayer samples

show significant hydroxyl contamination in Figure 3.2, which is very likely

present in the ex-situ multilayer also. As the surface is just visible through

the dye in Figure 3.2a, it stands to reason that the C=O peak will also

contain a significant surface hydroxyl component, increasing its intensity

and altering the ratio of the molecule peaks. For this reason, it is assumed

that the ex-situ multilayer spectra largely represent protonated C343.

Figure 3.4 shows the C 1s XPS for each ex-situ sample, where the C-C

bond components of the fits are found at 285.1 eV (3.4a, 3.4b) and 285.3

eV (3.4c). Across the three samples, the C-N, C-O, and COOH carbons

are determined to be +1.2 eV, +1.7 eV, and +3.48 eV above the main C-C

peak. These assignments bear similarities to those reported for fluorescein,

i.e., the separation between the C-C and C-O peaks and absolute positions

of the carboxylic acid features [108]. While the above fits work well for

both ex-situ sensitised monolayers on mesoporous SrTiO3 and TiO2, the

difficulty of assigning features to the C 1s spectra with complete confidence

should be acknowledged. By sensitising the samples ex-situ they are subject

to contamination from both the atmosphere and solvent. However, despite

this, the C 1s spectra of in-situ sensitised C343 on TiO2(110) shown in
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Figure 3.4: C 1s of the ex-situ C343-sensitised electrodes: multilayer on FTO
(a), monolayer on TiO2 (b), and monolayer on SrTiO3 (c). The spectra were
recorded at 600 eV and Shirley backgrounds have been subtracted. Note, the
uptick in intensity at low binding energy in (c) is due to the Sr 3p1/2 spin couplet
that lies close by. All components have a fixed Lorentzian contribution of 0.1 eV
[105].
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Figure 3.5: C 1s of the in-situ prepared C343 monolayer (top) and multilayer
(bottom). The spectra were recorded at 1486.6 eV and have had Shirley back-
grounds removed. All components have a fixed Lorentzian contribution of 0.1
eV [105].

figure 3.5 are very similar to those in Figure 3.4; where four main compo-

nents are again identified at similar positions. Negligible contamination is

expected during sublimation, thus we can be reasonably confident in our

fitting of the ex-situ samples. That being said, the ex-situ multilayer C 1s

does not match the shape of its in-situ counterpart, which shows distinct

peaks. This suggests that the ex-situ prepared multilayer in particular is

susceptible to contamination.

In addition to contamination, there are ambiguities introduced from the

dye itself, particularly with regards to the carboxylic acid peak. Across the

samples, there will inevitably be both deprotonated and protonated dye, in

addition to the ester-link. Resolving each of these features from each other

is difficult, and complicates analysis of the peak intensities. Consequently,

the carboxylic acid features are found to be consistently broader compared

to other peaks. Taking the ex-situ prepared multilayer in Figure 3.4a as an

example, only the C-C component is obvious, before smoothly decreasing
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Figure 3.6: N 1s of the ex-situ C343-sensitised electrodes: multilayer (a), mono-
layer on TiO2 (b), monolayer on SrTiO2 (c). As before, the spectra were recorded
at 600 eV and linear backgrounds have been subtracted. All components have a
fixed Lorentzian contribution of 0.13 eV [105].
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with increasing binding energy. As a result, applying the monolayer pa-

rameters leaves gaps in the fit, which are highlighted in the residual. Unas-

signed and contaminating species may help explain these deviations, how-

ever the existence of shake up satellites should also be considered. These

are common in aromatic molecules [126] and it is expected that they will

appear in the C 1s of C343 also. The absorption spectrum of C343 peaks

around 440 nm (2.8 eV) [127], thus any satellite structure is likely to man-

ifest around the carboxylic acid peak, which appears to be the case in

Figures 3.4a and 3.5. The exact number of peaks needed to fit this region

is not clear from the spectra, but up to four could be expected (one for

each feature), thus it is left to the residual to highlight the areas where

satellite structure may be present.

Figure 3.1 predicts that only one peak should be present in the N 1s XPS of

C343, which is observed to be the case for both ex-situ prepared monolayers

in Figure 3.6. This, however, is not the case for the ex-situ multilayer, where

two peaks are detected. The minor peak in Figure 3.6a is interpreted as

contamination from the acetonitrile solvent used to dissolve the dye during

preparation. This is supported by our in-situ C343 spectra, in which only

one molecule N 1s peak is observed no matter the thickness of the deposited

layer (figure A3). The contaminating peak aside, the main component

assigned to C343 is found at approximately the same binding energy in

each ex-situ spectrum; 400.5 eV on SrTiO3 and 400.3 eV for TiO2 and

the multilayer. However, despite this consistency, it is obvious that the

peak observed for the molecule on SrTiO3 is much broader than that on

TiO2. While contamination from acetonitrile cannot be ruled out entirely

for the monolayers, the greater width in Figure 3.6c is likely caused by the

mesoporous substrate itself. SrTiO3 has a perovskite structure in which

the Sr atoms are surrounded by TiO6 octahedra [128], and it has been
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suggested that a mix of both Sr- and Ti-containing surfaces are exposed

in its mesoporous form [129]. As such, the availability of multiple facets

for C343 to bind to could cause subtle shifts in binding energy, resulting

in multiple, unresolvable, peaks. Broader peaks are seen in the C 1s XPS

of C343 on SrTiO3 also, but not the O 1s. Why the trend is not observed

in the O 1s is likely related to the overall complexity of the region; the

broadening from multiple facets is assumed to be insignificant compared to

that of having many similar oxygen environments present.
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Figure 3.7: Valence spectra of the ex-situ C343-sensitised electrodes: multilayer
(a), on TiO2 (b), and monolayer on SrTiO3 (c). Each spectrum was recorded at
220 eV.
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Figure 3.8: Difference spectra of the RPES of C343 on SrTiO3 (a, ai) and TiO2

(b, bi) measured over the carbon edge. The regions of interest are magnified
with the average position of the HOMO marked by a vertical line. The regions
in which 2nd order excitations appear are marked with dashed lines. An off
resonant scan has been subtracted from both plots.

3.3.2 Occupied States

Figure 3.7 shows the valence spectra for each ex-situ, C343-sensitised, sam-

ple. At first glance it is clear that the monolayer spectra differ significantly

to the multilayer, sharing few common features. This suggests that the

monolayer valence bands are dominated by signals from their respective

substrates and the multilayer by the molecule, as expected. We note how-
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ever that the multilayer is not thick enough to eliminate the signal from the

substrate, as surface contributions are seen in the core-level spectra above,

where the kinetic energy of the photoelectrons is much less. Unfortunately

it is not possible to see the highest occupied molecular orbitals (HOMOs)

in any of the spectra in Figure 3.7, only to estimate their presence by the

tail of the valence bands around 2-3 eV. In order to resolve the HOMOs

from the monolayer valence bands, resonant photoelectron spectroscopy

was used. By matching the photon energy to that between the relevant

core and unoccupied levels, as determined by NEXAFS (Figure 3.10), it is

possible for participant decay of the excited electron to enhance the HOMO

signal [97].

Figure 3.8a and 3.8b are examples of RPES measurements conducted over

the C K-edge for both samples. Here, an off-resonant scan recorded at a

photon energy of 283 eV was subtracted from all spectra to establish a

baseline for determining any resonant enhancement of the valence band.

Strong enhancements for both samples are observed between 4-6 eV, par-

ticularly for scans recorded at 285.0 and 285.5 eV. Less obvious however

are the enhancements between 2-3 eV. For the TiO2 substrate, Figure 3.8b

shows peaks at 2.8 eV on average across the photon energies. Similarly,

there are peaks at approximately 2.5 eV on average in Figure 3.8a, however

the signal is very weak. These peaks are assigned to the HOMO of C343

on both substrates. As the resonances are weak, it is important to consider

the spectral contribution of C 1s photoemission from second order light.

These features are seen between ±2 eV and drift to more negative values

with increasing photon energy. As a result, they do not appear to interfere

with the HOMOs in Figure 3.8, however the same cannot be said for the

off-resonant scan used as a baseline (figure A4). This overlap will alter the

intensity of the HOMO enhancements in Figure 3.8 and appears to have
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Figure 3.9: RPES of monolayer C343 on both SrTiO3 (a, c) and TiO2 (b,
d). The top two graphs were recorded over the C K-edge, and the bottom two
over the N K-edge. Each scan is aligned to a valence band recorded at a photon
energy of 220 eV and has had a constant background subtracted. Little resonant
enhancement is seen in (c) and (d).

a greater influence on the SrTiO3 spectra than the TiO2, where the shape

of the first three traces (284.5, 285.0, 285.5 eV) is particularly affected.

With this in mind, enhancement of the HOMO appears less in Figure 3.8a

than Figure 3.8b, which could incorrectly be interpreted qualitatively as

increased competition between resonant transitions and charge transfer to

the SrTiO3 substrate. However, this is not supported by the DOS maps

discussed below (Figure 3.13) and is instead most probably caused by a

combination of the second order excitation in the off-resonant spectrum

and the lack of proper normalisation between scans.

RPES measurements were also carried out over the N K-edge for both

samples, however no significant enhancements were observed (figure 3.9).

This is emphasised by difference spectra shown in the appendices (figure
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A5). This could imply that the HOMO lies mostly on the carbon atoms

in C343, rather than localised to the nitrogen atom. However, calculations

shown in Figure 3.11 predict that there is some probability density from the

HOMO around the nitrogen atom. Why the resonances are absent is then

a question of the intensity of the N 1s signal. There are far fewer nitrogen

atoms than carbon in the molecule, thus fewer N 1s photoelectrons are

produced, which is apparent from wide scans taken of each sample (figure

A6). As a result, direct photoemission of the valence band (containing

contributions from all atoms in the sample) dominates over any possible

resonant enhancement caused by core-excited N 1s electrons.

3.3.3 Unoccupied States

Figure 3.10 shows the NEXAFS for the ex-situ sensitised samples over both

the N and C K-edges, including the excited states of C343 that make up

the spectra as calculated by TD-DFT, which have been aligned to the first

peak of the multilayer spectrum (see methods). Overall, the simulated and

experimental spectra are in reasonable agreement. In Figure 3.10a, the TD-

DFT calculated transitions show that the excited state appearing at 400.8

(monolayers) and 401.0 eV (multilayer) is dominated by the transition from

the N 1s core level to the LUMO of the molecule. Unsurprisingly, subse-

quent excitations are then found to represent transitions to increasingly

energetic unoccupied orbitals. The only substantive difference between the

monolayer and multilayer spectra is the presence of the peak at 398.7 eV,

which is discussed below.

Unlike Figure 3.10a however, the shape of the C K-edge spectra in Figure

3.10b is complex. The first six excited states predicted by TD-DFT result

from transitions between various ring carbons in the molecule’s coumarin
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Figure 3.10: XAS recorded over the N (a) and C K-edges (b) for both monolay-
ers and the multilayer in partial electron yield. Also included are the transitions
as predicted by TD-DFT, which in the case of carbon are labelled by the envi-
ronment the electron is excited from.

backbone and the first three unoccupied levels of the molecule. It is proba-

ble that the first peak in each spectrum results from a combination of these

carbon environments. It is worth noting, however, that transitions involv-

ing the ring carbons are found throughout the spectra, and thus will likely

overlap with peaks from other groups. At higher energies, the monolayer

spectra begin to differ from the multilayer. The peak at 286.7 eV in both

monolayer spectra is not immediately seen in the multilayer. Based on the

TD-DFT, this excited state is taken to contain contributions from transi-

tions from the C-N and C-O carbons of the dye. It is very likely that this
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Figure 3.11: Visualisation of the HOMO and first five LUMOs of C343 calcu-
lated by DFT.

peak is overshadowed by the large peak at 287.5 eV in the multilayer scan,

which itself is unassigned and appears to be the source of the differences be-

tween the monolayer and multilayer spectra. It could be argued that there

is good alignment between the peak at 287.5 eV and the calculated transi-

tion from the C-O carbons of the dye, however, if caused by this group, it

should also dominate the monolayer spectra. Hence, the contribution from

C-O is instead assigned to the peak at 286.7 eV as stated previously. There

are two potential differences between the monolayers and multilayer: pro-

tonation and contamination. As discussed in the context of the O 1s XPS,

the carboxylic acid is largely deprotonated for the monolayers and likely

protonated for the multilayer. Comparison to the TD-DFT, which repre-

sents the protonated molecule, implies that protonation is not the origin

of the additional feature at 287.5 eV in the multilayer scan. It is instead

attributed to a contaminant, which is likely present in the multilayer as

evidenced in the C and N 1s XPS (Figure 3.6a).

As mentioned above, both monolayer N K-edges in Figure 3.10a show a

pre-edge feature at 398.7 eV. It would seem obvious that the lowest excited
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state of C343 is represented by this peak. However, this contradicts the

TD-DFT results and no similar feature is detected in the multilayer scan.

Furthermore, DFT predicts that the unoccupied orbitals are delocalised

(Figure 3.11); thus, the peaks should also appear in the C K-edge spectra

if they represent a low-energy excited state of C343. This is not the case

and, as a result, it is not immediately obvious what the peaks at 398.7 eV

in Figure 3.10a are. We can infer from their absence from the multilayer

and C K-edge NEXAFS that the peak arises from near the substrate sur-

face and likely involves a nitrogen atom. A potential explanation could

be acetonitrile contamination from the sensitising process. However, sub-

sequent NEXAFS measurements of non-sensitised, mesoporous, TiO2 that

had been immersed ex-situ in acetonitrile for 30 minutes showed little sign

of contamination (figure A7). In addition, only the multilayer showed ace-

tonitrile contamination in the N 1s XPS, not the monolayers. Thus solvent

contamination is unlikely to be the source of the unknown features. With

this in mind, it is worth considering if some unexpected bonding geometry

of C343 on TiO2 is responsible for the unidentified peaks. Given the above

discussion, such a bonding arrangement must involve the lone pair on the

nitrogen atom contained within the julolidyl group of the dye. Several

small amine molecules have been shown to bind to TiO2(110) via donation

of their nitrogen lone pair electrons to Ti4+ cations (or oxygen vacancies if

present) in a Lewis acid-base reaction [130]. However, triphenylamine (a

moiety often found in organic dyes) exhibits little basicity due to the ni-

trogen lone pair’s ability to delocalise across its phenyl groups [131], hence

is unlikely to bind to TiO2 in this way. Therefore, whether C343 can bind

to TiO2 through its nitrogen atom depends on how localised its lone pair is

compared to these molecules. If the dye were able to do so, it is reasonable

to expect this to cause a shift in the NEXAFS. By donating its lone pair,

the nitrogen atom is left net positive, meaning that electrons excited from
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the N 1s core level will feel increased electrostatic attraction towards it.

This would reduce the energy of the N 1s to LUMO transition relative that

seen for deprotonated C343.

Finally, in addition to the calculated transitions, several orbitals are visu-

alised in Figure 3.11. Both the HOMO and LUMO shown qualitatively

agree with previous calculations of C343 [123]. Our calculations show that

both the HOMO and the lowest energy unoccupied orbitals are delocalised

across the molecule. However, only the LUMO tends to the anchoring

side of C343, with the rest lying towards the nitrogen atom. This may

reduce the degree of coupling between the substrate conduction band and

unoccupied states, potentially reducing the charge injection efficiency.

3.3.4 Density of States

The electronic structure of the dye-semiconductor interface is intrinsically

linked to the function of a DSSC, governing its absorption characteristics

and charge transfer dynamics. By combining the occupied and unoccupied

states of the ex-situ samples via the method described in reference [83],

DOS maps can be formed. These plots reflect the electronic structure of

the samples under X-ray irradiation, and thus the unoccupied spectra are

shifted to higher binding energy by the presence of the core-valence exciton.

Therefore, it should be noted that these maps do not reflect the situation

under normal DSSC operation. The plots are shown in Figure 3.13 for both

monolayer samples, where the valence band maximum (VBM) and conduc-

tion band minimum (CBM) are marked. The VBM were determined by

finding the intersection between a fit of the linear region of the VBM and

background at low binding energy in the XPS of non-sensitised electrodes

(figure 3.12). This method has been shown to approximate well values ob-
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Figure 3.12: valence XPS of bare mesoporous SrTiO3 (a) and TiO2 (b). The
valence band maxima (VBM) were determined utilising the method described in
reference [132] and recorded using 1486.6 eV photons on a lab-based Al source.

tained from mixed experimental/theoretical methods for SrTiO3 and other

materials [132]. The CBM values were then found simply by adding the

band gap of each material to its respective VBM (3.25 eV SrTiO3 [133],

3.0-3.2 eV TiO2 [60, 134]). Thus, the binding energy positions of the bands

are approximated as 2.71 eV and -0.54 eV on SrTiO3, and 2.97 eV and -0.23

eV on TiO2, for the VBM and CBM respectively. Altogether we see that

the first peaks in both K-edge spectra appear below the CBM for SrTiO3

(Figure 3.13a). This, however, is not the case for TiO2 (Figure 3.13b); the

first peak of the N K-edge spectrum lies above the CBM. This difference
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Figure 3.13: DOS plots for monolayer C343 on SrTiO3 (a) and TiO2 (b), where
the HOMO, VBM and CBM positions have been marked. These plots are formed
by aligning the valence XPS and XAS data.

is caused by the interplay between the the VBM position, band gap, and

binding energies of the core-levels used to set the valence XPS and NEX-

AFS on the same energy scale. It should also be noted that the CBM in

Figure 3.13b corresponds to the anatase band gap and thus represents the

most negative energy that this band can appear.

Previously, insufficient dye coverage has been suggested as the reason for

lower photocurrent values on DSSCs utilising SrTiO3 substrates [129]. How-

ever, in light of figure 3.13, we predict that the photocurrent of C343 sen-

sitised SrTiO3 may also be intrinsically reduced compared to TiO2, where
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the energetics for charge transfer are more favourable. While the NEXAFS

in Figure 3.13 is influenced by the X-ray induced core-valence exciton, both

samples should be affected similarly. Therefore, the dye’s favourable ener-

getics on TiO2 should be preserved under visible light. The core-hole clock

implementation of RPES could help clarify to what extent a greater sepa-

ration between the unoccupied dye and substrate states affects the charge

transfer time, and thus the efficiency, of C343 photoanodes. Such an exper-

iment would likely find a faster charge transfer time on TiO2 than SrTiO3

and be independent of monolayer coverage.

Figure 3.13 can also provide context to the RPES in Figure 3.8, where

the weaker enhancement of the HOMO on SrTiO3 could incorrectly be

interpreted as increased charge transfer from the dye to the substrate. As

the unoccupied states measured over the C K-edge largely lie below the

SrTiO3 CBM, only electrons promoted to the higher unoccupied states of

C343 are permitted to tunnel into the conduction band. As a result, for the

least energetic excited states, there is no competition from charge transfer

and participant decay of the excited electron can proceed unhindered. In

addition, the excited states whose energetics are favourable for tunneling

lie closer to SrTiO3’s CBM than those on TiO2, reducing the impetus for

charge transfer. Taken together, both factors point to greater competition

between resonant processes and charge transfer on TiO2, which would be

expected to reduce the RPES signal compared to SrTiO3. However, the

opposite is found in Figure 3.8; C343 on SrTiO3 shows lesser resonant

enhancement compared to TiO2. This supports the interpretation in the

previous section that C 1s photoemission from second order light in the

off-resonant scan causes muted enhancement of the HOMO on SrTiO3 to

be seen in the difference spectrum.
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3.4 Conclusions

Through a combination of synchrotron core-electron spectroscopy, DFT,

and laboratory XPS, photoanodes based on the organic dye C343 have

been analysed in depth. Using XPS, it was found that monolayer C343

prepared ex-situ was deprotonated by both TiO2 and SrTiO3 substrates,

and protonation of the ex-situ prepared multilayer was assumed. Similarly,

the in-situ C343 monolayer and multilayer are found to be deprotonated

and protonated respectively. Further, hydroxyl contamination was identi-

fied in all ex-situ samples and it is expected that this caused the binding

energy differences between the O 1s of the in-situ and ex-situ samples.

Although XPS was unable to determine the position of the HOMO, its

binding energy was identified for both ex-situ prepared monolayers using

RPES. NEXAFS of C343 on both substrates was analysed using TD-DFT

and the likelihood that the dye can bond through its nitrogen atom dis-

cussed. For this work, contamination was a recurring theme for the ex-situ

prepared samples, and highlights the difficulty it can cause for this kind of

experiment. To minimise this, in-situ deposition and air-free transport to

the beamline should be considered.

The XPS, NEXAFS, and RPES were then combined to form the density

of states for C343 on both TiO2 and SrTiO3, where TD-DFT was used to

elucidate the transitions involved. As a result, it was seen that the lowest

energy excited states for C343 on SrTiO3 lay below the CBM, forbidding

them from charge transfer in the core-excited regime. This was not true for

TiO2, where only the lowest energy C 1s excitations appear below the CBM.

In addition, those states where charge transfer could occur where found to

lie closer to the SrTiO3’s CBM than on the TiO2 substrate. From this, it

was suggested that the energetics for C343 on SrTiO3 are less favourable for
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charge transfer, which could contribute to an inherently worse photocurrent

compared to TiO2, under visible light. Further experiments into C343

photoanodes may validate the previous statement; particularly the core-

hole clock implementation of RPES, which could quantify how the choice

of substrate influences the charge transfer time of a particular dye. The

results presented herein will be valuable for such a study, and will also

assist future core-level electron spectroscopy of organic dyes, particularly

those based on coumarin.
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Chapter 4

Competition between

sub-femtosecond charge

injection and relaxation in a

Ru complex at the S 1s and

Ru 2p3/2 edges
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4.1. INTRODUCTION

4.1 Introduction

To facilitate high efficiencies, the time taken for the excited electron to

transfer away from the dye must be fast, outpacing recombination. Typ-

ically, this is achieved by ensuring good spatial overlap and favourable

energetic alignment between the unoccupied states of the molecule and

conduction states of the semiconductor respectively [135]. The dye cis-

bis(isothiocyanato)-bis(2,2-bipyridyl-4,4-dicarboxylato)-ruthenium(II), com-

monly referred to as ‘N3’, is one such sensitiser that shows good coupling

between its excited state and the conduction band of TiO2 [32]. In this con-

text, N3 exhibits ultra-fast charge injection, reportedly occurring within 16

fs [71]. It is expected that N3 bonds to TiO2 through deprotonation of its

carboxylic acid groups located on the bipyridine ligands, however it has

been observed that alternative bonding modes involving the thiocyanate

ligands are also possible [118]. The former of these ligands has been inves-

tigated using photoelectron spectroscopy previously, finding an injection

time of <3 fs on bi-isonicotonic acid after excitation from the N 1s [97],

but little is known of charge injection involving excitations from the S 1s

core levels.

Resonant Auger electron spectroscopy (RAES) is among the core-level X-

ray spectroscopies capable of accurately quantifying charge transfer pro-

cesses with sub-femtosecond precision via ‘core-hole’ clock analysis [136,

137]. Like other core spectroscopies, RAES offers chemical specificity, en-

abling selective excitation from individual atoms within a molecule. How-

ever, unlike other photoelectron spectroscopies, RAES must be regarded as

a one-step scattering process, complicating its analysis. A full theoretical

description of RAES, sometimes referred to as non-radiative resonant X-ray

Raman scattering (RXS), can be found elsewhere [85, 86, 87]. However, a
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4.2. METHODS

Figure 4.1: Schematic of N3 dye. The molecule is a ruthenium complex with
two bipyridine ligands, which have two COOH anchoring groups each, and two
thiocyanate ligands.

brief explanation is presented in chapter 2.

In this chapter, RAES is used to quantify the charge transfer dynamics

of model N3 photoanodes at the S 1s and Ru 2p3/2 absorption edges, fo-

cussing on the sulphur KLL and ruthenium LMM Augers. Monolayer and

multilayer samples are studied to probe both charge injection from, and

relaxation within, the molecule. As a result, charge injection times for N3

are obtained with greater precision than previously, due to the shorter core-

hole lifetimes of the regions studied, and a picture of injection involving

the thiocyanate ligand presented.

4.2 Methods

4.2.1 Sample Preparation

Monolayer samples were prepared by soaking mesoporous TiO2 on FTO

glass (Solaronix) in a solution of N3 dissolved in ethanol for 12 hours, un-

87



4.2. METHODS

der a nitrogen atmosphere. The soaked electrodes were then washed and

soaked further in ethanol to desorb physisorbed dye. Multilayers of N3 were

deposited via in-situ UHV electrospray deposition onto Si/SiO2 substrates,

which were heated previously to ∼200°C. This was conducted in a SPECS

DeviSim NAP-XPS system fitted with a Phoibos 150 hemispherical anal-

yser, equipped with an Al Kα X-ray source (1486.6 eV). A concentrated

solution of N3 was pumped through a stainless steel emitter (internal di-

ameter 100 µm, New Objective, USA) at a rate of 0.3 mlhr-1. The emitter

was held at a voltage of 2.3 kV relative to the ground, ionising the solvent,

and ejecting a jet of dye solution. The electrospray plume is drawn into

an entrance aperture (internal diameter 0.5 mm), passing through a series

of differentially pumped stages with increasingly wider entrance apertures

where the solvent evaporates. The base pressure of the UHV chamber sits

at 1 × 10-9 mbar normally, which increased to 10-8 mbar with the gate

valve to the electrospray opened and voltage off. With the valve open and

voltage on, the pressure varied between low to mid 10-7 mbar, showing that

the majority of the spray consisted of N3. As a result, it is largely only the

dye deposited, with thickness and purity monitored by XPS.

4.2.2 Beamline

The experiment was preformed at the I09 beamline at Diamond Light

Source, U.K. The beamline offers both soft and hard X-ray beams, where

the former was used for X-ray absorption spectroscopy (XAS) at the nitro-

gen edge and the latter for photoelectron spectroscopy (PES) and RAES

measurements. To minimise beam damage and average variations due to

the mesoporous substrate, the beam was defocussed to 400×400 µm2. Fur-

ther, the undulators were detuned and defocussed by a factor of ×20 for
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the soft beam and ×40 for the hard beam, again to reduce beam damage.

The beamline has a resolving power of ×10,000, giving resolutions of ∼0.25

and ∼0.28 eV at the S 1s and Ru 2p3/2 edges respectively. The beamline is

equipped with a VG Scienta EW4000 analyser with an angular acceptance

of 56°, and measurements were taken at 10° from normal emission (80° from

the axis of the beam).

4.2.3 Spectroscopy

XPS was measured using a photon energy of 2.7 keV and a pass energy of

100 eV in swept mode. All Ru RAES was conducted using a pass energy

of 200 eV in swept mode, whereas the S RAES maps were taken using a

pass energy of 500 eV in fixed mode and supplemented with high-resolution

swept mode scans recorded at 200 eV pass energy for the monolayer. To fit

S KLL spectra of the multilayer, slices were taken from the map and the

shape of the detector corrected for before fitting. Due to long measurement

times, these parameters were chosen to avoid artefacts in the data resulting

from top-up injections of the ring. For this reason, only the first resonance

of the Ru RAES was measured. Beam damage was monitored using the N

1s XAS signal in total electron yield (TEY), measured using the sample

drain current, where no major differences are observed when comparing

before and after RAES data was taken (figure A8).

All kinetic energy scales were calibrated to the Ti 2p3/2 peak at 458.8 eV,

which was determined from the O 1s of a non-sensitised electrode being

set to 530.05 eV [106]. For the multilayer, this was achieved by lining up

features with those in the calibrated monolayer spectra. Peak fitting was

carried out using a pseudo-Voigt function that has been modified to in-

clude asymmetry as required [138]. For the PES, the Gaussian-Lorentzian
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ratio was kept constant for features arising from the same core-level, with

the widths allowed to vary within realistic constraints. The same rule was

applied for analysing the RAES data, however it should be noted that pa-

rameters such as the Gaussian and Lorentzian widths lose some of their

physical meaning. The probability distribution is governed by a convolu-

tion of the lifetime broadening, photon energy bandwidth, and spectrome-

ter function, with the narrowest width determining the overall peak shape

[85]. For the data presented in this report, the lifetime broadening of the

S 1s is comparable to the photon bandwidth, whereas the Ru 2p3/2 broad-

ening is much greater; 0.52 eV (1.27 fs) vs. 1.87 eV (0.35 fs) respectively

[139]. As a result, for the Ru RAES, it is expected that the Ru resonant

Auger peaks (‘spectators’) will be largely Gaussian in character, however

no such approximation can be made confidently in the case of S. Shirley

backgrounds were employed for both the PES and the S RAES, where lin-

ear slopes were incorporated if required. This was found to be inadequate

to fit the background in the Ru RAES, thus a combination of linear slope

and Tougaard-type backgrounds were employed instead [79].

4.3 Results & Discussion

4.3.1 Hard X-ray Photoelectron Spectroscopy

Figure 4.2 shows the O 1s of both samples. The multilayer (figure 4.2b)

shows peaks at 531.8 and 533.1 eV, which are attributed to the oxygen

species within the molecule’s carboxylic acid moieties [71]. These same

species are identified in the monolayer (figure 4.2a) at 531.9 and 533 eV,

with a further peak at 531 eV attributed to hydroxyl groups from water

contamination. These were most likely adsorbed from the atmosphere onto
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Figure 4.2: O 1s XPS of monolayer (a) and multilayer (b) N3. The ratio of
molecular features in the O 1s is 3.4:1 on the monolayer and 1:1 on the multilayer.
Measured using a photon energy of 2700 eV at a pass energy of 100 eV in swept
mode. Fit using a combination of linear and Shirley backgrounds.

the electrode pre-sensitisation; hydroxyl groups have previously been found

to appear around 531.2 eV on TiO2 [65]. Lastly, the peaks at 530.05 and

532.8 eV are attributed to the TiO2 and SiO2 substrates for the monolayer

and multilayer respectively [106, 140]. The inset of figure 4.2a shows that

the fit is not perfect, which is attributed to the background rising over the

data at higher binding energies. This spectrum in particular is difficult to

fit at this photon energy, as the substrate dominates.

From the stoichiometry of the molecule, it is expected that the ratio of
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C-OH to C=O peaks is 1:1. Applying this to the multilayer works well,

indicating that the signal represents molecules that are protonated and ph-

ysisorbed to the substrate. However, the monolayer instead exhibits a ratio

of 3.4:1. The deviation between samples is caused by deprotonation of one

of the bi-isonictonic acid ligands utilised for bonding. Here, the hydrogen

atoms in the carboxyl moieties are lost and the now chemically equivalent

oxygen atoms form a bond with the surface [141]. The subsequent carboxy-

late species shows a bidentate bridging bonding geometry and manifests at

a similar binding energy to the C=O on the unaffected ligand, leading to

an expected ratio of 3:1 [71]. The value calculated from figure 4.2a thus in-

dicates that the majority of the molecule is deprotonated and it is inferred

that contaminating hydroxyl groups do not interfere with adsorption.

Figure 4.3 shows the S 1s for both samples. Three components are iden-

tified, appearing at 2469.8, 2471.8, 2477.8 eV on the monolayer in figure

4.3a. The first of these peaks appears at the same binding energy in the

multilayer and is thus attributed to non-bonded thiocyanate ligands. The

remaining peaks in figure 4.3b appear at lower binding energy compared to

the monolayer: 2471.5 and 2477.2 eV. The highest energy peak in both fig-

ures 4.3a and 4.3b is attributed to oxidised sulphur [142], likely as a result

of beam damage. However, in both spectra this component makes up a

small fraction of the overall intensity (∼5%) and thus is not anticipated to

meaningfully affect the charge transfer times calculated later in this work.

It is not clear what is responsible for the high binding energy shoulders

on the main peaks in both figure 4.3a and 4.3b, however it is likely that

they indicate a bonding interaction involving the thiocyanate and surface.

This has previously been reported to cause a 0.7 eV shift to higher binding

energy in the S 2p region compared to non-bonded thiocyanate [71, 118].

Instead, for the S 1s in figure 4.3, shifts of ∼2 eV are found. This difference
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Figure 4.3: S 1s XPS of monolayer (a) and multilayer (b) N3. Measured using
a photon energy of 2700 eV at a pass energy of 100 eV in swept mode. The
multilayer was fit with a Shirley background, and the monolayer using a combi-
nation of Shirley and linear backgrounds.
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is attributed to differences in shielding caused by the removal of an S 1s,

compared to an S 2p, electron.

In principle, it is possible that some thiocyanate-surface interaction could

be detected in the multilayer, due to the kinetic energy of the recorded

photoelectrons (∼200 eV). However, the proportion of bonded thiocyanate

in the multilayer is comparable to the monolayer, which is unexpected for

a species buried under a thick dye layer. Therefore, in the case of the

multilayer, this peak may also represent donor interactions between the

thiocyanate and neighbouring dye molecules. If this were the case, the

electropositive hydrogen atom in the COOH anchor group is the likeliest

target. No deprotonation is observed in figure 4.2b, which suggests that N3

is largely physisorbed on SiO2 in the multilayer, lending credence to inter-

molecular bonding as the origin of greater than expected intensity of the

‘bonded’ thiocyanate peak. Here, it is noted that the kinetic energy of the

O 1s photoelectrons is on order of 2.2 keV, meaning any deprotonated dye

contribution would be detected, if significant. Thus, the coupling between

the unoccupied states and Si conduction band is taken to be minimal and

charge injection is not expected to influence RAES of the multilayer.

The C 1s and Ru 3d spectra for the monolayer and multilayer are shown in

figure 4.4a and 4.4b respectively. Peaks are located at 280.9, 285.1, 285.05,

286.2, and 288.6 eV on the monolayer. These match the multilayer, with

the exception of the highest binding energy peak, which appears at 288.8

eV. The first two features of this list are assigned to the central Ru2+ ion

of the molecule [143]. The remaining peaks are assigned to bonds with C-

C/C-S character, C-N environments, and COOH respectively, in-line with

previous reports of similar dye molecules [71, 108, 144]. Contamination is

not expected to be a problem for the in-situ prepared multilayer; thus it

is taken that the signal in figure 4.4b is mostly from N3 molecule. With
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Figure 4.4: C 1s XPS of monolayer (a) and multilayer (b) N3. Measured using
a photon energy of 2700 eV at a pass energy of 100 eV in swept mode, and fit
using Shirley backgrounds.
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Figure 4.5: N 1s XPS of monolayer (a) and multilayer (b) N3. Measured using
a photon energy of 2700 eV at a pass energy of 100 eV in swept mode. The
monolayer spectrum was fit using a linear background and the multilayer using
a Shirley background.

this in mind, it is reassuring that the ex-situ prepared monolayer C 1s

matches the multilayer well, also suggesting minimal contamination of this

sample. Both samples were transferred into I09 from atmosphere, thus

some contamination may be present, however the photon energies used in

this work are unlikely to detect it.

From the molecule’s structure, it is expected that the ratio of pyridine to

thiocyanate signals in the N 1s should be approximately 2:1, but this does

not appear to be the case in either figure 4.5a or 4.5b. Instead, the ratios
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are 3.7 and 3.2 for the monolayer and multilayer respectively. One possible

explanation is that beam damage of the thiocyanate ligands (as seen in

figure 4.3) results in the removal of nitrogen, giving a lesser intensity in

the N 1s from that ligand. However, this is too small a fraction of the

total intensity to account for the difference alone, based on the S 1s. A

further possibility is that bonding with thiocyanate positions its nitrogen

close to the substrate surface, leading to the rest of the molecule shadowing

its signal. This has previously been reported for organic dye molecules on

TiO2 [145]. However, the kinetic energy is large here. As such, it would

expected that this effect is small, if it is present at all. With the above

phenomena determined to be unlikely, the deviation from the expected

ratio of pyridine to thiocyanate signals is taken to be caused by shake up

structure overlapping with the pyridine peak.

4.3.2 Sulphur KLL & Ruthenium LMM Augers

Figure 4.6 shows how the S KLL Auger varies with the photon energy.

Two resonances are seen, one at 2467 eV common to both maps, and an-

other at 2476 and 2477 eV on the multilayer and monolayer respectively.

In the maps, both spectator and normal Augers overlap significantly, thus,

it is essential to separate them. The S KLL Auger recorded off-resonance

on the monolayer (figure 4.6c) corresponds to the minimum resonant case,

i.e. maximum charge transfer. As a result, little-to-no spectator peaks are

expected, highlighting the normal Auger contribution to the region. The

peaks at 2095.3 and 2103.5 eV in this spectrum are assigned to the 1S and

1D transitions of the 2p-2 final state [146]. The opposing case is shown

in figure 4.6d, which is recorded just below the S 1s ionisation threshold

on the multilayer, representing the maximum spectator case. Six peaks

97



4.3. RESULTS & DISCUSSION

21
20

21
15

21
10

21
05

21
00

20
95

20
90

20
85

Ki
ne

tic
 E

ne
rg

y 
(e

V)

2480247524702465
Photon Energy (eV)

a) Monolayer

21
20

21
15

21
10

21
05

21
00

20
95

20
90

20
85

Ki
ne

tic
 E

ne
rg

y 
(e

V)

2480247524702465
Photon Energy (eV)

b) Multilayer

70

65

60

55

50

45

40

In
te

ns
ity

 (a
rb

. u
ni

ts
)

21102105210020952090
Kinetic Energy (eV)

Ep  = 2480.0 eV
 S KLL Auger
 Fit
 Normal
 Residual

c) Monolayer

160

150

140

130

120

110

In
te

ns
ity

 (a
rb

. u
ni

ts
)

2120211021002090
Kinetic Energy (eV)

Ep  = 2466.0 eV
 S KLL Auger
 Fit
 Spectator
 Residual

d) Multilayer

Figure 4.6: S KLL Auger measured whilst varying the photon energy over the
first two resonances on monolayer (a) and multilayer (b) N3. Also shown is
the Auger recorded off-resonance on the monolayer (c) and below the ionisation
threshold on the multilayer (d). These indicate the minimum and maximum
resonant cases. Recorded using a pass energy of 500 eV in fixed mode.
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Figure 4.7: Ru LMM Auger measured while varying the photon energy over the
first resonance, on the monolayer (a) and multilayer (b). The Auger recorded
on the monolayer at 2884 eV, ∼50 eV above resonance, shows the minimum
resonant case (c). All spectra here were recorded at 200 eV in swept mode.
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are identified that disperse in kinetic energy; however, further peaks may

appear as the resonance is approached. With the different Auger contri-

butions identified, the complication of the post collision interaction (PCI)

between the outgoing photoelectron and normal Auger electron must be

considered. This occurs close to the S 1s ionisation threshold and shifts

the normal Auger’s kinetic energy higher, distorts its lineshape, and intro-

duces asymmetry [147]. As a result, the PCI-affected Auger will overlap

strongly with the dispersing spectators, particularly the peak appearing at

2104.3 eV in figure 4.6d, and must be considered when fitting.

The Ru LMM Auger is shown in figure 4.7 at the first resonance. As before,

dispersing spectators overlap strongly with the normal Auger; however, no

PCI is observed (figure A9). Like above, it is difficult to see the position

of each spectator, but several dispersive trails can be identified around

the resonance in figure 4.7b. Highlighting the minimum resonant case by

recording at an off-resonant photon energy on the monolayer (figure 4.7c),

three normal Auger peaks are identified. These are very broad, largely due

to the short lifetime of the Ru 2p3/2 core hole.

4.3.3 Partial Density of States (pDOS)

Key to facilitating charge transfer is the appropriate alignment of the

molecule’s unoccupied states with the conduction band of the semicon-

ductor support. Integrating the RAES maps presented in figures 4.6 and

4.7 gives an Auger yield X-ray absorption spectrum, which can be aligned

with the system’s valence band [83]. Superimposing the band positions of

TiO2 as was done in chapter 3, determined from XPS of an unsensitised

electrode (figure 3.12) [132], shows from which states charge transfer is

possible in the core-excited regime. By doing so, figure 4.8 is constructed,
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Figure 4.8: S and Ru partial density of states formed by aligning the valence
XPS with the auger-yield XAS, showing that charge injection is only possible
from the second S resonance.

showing that both the first S and Ru resonances fall comfortably below

the TiO2 conduction band minimum (CBM), forbidding any charge injec-

tion to the surface. In contrast, the second S resonance lies far above the

CBM and thus can act as a probe for charge injection to TiO2. This align-

ment between the occupied states and TiO2 CBM is similar to previous

experiments on N3 excited at the N 1s edge, with energy of the HOMO

appearing at a similar binding energy [71]. However, the excitonic shift of

the Ru* excited states is quite extreme. This may reflect the situation at

the sample, however while charge injection is still taken to not occur from

the first resonance, there will also be an error associated with the photon

energy. This is discussed further in chapter 5.

4.3.4 Charge Relaxation at the First Resonance

The S KLL Auger changes dramatically at 2467 eV, shown in the figure

4.9, indicating excitation to the first accessible unoccupied states of the

molecule. The maps in figure 4.6 show significant enhancement in intensity

at this photon energy, which is reflected by the identification of several spec-
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Figure 4.9: S KLL Augers recorded on resonance at 2467 eV on monolayer (a)
and multilayer (b) N3. Both spectra were fit using Shirley backgrounds alone.
The monolayer spectrum was recorded at 200 eV pass energy in swept mode.
The multilayer was recorded at 500 eV pass energy in fixed mode, where the
shape of the detector was accounted for by comparing fixed and swept scans of
the same region.

102



4.3. RESULTS & DISCUSSION

tators in figure 4.9. The kinetic energies of the spectator peaks identified

at 2467 eV are summarised in table 4.1, with the dominant 1D transition

of the normal Auger appearing at 2104 eV for both samples. The spec-

tators are grouped together in table 4.1 by the likelihood that each peak

corresponds to the same transition. Some variation in kinetic energy be-

tween the peaks is expected; at 2467 eV photon energy, not all spectators

are recorded exactly on resonance as shown in figure 4.6 thus dispersion

becomes relevant. It should be noted that there are more peaks detected

in the multilayer than the monolayer, where it is unclear if the monolayer

peak at 2097.2 eV corresponds to either of the peaks at 2096.7 or 2098.4

eV in the multilayer. The addition of an extra peak in the multilayer is

unlikely caused by overfitting, but if it were, removing the weaker peak

at 2096.7 eV would be the obvious solution. However, this would mean

the 1S component of the normal Auger must become more intense, wider,

and shift to higher kinetic energy. While the absolute position of all nor-

mal Auger components changes with photon energy around the ionisation

threshold (as the result of PCI with the outgoing S 1s photoelectron) the

width and intensity are tied to the main 1D transition itself. This has been

determined by fitting the Auger off-resonance and is functionally indepen-

dent of photon energy over the range studied in figure 4.6. Thus, to keep

the normal Auger contributions consistent, an additional peak in the mul-

tilayer scan is required. With it established that two peaks give the best

fit to the multilayer data, the fact that the monolayer peak in question

does not match the kinetic energy of either suggests that it is an analogue

of neither. It is unlikely that charge injection into TiO2 has resulted in a

monolayer peak vanishing; from figure 4.8 this is energetically forbidden at

the first resonance. As a result, it is concluded that the monolayer peak at

2097.2 eV indicates a transition unique to the bound dye.
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Table 4.1: Kinetic energies of the spectator features seen in figure 4.9.

hν / eV Espect.
k / eV

Mono 2467 2097.2 2098.9 2101.7 2105.4 2107.2 2109.1
Multi 2467 2096.7 2098.4 2100.5 2102.4 2104.9 2106.5 2108.5

Complicating the analysis of figure 4.6 is the strong overlap between the

1D transition and the spectators at 2105.4 and 2104.9 eV on the monolayer

and multilayer respectively. As a result, several equally valid fits could be

applied to the spectra, each of varying normal Auger contribution. How-

ever, it is expected that the normal Auger is relatively weak given that

the photon energy of these spectra is below the S 1s threshold (consider

their positions in figure 4.6). In addition, the position of the 1S normal

Auger component at the lowest kinetic energy would have to shift higher

in order to be stronger, worsening the fit in this portion of both spectra.

This overlap between normal and spectator peaks is further compounded

by asymmetry, which in the case of the normal Auger is caused by the PCI

with the S 1s photoelectron. Spectator peaks in RAES can also exhibit

asymmetry due to the photon energy being slightly off-resonance, which

is strongest at photon energy detunings equal to the lifetime broadening,

if the latter is of comparable width to the photon bandwidth (see section

2.3.2) [85]. This can be visualised as the photons preferentially exciting

one side of the excited state distribution as the resonance is approached.

In figure 4.6, all save the highest kinetic energy spectator are slightly below

their maximum intensity when recorded at 2467 eV and thus asymmetry

to lower kinetic energy is anticipated. The detuning of the spectator at

2107.2 (monolayer) and 2106.5 eV (multilayer) is closest to the value of

the lifetime broadening of the S 1s core-hole, and thus should exhibit the

most asymmetry, however this was found to be minor. Consequently, slight

asymmetries to lower kinetic energy on each detuned spectator were found

to give the best fit. At this point, it is noted that the dispersion of each

104



4.3. RESULTS & DISCUSSION

spectator is linear and thus vibrational effects are taken to be absent, which

would instead cause non-linear dispersion [86, 87].

At this point, it worth considering if Stokes doubling is present within the

spectra recorded at the S 1s edge. This is the appearance of peaks that

do not correspond to RAES, but rather to stray light in the optics of the

beamline causing excitations also [87]. This cannot immediately be disre-

garded because the photon energy resolution is not especially small relative

to the S 1s core-hole lifetime broadening (0.25 eV vs. 0.52 eV). However,

despite this, some facts suggest that the spectator peaks are real and not

artifacts of the beamline. Firstly, whilst the photon energy resolution is of

similar order to the lifetime broadening, the latter is still twice its value.

Thus, if a Gaussian profile of the photon energy distribution is assumed,

the overlap between the two is likely limited, meaning any doubling must

occur over a small energy range [148]. Secondly, the undulator was detuned

by a factor of 40 to reduce beam damage during these measurements. This

has the additional benefit of reducing the scattered contribution to the light

emerging from the monochromator, which reduces the strength of Stokes

doubles and leaves the resonant peaks largely unaffected [149]. Taken to-

gether, these points support the conclusion that Stokes doubling is either

not present, or minimal, in the RAES data here.

Calculating the ratio of spectator to normal contributions in figure 4.9

gives charge relaxation times of 6.8 fs on the monolayer and 6.9 fs on the

multilayer. The marked similarity between both samples indicates that no

charge injection is possible at 2467 eV on the monolayer, as expected from

the excited state lying within the TiO2 bandgap. There are some conclu-

sions that are worth discussion from this analysis. Firstly, given that the S

1s core-level is highly localised to the wing of the thiocyanate ligand, there

must still be an appreciable level of coupling with the unoccupied states
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of the molecule for spectator peaks to occur at all. Previous computa-

tional work on fully deprotonated N3 has found that the highest occupied

molecular orbital (HOMO) is largely Ru in character, but with notable

density on the thiocyanate ligands, and that the first eight unoccupied lev-

els are bipyridine in nature [150]. Therefore, if the S 1s can couple to these

bipyridine LUMOs, it follows that some HOMO density spreading across

the thiocyanate ligand is not necessarily disadvantageous. Secondly, charge

relaxation of the core-excited state of the molecule is ultra-fast even in the

absence of the influence of TiO2, implying significant intra-ligand coupling.

Intramolecular relxation has previously been reported to proceed via inter-

system crossing for N3 [69], thus it is likely that the values calculated above

reflect this process in the S 1s core-excited regime. Intersystem crossing

can be described thus: upon excitation, the total spin of the system does

not change as described by the selection rules (equations 2.11), making the

excited state a singlet state (no unpaired spins). However, the electron can

relax by moving down through vibrational levels into a triplet state (total

spin equal to one).

In the context of charge relaxation, it is helpful to also consider the Ru

LMM Auger, shown in figure 4.10. Here, four spectators are identified on

the monolayer (2038.6, 2062.2, 2066.1, 2071.5 eV), and five on the multi-

layer (2038.6, 2048.9, 2061.8, 2065.7, 2071.2 eV). Compared to the S 1s

RAES, the normal Auger contributes more to the overall intensity. This is

reflected in the calculated charge relaxation times, giving 1 fs on the mono-

layer and 0.9 fs on the multilayer, again suggesting no charge injection into

TiO2 from the monolayer. The core-hole lifetime at the Ru 2p3/2 edge is

much less compared to at the S 1s (0.35 fs vs. 1.27 fs), however, this should

not be interpreted as the cause of the difference between the calculated re-

laxation times. The difference in core-hole lifetimes controls the precision
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Figure 4.10: Ru LMM Augers measured at 2833.4 eV on the monolayer (a) and
multilayer (b). Here, the pass energy was 200 eV in swept mode. A combination
of a linear slope and Tougaard-type backgrounds has been employed in both
cases.
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at which charge transfer processes can be measured, rather than influencing

the values themselves. As such, the much faster relaxation at the central

Ru atom indicates that the excited Ru 2p3/2 electron can delocalise easier

compared to the excited S 1s electron. In terms of intersystem crossing,

this suggests that the triplet state is easier to establish from the Ru 2p3/2

excited state compared to the S 1s excited state.

4.3.5 Charge Injection at the Second Resonance

Unlike the first resonance, charge transfer from the second is possible. This

causes a much greater normal Auger contribution in both spectra of figure

4.11, where only three spectators are observed for the monolayer (2099.6,

2101.9, 2104.8 eV) and five for the multilayer (2096.2, 2098.8, 2101.5,

2104.4, 2106.2 eV). The fitting here has been conducted in the same man-

ner as at the first resonance, where the fit parameters have been informed

by figure 4.6. Two peaks have disappeared from the monolayer spectrum,

the analogues of which appear at 2096.2 and 2106.2 eV in the multilayer;

showing the influence of TiO2. The remaining multilayer spectators are

identified in the monolayer spectrum, albeit with slightly different energies.

This is likely caused by slightly different detuning values in each spectrum,

leading to different degrees of dispersion. Differences in charging are ruled

out because the 1D transition occurs at the same kinetic energy in both

cases (2103.6 eV). Asymmetry on the spectator peaks is neglected at this

resonance, as the spectators are all largely centred on 2477 and 2476 eV in

figure 4.6, and attempts to incorporate asymmetry had little effect on the

calculated charge injection time. The most obvious difference between the

two spectra is the strong (relative to the normal Auger) spectator at 2099.5

eV in figure 4.11a. Looking further into the changes in intensity between
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Figure 4.11: S KLL Augers recorded at 2477 eV on the monolayer (a) and 2476
eV on the multilayer (b). The spectra were recorded using a pass energy of 200
eV in swept mode. Also included is the change in intensity between monolayer
and multilayer peaks, with SA = ‘Spectator Auger’ and NA = ‘Normal Auger’
(c).
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samples in figure 4.11c, the 1D transition of the normal Auger decreases by

88% and the strongest spectator (at 2104.8 eV) by 95%. For the former,

the combination of fewer molecules and differences in X-ray flux accounts

for the overall decrease in intensity and the decrease beyond this for the

latter is attributed to charge injection. In contrast, the spectator at 2099.5

eV is only 30% weaker compared to its multilayer analogue. Counterintu-

itively, this means that it is actually stronger on the monolayer, offsetting

some of the reduction expected from the normal Auger. From this, it is

inferred that on TiO2 this Auger transition occurs faster than its counter-

parts; making a greater contribution to the total spectator intensity than

in the multilayer.

From figure 4.11, the charge transfer times are found to be 0.5 and 1 fs for

the monolayer and multilayer respectively. The difference in these values

indicates charge injection into TiO2 from the monolayer, which occurs twice

as fast compared to relaxation within the molecule at this photon energy.

While injection in 100s of attoseconds is rapid, its similarity to the time

calculated on the multilayer means that it is unlikely to eliminate relaxation

completely, even at this relatively energetic state. It has been estimated

that around 60% of the excited electrons in N3 are injected into TiO2

from the singlet state, with the remaining injecting via the triplet state

after intersystem crossing occurs [69]. From the multilayer, the excited S

1s electron has been shown to take 1 fs to delocalise from the S atom,

meaning that the only way that the excited electron can delocalise faster

is to inject directly into TiO2. This would have to be mediated through

the bonding interaction that is seen in figure 4.3a, which has been reported

previously in the S 2p spectrum of N3 monolayers [118]. Otherwise, if

injection from the S atom were not feasible, it would be expected that

the charge injection time would be longer than the charge relaxation time.
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This can be envisioned as the excited electron needing to inject via two

steps: delocalisation from the S atom, followed by injection mediated by

the anchoring bipyridine ligand. As the injection time is faster than the

relaxation time, injection into TiO2 in one step is more likely.

4.4 Conclusion

In this work, core-level spectroscopies using hard X-rays have been used

to investigate the charge transfer dynamics of monolayer and multilayer

N3 on TiO2. XPS was used to confirm bonding to the substrate in the

monolayer sample, and the lack of it for the multilayer. Further, a suspected

bonding interaction is seen in the S 1s, indicating that bonding involving

the thiocyante ligand is present. It was unexpected that a similar peak was

seen in the multilayer, which was rationalised as an interaction between

neighbouring molecules.

With the bonding of the samples confirmed, the charge transfer dynamics

were probed using resonant Auger electron spectroscopy, and a density of

states plot constructed. Due to the crowded nature of the spectra, great

care was taken to identify the normal and resonant decay channels by se-

lecting photon energies that promote one over the other. In doing so at

both absorption edges, charge relaxation and injection was quantified. At

the first S 1s resonance, relaxation occurred in 6.8 and 6.9 fs on the mono-

layer and multilayer respectively. This result supported the interpretation

of the density of states that charge injection is not possible from the first

excited state of N3 in the S 1s excited regime. A similar result was found

at the first Ru 2p3/2, where relaxation occurred in 0.9 and 1 fs on the

monolayer and multilayer respectively. Both results were taken to reflect
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intersystem crossing from the excited singlet state into a triplet state of

N3.

From the density of states, charge injection from the second resonance of the

S 1s excited regime is possible and was able to be quantified; giving 0.5 and

1 fs on the monolayer and multilayer respectively. This shows the influence

of the substrate on the charge transfer dynamics of the system, however it

is suggested the similarity of the values implies that intersystem crossing

likely still occurs. In addition, as the time calculated on the monolayer is

faster than on the multilayer, it is interpreted that injection from the singlet

state can proceed from the thiocyanate ligand to the substrate. This final

result in particular demonstrates the utility of core-level spectroscopies to

dye-semiconductor systems.
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Chapter 5

Influence of the anchoring

group on the charge transfer

dynamics in Ru-based

Dye-sensitised Solar Cells
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Figure 5.1: RuP (a) and RuC (b) dyes. Both are almost identical, with only the
anchoring group differing between the complexes; PO(OH)2 for RuP and COOH
for RuC

5.1 Introduction

During the operation of a DSSC, the time taken for the excited electron

to transfer from the dye to the support must be quick, occurring before

recombination takes place. This process is heavily dependent on the en-

ergetic alignment and electronic coupling between the unoccupied states

of the dye and surface. For example, organic ‘donor-π-acceptor’ (D-π-A)

dyes are designed to have their virtual, electron deficient, states near the

anchoring end of the dye [12, 151], ensuring maximum spatial overlap with

the semiconductor’s conduction states. Likewise, DFT calculations on N3

(the prototypical, Ru-based, sensitiser) show that its lowest unoccupied

states are bipyridine in character, close to its anchoring ligands [150]. As

a result, it is clear that the choice of anchoring group holds sway over the

charge transfer dynamics between the dye and semiconductor.

Phosphonic and carboxylic acid groups are widely used as anchoring moi-

eties in DSSCs. The former is known to bind much stronger to TiO2

[152], however the picture of electron injection is nuanced. Theoretical
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studies on charge injection from phosphonate indicate that injection is

faster compared to carboxylate anchors for bidentate bonding modes, and

slower from monodentate; with experimental values likely representing

an average [153, 154]. However, examples exist of slower injection times

from phosphonate groups, which can be rationalised by lesser projection

of the unoccupied state onto phosphonate compared to carboxylate [155].

Similarly, different anchoring groups on Zn-porphyrins have been eval-

uated in terms of their molecular conductivity and injection efficiency

using time-resolved spectroscopy, with phosphonate again ranking below

carboxylate in both respects [156]. This disparity highlights the impor-

tance of the availability of complementary experimental studies, and with

this in mind the following chapter presents the charge injection times

of the dyes RuP (ruthenium(II)bis(2,2’-bipyridine)([2,2’-bipyridine]-4,4’-

diylbis(phosphonic acid) dibromide) and Ru455 (cis-bis(2,2-bipyridyl)-(2,2-

bipyridyl-4,4-dicarboxylic acid)-ruthenium(II), herein referred to as RuC)

Both dyes are shown in figure 5.1.

RuP and RuC have been compared previously [157], but not in terms of

quantifiable charge injection times. However, individual attempts have

been made to determine the injection timescale; resonant photoelectron

spectroscopy (RPES) puts injection from the LUMO+2 of RuC as occur-

ring in under 18 fs [99] and transient absorption experiments suggest that

some injection from RuP may occur within 200 fs [158]. The former ex-

ample illustrates the ability of resonant core-level spectroscopies to probe

element-specific transitions within a molecule and quantify charge injection

times precisely (usually an order of magnitude above/below the lifetime of

the core-hole generated). Here, RPES is utilised to quantify the charge

injection times between TiO2 and the Ru complexes, RuP and RuC, upon

excitation from the Ru 2p3/2 core-level. In doing so, the precision of our re-
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sults is enhanced compared to previous RPES studies on similar molecules

that used soft X-rays to excite from the N 1s (by virtue of the much shorter

lifetime of the Ru 2p3/2 core-hole) [71, 97, 99]. In addition, resonant Auger

electron spectroscopy (RAES) is used to probe relaxation of the excited

state where charge injection is absent; revealing the extent of its competi-

tion with direct injection.

5.2 Methods

5.2.1 Sample Preparation

Monolayer samples were prepared by soaking mesoporous TiO2 on FTO

glass (Solaronix) in a solution of either RuP or RuC dissolved in ethanol

for 12 hours, under a nitrogen atmosphere. The soaked electrodes were then

washed and soaked further in ethanol to desorb any physisorbed dye. To

form multilayers, dye/ethanol solutions were spin coated onto Si/SiO2 sub-

strates at 3000 rpm, leaving the Si substrates visibly stained. The thickness

of the multilayers was confirmed by XPS using a lab-based SPECs DeviSim

NAP-XPS system, fitted with a Phoibos 150 hemispherical analyser, util-

ising an Al Kα X-ray source (1486.6 eV). All samples were transported to

the beamline under nitrogen until transferred into vacuum.

5.2.2 Spectroscopy

The experiment was carried out at the GALAXIES beamline at SOLEIL,

Paris, France [159]. The X-ray spot was approximately 80 × 30 µm2 in

area, thus to minimise beam damage the sample position was varied often,

with the state of the sample monitored using the C 1s XPS (figure A10).
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X-ray photoelectron spectroscopy (XPS) was carried out in swept mode,

at a photon energy of 3200 eV, using a pass energy of 200 eV or 100 eV.

The latter energy was employed to avoid saturation of the detector for

some spectra of RuP. For RuC, the pass energy used for the RAES and

RPES was 500 and 200 eV respectively. However, 200 eV was used in both

spectroscopies for RuP to again avoid saturation. All kinetic energy scales

featured herein have been calibrated to the Ti 2p3/2 (458.8 eV), determined

from the O 1s of a non-sensitised electrode at 530.05 eV [106]. To calibrate

the multilayer XPS, either the N 1s (RuC) or Ru 2p (RuP) XPS were

aligned to their monolayer counterparts. Similarly, the resonant data was

aligned to analogous regions recorded in the XPS at 3200 eV.

Peak fitting was conducted using pseudo-Voigt functions that have been

modified to incorporate asymmetry as required [138]. When fitting the

XPS, the Gaussian-Lorentzian (GL) ratio was kept constant across each

feature in a spectrum, but the widths allowed to vary if physically realistic.

Conversely, the GL ratio and widths were allowed to vary between the

two different types of peak in the RAES. Here it should be noted that

the GL ratio loses some of its traditional meaning because the photon

energy bandwidth becomes involved in determining the peak shape under

resonant conditions, and as a result the resolution of the beamline influences

resonant behaviour [85]. On GALAXIES, at the Ru 2p3/2 edge this is on

the order of 0.5 eV using its double-crystal Si(111) monochromator, much

less than the lifetime broadening of the Ru 2p3/2 core hole at 1.87 eV (0.35

fs) [139]. It is thus expected that the resonant Auger peaks will have more

Gaussian character compared to the normal Auger peaks, exhibit little-to-

no asymmetry, and disperse linearly with photon energy [85, 86, 87].

Shirley backgrounds were employed when fitting the XPS, occasionally

combined with a linear slope as required. However, the RAES required
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Figure 5.2: O 1s XPS of RuP (a) and RuC (b) multilayers. In both cases the
substrate peak remains visible due to the high photon energy (3200 eV). The
pass energy is 200 eV for the RuC spectrum and 100 eV for RuP.

a combination of Shirley, Tougaard-type, and linear backgrounds to fit the

data adequately [79]. To facilitate core-hole clock calculations using RPES,

step backgrounds were subtracted from the integrated spectra. This was

applied to the Auger-yield XAS measurements also and for both datasets

linear slope backgrounds were incorporated if required.
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5.3 Results & Discussion

5.3.1 Hard X-ray Photoelectron Spectroscopy

To confirm bonding between the dyes and surfaces, the O 1s of each sample

was recorded. For RuP, peaks are identified at 530.7, 532.2, 532.8 eV on

the multilayer (figure 5.2a). The highest binding energy peak is consistent

with the native oxide of the Si substrate [140], with the phosphonic acid

groups appearing at lower binding energy. The phosphonic features appear

at similar binding energy in the monolayer spectrum (figure 5.3a), however

the substrate peak is instead at 530 eV, in keeping with lattice oxygen from

TiO2 [106]. The ratio of P=O to P-OH peaks differs between the spectra;

1:1.8 in the multilayer compared to 5.2:1 in the monolayer. The former

ratio is close to what is expected from an isolated molecule, which has two

P-OH groups for every P=O. There are two good reasons to conclude that

any surface-bound dye signal is suppressed in the multilayer. Firstly, Si-O-

P bonds are susceptible to nucleophilic attack from water molecules [160],

which are almost certainly present, making bonding to SiO2 difficult. Sec-

ondly, the thickness of the dye layer buries the surface-bound molecules’

signal under physisorbed dye. However, clearly the situation is not the

same for the monolayer. The deviation from the isolated molecule ratio is

attributed to deprotonation of the P-OH groups as the dye binds to the

surface, similar to XPS studies of dyes containing carboxylic anchor groups

[141]. Dyes that bind using phosphonic acid can exhibit several bonding

modes simultaneously, not all of which lead to complete deprotonation of

the moiety [161]. As such, it is not expected that the P-OH feature disap-

pears completely. Regardless, the size of the skew towards P=O suggests

that a sizeable portion of the dye is fully deprotonated.
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Figure 5.3: O 1s of RuP (a) and RuC (b) monolayers. As the spectra are
recorded at 3200 eV photon energy, the high binding energy sides of the spectra
are enhanced to emphasise the molecule features (inset). Here, the pass energy
is 200 eV for the RuC spectrum and 100 eV for RuP.
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The O 1s of both multilayer and monolayer RuC are shown in figures 5.2b

and 5.3b. For the multilayer, peaks are found at 531.7, 532.4, and 533.2 eV,

which are taken to correspond to C=O, lattice oxygen from SiO2 [140], and

C-OH respectively. The COOH assignment is similar to other dyes with this

moiety [71, 103, 108]. Only C=O is observed in the monolayer spectrum

from the molecule (again at 531.7 eV), with the additional feature at 531.1

eV attributed to surface adsorbed hydroxyls [65]. As above, the peak at

530 eV is assigned to lattice oxygen from TiO2 [106]. These spectra were

measured using a photon energy of 3200 eV and as a result both monolayers

are dominated by lattice oxygen, with satellite structure comparable to the

molecule features. This is not a particular problem for RuP in figure 5.3a,

as the more electropositive P atom leads to more electron density lying

on the oxygen, shifting its features to lower binding energy. However, in

this case this leads to stronger overlap between the P=O feature and any

potential hydroxyl peak, thus the presence of surface hydroxyls in the RuP

monolayer cannot be ruled out. Conversely, the overlap with the satellites

is stronger for RuC, which obscures any potential C-OH peak. However,

in this case the absence of an obvious peak suggests that the molecule is

largely deprotonated. Comparison to figure 5.2a suggests that the RuC

multilayer is thinner than the RuP but, given the photon energy, is still

thick enough to approximate isolated molecules. This is confirmed by the

ratio of C=O to C-OH features for the multilayer, which is found to be 1:1,

as expected from the structure of the molecule.

Figures 5.4 and 5.5 show the C 1s and Ru 3d of the dyes. For multilayer

RuC (figure 5.4b), C 1s features are seen at 285.1, 286.3, and 289.1 eV,

with the monolayer (figure 5.5b) only differing significantly in the high-

est binding energy peak, which is found at 288.8 eV. These features are

assigned to C-C/C=C, C-N, and COOH respectively. The width of the
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Figure 5.4: C 1s XPS of RuP (a) and RuC (b) multilayers. The RuP samples
have some minor contamination (labelled c-COOH), as highlighted by the inset
plot. Measured using a photon energy of 3200 eV, however the RuP spectrum
is recorded at 100 eV pass energy, and the RuC at 200 eV.
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Figure 5.5: C 1s XPS of RuP (a) and RuC (b) monolayers. The RuP samples
have some minor contamination (labelled c-COOH). Both spectra are measured
using a photon energy of 3200 eV, however the RuP spectrum is recorded at 100
eV pass energy, and the RuC at 200 eV.
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latter is greater compared to its counterpart in the monolayer, which is

likely caused by a small amount of protonated molecule being measured

in the multilayer. The Ru 3d also manifests in these region, with the Ru

3d5/2 appearing at 281.5 for the multilayer and 281.2 eV for the mono-

layer. The RuP C 1s/Ru 3d is similar to RuC; multilayer peaks are found

at 281.6, 285.5, 286.6, and 289 eV. These do not change significantly for the

monolayer, save that the highest binding energy peak is more prominent

and is found at 288.3 eV. Given that RuP lacks a COOH group, the detec-

tion of a peak around this energy means the surface of the TiO2 must be

slightly contaminated. This is not especially surprising given the soaking

method used and that its transfer into GALAXIES was not air-free, and

likely reflects the situation of commercially manufactured cells.

Figures 5.6 and 5.7 show the N 1s of each sample. The major components

are found at 399.9 eV (figure 5.6a) and 400.4 eV (figures 5.6b, 5.7a, 5.7b)

and are attributed to the pyridine nitrogen from the molecule [99]. The

peaks at 398.9, and 398.7 eV in figures 5.7a, and 5.7b for the monolayers are

assigned to beam damage. In both cases, the damage is minor, reaching its

greatest extent for the RuC monolayer, where it accounts for ∼15% of the

total spectral intensity. An extra peak is also seen in the RuP multilayer

(5.6a) at 401.1 eV, on the other side of the main peak. This attributed to

some monolayer intensity being visible through the thicker layer, and given

that it is weak, is not expected to influence the results in this chapter.
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Figure 5.6: N 1s XPS of RuP (a) and RuC (b) multilayers. The RuP multilayer
shows a minor monolayer component. Recorded using a photon energy of 3200
eV and a pass energy of 200 eV.
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Figure 5.7: N 1s XPS of RuP (a) and RuC (b) monolayers. Both spectra show
minor beam damaged components. Recorded using a photon energy of 3200 eV
and a pass energy of 200 eV.
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Table 5.1: Kinetic energies of the spectator (Espec.
k ) and normal (Enorm.

k ) Auger
features seen in the RAES of both RuP and RuC at different photon energies
(hν).

hν / eV Espec.
k / eV Enorm.

k / eV

RuP
2841.8 2081 2075 2071.2 2057.3 2047.3 2069.5 2044.6
2851.7 2080.8 - - 2058 - 2069.5 2044.6

RuC
2841.8 2082.3 2076.1 2072 2057.7 2048.4 2070.8 2043.4
2852.5 - - 2072.4 - 2048.2 2070.8 2043.4

5.3.2 Relaxation within the Molecule

It has been established by XPS that the multilayers of both dyes are pro-

tonated; with physisorbed molecules approximating dye isolated from the

substrate, where the likelihood of charge transfer vanishingly is small. The

validity of this assumption has been demonstrated previously [162]. As a

result, it is tempting to say that no normal Auger contributions should

appear, only the narrower resonant peaks characteristic of RAES. This,

however, is not the case; both figures 5.8 and 5.9 still show normal Auger

structure.

The kinetic energies of each peak are summarised in table 5.1. For both

dyes, the Auger is found at the same kinetic energy regardless of photon

energy, which taken with the maps in figures 5.8 and 5.9 rules out any

post collision interactions [147]. The positions, widths, and GL ratios of

the normal Augers were informed by figures 5.8d and 5.9d of the Auger

recorded far from resonance. The overall form of the Auger structure for

both dyes is similar between spectra, particularly at 2841.8 eV (figures 5.8b,

5.9b); however, the kinetic energies of the spectators from RuC are greater

overall. Charging alone cannot account for these differences, given that

the O 1s of RuC shows that lattice oxygen from SiO2 is only 0.4 eV lower

in binding energy than that for RuP. Instead, the differences likely reflect
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Figure 5.8: RAES of multilayer RuP at the Ru 2p3/2 edge (a), with spectra
at key energies shown: at the first resonance (b), second resonance (c), and
far from resonance (d). A low kinetic energy feature is found throughout the
map that is not assigned to the Auger structure. The background in each case is
complex, and a combination of Shirley, linear, and psuedo-Tougaard was required
to generate a meaningful fit. Recorded at 200 eV to avoid saturating the detector.
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the ability of the excited electron to shield the outgoing Auger electron.

However, it is possible that dispersion of the peaks around the resonances

contributes to the shifts. This arises due to the interplay between the

broadening of the excited state with the photon bandwidth and lifetime

broadening of the core-excited and final states [85]. As such, if the spectra

are not recorded exactly on resonance, some variation in the spectators’

kinetic energy is expected. Variations in where the spectra are recorded

relative to the resonances are likely present, but not significant enough

to account for the kinetic energy differences alone. With the above in

mind, Table 1 groups the spectators into categories based on the likelihood

that the peaks represent the same resonant Auger transition, rather than

absolute assignment. It is entirely possible that the peaks found at 2081 eV

(RuP) and 2082.3 eV (RuP) arise from different transitions, for example.

The above discussion is applicable to the second resonances also, which are

less distinct.

The presence of any normal Auger component in the multilayer RAES sug-

gests that the excited state can relax via some route. As discussed for

the O 1s, the dye molecules are effectively isolated, meaning the relaxation

occurs in the absence of any substrate effects. Through the core-hole clock

implementation of RAES, it is possible to calculate how long this relax-

ation takes upon excitation to the first and second unoccupied states of

both dyes. Doing so, relaxation of the first excited state is calculated to

take 2.7 fs on RuP (figure 5.8b) and 0.8 fs on RuC (figure 5.9b). At the

second resonance, this becomes 1.2 fs for RuP (figure 5.8c) and 0.1 fs for

RuC (figure 5.9c). Immediately the times calculated for RuC stand out as

much faster than RuP, which arises from the much stronger normal Auger

contribution relative to the spectators. This is particularly apparent when

comparing the first resonances in figures 5.8b and 5.9b. It should be noted
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Figure 5.9: RAES of multilayer RuC at the Ru 2p3/2 edge (a), with important
photon energies highlighted as above: first resonance (b), second resonance (c),
and far from resonance (d). Recorded at 500 eV pass energy and fit using a
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that a feature appears in the RuP RAES (figure 5.8), which is far below the

Auger structure. It is not clear what this is, and while it could be related

to the normal Auger structure given it is present at high photon energies, it

does not follow the associated fit parameters. To fully determine the nature

of this peak, the kinetic energy window should be widened and the noise

reduced. For purposes of the times calculated herein, it is taken to not

be part of the Auger structure given that it does not meaningfully change

with either the normal Auger or the spectators.

DFT calculations have shown that the LUMO lies largely on the anchoring

ligand of RuC with some density around the Ru atom [99, 163]. These cal-

culations do not fully represent the conditions of this experiment however,

due to the presence of the Ru core-hole. With this being said, it is not

expected that the situation changes so dramatically to alter this picture in

our analysis; the unoccupied states must have some overlap with the Ru

2p3/2 for enhancements to appear in figures 5.8 and 5.9, and the RPES

presented below shows that these states are coupled to the substrate. This

latter point suggests that the core-excited states lie (at least in part) on

the anchoring ligand. This informs us that, in order to be consistent with

figures 5.8 and 5.9, the orbital that the excited electron relaxes into must

have no appreciable Ru character.

5.3.3 Charge Injection into TiO2

Figures 5.10 and 5.11 show the RPES measurements of multilayer RuP

and RuC respectively. Enhancements due to participator decay are present

in both (figures 5.10a and 5.11a), but more obvious on RuP, where they

are seen beyond the highest occupied molecular orbital (HOMO). RPES

maps of the monolayers are shown in the appendices, but the signal is
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Figure 5.10: RPES of multilayer RuP at the Ru 2p3/2 edge. Participator decay
is seen clearest in the map (a). Integrated RPES and RAES from the monolayer
(b) and multilayer (c) give the XAS spectra used for core-hole clock analysis.
Recorded at 200 eV pass energy in swept mode.

much weaker (figure A11). Figures 5.10b and 5.11b show the integrated

RPES and RAES spectra for both monolayers. The latter is labelled ‘XAS’

in these plots as the integrated RAES is at essence an absorption spec-

trum measured with Auger electrons (maps shown in figure A12); so-called

‘Auger yield.’ In addition, the RPES has been aligned to the XAS to adjust

for inconsistencies in the photon energy scale. Two resonances are present

for both dye multilayers, one at 2841.8 eV and one much weaker around

2852 eV. This, however, is not exactly the same for the monolayer spec-

tra. Instead, in both cases the RPES shows only the strongest peak. This

discrepancy is attributed to charge injection into the conduction band of

TiO2.

To quantify charge injection from the excited state seen at approximately

2852 eV in figures 5.10 and 5.11, the core-hole clock implementation of

RPES is used. Comparing the intensity of the state between monolayer

and multilayer, RPES and XAS, and using equation 2.9 gives the charge

injection time on RuP to be less than 0.07 fs. By the same method, the

charge injection time from RuC is less than 0.35 fs. Both values are inter-

preted as upper bounds because no peaks are detected in the monolayer
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Figure 5.11: RPES of multilayer RuC at the Ru 2p3/2 edge. Participator decay
is again shown by the map (a), alongside XAS plots from the monolayer (b)
and multilayer (c) used for core-hole clock analysis. Enhancement is less clear
overall compared to figure 5.10, where a faint mark is just visible around 2842
eV. Recorded at 200 eV pass energy in swept mode.

RPES spectra of either dye, meaning that any resonant intensity is below

the level of noise. Consequently, charge injection from RuP only appears

faster because the magnitude of the noise is greater in the RuC RPES.

Clearly, the ability of a dye to pass electrons to the mesoporous support

quickly is vital for the efficient function of a DSSC. However, it is important

to clarify what quantifying the charge injection time does, and does not, say

about a dye. Both charge injection values could feasibly be even faster if the

noise were reduced, however from the point of view of cell design, this means

little. The injection times found above are ultra-fast compared to other

mechanisms in a cell [164] and thus the marginal difference between them

is unlikely to lead to vastly different cell efficiencies. Therefore, because

RuP and RuC both exhibit ultra-fast charge injection, it should not be

the determining factor in deciding whether PO(OH)2 anchoring groups are

used over COOH. What quantifiable charge injection times instead offer is

a check on whether the coupling between the dye and substrate is sufficient

for ultra-fast charge injection. In this regard, both dyes pass this test

comfortably. The concept of injection being ‘fast enough’ has been termed
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kinetic redundancy and has discussed for N719 previously [165, 166].

In each case, the RPES and XAS spectra have been normalised to the low-

est unoccupied molecular orbital (LUMO). This is valid if the LUMO lies

within the TiO2 bandgap, which forbids charge transfer and thus its effect

on intensity [167]. The unoccupied halves of both dyes’ density of states

(DOS) are presented in figure 5.12, which shows that both LUMOs lie above

the conduction band minimum (CBM). This presents a problem when ap-

plying the core-hole clock method, as the LUMO is potentially affected by

charge injection and thus an inappropriate choice for normalisation. How-

ever, to rule out the LUMO as a normalisation aid fully, figure 5.12 should

be scrutinised. Firstly, in DOS plots constructed in a similar fashion for

other Ru dyes, the LUMO tends to lie below the CBM upon core-excition

[71, 99, 168]. Of particular relevance is that a DOS has been constructed

for RuC previously using XAS at the N 1s edge, placing the LUMO ap-

proximately 1 eV below the CBM [99]. In principal, the binding energy of

the core exciton formed between the Ru 2p3/2 core-hole and LUMO could

be less than that formed with an N 1s core-hole. This is because the Ru

2p3/2 has a far greater binding energy than the N 1s, thus more bound

electron density is available to shield the excited electron. Practically, this

would cause the Ru-excited LUMO to appear at more negative binding

energy in the DOS. However, there are few bound states between Ru 2p3/2

and N 1s for these samples, hence the magnitude of the shielding is likely

not sufficient to push the LUMOs above the CBM.

It is most likely that the photon energy scale itself leads to misinterpretation

of figure 5.12. Consider studies conducted at the N 1s and Ru 2p3/2 edges

using photons at 400 eV and 2840 eV respectively. To have confidence of

±1 eV in the peaks of the DOS formed using an XAS spectrum at the

N 1s edge, the relative error in photon energy would need to be around
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Figure 5.12: Unoccupied portion of the density of states of both RuP and RuC
dyes, where the conduction band maximum (CBM) is marked by an arrow. In
both cases, the LUMO lies above the CBM of TiO2.

0.25%. To achieve the same confidence when using the Ru 2p3/2 edge, this

becomes 0.03%. Any error is more pronounced during HAXPES due to

the level of precision required to construct DOS plots in this way. Thus,

the binding energy scale above likely has a significant error. Fortunately,

this has no bearing on the RAES data, only the RPES. As a result, it is

assumed that the LUMOs lie below the conduction band, in-line with the

literature referred to above and the DOS in chapter 4.8.

5.3.4 Charge Relaxation vs. Injection

As discussed in the previous section, the charge injection time alone is not

a suitable parameter to judge whether RuP or RuC is the superior dye;

functionally they are as good as each other in this regard. However, some

conclusions can be drawn by comparing to the relaxation times determined

by RAES. As calculated above, at the second resonance, relaxation occurs

in 1.2 fs for RuP and 0.1 fs for RuC. The upper bound of the injection time

for RuC (<0.35 fs) is inflated by the level of noise, causing it to encompass
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the relaxation time. Thus, it should not necessarily be interpreted that re-

laxation outpaces injection; the latter is still most likely faster. Regardless,

it is clear that relaxation is able to compete far more effectively compared

to RuP (injection in <0.07 fs).

As mentioned in chapter 4, intramolecular relaxation has been described

previously for the similar dye, N3 [69]. In this work, it was determined

that roughly 60% of electrons injected into TiO2 came straight from a

metal-to-ligand charge transfer (MLCT) singlet state, with the remaining

undergoing intersystem crossing [69]. These electrons instead inject from a

MLCT triplet state after relaxing, slower than from the singlet state. The

authors concluded that the appeal of N3 as a sensitiser is, at least in part,

because the majority of the excited electrons undergo direct transfer to

TiO2. For the qualitatively similar dye N719 (see figure 1.2), injection has

been determined to progress via intersystem crossing instead, which despite

being slow has a high quantum efficiency due to the long lifetime of the

triplet state formed [166]. In this latter example, the authors suggest that

to promote faster injection from the singlet state would likely harm the

overall efficiency. Based on these studies and chapter 4.8, the relaxation of

both RuP and RuC is taken to proceed via intersystem crossing. This is

consistent with the requirement from RAES that the state into which each

system relaxes has minimal Ru character, as it has been reported that the

excited electron in Ru polypyridyl dyes is randomly localised between the

ligands as the triplet MLCT state thermalises [169].

For the dyes studied herein, the competition between the injection and

relaxation times implies different injection pathways. For RuP, relaxation is

far slower than injection; hence, injection is taken to proceed through direct

charge transfer from the singlet state formed upon excitation. However, this

is not the case for RuC. Instead, relaxation can compete with injection, and
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thus more electrons undergo intersystem crossing to a triplet state and then

inject. Moreover, this means that the injection time found from RPES likely

contains contributions from intersystem crossing as well from the singlet

state. These results suggest that for Ru polypyridyl dyes, the anchoring

group PO(OH)2 facilitates direct injection into the TiO2 conduction band,

whereas COOH does not. As a result, from the perspective of electron

injection, PO(OH)2 is preferred.

5.4 Conclusion

By utilising resonant Auger and resonant photoelectron spectroscopies, a

detailed description of the charge transfer dynamics has been presented.

To do so, as in the previous chapter, XPS was used to confirm the nature

of the bonding of each dye to the surface. With this established, the same

process as before was undertaken, where the Auger spectrum was recorded

at different photon energies to accentuate either the normal or resonant

features. Overall, this was easier at the Ru 2p3/2 edge than at the S 1s as

there are less features in total, which are spread out further. As a result,

the charge relaxation times for each dye, both monolayer and multilayer,

were calculated at the first and second resonance. These were 2.7 and 0.8 fs

for RuP and RuC respectively, at the first resonance, and 1.2 and 0.1 fs at

the second. For injection, this was less than 0.07 fs for RuP and less than

0.35 fs for RuC. The unexpected alignment shown in the density of states

plot was discussed in terms the precision required to construct it and what

is expected from similar measurements of other ruthenium complexes.

Comparison between the injection and relaxation times was discussed, and

thus by proxy the efficacy of the different anchoring groups. As in the
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previous chapter, intersystem crossing (see section 4.3.4) was proposed as

the origin of relaxation. Injection from both dyes is ultra-fast, hence the

efficiency of RuP and RuC based DSSCs is dominated by other processes.

However, it was decided that RuP, and by extension the PO(OH)2 anchor-

ing group, facilitates superior charge injection. This work demonstrates

that charge injection times themselves are not the best metric for the de-

termining whether one dye is superior over another.
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Chapter 6

Oxidative behaviour of TiSi2

at ambient pressures for solar

water splitting
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6.1. INTRODUCTION

6.1 Introduction

While DSSCs offer a route towards decarbonising electrical power genera-

tion in niche applications, photoelectrochemical (solar) water splitting has

the potential to decarbonise broad sections of the global economy. The

chemistry involved in both technologies is similar (chapter 1), save that

hydrogen is produced in the latter rather than electricity. Unfortunately,

solar water splitting devices are less mature than DSSCs, with efficiencies

generally low. Many strategies have been employed to overcome this bar-

rier [52, 60, 170], however it is not straightforward to solve, as the overall

efficiency depends on the semiconductor band gap, charge transfer ability,

prevalence of recombination centres, and surface morphology [48, 49]. As

with DSSCs, these factors are rarely able to be improved in isolation.

TiSi2 is a proposed catalyst that exhibits behaviour atypical of more es-

tablished materials that are able to facilitate solar water splitting. Firstly,

it itself is not a semiconductor; historically, it has been utilised as an in-

terconnect or contact in circuitry [171, 172]. Clearly, for a process that

fundamentally relies on the absorption of incident sunlight, this is an is-

sue. Despite this, TiSi2 has been shown to split water under the correct

conditions [173]. In this work, TiSi2 was able to split water provided that

it was exposed to both light and water simultaneously, in the presence of a

small amount of residual oxygen. The authors concluded that TiSi2 evolves

hydrogen via sacrificial oxide formation (during which unspecified catalytic

centres for water splitting are formed) and water splitting [173]. At present,

this is the only example of TiSi2 being utilised directly as a water splitting

catalyst; otherwise it has been used as a conducting support or interlayer

[174, 175, 176]

Solar water splitting with TiSi2 is complex and, as such, in-situ measure-
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ments are well placed to elucidate the reaction between its surface and

water. Information such as this is important for the future design of water

splitting catalysts, particularly for improving the efficiency of those based

on TiSi2. In this regard, ambient pressure XPS (AP-XPS) is in an unique

position to provide detailed information at the vapour-solid interface in a

realistic reaction environment. As such, this chapter aims to determine

the nature of the catalytic sites that enable TiSi2 to split water under solar

illumination. As a result, the conditions that lead to the formation of these

sites will be highlighted.

6.2 Methods

6.2.1 Sample Preparation

Commercial TiSi2 powder (Alfa Aesar, 99.5%, 74 µm particle size) was

mounted to a sample plate using a carbon sticky pad and transferred to

vacuum directly from atmosphere. Due to its exposure to air, all powder

is oxidised initially, but unoxidised TiSi2 remained visible. However, when

repeating experiments, it was seen that samples left at atmosphere for

longer had different peak shapes compared to younger samples. No further

processing of the powder was conducted before XPS.

TiSi2 thin films were deposited onto MgO(001) crystals using magnetron

sputtering to a thickness of ∼100 nm. The samples were then transferred

into vacuum for XPS from atmosphere. As was the case for the powder

samples, oxidation of the TiSi2 occurred before the samples were taken into

vacuum. To attempt to combat this, further samples were passivated with

thin Ti or Au over-layers (∼5 nm). Depth profiling of the thin film samples
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was carried out by Ar ion sputtering at various energies (typically between

0.5 - 2 keV, at approximately 9×10-6 mbar).

6.2.2 AP-XPS

AP-XPS was carried out in a SPECS DeviSim AP-XPS system featuring a

Phoibos 150-NAP hemispherical analyser and Al K α X-ray source (1486.6

eV). Oxygen or water were dosed at 2 mbar and the sample illuminated

using a Sciencetech Lightline A1 solar simulator. The solar simulator is

equipped with an AM1.5G filter to produce light with the global standard

spectrum. the The simulator is aligned to a window on the reaction cell and

positioned approximately 30 cm away from the sample. This is shorter than

the one-sun distance of the simulator, however the light passes through two

windows before hitting the sample, thus it is not expected that the intensity

is especially high. This is reflected by the temperature of the sample, which

only increased slightly above room temperature when irradiated (∼30 °C).

6.2.3 Data Processing

To calibrate the spectra, the TiSi2 component of the Ti 2p spectrum was

set to 453.2 eV [177]. For UHV XPS, spectra were recorded using a pass

energy of 20 eV, however this was increased to 40 eV at ambient pressures.

Wide spectra were recorded at 100 eV pass energy. To the fit the spectra, a

pseudo-Voigt function was employed [138]. Of each region, only the TiSi2

component of the Ti 2p required an asymmetric lineshape. As for the

previous chapters, the GL ratio was held constant within a spectrum, with

the widths varying as appropriate. For each fit, a Shirley background was

applied, with a linear background incorporated if required.
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6.3 Results & Discussion

6.3.1 Powdered TiSi2 XPS

Figure 6.1 shows the XPS of TiSi2 powder that has been exposed to air.

The TiSi2 components appear at 453.2 eV and 98.5 eV, in the Ti 2p and

Si 2p respectively. This is in agreement with previous XPS studies of TiSi2

[177]. It is clear that the majority of the signal comes from an oxidised

outer layer, where a higher oxidation state for Ti appears at 459 eV. This

is assigned to the Ti4+ of TiO2. In the work describing TiS2’s ability to

split water [173], it is suggested that its catalytic activity does not arise

from TiO2, as the amount of hydrogen produced is more than expected.

Figure 6.1a does not identify any Ti environments other than TiO2, thus

whatever the catalytic centres are, they do not appear to feature metallic

Ti. It could be said that these centres include Ti4+, the signal of which

would overlap with TiO2. However, if this were the case, it would have to

form some kind of compound containing silicon as well as oxygen, which is

unlikely to not be resolved at this pass energy.

There is a different story told by the Si 2p, however. Here, peaks are seen

at 99.3 eV and 103.7 eV, which are assigned to elemental Si and SiO2

respectively [140]. The origin of the elemental Si likely reflects the Si-Si

bonds that form part of the C54, face-centred orthombric, crystal struc-

ture of TiSi2 [178]. Some SiO2 is not surprising, due to the length of time

the powder has seen air, and the presence of elemental Si should be taken

to indicate TiSi2 in the same way as the peak at 98.5 eV does. At this

point, the final peak at 102.5 eV in figure 6.1b should be discussed. It

is not immediately clear what causes this peak, however the fact is domi-

nates the spectrum implies that it is caused by the reaction of the surface
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Figure 6.1: Ti 2p (a), Si 2p (b), O 1s (c) XPS of commercial TiSi2 powder,
previously exposed to atmosphere. The powder is heavily oxidised, however the
silicide core remains visible. Recorded at 20 eV pass energy.
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with air. This is perhaps evidence of the unidentified catalytic centres de-

scribed in reference [173] and, taken in conjunction with the lack of any

unexpected features in the Ti 2p, would imply that they consist of some

sub-stoichiometric combination of Si and O. This is not certain, however,

and further work would be needed to correlate this phase with any solar

water splitting ability. A less exciting possibility to consider is that this

peak is simply SiO2, where differential charging in the powder causes two

peaks to appear. TiSi2 is reportedly conductive [172], but is encapsulated

by oxide here, thus a lack of a sufficient ground is not hard to imagine.

The fact that the sample is powdered also does not help in this regard.

These arguments can be similarly applied to the O 1s spectrum, figure

6.1c. Three peaks are found at 530.5, 531.9, and 533 eV, the former and

latter of which are assigned to TiO2 and SiO2. The binding energies of

these peaks are in broad agreement with expectations [106, 140]; both sit

slightly higher compared to literature, which is caused by the sample being

powdered, not single crystal. The unknown peak is again present, making

its absence in the Ti 2p conspicuous.

6.3.2 Powdered TiSi2 APXPS

AP-XPS of the TiSi2 powder is presented in figure 6.2, where the sample

was exposed to approximately 2 mbar of oxygen followed by 2 mbar of wa-

ter. Before fitting, some qualitative changes can be observed in the spectra

between the water and oxygen scans, but these are subtle and the noise

makes a more definitive comparison difficult. Firstly, the changes in the

O 1s are dominated by features that appear to high binding energy, which

correspond to gas-phase oxygen and water vapour. Secondly, it appears as

though the main peak in the water scan is slightly narrower compared to
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Figure 6.2: Comparison Ti 2p (a), Si 2p (b), and O 1s (c) of TiSi2 APXPS under
H2O and O2 environments. The spectra have had their backgrounds aligned
and were normalised to each other to allow the overall shape to be compared.
Recorded at 40 eV pass energy.
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Figure 6.3: AP-XPS fits of TiSi2 under water (a, c, e) and oxygen (b, d, f). All
were recorded at 40 eV pass energy at approximately 2 mbar.

the oxygen. This also appears to be so for the water-exposed Ti 2p and

Si 2p, which in places are narrower compared to the oxygen. In all cases,

the overall form of the spectra remains more or less constant despite the

change in environment, which in itself is not surprising. 2 mbar is far be-

low the partial pressure the powder would have experienced at atmosphere

for both oxygen and water. As a result, no further oxidation would be

expected to occur in the reaction cell, and most changes are likely caused

by the adsorption of either oxygen or water.
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Despite the noise, some information can still be extracted by fitting the AP-

XPS. Beginning with the Ti 2p (figures 6.3a and 6.3b), the TiO2 and TiSi2

components are seen at similar binding energy as at UHV. The spectrum

recorded under water is similar to that in figure 6.1, however the spectrum

recorded under oxygen is noticeably different. Here, an unknown peak

appears around 455 eV. Even with the presence of this peak and its spin

couplet, the high binding energy sides of the TiO2 and TiSi2 peaks are

still poorly fit. Ti does not have any oxidation states above Ti4+, thus is

unlikely that there is another chemical environment to the left of the TiO2.

Ti3+ and Ti2+ do appear to higher binding energy compared to the silicide,

however the binding energy of the peak in figure 6.3 does not match [64, 65].

Consequently it is not clear what this peak could be, as further oxidation of

the TiSi2 is unlikely. The spin-orbit splitting has been chosen to correspond

to Ti3+ because this pushes the couplet further into the region where the fit

requires more intensity. In addition, as these spectra were recorded in the

same experimental session with the sample being exposed to oxygen first,

it could be inferred that the water removes this peak or that it is unique to

high oxygen partial pressures. This being said, as this broadening appears

to the right hand side of both the main features in the spectrum, differential

charging is the most probable explanation. Why this broadening appears

to vanish in the water spectrum could be either that water is better at

compensating the charge at the surface, or that the noise is too high to

resolve the charging sufficiently.

Figure 6.3 also shows the Si 2p and O 1s, where the situation is clearer.

The Si 2p is essentially the same as figure 6.1b, but with the elemental Si

component missing. This should not be interpreted as the Si oxidising into

SiO2 or the sub-stoichiometric feature, because it is seen below in figure 6.4

recorded in the absence of either reactant. Thus, the silicon is most likely
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Figure 6.4: Ti 2p, Si 2p, and O 1s recorded in the reaction cell, but with the
oxygen and water evacuated. Recorded at 40 eV pass energy.

151



6.3. RESULTS & DISCUSSION

unresolved at this pass energy. For the O 1s, the spectra are broadly the

same as at UHV, with two exceptions. Firstly, new peaks have appeared

due to the adsorption of water and oxygen at the surface, most obviously

hydroxyls on TiO2 and surface absorbed oxygen. For the water spectrum,

if these peaks are omitted, the sub-stoichiometric peak dominates the spec-

trum beyond what is expected and tends to have an unrealistically large

width. Including surface hydroxyls brings this back into line with expecta-

tions, but reduces the overall intensity of the sub-stoichiometric peak. This

can be interpreted as the feature lying deeper into the bulk than the oxides

and thus being attenuated more by the layer of surface absorbed hydroxyls.

For the oxygen spectrum, if the surface absorbed oxygen peak is removed,

the SiO2 must move to higher binding energy to compensate and get wider,

both of which are inconsistent with previous spectra. Secondly, the ratio

of SiO2 to TiO2 appears to have changed in the water AP-XPS spectrum.

This could be caused by underestimating the intensity of hydroxyls ad-

sorbed onto SiO2 sites or if a peak is needed to represent hydroxyls on the

sub-stoichiometric oxide. The O 1s recorded after AP-XPS in figure 6.4

also shows that the intensity ratio of the oxides is changed at UHV, which

would suggest that further oxidation has occurred. However, the spectra

changes above what can reasonably be expected given the level of oxidation

prior to the AP-XPS. It is more probable that hydroxyls are still present

on the sample at UHV, making the SiO2 peak broader and more intense

than expected.

Clearly the situation at the surface is complicated, and as the powder is

already oxidised by air and potentially charging, it is difficult to assign any

feature to TiSi2’s water splitting ability with confidence. One fact that

can be discerned, however, is that illuminating the sample with a solar

spectrum changes little, shown in figure 6.5. In this plot, light does not
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Figure 6.5: Comparison of the Ti 2p, Si 2p of powder TiSi2, and O 1s under
ambient pressure light and dark reaction conditions. Recorded at 40 eV pass
energy.
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Figure 6.6: UHV XPS of Ti 2p, Si 2p, and O 1s of two different TiSi2 powder
samples, recorded three months apart. Each region was recorded at 20 eV pass
energy and were scaled such that their backgrounds aligned.
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effect either spectrum under their respective reaction environments. The

work describing TiSi2 for solar water splitting states that light is key when

the powder is initially reacted to get any catalytic activity later on [173].

No evidence of any change at the surface is observed under light, again

likely because the powder has already reacted with oxygen and water from

the atmosphere. However, commercial powder is also used in reference

[173], which presumable saw air as same as the sample investigated here.

Thus, the effect of light on the already oxidised powder may instead become

prominent for TiSi2 immersed in water, rather than when exposed to its

vapour.

While some information has been obtained from the AP-XPS of powdered

TiSi2, as discussed above, there are caveats. Most important of these is

that charging effects can not be ruled out. This is demonstrated in figure

6.6, which compares two samples from the same source, where one has sat

at atmosphere longer. The peaks are broader across all the regions, which

is indicative of differential charging. As a result, two requirements are im-

posed on future samples of TiSi2. Firstly, the sample must be conductive

enough to eliminate charging effects, or at least minimise them. Secondly,

as most of the chemistry pertinent to solar water splitting appears to hap-

pen during the initial oxidation, the surface must be well defined so that

any oxide layers can be removed.

6.3.3 Thin Film TiSi2 XPS

In order to address some of the aforementioned problems, a thin-film of

TiSi2 was deposited onto MgO by magnetron sputtering. The UHV XPS

of the first sample grown is shown in figure 6.7, recorded at normal (NE)

and grazing emission (GE). The Ti 2p and Si 2p show that the oxide lies
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Figure 6.7: Comparison of Ti 2p (a), Si 2p (b), O 1s (c) record at normal (NE)
and grazing (GE). The spectra have been scaled to match backgrounds and were
recorded at 20 eV pass energy.
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Figure 6.8: Maps of Ti 2p (a), Si 2p (b), O 1s (c) XPS under solar illumina-
tion. The spectra do not shift, implying no significant photovoltage is generated.
Recorded at 20 eV pass energy.

at the surface, as expected, however the reduction of intensity of the O 1s

implies that the oxidation is deeper than the information depth at GE. The

spectra of figure 6.7 again highlight TiSi2’s instability in air.

Given that the sample sees significantly more oxygen and water at atmo-

sphere than under AP-XPS conditions, it is worth checking if any pho-

tovoltage is generated by light when it is oxidised. Any semiconducting

behaviour caused by the oxide layer could shift the spectra as the sample

becomes reverse biased by the charge carriers. This applies to the powder

sample also, however as the electrical contact between grains is poor com-

pared to a single crystal, the lack of any significant shift is not surprising.

Shifts caused by optical illumination been shown to occur in the XPS of Si

previously [179]. The spectra of the illuminated sample is shown in figure

6.8. As no shifts are observed, no significant photovoltage is generated,

and thus it is unlikely that air-oxidised TiSi2 is semiconducting in the way

described in reference [173].
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Figure 6.9: Wide (a), Ti 2p (b), Si 2p (c), and O 1s (d) depth profiles of thin
film TiSi2. The high resolution regions show the result of moderate and heavy
sputtering. The spectra are presented as they were recorded, with the exception
of the O 1s, which has the backgrounds aligned. The O 1s is highlighted by
dashed lines in the wide scans. Survey spectra and high resolution regions were
recorded at 100 eV and 20 eV pass energy, respectively.
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The biggest appeal of thin film TiSi2 is that it can be sputtered effectively,

the results of which are shown in figure 6.9. Looking at the wide and O 1s

spectra, it appears that oxygen is present throughout the TiSi2 layer, sug-

gesting that the sample is not completely passivated upon exposure to air.

Thus, AP-XPS was unable to be conducted on this sample for two reasons.

Namely, the failure to remove all the oxygen, and the subsequent destruc-

tion of the TiSi2 layer in pursuit of this goal. This fits with the ageing

behaviour of the powder samples in the previous section, the conductivity

of which seemed decrease with longer exposure to air. The prevalence of

the oxide to a depth of 100 nm (the thickness of the TiSI2 layer here) may

run counter to the assertion that TiSi2 can be used as a solar water split-

ting catalyst because of its ability to passivate under reaction conditions

[173]. However, this assumes that the mechanism is the same in aqueous

environments as in air. Sufficient passivation may occur by the reaction

with water in the presence of a small amount of oxygen (as the authors

suggest [173]), rather than with oxygen in the presence of a small amount

of water.

6.3.4 Thin Film TiSi2 APXPS

With the oxide found to penetrate through the TiSi2 layer, it is useful to

confirm that no further changes occur due to exposure to water and oxygen.

This allows any changes in the AP-XPS of minimally oxidised TiSi2 to

attributed to oxidation, presented further in this section. To achieve this,

another thin film sample was required, the UHV XPS of which is shown

in figure 6.10. Beginning with the Ti 2p, the TiSi2 and TiO2 components

are found at 453.2 and 458.6 eV. For the Si 2p, the TiS2, elemental Si, and

sub-stoichiometric oxide are found at 98.3, 99.6, and 102.2 eV. These all
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Figure 6.10: UHV Ti 2p (a), Si 2p (b), and O 1s (c) XPS of thin film TiSi2.
The sample is very similar to the powder XPS in figure 6.1, but with less SiO2.
Recorded at 20 eV pass energy.
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bear similarity to the powdered TiSi2 XPS in figure 6.1. In general, the

exact binding energy values are slightly less compared to the powder XPS,

however this can be attributed to the increased conductivity of the film.

This holds for the O 1s also, which are also similar to the powder XPS; here

the TiO2 appears at 530.4 eV, SiO2 at 533 eV, and the sub-stoichiometric

oxide at 531.7 eV. Most notably in figure 6.10 is that there is no obvious

SiO2 component to the Si 2p, with only a small fraction appearing in the

O 1s. This is most probably due to the much reduced surface area of the

film versus the powder and, as a result, potentially a reduction in the sites

appropriate for Si oxidation. As such, it could be that any signal in the

Si 2p XPS from SiO2 is obscured on account of its proximity to the sub-

stoichiometric oxide and that the cross-section for Si 2p photoelectrons is

much lower than that for the O 1s.

The AP-XPS of the air-oxidised sample is presented in figure 6.11, along-

side comparisons of the spectra before and after AP-XPS. As is shown,

no significant changes have occurred under reaction conditions, nor do any

become apparent when the sample is taken back to UHV conditions where

the counts are higher. Like the powder, this again confirms that TiSi2 is

highly susceptible to oxidation by air and thus the chemistry relating to

solar water splitting is obscured. Notably absent are any peaks correspond-

ing to absorbed hydroxyls, the addition of which would not improve the fit

meaningfully. This should not be interpreted as water not binding to the

surface, however, only that the peaks are not resolved in this case.
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Figure 6.11: Ti 2p, Si 2p, and O 1s spectra taken at (a, c, e), and after (b, d,
f), H2O AP-XPS of thin film TiSi2, oxidised by air. No significant change has
occurred during, or after, being introduced to the reaction environment. Here,
the pass energy is 20 eV for each spectra.
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6.3.5 Strategies to Prevent Oxidation

The previous sections have firmly established the importance of removing

the oxide from TiSi2 in order to study its oxidation chemistry, before any

comment can be made on its water splitting ability. To achieve this aim,

two different materials were tested as overlayers to passivate the TiSi2 thin

films; Ti and Au metal. Figure 6.12 shows the UHV XPS of TiSi2 capped

with metallic Ti. Initially, the result is promising; the structure of the Si 2p

resembles that of TiSi2 with no oxidation. This being said, the opposite is

true for the Ti 2p, where only a small amount of TiSi2 is seen through the

overlayer, which is highly oxidised to TiO2. This is also reflected in the O

1s, where a peak that appears in the expected position of TiO2 dominates

the spectrum.

Figure 6.13 shows how the Ti 2p and O 1s change as the sample is sputtered.

The Ti 2p eventually resembles TiSi2, with little obvious oxide component

visible, however the O 1s remains prominent even after heavy sputtering

has occurred. After the last round of sputtering, there was a visible shadow

on the sample, indicating that the TiSi2 layer had become optically thin.

As a result, it is concluded that passivating the TiSi2 layer with metallic

Ti is only partially effective. Potentially, this could be related to the fact

that the overlayer itself oxidises, which may allow oxygen to reach the

TiSi2. Alternatively, the presence of oxygen in the overlayer may introduce

oxygen to the TiSi2 during the sputtering process.

5 nm of gold was also used in an attempt to passivate the TiSi2 layer, and

as shown in figure 6.14, the inital results were not promising. Here, the

sample appeared oxidised through the gold overlayer in both the wide and

the Ti 2p, where a large O 1s and TiO2 contributions are seen. However,

both were easily removed by lightly sputtering the sample; implying that
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Figure 6.12: Ti 2p (a), Si 2p (b), and O 1s (c) UHV XPS of TiSi2 passivated
by a 5 nm thick Ti overlayer. The spectra are dominated by the oxidised Ti
overlayer. All UHV spectra were recorded at 20 eV pass energy.
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Figure 6.13: Ti 2p (a) and O 1s (b) UHV XPS of Ti-capped TiSi2 as it is
sputtered for increasingly longer durations, using increasingly energetic ions.
The oxygen is never fully removed, despite removing a substancial portion of the
layer. Here, the pass energy is 20 eV.

the excess oxygen and oxidised Ti lay on top of the gold layer. The origin of

these contaminating features is not obvious and may not be related to the

TiSi2. With the contamination removed, the TiSi2 can be viewed through

the intact gold overlayer, where only a small O 1s contribution to the wide

scan is observed. Combined with no obvious oxidised component in the Ti

2p, gold appears to be effective at passivating TiSi2.

While the above is encouraging, the Ti overlayer also appeared promising

until sputtering was attempted. Thus, the ability of overlayers to prevent

oxidation of TiSi2 should be judged by both how well it protects against

oxidation and how easily it is removed. Fortunately, the gold was able

to be completely removed, as indicated by the wide scans in figure 6.15a.

Unexpectedly, during sputtering, peaks corresponding to Fe 2p appear.

The only possible source of iron, which is not present in the sample or its

substrate, is the sample mounting assembly itself. When sputtered, the
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Figure 6.14: Initial wide (a) and Ti 2p (b) UHV XPS of Au-capped TiSi2,
before and after sputtering. The backgrounds are offset, and the as-received Ti
2p enhanced to highlight the oxide. The pass energy is 100 eV and 20 eV for
the survey and high resolution scans, respectively.
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Figure 6.15: Wide (a) and Fe 2p (b) XPS of Au-capped TiSI2 as the overlayer
is sputtered through. The Au 4f is indicated by vertical dashed lines and is
completely removed by sputtering. Note, the Si 2p region also lies within these
lines. The survey and Fe 2p scans were recorded at 100 eV and 20 eV pass
energies respectively.

area covered by the ions is large, and it is possible that the clip mounting

the TiSi2 to the sample plate is also hit. This could deposit a small amount

of iron onto the TiSi2 surface.

With the gold removed, only TiSi2 remains; the fitted spectra both before,

and after, AP-XPS are presented in figure 6.16. For the UHV spectra

(figures 6.16a, 6.16c, and 6.16e), the Ti 2p and Si 2p spectra are dominated

by TiSi2, with only small indications of oxidation. For the former, small

TiO2 and Ti3+ peaks are required to fit the area between the TiSi2 spin
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couplets. The Ti3+ likely is caused by the sputtering, rather than being

related to the TiSi2 itself. For the Si 2p, only a small sub-stoichiometric

peak is seen, which given its presence in the other spectra in this chapter can

be attributed to slight oxidation of the silicide. There are still oxide peaks

present, however to remove this would risk the integrity of the sample, thus

the goal of the sputtering became to minimise the oxide component, rather

than completely remove it. This may have been beneficial for a different

reason, however. Considering that iron appeared in the spectrum likely as

a result of sputtering, it is not impossible that oxygen is deposited in a

similar manner, rather than originating from the sample.

The effect of water exposure to the sample is readily apparent in figure

6.16; in all cases the oxidised component of each spectrum is increased.

In the Ti 2p, this manifests as an increase in the TiO2 component of the

spectrum. In the Si 2p, the sub-stoichiometric peak increases significantly,

and the elemental silicon peak is again not resolved at this pass energy (see

figure 6.17). It is interesting that no feature corresponding to SiO2 appears

in the Si 2p despite the sample unequivocally oxidising. As a result, the

interpretation of the O 1s needs to be carefully considered.

Figure 6.16f shows that a peak appears in the region where SiO2 is expected

at ambient pressures of water, similar to previous figures of both the powder

and oxidised thin-film samples. For figures 6.3 and 6.4, which show the

spectra during and after AP-XPS of powdered TiSi2, it was suggested that

the reason for the different intensity ratios compared to the spectrum before

APXPS could have been caused by some hydroxyls still being present on

the sample. This is likely the case here as well, and the O 1s and Si 2p

recorded at UHV after APXPS support this (figure 6.17). The first thing

to note here is that the elemental Si has not disappeared, again confirming

that it is not resolved at higher pass energies. Secondly, the highest binding
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Figure 6.16: UHV (a, c, e) and H2O APXPS (b, d, f) fits of TiSi2 after the
Au-overlayer has been removed. The sample becomes significantly oxidised by
water in the absence of light. Here, pass energy was set to 50 eV for the AP-XPS
measurements.
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Figure 6.17: UHV Si 2p (a) and O 1s (b) XPS of thin film TiSi2, recorded
after AP-XPS in a water environment was conducted. Both hydroxyls and the
sub-stoichiometric silicon oxide are detected. Recorded with a pass energy of 20
eV.

170



6.3. RESULTS & DISCUSSION

peak at 533.3 eV has reduced in intensity compared to the AP-XPS in the

previous figure. If this were SiO2 as in previous figures, the ratio would

not decrease when taken back to UHV. Thus, for this sample, it is assigned

to hydroxyls on the surface of the sample. It is not clear whether or not

these hydroxyls can be assigned to either the TiO2 or sub-stoichiometric

oxide components of the fit, in a similar manner to what was attempted in

figure 6.17b for the powder sample, but it does not seem as though another

peak would particularly improve the fit. Given the high pass energy of the

spectrum, there is likely not the resolution to resolve hydroxyls bound to

individual sites of the sample.

6.3.6 Solar Water Splitting with TiSi2

The biggest takeaway from the water AP-XPS of minimally oxidised TiSi2

is that the growth of SiO2 is either minimal, or entirely absent. When com-

paring figures 6.1 and 6.4 for powdered TiSi2 before and after AP-XPS with

water and oxygen, the feature assigned to SiO2 does appear to have grown

in the Si 2p. The same can not be said for the Si 2p for thin film sample

discussed here, which has been oxidised by water alone. This is important,

as the increase can not be attributed to overlapping hydroxyl peaks remain-

ing at UHV pressures in the Si 2p spectrum. The work describing TiSi2’s

ability to split water in reference [173] was linked to a number of conditions;

namely, illumination in initial stages of the reaction and the water not be-

ing completely degassed. From the work herein, the cause of these stringent

initial conditions could be related to avoiding the growth of SiO2 domains

on the sample, an insulating material, which appears to be caused by the

reaction of TiSi2 with oxygen. However, the authors claim some residual

oxygen is necessary for catalytic activity [173], which may be important

171



6.4. CONCLUSION

for the growth of the sub-stoichiometric feature seen in both the AP-XPS

of the powder and thin film TiSi2. Further study is needed to confirm the

exact nature of this feature, however if it is indeed a sub-stoichiometric

oxide of TiSi2, it may possess a high concentration of defects. Defects have

been suggested to be important in solar water splitting, as they facilitate

the absorption of water molecules [64]. Consequently, solar water split-

ting with TiSi2 may not be a question of how a novel phase phase grows

that is unique to TiSi2, but rather how naturally occurring passivation and

favourable defect chemistry synergise. However, it is worth repeating that

further experiments are vital to confirm this, likely involving a selection of

characterisation techniques.

6.4 Conclusion

In this chapter, the ability of AP-XPS to provide insight into the reaction

chemistry at a catalyst’s surface has been demonstrated. In the system

studied here, the oxidation of TiSi2 by oxygen and water has been stud-

ied. For the powder samples, the inability to remove the oxide layer meant

that the most interesting chemistry had likely already occurred. Combined

with issues around charging, these samples were deemed ineffective to un-

derstand the origin of TiSi2’s activity for solar water splitting. With this

being said, some useful information was extracted; namely, the existence

of a phase at the surface attributed to a sub-stoichiometric oxide of Si.

To improve conductivity and allow the oxide to be removed, thin film sam-

ples were grown on MgO by magnetron sputtering. Initially, keeping the

samples from being oxidised by air was difficult, where depth profiling by

sputtering showed significant oxygen content throughout the TiSi2 layer.
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6.4. CONCLUSION

AP-XPS on one such air-oxidised sample showed no further oxidation.

Thus, titanium and gold passivating overlayers were employed to protect

the sample. Gold was determined to work best, as once the overlayer was

removed, minimally oxidised TiSi2 was revealed. Subsequent AP-XPS on

this sample allowed the oxidation of the surface to be monitored, where

growth of TiO2 and sub-stoichiometric Si oxide phases was observed. How-

ever, major growth of SiO2 seemed absent compared to the powder, which

underwent both oxygen and water AP-XPS. The intensity in this region

was instead attributed to surface hydroxyls. Taken together, these results

imply that the catalytic activity of TiSi2 may be related to the growth of

the sub-stoichiometric oxide without full oxidation to SiO2.

173



Chapter 7

Conclusions

The aim of this thesis was to use core-level spectroscopies to gain a deeper

understanding of the charge transfer dynamics in dye-sensitised solar cells

and how the surface of a solar water splitting catalyst can change under

reaction conditions. The work on dyes began with the study of a relatively

simple dye, C343, which demonstrated how these spectrscopies can provide

both chemical and electronic information. In doing so, two conclusions were

drawn. Firstly, it was suggested that the energetics for charge transfer for

C343 on SrTiO3 were less favourable compared to TiO2. Secondly, the

XAS may show some evidence for an alternative bonding mode of the dye

involving its nitrogen atom. Both findings will require further investiga-

tion; the core-hole clock implementation of either RPES or RAES of C343

on both substrates would quantify the effect of the percieved favourable

alignment of the TiO2 sample. Repeat measurements of XAS at the N 1s

edge could confirm the presence of the unknown peak, possibly on C343 de-

posited in-situ. This combined with scanning tunneling microscopy would

help identify any unexpected bonding geometries.

Next, the same techniques, in combination with RAES, were used to in-
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vestigate the charge transfer dynamics of N3 on TiO2. This dye is more

complicated than C343, however has been investigated extensively previ-

ously at the N 1s edge. However, in order to study if charge transfer from

thiocyanate is possible, and to improve the precision of the core-hole clock

implementation of RPES and RAES, measurements were taken at the S

1s and Ru 2p3/2 edges. In doing so, how long the excited electron takes

to relax, and inject, was quantified. The relative similarity in these values

was suggested to reflect that injection from N3 proceeds from both its sin-

glet and triplet states, and that the thiocyanate ligand must be involved in

the former. The results presented in this chapter would benefit from DFT

calculations, which would solidify the picture of charge injection presented

from the RAES data.

RAES was again utilised for two more ruthenium complex dyes, in conjunc-

tion with RPES and XPS. Here, similar to N3, the goal was to determine the

charge injection and relaxation times of RuP and RuC. The former binds

to TiO2 using PO(OH)2 and the latter through the familiar COOH moiety.

This was achieved at the Ru 2p3/2 edge, where it was found that relaxation

in RuP was much slower compared to RuC. Only an upper bound could be

calculated for both dyes due to noise, but injection was shown to occur on

the attosecond timescale. As a result, it was stated that the injection times

themselves are not reliable indicators of which anchoring group facilitates

injection more effectively. Instead, injection was compared to relaxation,

which in the case of RuP was taken to favour injection from the singlet

state of RuP. The converse was interpreted for RuC; relaxation competes

with direct injection thus likely originates from a triplet state. As a result,

PO(OH)2 was taken to be superior to COOH. Given the particularly rapid

transfer times calculated in this chapter, it would be prudent for them to

be confirmed by further measurements. This would provide an opportunity
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to reduce the noise on the RPES, particularly in the case of RuC, and also

to check the calibration of the photon energy.

Aside from dye-sensitised solar cells, the solar water splitting catalyst TiSi2

was investigated using AP-XPS. Powder samples were studied first, how-

ever the results were affected by charging and exposure to air had already

heavily oxidised the material. As a result, thin film TiSi2 samples were

produced in order to improve the conductivity and allow the oxide layer to

be removed by sputtering. Unfortunately, this was only partially successful

as sputtering was unable to fully eliminate the oxygen signal from the sam-

ple. Gold was subsequently used to passivate the surface against oxidation,

which was then able to be removed from the TiSi2. This allowed AP-XPS

of minimally oxidised TiSi2 to be conducted, and it was suggested that its

catalytic activity may be related to a sub-stoichiometric silicon oxide phase

combined with the minimisation of SiO2. Further work is needed to con-

firm this, including additional AP-XPS, however. Exposing thin film TiSi2

to oxygen would show if SiO2 is grown at the surface, allowing a direct

comparison to the results presented here with water. Similarly, minimally

oxidised TiSi2 could be oxidised in the presence of light to highlight any

differences. Such experiments would likely benefit from being conducted

at a synchrotron, where higher pressures and resolution is possible.

For the dyes investigated, new chemical information is proposed, and com-

petition between relaxation and direct injection discussed. For TiSi2, an

origin of its solar water splitting activity was proposed. The work presented

on both systems demonstrates the ability of core-level spectroscopies to pro-

vide insight into the chemical and electronic processes that occur in solar

energy materials.
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T. Chassé, and A. Lindblad, “Femtosecond and attosecond electron-

transfer dynamics in PCPDTBT:PCBM bulk heterojunctions,” The

Journal of Physical Chemistry C, vol. 122, no. 24, pp. 12605–12614,

2018.

[138] M. Schmid, H.-P. Steinrück, and J. M. Gottfried, “A new asymmetric

pseudo-voigt function for more efficient fitting of XPS lines,” Surface

and Interface Analysis, vol. 46, no. 8, pp. 505–511, 2014.

[139] J. Campbell and T. Papp, “Widths of the atomic K–N7 levels,”

Atomic Data and Nuclear Data Tables, vol. 77, no. 1, pp. 1–56, 2001.

198



[140] D. S. Jensen, S. S. Kanyal, N. Madaan, M. A. Vail, A. E. Dadson,

M. H. Engelhard, and M. R. Linford, “Silicon (100)/SiO2 by XPS,”

Surface Science Spectra, vol. 20, no. 1, pp. 36–42, 2013.

[141] L. Patthey, H. Rensmo, P. Persson, K. Westermark, L. Vayssieres,
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sztejn, L. Journel, R. Kushawaha, D. Céolin, M. N. Piancastelli, and
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ison of charge transfer dynamics in polypyridyl ruthenium sensitiz-

ers for solar cells and water splitting systems,” Physical Chemistry

Chemical Physics, vol. 20, no. 11, pp. 7710–7720, 2018.
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Figure A1: XPS of unsensitised, mesoporous, SrTiO3 (a, b) and TiO2 (c, d).
The left spectra show the Ti 2p, and the right the O 1s. As for the spectra
presented in the main text, the binding energy scale has been calibrated to the
Ti 2p3/2 at 458.8 eV. The spectra were recorded using 1486.6 eV X-rays on a
laboratory-based XPS. High binding energy shoulders are observed in both (b)
and (d), which are attributed to hydroxyl contamination from the atmosphere,
and in the case of SrTiO3, potentially defects.
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Figure A2: XPS of clean, unsensitised, TiO2(110): Ti 2p (a), O 1s (b), N 1s
(c), and C 1s (d). Each spectrum is again calibrated to 458.8 eV and recorded
using laboratory XPS with 1486.6 eV X-rays. The substrate shows a nitrogen
peak unrelated to C343.
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Figure A3: N 1s XPS of monolayer (a) and multilayer (b) C343 evaporated
onto TiO2(110). The spectra were calibrated to 458.8 eV, have had Shirley
backgrounds subtracted, and were recorded using laboratory XPS with 1486.6
eV X-rays. Only one peak corresponding to C343 is observed.
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Figure A4: Zoomed-in view of the C K-edge RPES of C343 on SrTiO3 (a)
and TiO2 (b). In both plots, the off-resonant scan (283.0 eV) is compared to
an on-resonant scan (284.5 eV), illustrating that the feature caused by C 1s
photoemission from second order light overlaps with the expected position of
the HOMO.
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Figure A5: Difference spectra of the N K-edge RPES of C343 on SrTiO3 (a) and
TiO2 (b) measured over the N K-edge. An off-resonant scan recorded at 397.0
eV has been subtracted from each subsequent scan to generate the difference
spectra.

211



Figure A6: Wide XPS of each ex-situ C343 sensitised sample recorded using
1000 eV photons and a pass energy of 200 eV. The difference in thickness of the
dye layer is illustrated by the C 1s signal, which is far more intense than other
regions attributed to the molecule, such as the N 1s.
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Figure A7: N K-edge NEXAFS of a mesoporous TiO2 electrode soaked in ace-
tonitrile for 30 minutes. No strong structure is observed, ruling out acetonitrile
as the cause of the unknown peaks in the C343 XAS.
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Figure A8: N 1s XAS of monolayer (a) and multilayer (b) N3 dye. No significant
change is observed between before and after a RAES map was recorded, showing
beam damage to be minor on the whole. The source of the oscillations in the
signal is unknown.
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Figure A9: Ru LMM RAES recorded at the Ru 2p3/2 on multilayer N3. No
behaviour indicative of any PCI is seen.
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Figure A10: C 1s XPS of RuP (a, c) and RuC (b, d) monolayers and multilayers,
before and after a RAES map was recorded. There is little sign that major beam
damage has occurred.
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Figure A11: Ru 2p3/2 RPES maps for monolayer RuP (a) and RuC (b). The
enhancement is weak when viewed in the map itself.
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Figure A12: Ru 2p3/2 RAES maps for monolayer RuP (a) and RuC (b). These
maps were integrated to obtain the auger yield XAS used in the core-hole clock
implementation of RPES. No second resonance is seen in the map.
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