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Abstract 
Tourette syndrome (TS) is a neurodevelopmental, hyperkinetic disorder 

characterised by the enduring presence of both motor and phonic tics.  

Premonitory urge (PU) is thought to be a negative reinforcer of tic 

expression in TS. Tic expression during fMRI scanning is required as an 

overt marker of increased urge-to-tic, however this can lead to a loss of 

large amounts of data due to head movement. 

 

The first aim of this thesis was to validate a model free approach to 

investigate PU. In Chapter 3, I examined the urge-to-blink in healthy 

volunteers, an analogous behaviour that can be expressed overtly in the 

MRI scanner. The task involved alternating blocks of “Okay to blink” and 

“Suppress”, during which participants continuously reported their 

subjective urge-to-blink. Subjective urge scores were found to be 

correlated with activity in the right posterior and ventral-anterior insula, 

mid-cingulate and occipital cortices. Blink suppression was associated with 

activation in the dorsolateral prefrontal cortex, cerebellum, right dorsal-

anterior insula, mid-cingulate cortex and thalamus. Therefore, different 

regions within the right insula contribute to the urge-for-action and 

suppression networks. In Chapter 4, I reanalysed the same data using a 

paradigm free mapping approach, which identified activation within the 

insula and cingulate areas without prior specification of task timing. 

 

The second part of this thesis explored the modulatory effects of rhythmic 

median nerve stimulation (MNS), a non-invasive stimulation method which 

has shown potential for reducing tics and urges in TS. In Chapter 5, using 

MEG I investigated whether rhythmic MNS could be used to entrain 

oscillations at frequencies associated with sensorimotor inhibition. I 

demonstrated a frequency specific increase in both amplitude and intertrial 

phase coherence in the contralateral sensorimotor cortex during rhythmic 

but not arrhythmic stimulation. I used linear modelling of a template 

sensory evoked potential (SEP) and empirical mode decomposition to show 

that these effects were due to entrainment and not purely steady-state 

SEPs. In Chapter 6, I investigated the effects of MNS on neuro-metabolite 

concentrations in the contralateral sensorimotor cortex using magnetic 
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resonance spectroscopy. I demonstrated an initial increase in glutamate 

compared to baseline during rhythmic but not arrhythmic stimulation but 

no difference in the difference-from-baseline measures between the two 

stimulation conditions. These results suggest that despite entrainment of 

oscillations during rhythmic MNS, there aren’t large difference in the tonic 

neuromodulatory effects of rhythmic and arrhythmic stimulation. 
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Chapter 1: Thesis Overview and General 
Introduction 

 

Key words:  

Beta Oscillations, Cortico-Striato-Thalamo-Cortical (CSTC) Pathway, Dopamine (DA), 

Functional Magnetic Resonance Imaging (fMRI), Gamma-Aminobutyric Acid (GABA), Gilles 

de la Tourette syndrome (TS), Insula, Magnetoencephalography (MEG), Medium Spiny 

Neurons (MSNs), Mid Cingulate Cortex (MCC), Mu-Alpha Oscillations, Premonitory Urge 

(PU), Striatum, Tics, Tourette syndrome. 

 

1.1 Thesis Overview 
This thesis focuses on Tourette syndrome. In particular, the use of novel 

neuroimaging techniques and analyses to explore the brain regions 

involved in its hallmark symptoms and the reasons why rhythmic 

peripheral nerve stimulation may act to reduce these symptoms. 

Specifically, in this thesis I validated a novel model free approach to 

investigate premonitory urge in disorders such as Tourette syndrome and 

explored the modulatory effects of rhythmic median nerve stimulation, a 

novel non-invasive brain stimulation method which has shown potential for 

reducing tics and urges in Tourette syndrome. 

 

Chapter 1 explores the pre-existing literature relating to the neural 

correlates of tics and urges, sensorimotor oscillations, and non-invasive 

brain stimulation. The main conclusions of this review are: 1) different 

regions are thought to be involved in tics, premonitory urge, and tic 

suppression, but due to the issues related to movement during 

conventional neuroimaging techniques, these networks are difficult to 

separate. 2) Rhythmic median nerve stimulation at a frequency associated 

with sensorimotor inhibition reduces the frequency and intensity of tics in 

Tourette syndrome. Its efficacy is hypothesised to be due to the 

entrainment of oscillations within primary sensorimotor regions. Chapter 2 

describes the neuroimaging and stimulation techniques used during this 

thesis: magnetoencephalography, functional magnetic resonance imaging, 

magnetic resonance spectroscopy and median nerve stimulation. 
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Chapter 3 explores the brain regions involved in the urge-to-blink and blink 

suppression in healthy subjects. This was investigated by asking 

participants to continuously rate their urge-to-blink during a blink 

suppression functional magnetic resonance imaging paradigm. The results 

demonstrated that different regions within the insula were involved in blink 

suppression and the urge-to-blink. The mid-cingulate cortex and the 

supplementary motor area were active during both blinking and the 

suppression of blinking, suggesting that these regions may decide whether 

a suppressed movement is released.  

 

Continuous rating of subjective urge affected the fMRI signal due to 

movement and attention to urge, therefore in Chapter 4 the same fMRI 

data is analysed using a model free approach called paradigm free 

mapping. This demonstrated that activation within the insula and cingulate 

regions could be identified without the need for subjective urge ratings. 

The analysis of the urge-to-blink allowed this analysis technique to be 

validated using a behaviour which could be overtly expressed in the 

scanner before it is used to investigate urge in Tourette syndrome patients 

whilst they suppress their tics. Unfortunately, a planned fMRI experiment 

using paradigm free mapping to identify the regions involved in the urge-

to-tic could not be completed during this thesis due to university 

restrictions on face-to-face testing and closure of the magnetic resonance 

(MR) scanning facilities during the COVID-19 pandemic.  

 

In Chapter 5, healthy participants received rhythmic median nerve 

stimulation at both 12 and 20Hz during an MEG scan to explore whether 

this resulted in the entrainment of targeted brain oscillations. The 

oscillatory amplitude and inter-trial phase coherence showed a frequency 

specific increase which was restricted to the contralateral sensorimotor 

hand region. Using a linear regression model and empirical mode 

decomposition, we demonstrated that these results could not be solely 

explained by steady state evoked potentials, suggesting that entrainment 

had taken place. Using magnetic resonance spectroscopy, we explored 

whether this stimulation resulted in similar neurometabolite concentration 

changes to that of voluntary movement. The results of Chapter 6 showed 
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an initial increase in glutamate during rhythmic stimulation but no change 

in GABA. However, when the difference-from-baseline measures were 

compared there were no differences between the effects of rhythmic and 

arrhythmic stimulation on glutamate and GABA concentration. 

 

Over the course of this thesis, I address the following questions: 

 

1. What are the neural correlates of premonitory urge? And can these 

regions be identified without knowledge of when the urge is high? 

 

2. Does rhythmic MNS result in the entrainment of movement-related 

brain oscillations in the contralateral sensorimotor cortex? 

 

3. Does rhythmic MNS result in changes to Glutamate and GABA 

concentrations in the contralateral sensorimotor cortex? 
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1.2 Gilles de la Tourette Syndrome 

1.2.1 Clinical Presentation  
Gilles de la Tourette syndrome (TS) is a neurodevelopmental, hyperkinetic 

disorder characterised by the enduring presence of multiple motor tics and 

at least one phonic tic  (Diagnostic and Statistical Manual of Mental 

Disorders, 2013). For a diagnosis of TS, these tics must onset before the 

age of 18, and be present for at least a year (Diagnostic and Statistical 

Manual of Mental Disorders, 2013). TS was first described in a case 

study by Itard in 1825 before being fully characterised using 9 patients by 

Gilles de la Tourette in 1885 (Gilles de la Tourette, 1885; Itard, 1825). 

This disorder is now thought to affect approximately 1% of young people, 

with estimates ranging from 0.4-3.8% depending on the sample analysed 

and the diagnostic methods used (Robertson, 2008). Diagnoses of TS show 

a higher prevalence in males (5.2:1), although this distinction decreases 

with age (3:1) (Freeman et al., 2000).   

 

Tics are fast, repetitive, and involuntary movements (Diagnostic and 

Statistical Manual of Mental Disorders, 2013; Robertson, 2011). In 

general, simple motor tics such as forceful blinking first become apparent 

between the ages of 4 and 6, followed by simple phonic tics, such as 

forceful coughing, between the ages of 5 and 7 (Bloch & Leckman, 2009; 

G. M. Jackson et al., 2015; Leckman et al., 1998). Simple tics are brief in 

duration and appear to be meaningless whereas complex tics, which can 

develop with age, are longer and more coordinated (Jankovic, 1997; 

Leckman et al., 1989). Examples of complex tics include echopraxia 

(echolalia) which involves imitating a movement (vocalisation), palipraxia 

(palilalia) where the patient repeats their own action (vocalisation) and 

copropraxia (coprolalia) where a socially inappropriate movement 

(vocalisation) is performed (S. C. Cohen et al., 2013).  

 

Tics wax and wane in their frequency, but generally increase when the 

patient is anxious, tired or excited and decrease when focussed on a goal-

directed activity (Conelea & Woods, 2008; Jankovic, 1997; Leckman, 

2002). TS has a developmental time course where, in general, the severity 

of tics increases until around the age of 10 before beginning to decrease 
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with age (Bloch et al., 2006; Leckman et al., 1998). Interestingly, it has 

been proposed that only 22% of patients continue to have severe tics in 

adulthood (Bloch et al., 2006; Pappert et al., 2003). However, some of the 

most disruptive symptoms in patients often come from the disorders that 

present comorbidly (Freeman et al., 2000; Sukhodolsky et al., 2007). It is 

thought that only approximately 10% of cases are ‘pure’ TS, with there 

being on average 2 comorbidities per patient (Freeman et al., 2000). The 

most commonly associated co-occurring disorders are attention deficit 

hyperactivity disorder (ADHD) (mean: 60%, range: 33-

91%) and obsessive-compulsive disorder (OCD) (mean: 27%, range: 2-

66%) (Freeman et al., 2000). Due to the overlap in symptomatology and 

the high rates of comorbidity between these disorders, it may be that there 

is a common disruption within the cortico-striato-thalamo-cortical (CSTC) 

circuitry during development (see 1.2.2 Pathophysiology).  

 

Despite outwardly appearing to be a movement disorder, TS is thought to 

be caused by dysfunction of both the sensorimotor and paralimbic systems 

(Bohlhalter et al., 2006). This is due to the experience of premonitory urge 

(PU) in the majority of sufferers (Kwak et al., 2003), although children 

under the age of 10 do not tend to report these sensations (Leckman et 

al., 1993). These urges precede tics and are often described as an ‘urge-

to-move’ or the need to repeat an action until it feels ‘just right’ (Kwak et 

al., 2003).  However, these urges do not necessarily precede every tic the 

patient has (Ganos et al., 2012). Unlike other movement disorders, tics 

can be briefly suppressed although this results in an amplification of the 

aversive sensation until the action is performed (Kwak et al., 2003). Many 

patients believe that tics are a voluntary response to these sensations and 

as a result, do not believe they would tic if these urges weren’t present 

(Kwak et al., 2003). The question remains as to whether tics and PUs are 

independent processes. Do PUs act as negative reinforcement for tic 

behaviour (Capriotti et al., 2014), or do they arise due to the act of tic 

suppression (S. R. Jackson et al., 2011)?  
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1.2.2 Pathophysiology  
The pathophysiology of TS is theorised to involve striatal disinhibition 

within the CSTC pathway (Figure 1.1) (Albin et al., 1989; Leckman et al., 

2006). The CSTC circuitry consists of multiple parallel loops with different 

cortical targets: sensorimotor, limbic, and associational (Alexander et al., 

1986; Leckman et al., 2010). Projections from cortical neurons converge 

on medium spiny neurons (MSNs) within the striosomal and matrisomal 

compartments of the striatum (Leckman, 2002). Limbic and pre-limbic 

cortical regions send input to striosomal MSNs, while sensorimotor regions 

project to matrisomal MSNs (Leckman, 2002). 

 

These basal ganglia circuits are involved in the formation of habits; 

therefore, it may be that tics are reinforced by inappropriate habit 

formation in response to urges (Albin & Mink, 2006; Graybiel, 2008; S. R. 

Jackson et al., 2011; Leckman & Riddle, 2000). This theory involves hyper-

dopaminergic activity arising in the substantia nigra (SNr) (Leckman et al., 

2010). The levels of dopamine (DA) agonist which can induce stereotypies 

in rats can be predicted by the ratio of neuronal activation in the 

striosomes relative to the matrix, suggesting that an imbalance in these 

two striatal compartments could lead to tic-like behaviours (Canales & 

Graybiel, 2000). Pharmacological manipulation of DA levels through D2 

receptor blockade and monoamine transporter inhibition has been shown 

to result in tic suppression through a decrease in DA activity (Scahill et al., 

2006). Although DA is clearly implicated, multiple neurotransmitters and 

neuromodulators are involved in transmission within the CSTC pathways; 

therefore it is likely that multiple systems are disrupted (Singer & Minzer, 

2003).  
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Striatal disinhibition could arise from overactivation of matrisomal MSNs 

which receive information from both sensorimotor and associational 

regions relating to a given body-part (Graybiel et al., 1994). If matrisomes 

become activated repeatedly, such as through reduced intra-striatal 

inhibition, the result would be repetitive stereotyped movement of a given 

body part (Mink, 2001). Post-mortem studies have revealed a reduction in 

both parvalbumin expressing GABA-ergic (gamma-aminobutyric acid) and 

cholinergic interneurons within the striatum, largely restricted to 

sensorimotor regions (Kalanithi et al., 2005; Kataoka et al., 2010). Fast-

spiking interneurons (FSIs), also known as parvalbumin expressing 

interneurons, would normally cause widespread inhibition of MSNs within 

the dorsolateral striatum (Leckman et al., 2006). A lack of MSN inhibition 

could result in an increased influence of sensorimotor inputs to the 

striatum, leading to cortical disinhibition (Figure 1.2) (Leckman et al., 

1993).  

 

 
Figure 1.1 Basic diagram depicting the basal ganglia motor circuits.  

Solid arrows represent an excitatory direct pathway and dashed arrows represent an inhibitory 

indirect pathway. Green signifies glutamatergic transmission, magenta signifies GABAergic 

transmission and grey signifies dopaminergic (+ = D1 receptor (excitatory); - = D2 receptor 

(inhibitory)). (Substantia nigra, SNr; Globus pallidus externus, GPe; Globus pallidus internus, 

GPi; Sub-thalamic nucleus, STN). 
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The striatum can be split into three anatomical regions, the putamen, 

caudate nucleus, and nucleus accumbens (NAcc) (Figure 1.3). When 

bicuculline, a GABAA antagonist, is injected into the dorsolateral putamen 

of primates they begin to display tic-like movements similar to the motor 

tics seen in humans with tic disorders (McCairn et al., 2009). Furthermore, 

injection of the same antagonist into the NAcc (ventral striatum) induces 

vocalisations in primates (McCairn et al., 2016). These findings suggest 

that the signal to tic may originate in the striatum of the basal ganglia. 

Therefore, these animal studies further support the idea of striatal 

dysfunction caused by reduced inhibition in TS leading to hyperexcitability 

of the motor cortex.  

 

As the basal ganglia are deep structures, many techniques focus on the 

cortical effects of the pathology as they are easier to investigate. 

Transcranial magnetic stimulation (TMS) has been used to show reduced 

short-interval intracortical inhibition (SICI; a measure of inhibition via 

GABAA receptors) in resting TS patients which is suggestive of disinhibition 

of the motor cortex (Heise et al., 2010; Ziemann et al., 1997). However, 

the resting motor threshold (RMT) of young children with TS is significantly 

 

Figure 1.2. A flow diagram showing the effects of striatal disinhibition in the 

context of tic generation. 

 

 

             
                  

     

             
         

           

          
         
      



 

15 
 

higher compared to children of the same age without TS, indicating that a 

higher intensity of stimulation is required to produce a similar amplitude 

motor evoked potential (MEP; a measure of corticospinal excitability) 

(Pépés et al., 2016). Age was shown to be a significant predictor of RMT 

(Pépés et al., 2016), and in adulthood there is thought to be no difference 

in RMT compared with healthy controls (Heise et al., 2010). Moreover, 

there is a reduction in MEP amplitude increase during movement 

preparation in TS patients, which is suggestive of cortical hypoexcitability 

(Draper et al., 2015; Heise et al., 2010; S. R. Jackson et al., 2013). Those 

TS patients who reported lower tic severity show the largest MEP amplitude 

increases, while those with high tic severity show a lack of MEP amplitude 

increases prior to a movement (Draper et al., 2015). Similarly, there is a 

negative association between motor tic severity scores and input-output 

recruitment (IO) curve slopes (a curve showing MEP amplitudes associated 

with increasing stimulation intensities) (Pépés et al., 2016). As many 

patients will have a reduced severity of tic-related symptoms in adulthood, 

it is important to bear in mind that some of the differences seen may relate 

to compensation rather than pathology. 

  

 

Figure 1.3. The location of the striatum relative to the thalamus.  

Drawing based on figures in (Ferré et al., 2018; Williams, 2016).  
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Overall, the findings discussed in this section suggest that overactivation 

of matrisomal MSNs within the striatum leads to stereotyped movements, 

potentially through overlearning of habitual behaviours in response to 

urges. This disinhibition is likely to involve disruption to multiple 

neurotransmitter and neuromodulator systems including an increase in 

dopaminergic activation and a reduction in intra-striatal inhibition.   

Ultimately, striatal disinhibition will have widespread effects throughout 

the CSTC circuits and other brain regions through its synaptic connections, 

leading to the generation of tics.  

 

1.2.3 Anatomical correlates of tics and premonitory urge 
There are relatively few neuroimaging studies looking at the neural 

correlates of tic generation. This is largely due to the difficulty in scanning 

patients during a tic as conventional imaging techniques rely on the brain 

staying in the same position throughout the scan. One of the most 

influential studies to look at this research topic is Bohlhalter and colleagues 

who looked at the change in blood oxygen level dependent (BOLD) activity 

2s before a tic and at tic onset (Bohlhalter et al., 2006). Before a tic there 

were significant increases in activity in the anterior cingulate cortex (ACC), 

insula, parietal operculum (PO), supplementary motor area (SMA), 

putamen and thalamus. In contrast, at tic onset the sensorimotor cortex, 

cerebellum and superior parietal lobule were significantly active 

(Bohlhalter et al., 2006). Similar patterns of activation preceding tics have 

been shown in other functional magnetic resonance imaging (fMRI) studies 

(Neuner et al., 2014; Wang et al., 2011). Although this research highlights 

the regions involved in tic generation, research into the dynamic 

interactions of these regions prior to and during tics is limited by the 

artifacts induced by movement and muscle activity in techniques with a 

high temporal resolution, like electroencephalography (EEG) and 

magnetoencephalography (MEG) (Morera Maiquez et al., 2022) (See 1.3.2 

for further discussion). 

 
One notable feature of TS, which distinguishes it from other movement 

disorders, is the preceding urge sensation. Urges, such as those 

experienced by TS patients are covert behaviours, and therefore 
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identification of urge-related activity in the brain can be difficult. One 

approach is to focus on the changes in the BOLD response prior to a tic, 

the other is to ask participants to suppress their tics throughout, leading 

to a build-up of urge sensations. When looking at the timeframe prior to a 

tic, along with activation of pre-motor regions, Bohlhalter and colleagues 

also found increased activation in paralimbic regions, including the insula, 

which they hypothesised to be involved in feelings of premonitory urge 

(Bohlhalter et al., 2006). A meta-analysis by Jackson and colleagues 

identified brain regions commonly active in fMRI studies looking at the urge 

to urinate, yawn, swallow, and tic. From their findings they propose that 

the urge-to-act may be generated by a loop involving the anterior insula, 

the mid-cingulate cortex (MCC) and the mid-insula (S. R. Jackson et al., 

2011). Interestingly, the insula is associated with interoceptive processing 

(Craig, 2002, 2009), while the MCC is involved in motor responses 

(Caruana et al., 2018). These findings indicate that different networks are 

involved in the generation of tics and urges, suggesting that their 

generation may not be codependent (S. R. Jackson et al., 2020). 

 
An fMRI study exploring the neural correlates of tic suppression described 

a decrease in subcortical activity, except in the caudate nucleus, and an 

increase in activity in cortical regions (Peterson et al., 1998). Chiefly, there 

was a decrease in activity in the ventral globus pallidus, putamen, and mid 

thalamus, but an increase in the right mid frontal cortex and right ACC. In 

addition, a study comparing the regions involved in ocular tic suppression 

in TS and blinking in healthy controls highlighted the increased activity in 

limbic regions, including the ACC, in TS patients compared to controls 

during action suppression (van der Salm et al., 2018). Meanwhile, there 

was increased involvement of sensorimotor regions such as the SMA and 

MCC during the successful inhibition of blinks. Furthermore, blink 

suppression, but not tic suppression was associated with increased 

activation in the right inferior frontal gyrus (IFG), which is thought to be a 

key region in the motor response inhibition network (Aron et al., 2004, 

2014). Better understanding of the brain regions involved in successful tic 

suppression could help identify therapeutic targets for future interventions. 
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1.2.4 Management  
The symptoms of TS can have a large impact on quality of life (Jalenques 

et al., 2012). Tics can cause physical exhaustion and pain due to their 

involuntary repetitive nature or as a result of secondary harm (Conelea et 

al., 2013; Freeman et al., 2000; Fusco et al., 2006). Tics are also 

disruptive affecting both academic and social performance (Conelea et al., 

2013). 

 

As the cortico-striato-thalamo-cortical system is implicated in both TS and 

the learning of habits, it has been theorised that the repetitive actions seen 

in TS are as a result of overlearning of habitual behaviours (Graybiel, 

2008). This relates to the urges felt prior to a tic, it may be that patients 

with TS have overlearned actions needed to relieve these urges, and as 

such a negative reinforcement loop has been established (S. R. Jackson et 

al., 2011). Therefore, one common form of behavioural therapy is ‘habit 

reversal training’, which involves training the patient to be aware of the 

urge-to-tic and to perform a socially acceptable competing action to reduce 

feelings of urge (Azrin & Nunn, 1973). However, the availability of 

behavioural interventions is limited by the number of trained providers and 

the travel time, particularly for patients living in rural areas (Himle et al., 

2010; Woods et al., 2010). Other interventions involve medication with 

antipsychotics, but these are associated with a large number of side effects 

such as fatigue, depression and in extreme cases dyskinesias (Budman, 

2014; Jagger et al., 1982). Deep brain stimulation (DBS) of the thalamus 

or globus pallidus is a potential option for some patients with severe, 

refractory TS (Savica et al., 2012; X. H. Zhang et al., 2016). Although DBS 

can result in a significant decrease in symptoms, the procedure is invasive 

and carries large post-operative risks such as infection (X. H. Zhang et al., 

2016). Therefore, the development of new non-invasive treatments to 

reduce brain activity involved in tic generation is important. 

 

1.2.5 Non-invasive Brain Stimulation in TS 
A decrease in motor cortex excitability is linked with a better ability to 

voluntarily suppress tics (Ganos et al., 2018). Therefore, non-invasive 

stimulation of the sensorimotor regions, using techniques known to result 
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in cortical inhibition, may decrease the occurrence of both motor and vocal 

tics. As such, multiple inhibitory paradigms using various stimulation 

techniques have been researched to see if they are effective in decreasing 

tic symptoms. 

 

In transcranial direct current stimulation (tDCS) current is passed between 

an anode and a cathode placed on the scalp. When the stimulation is 

cathodal, the effects are inhibitory (Finisguerra et al., 2019). Following five 

daily sessions of 2mA cathodal tDCS over the left motor cortex in two adult 

TS patients there was a significant reduction in tics (Mrakic-Sposta et al., 

2008). Similarly, ten patients receiving 1mA cathodal tDCS to the SMA 

showed significantly lower impairment following stimulation compared to 

sham (Dyke et al., 2019). However, no significant effect of the interaction 

between time and stimulation was seen, which may be due to there being 

only one session of stimulation. In contrast, after a period of 5 days with 

twice daily 2mA cathodal stimulation over the SMA and pre-SMA, all three 

patients exhibited an increase in tic frequency (Behler et al., 2018). 

 

Repetitive TMS (rTMS) of the SMA at 1Hz has been shown to cause 

significant decreases in Yale Global Tic Severity Scale (YGTSS) scores and 

the severity of tic symptoms (Kwon et al., 2011). A similar paradigm 

showed that these effects can persist for 6 months in the majority of 

participants (Le et al., 2013). Interestingly, both studies describe an 

increase in bilateral RMT over time which suggests a spread of stimulation 

effects to connected cortical regions (Kwon et al., 2011; Le et al., 2013). 

Continuous theta burst stimulation (cTBS), a specific form of rTMS, of the 

SMA has also been trialled due to the reduced duration and intensity of 

stimulation compared with 1Hz rTMS (S. W. Wu et al., 2014). However, 

there was no difference in the effect on tic symptoms when sham and 

active conditions were compared, but there was a significant reduction in 

BOLD activity within the bilateral motor cortices and SMA during a motor 

task following cTBS. 

 

Although some paradigms of non-invasive brain stimulation have shown 

promise, they are limited by the need for patients to attend clinics as the 
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devices used are not easily transported and a trained professional is 

required to deliver the treatment.  
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1.3 Neural Oscillations 
Neural oscillations are rhythmic patterns of neuronal activity. When large 

populations of cortical neurons are synchronously active, their firing 

frequency becomes observable through electrophysiological techniques 

like EEG or MEG, which have a temporal resolution in the milliseconds 

range. Recordable oscillations arise when there is synchronised current 

flow along the dendrites within a neuronal population. An increase in 

EEG/MEG power (the magnitude of the signal) may arise from an increase 

in the number of neurons participating in the oscillation and/or an increase 

in their phase synchrony (Pfurtscheller & Lopes Da Silva, 1999). Neural 

oscillations are characterised by their frequency and are typically split into 

5 bands: delta (1-4Hz), theta (5-7Hz), alpha (mu-alpha in the 

sensorimotor network) (8-12Hz), beta (13-30Hz) and gamma (>30Hz).  

 

1.3.1 Oscillatory dynamics of voluntary movement 
Beta oscillations arising in the contralateral sensorimotor cortex are known 

to desynchronise before and during movement (movement-related beta 

desynchronisation (MRBD)) and are associated with motor planning and 

movement-related activation (Pfurtscheller, 1981; Salmelin et al., 1995). 

Conversely, following movement, there is an increase in synchronisation 

in the contralateral cortex in comparison to rest, which is known as the 

post-movement beta rebound (PMBR). This rebound is associated with 

reduced corticospinal excitability (R. Chen et al., 1998). Like beta, mu-

alpha event-related desynchronisation (ERD) is seen over the contralateral 

sensorimotor cortex during movement planning and motor tasks 

(Pfurtscheller & Aranibar, 1979; Pfurtscheller & Berghold, 1989). 

 

1.3.2 Disruption to oscillations in disease states 
Pathological changes to beta oscillations can be seen in Parkinson’s 

disease, where a reduced magnitude of desynchronisation may relate to 

the reduced ability to initiate movement (Brown, 2007). Therefore, it 

would be natural to assume an increase in the amplitude 

of desynchronisation in disorders characterised by a hyperexcitability of 

movement, however there is evidence that mu-alpha and beta do not 

desynchronise prior to tics in Tourette’s patients (Morera Maiquez et al., 
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2022). Furthermore, Niccolai and colleagues recently described oscillatory 

changes occurring prior to tics recorded during a Go/No-Go experiment 

(Niccolai et al., 2019). When comparing the same timepoint in tic and non-

tic trials there is a significant increase in beta power between -650ms and 

-500ms before a tic, which may relate to stronger motor urges, but there 

is no difference in power compared to baseline during the -500ms before 

a tic (Niccolai et al., 2019). As desychronisation is generally measured in 

comparison to baseline or through data standardisation, these findings 

could relate to a heightened excitability of the motor cortex in TS patients 

at baseline, meaning unwanted movements are easier to initiate.  Or it 

may be that this reflects the involuntary nature of tics, indicating a lack of 

motor planning before the movement is performed. Nevertheless, a recent 

study found that when told not to suppress their tics patients showed less 

beta desynchronisation during voluntary movements (Zapparoli et al., 

2019). This modulation was not evident when patients were asked to 

suppress their tics, suggesting that beta oscillations are disrupted in TS 

and that the mechanism of tic suppression brings these oscillations back 

under control.  

 

Non-invasive brain stimulation (NIBS) techniques provide a mechanism by 

which we can temporarily manipulate these brain oscillations to see what 

effect this has on behaviour. Rhythmic stimulation is thought to cause 

progressive synchronisation of the activity of neuronal assemblies through 

a process known as entrainment (Thut, Veniero, et al., 2011). A key study 

used transcranial alternating-current stimulation (tACS) over the motor 

cortex at 20Hz during a visuomotor task resulting in a decrease in the 

velocity of movement in healthy participants (Pogosyan et al., 2009). 

Furthermore, Joundi and colleagues found that tACS stimulation at beta 

frequency caused a decrease in the peak rate and the rate of development 

of force during both ‘Go’ and ‘No-Go’ conditions of the Go/No-Go task 

(Joundi et al., 2012). The increased reduction in force during ‘No-Go’ 

compared to ‘Go’ trials serves as evidence of the possible benefit in the 

use of beta frequency NIBS for the reduction of motor tics in TS, as these 

‘No-Go’ trials involved a failure to inhibit movement (Joundi et al., 2012). 

Interestingly, a technique involving non-invasive peripheral nerve 
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stimulation, rhythmic median nerve stimulation (MNS), has recently been 

shown to decrease tic frequency in patients (Morera Maiquez, Sigurdsson, 

et al., 2020). The stimulation was delivered at 10Hz (mu-alpha frequency). 

Importantly, this technique has the potential to be developed into a 

portable technique for use outside the clinic (Morera Maiquez, Sigurdsson, 

et al., 2020). These findings suggest that entrainment of sensorimotor 

regions using frequencies associated with the inhibition of movement could 

prove therapeutically useful in reducing the frequency and severity of tic 

symptoms in TS patients. 
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Chapter 2: Techniques and Methodology 
 

2.1 Magnetoencephalography 

2.1.1 Biophysical origin of the signal 
 

MEG is a non-invasive technique for the measurement of brain 

electrophysiology in humans (D. Cohen, 1968, 1972). The magnetic fields 

that are measured using this technique are mainly generated by the 

current flow along pyramidal cells in the cortex. Pyramidal cells are 

directional, with apical dendrites orientated towards the cortical surface 

meaning they form an ‘open field’ (Schomer et al., 2018). As magnetic 

fields are perpendicular to the current flow, MEG sensors can only measure 

the magnetic field of tangential primary currents because, unlike those 

orientated radially, these currents are positioned such that their fields are 

measurable outside the scalp according to the right-hand rule (Sarvas, 

1987) (Figure 2.1). Due to the convoluted structure of the cortex only the 

nadirs of the sulci and apices of the gyri have a large radial component 

and therefore signals generated at the majority of cortical sites can be 

measured (Hillebrand & Barnes, 2002). 

 

At excitatory synapses, binding of the neurotransmitter (e.g. glutamate) 

to ligand-gated ion channels on the postsynaptic membrane causes an 

influx of Na+ resulting in depolarisation of the apical dendrites (Bear et al., 

2016). This increase in membrane potential is termed an excitatory post-

synaptic potential (EPSP), as a result the neuron will be closer to the 

threshold for firing an action potential (AP) (Bear et al., 2016). Conversely 

at an inhibitory synapse, neurotransmitter (e.g. GABA) binding causes an 

influx of Cl- resulting in an inhibitory post-synaptic potential (IPSP) which 

hyperpolarises the post-synaptic cell (Bear et al., 2016). The intracellular 

current set up by these post-synaptic potentials (PSPs) will flow from the 

apical dendrites to the soma, through ionic diffusion down their 

concentration gradient (Figure 2.1) (Bear et al., 2016). The apical 

dendrites can be thought of as a dipole, with the positive pole where the 

neuron is initially depolarised and the negative pole where the current is 

flowing towards (Bear et al., 2016). 
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For the generated magnetic field to be detected by MEG there needs to be 

synchronous activation of a large number of neurons. As APs are short in 

duration (milliseconds), PSPs (tens of milliseconds) are thought to 

contribute more to the magnetic fields measured by MEG as they are more 

likely to be synchronously active (Schomer et al., 2018). Furthermore, 

while APs display ‘all or nothing’ responses, with increased firing frequency 

denoting increased activation once its threshold has been surpassed, PSPs 

temporally summate in order to determine whether or not to trigger an 

AP. The summed PSPs within a pyramidal cell form one dipole and, because 

within an area of cortex all the pyramidal cells are orientated in the same 

direction, these can be treated as a single dipole when firing synchronously 

(Nunez & Srinivasan, 2006).  
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However, the magnetic field resulting from neuronal activity is only of the 

order of 10-12T while the signals from other physiological sources are 

around 10-11T (Vrba, 2002). Furthermore, the steady magnetic field 

resulting from the Earth is 10-4T. As a result, the devices used to detect 

the signal for MEG recordings need to be sensitive to small deviations in 

the magnetic field surrounding the head. 

 

 

Figure 2.1. Tangential and radially oriented primary currents. 

In MEG the magnetic field is only measurable when the dipole is orientated tangential to the 

scalp (a) rather than radial (b). 
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2.1.2 SQUIDs 
Conventional MEG uses cryogenic sensors called superconducting quantum 

interference devices (SQUIDs) (Zimmerman et al., 1970). It is the SQUID’s 

superconducting properties that allow detection of small variations in the 

magnetic field. When the temperature of a superconductor is maintained 

below its transition point, the electrical resistance becomes zero and 

current will flow indefinitely (Hansen et al., 2010; Hook & Hall, 1991). In 

MEG, SQUIDs are bathed in a dewar of liquid helium (~4K) in order to 

maintain the temperature below the transition point (~5K) 

(Muthukumaraswamy, 2014). It is theorised that superconductive 

properties at low temperatures stem from the formation of Cooper pairs 

(bound electron pairs), meaning all electron pairs within the 

superconductor exist in the same state (Hook & Hall, 1991). Therefore, all 

these Cooper pairs can be described by the same macroscopic 

wavefunction (Hansen et al., 2010; Hook & Hall, 1991). A SQUID is a ring 

composed of two superconductors separated by an insulating barrier 

meaning that two Josephson junctions are formed (Hämäläinen et al., 

1993). The use of Josephson junctions, which allow tunnelling of Cooper 

pairs, allows us to measure the dynamic resistance across the SQUID 

without destroying the superconductivity (Hansen et al., 2010). In the 

presence of a static magnetic field a shielding current will be induced on 

the surface of the SQUID which is dependent on the magnitude of the field 

(Hansen et al., 2010). If a known bias current is applied then the magnetic 

field will induce a change in voltage across the ring which is measurable 

(Hansen et al., 2010). 

 

Each SQUID in the MEG is coupled to a pickup coil which is situated near 

to the scalp (D. Cohen, 2009). When a magnetic field passes through the 

pickup coil it will induce a small electric current which is proportional to 

the strength of the magnetic field. A set bias current is passed through the 

SQUID and any change in the flow of this current caused by a change in 

the magnetic field causes the voltage measured across the SQUID to 

change (Hansen et al., 2010; R. Kleiner et al., 2004). A feedback circuit 

then equalises this magnetic field flux via current input and the voltage 

change is recorded by the MEG via a preamp. In the CTF 275-channel 
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system, axial gradiometers are used as the pickup coils (Schomer et al., 

2018).  Gradiometers consist of two magnetometers (wire loops which 

measure the magnetic field) positioned in opposing orientations: the coil 

closest to the scalp is the pickup coil and further away is a compensation 

coil (Hämäläinen et al., 1993; Hansen et al., 2010). An axial gradiometer 

will measure the spatial gradient of the magnetic field, radial to the scalp, 

between the two magnetometers (Hansen et al., 2010). A large signal from 

far away will affect both coils equally meaning an opposing current within 

the second magnetometer will cancel the current in the pickup coil 

(Hämäläinen et al., 1993; Hansen et al., 2010). Whereas for small, local 

changes in the magnetic field a current will only be induced in the pickup 

coil. 

2.1.3 Noise reduction 
The need for SQUIDs to be supercooled means that the sensors cannot be 

placed directly on the scalp resulting in a lower signal to noise ratio (SNR) 

(Muthukumaraswamy, 2014). Sources of interference will cause changes 

in the magnetic field which are several orders of magnitude larger than 

that of spontaneous brain activity. To reduce the effects of environmental 

noise the room in which the MEG scan takes place is magnetically shielded 

(D. Cohen, 2009). Additionally, the previously mentioned gradiometers 

can further reduce the effects because both magnetometers within a 

gradiometer will be equally affected by external noise 

(Muthukumaraswamy, 2014). Therefore, the difference between the 

measurements reflects the magnetic field of the measured dipole. 

Furthermore, we can combine the outputs of the axial gradiometers with 

a reference array to create a third-order synthetic gradiometer to improve 

noise reduction (Vrba & Robinson, 2001). 

 

2.1.4 Movement and co-registration  
As a standardised helmet is used for MEG recordings, the position of the 

head in relation to the sensors is dynamically measured. Fiducial coils are 

positioned on the bilateral preauricular points and the nasion of the 

participant and their magnetic signals are recorded (Schomer et al., 2018). 

If there is too much head movement, then the localisation of sources could 

be affected (Handy, 2009; Stolk et al., 2013). 



 

29 
 

Following the MEG scan, we localise where points on the participant’s head 

are in relation to the fiducial coils, using a Polhemus FASTRAK 3D digitiser. 

A stylus is placed into each of the fiducial coils to record their location in 

relation to a transmitter box. Then points are recorded across the scalp, 

forehead, nose and eye sockets.  

 

As we are interested in the activity of the sources rather than the activity 

measured at the sensors, a structural T1-weighted magnetisation-prepared 

rapid acquisition with gradient echo (MPRAGE) sequence image is collected 

using either a 3T or 7T magnetic resonance imaging (MRI) scanner. The 

fiducials used during the MEG scan can be seen in both the Polhemus data 

and the head model reconstructed from the MRI image (Whalen et al., 

2008).  During co-registration points on the surface of the digitised head 

will be matched with those on the MRI head model by minimising a 

measure of the distance between them; the iteration with the lowest error 

will be selected (Figure 2.2) (Whalen et al., 2008). Many iterations are 

required to ensure the solution is not due to a local minimum (Whalen et 

al., 2008). The result is that the locations of the MEG sensors, fiducial 

points and the neuroanatomy will be defined within the same co-ordinate 

system to allow the sources to be modelled in relation to the sensors. 
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2.1.5 The forward problem 
Each MEG sensor measures the magnetic field produced by multiple 

sources. MEG data can be analysed at the sensor level but, as this thesis 

involves an interest in the neural generators of the measured oscillations, 

state-space modelling is required. The forward problem in 

source localisation relates to modelling the signal which would be 

measured by the MEG system for a source dipole at a given location. In 

order to compute this, it is assumed that the head can be modelled as a 

sphere with uniform electrical conductivity and that the magnetic field 

caused by many synchronized PSPs can be modelled as a single dipole 

(Nunez & Srinivasan, 2006; Sarvas, 1987). 

 

 
 
Figure 2.2. Co-registration of participant data. 

An example of the best outcome for minimising the error between the digitised head surface and 

the head model from the magnetic resonance image. 
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The Biot-Savart law (1) describes the magnetic field 𝑩(𝒓) measured outside 

of the head at sensor 𝒓 (Sarvas, 1987). Where G is a conductor, µ0 is the 

permeability (ability to sustain the development of a magnetic field) of free 

space, 𝑱 is the total current, 𝒓′ is the source and 𝑑𝑣′ is the differential 

volume element. 

𝑩(𝒓) =  
µ0

4𝜋
∫ 𝑱(𝒓′) ×

(𝒓 − 𝒓′)

|𝒓 − 𝒓′|3
𝑑𝑣′

 

G 

(1) 

The total current includes both the primary (intracellular) and volume 

currents (Mosher et al., 1999; Sarvas, 1987). If we substitute in these 

currents, we can show that the volume currents can be thought of as a set 

of currents on the surface of the head using the Geselowitz formula 

(Geselowitz, 1967; Sarvas, 1987). As the MEG only measures the radial 

component of the magnetic field, generated by tangential dipoles, we can 

ignore these volume currents as they will not contribute to the signal 

(Mosher et al., 1999; Sarvas, 1987). 

 

2.1.6 The inverse problem  
(Sarvas, 1987; Sekihara et al., 2007) 

The inverse problem involves the issue of calculating the dipole distribution 

given the data measured. There are an infinite number of solutions to this 

problem because we do not know the location, orientation, size or number 

of the dipoles (Sarvas, 1987).  

   

If we assume that the head can be modelled as a sphere (2). Where 𝑉 is 

the volume and  𝑏(𝒓, 𝑡) represents the measured data at sensor 𝒓 at time 

𝑡. 𝐿(𝒓, 𝒓′) represents the forward model i.e., what would be measured at 

sensor 𝒓 when there is a dipole at source 𝒓′. 𝑄(𝒓′, 𝑡) corresponds to the 

strength of the dipole at source 𝒓′ at a given time 𝑡. 

𝑏(𝒓, 𝑡) =  ∫ 𝐿(𝒓, 𝒓′) 𝑄(𝒓′, 𝑡) 𝑑𝑉 + 𝑒(𝒓, 𝑡)

 

𝑉

(2) 

 

This calculation is repeated for every voxel in the brain, where M is the 

total number of voxels (3). 
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𝑏(𝒓, 𝑡) = [ ∑ 𝐿(𝒓, 𝒓𝒎
′ ) 𝑄(𝒓𝒎

′ , 𝑡)

𝑀

𝑚=1

] + 𝑒(𝒓, 𝑡) (3) 

As matrices, the lead field contains N channels and M voxels (4). Here, 𝑏 

is the measured MEG signal and 𝑞 is the dipole strength. 

[

𝑏1(𝑡)

𝑏2(𝑡)
⋮

𝑏𝑁(𝑡)

] = [

𝐿1,1 … 𝐿1,𝑀

𝐿2,1 ⋯ 𝐿2,𝑀

⋮ ⋱ ⋮
𝐿𝑁,1 ⋯ 𝐿𝑁,𝑀

] [
𝑞1(𝑡)

⋮
𝑞𝑀(𝑡)

] + [

𝑒1(𝑡)

𝑒2(𝑡)
⋮

𝑒𝑁(𝑡)

] (4)

The aim is to minimise the error 𝑒 in the inverse solution. 

 

2.1.7 Beamforming  
(Sarvas, 1987; Sekihara et al., 2007; Vrba & Robinson, 2001) 

To estimate the contribution of each source within the brain to the 

measured signal (Hansen et al., 2010), we calculate the solution with the 

maximum-probability for each voxel in turn, this is achieved by applying a 

beamforming spatial filter (5). Where �̂�(𝒓′, 𝑡) is the estimate of the dipole 

strength at source 𝒓′ at a given time 𝑡. The magnitude of a given dipole is 

calculated by the linear weighted sum of the measurements from every 

sensor, with the sensors proximal to the source being weighted higher than 

those distally placed, essentially acting as a spatial filter (6) (Hansen et 

al., 2010). In beamforming the weighting parameters 𝑤 
𝑇 are dependent 

on both the lead field 𝑙 (i.e. what would be measured at each sensor for a 

dipole at a given location) and the measured covariance between sensor 

timecourses 𝐶 (6). The covariance between sensors accounts for the fact 

that the signal from a given source in the brain will be measured by 

multiple sensors causing correlations between the measured signals 

(Hansen et al., 2010). This spatial covariance is essentially cancelled by 

multiplying the lead fields by the inverted covariance matrix 𝐶−1 (Hansen 

et al., 2010). The covariance matrix is made invertible through 

regularisation, which adds noise into the signal so that the matrix is no 

longer rank deficient (Hansen et al., 2010). Beamforming tends to mis-

localise sources to the centre of the brain and so we normalise the weights 

𝑤𝑧
𝑇 to prevent this (7).  
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�̂�(𝒓′, 𝑡) = 𝑤𝑇(𝒓′) 𝑏(𝑡) (5) 

 

𝑤 
𝑇 =  

𝑙𝑇(𝒓′) 𝐶−1

𝑙𝑇(𝒓′) 𝐶−1 𝑙(𝒓′)
(6) 

 

𝑤𝑧
𝑇(𝒓′) =  

𝑙𝑇(𝒓′)𝐶−1

√𝑙𝑇(𝒓′) 𝐶−2 𝑙(𝒓′)
(7) 

The electrical field induced at a given source can then be calculated (8).  

�̂�(𝑟′, 𝑡)2 =  𝑤𝑇(𝑟′) 𝐶(𝑡) 𝑤(𝑟′) (8) 

Followed by calculation of the dipole power where 𝛴 is the noise covariance 

matrix (9). 

𝑍 =
𝑤𝑇(𝑟′) 𝐶(𝑡) 𝑤(𝑟′)

𝑤𝑇(𝑟′) 𝛴 𝑤(𝑟′)
(9) 

The output of this calculation is a pseudo-Z-statistic 𝑍 for each voxel. To 

see how power changes in relation to task, we use the pseudo-T-statistic 

(10). Where  (𝑎)�̂�𝜃
2 and  (𝑐)�̂�𝜃

2  are the power estimates for the active and 

control conditions, respectively, and (𝑎)𝑣𝜃
2 and  (𝑐)𝑣𝜃

2 are their corresponding 

noise power estimates (Vrba & Robinson, 2001). 

 

𝑇 =  
 (𝑎)�̂�𝜃

2 −  (𝑐)�̂�𝜃
2

 (𝑎)�̂�𝜃
2 +  (𝑐)�̂�𝜃

2
(10) 

 

2.1.8 Why MEG? 
With MEG the localisation of deep sources is problematic as according to 

the inverse-square law the magnetic field decays with increasing distance 

from the underlying source (Hillebrand & Barnes, 2002) and currents 

induced by radial dipoles cannot be measured. But, unlike in EEG where 

the signals measured are affected by the conductivity of the overlying 

tissue (Cheyne, 2013), the MEG signal shows less spatial smearing 

meaning the models used for source localisation are less complex 

(Muthukumaraswamy, 2014). Furthermore, of particular importance when 

recording data from patients with movement disorders, EEG is more 

susceptible to muscle artefacts.  



 

34 
 

2.2 Functional Magnetic Resonance Imaging 
 

2.2.1 The MR signal 
Certain atomic nuclei demonstrate magnetic resonance when exposed to 

strong magnetic fields and we take advantage of this in MRI (Chappell et 

al., 2020). There is an abundance of hydrogen atoms in the human body 

as almost two-thirds of its composition is water (Huettel et al., 2014). 

When a magnetic field is applied hydrogen atoms, hereon referred to as 

protons, are electrically charged and have a spin, resulting in a magnetic 

moment (Huettel et al., 2014). Normally protons do not have a preferred 

orientation and so there is no net magnetisation, but under a strong 

applied magnetic field (B0) the protons align with its axis in either a parallel 

or antiparallel orientation (Hashemi et al., 2018). In MRI, this field is 

established using a supercooled superconducting coil and, due to the 

strength of the field used, a higher proportion of spins exist in the lower 

energy parallel state causing net magnetisation, M, along the axis of the 

applied magnetic field (Chappell et al., 2020).  

 

In the presence of the B0 field individual protons will precess, but not in 

phase, and so there is no net effect (Mazumder & Dubey, 2013). If the 

protons are knocked out of alignment with the B0 field using an oscillating 

magnetic field they will undergo nuclear magnetic resonance, and the net 

magnetisation will precess around the B0 axis at a frequency which is 

proportional to its strength (Chappell et al., 2020). This is known as the 

Larmor or resonant frequency (ω0), which is in the radiofrequency (RF) 

range (Chappell et al., 2020). The now precessing net magnetisation can 

induce a time-varying current in the RF coil through electromagnetic 

induction, which can be measured (Chappell et al., 2020). To shift the 

alignment away from the B0 axis we generate a current in the RF coil that 

oscillates at the Larmor frequency, the same as the precession rate of the 

protons, in order to generate a time-varying magnetic field (B1) (Chappell 

et al., 2020). The Larmor frequency is 127.74 MHz at 3T and 298.06 MHz 

at 7T (Chappell et al., 2020; Sprawls, 2000). On delivery of a 90° RF pulse, 

the net magnetisation tips away from the B0 axis (longitudinal plane) into 

the transverse plane (Hashemi et al., 2018; Sprawls, 2000). Following this 
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pulse, we can measure the net magnetisation through the current it 

induces in the RF coil (Chappell et al., 2020).  

 

However, without any spatial encoding the signal we receive would include 

the sum influence from all the protons within the scanner bore (Chappell 

et al., 2020). In MRI we can switch on and off 3 independent gradient coils 

to generate magnetic fields that vary with location along the bore in the x, 

y and z directions (Chappell et al., 2020). Therefore, for slice-selection 

each location along the bore (z axis) experiences a different B0 field and 

so protons in each area will have a slightly different resonant frequency 

(Chappell et al., 2020). As such the RF pulse can be tuned to a specific 

range of frequencies for each slice of the image. Therefore, the frequency 

components of the received signal encode the position which can be 

identified through the Fourier Transform (Chappell et al., 2020). 

 

For structural MRI images we measure the time taken for the protons to 

realign with the B0 axis (longitudinal relaxation (T1)); the difference in 

relaxation rate between tissue types gives the MRI contrast (Sederman, 

2015; Sprawls, 2000). Following excitation with the RF pulse the signal 

recorded will have no longitudinal component, but it will have a large 

transverse component as we have flipped the net magnetisation into the 

transverse plane (Chappell et al., 2020). The longitudinal component will 

recover according to the time constant T1, as the protons realign with the 

B0 field (Chappell et al., 2020). The repetition time (TR) is the time we 

wait between excitation of the same slice (Chappell et al., 2020). We can 

select a TR where the longitudinal component has not fully recovered and 

the partial recovery will be different in each tissue type, giving a T1-

weighted image (Chappell et al., 2020). 

 

2.2.2 Blood Oxygen Level Dependent signal 
Action potential firing is an energy intense process which necessitates 

adenosine triphosphate (ATP), which is generated through aerobic 

respiration (Huettel et al., 2014). Therefore, neuronal activation results in 

an increase in the supply of oxygenated blood – the haemodynamic 

response (Glover, 2011). Haemoglobin within the blood is diamagnetic 
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when oxygen is bound, whereas deoxyhaemoglobin is paramagnetic and 

therefore disturbs the local magnetic field (Hashemi et al., 2018). fMRI 

measures deviations in the MR signal relating to the haemodynamic 

response (Huettel et al., 2014). In active regions there is an oversupply of 

oxygenated blood meaning there will be a higher ratio of oxy- to 

deoxyhaemoglobin, resulting in an increase in the BOLD signal. 

 

In contrast to structural MRI images, functional MRI involves measuring 

the time taken for the protons to realign with the XY axis (transverse 

dephasing (T2*)). As the precession frequency of a proton is affected by 

the magnetic field it experiences (Hashemi et al., 2018), proton spins will 

diphase depending on the oxygen content of the tissue due to 

deoxyhaemoglobin being paramagnetic. This loss of phase coherence 

means the decay of the transverse component will be faster than expected 

in regions with a high ratio of deoxyhaemoglobin. The BOLD signal is 

determined by the transverse relaxation time which is measured by the RF 

coil. As such voxels containing oxygenated tissue will have a higher BOLD 

signal (Chavhan et al., 2009). The echo time (TE) is the time we wait 

before acquiring the signal after an RF pulse; an appropriate TE is required 

in order to maximise the contrast in the signal received from different 

tissues (Chappell et al., 2020). 

 

The spatial resolution of fMRI is high due to the selectivity of delivery of 

oxygenated blood. Therefore, the technique is ideal for the identification 

of regions activated by a task. However, as the signal relies on cerebral 

blood flow and oxygenation it is indirect, meaning the changes in the BOLD 

signal simply correlate with the changes in neuronal activation within a 

given area (Loued-Khenissi et al., 2019). For the same reasons, fMRI has 

a low temporal resolution due to the sluggish nature of the haemodynamic 

response (~20 seconds to return to baseline with a peak at around 5 

seconds) (Poldrack et al., 2011). 
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2.2.3 Conventional fMRI analysis 

2.2.3.1 The General Linear Model 
 

A general linear model (GLM) (12) is used to model the BOLD signal 

measured during the experimental paradigm (Poldrack et al., 2011).  

𝑌 = 𝐵1𝑋1 +  𝜖 (12) 
  
Where 𝑌 is the measured BOLD signal, 𝐵 is the beta coefficient (how much 

a given predictor contributes to the signal), 𝑋 is a predictor such as the 

stimulus onset times and 𝜖 is the error. The aim of the GLM is to find the 

weights for our predictor variables which minimise the error between our 

model and the measured BOLD signal. 

 

The haemodynamic response function (HRF) is the expected change in 

BOLD signal following presentation of a stimulus (Figure 2.3). The initial 

dip corresponds to the initial increase in deoxygenated blood when neurons 

begin firing in response. The peak corresponds to the oversupply of 

oxygenated blood to the active region. The BOLD signal is approximated 

by a linear time-invariant system for which we assume that the HRF is the 

same for the same stimulus, therefore we can shift it across time in 

accordance with the stimulus onset times (Poldrack et al., 2011). We also 

assume that where these signals overlap they can be summed linearly and 

 
Figure 2.3. The shape of the haemodynamic response function. 

Initial dip, ID; Time to peak, TP; Width, W; Height, H; Post-stimulus undershoot, PSU. 

Image taken from Poldrack et al., 2011. 
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that the neural and BOLD signals scale by the same factor (Poldrack et al., 

2011). 

 

2.2.3.2 Estimating the BOLD signal  

The canonical HRF is defined by two gamma functions: one to model the 

stimulus response and one to describe the undershoot (Poldrack et al., 

2011). This HRF is convolved with the stimulus onset times to model the 

BOLD timeseries (Figure 2.4). To create a better statistical model we 

include nuisance parameters, such as the regressors defined during motion 

correction, to account for other variance in the data. Inclusion of these 

should reduce model error and increase the detection power (Poldrack et 

al., 2011). We also use approaches such as smoothing (2.2.3.4), high-

pass filtering (2.2.3.5) and prewhitening (2.2.3.5) to improve the signal-

to-noise ratio. 

 

2.2.3.3 Co-registration and motion correction 
MRI assumes that a given voxel corresponds to the same region of tissue 

throughout the scan (Poldrack et al., 2011). This assumption can be 

violated by movement. Where movement is subtle and correlates with the 

task paradigm it can cause statistical differences at the edges of the brain 

where voxels that did not originally correspond to a region of brain tissue 

now do (Poldrack et al., 2011). To account for this, motion correction 

techniques are applied during pre-processing during which images from 

the timeseries are realigned to a reference image (usually the middle 

volume) using an affine transformation (Poldrack et al., 2011). A cost 

function will be incorporated into the method used to minimise the 

difference between the reference and current image (Poldrack et al., 

 
Figure 2.4. Estimation of the BOLD signal. 

The stimulus onset times (blue) are convolved with the haemodynamic response function 

(red) to estimate the BOLD signal (purple). 
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2011). Interpolation is then used to construct the new timeseries 

(Drobnjak, 2007). During this correction 6 motion parameters will be 

estimated (3 translational: x, y, z; 3 rotational: yaw, pitch, roll) (Poldrack 

et al., 2011). The sum of the absolute temporal derivatives of these 

parameters gives the framewise displacement (FD) (Brain Mapping Unit 

Wiki, 2018). Timepoints where FD values exceed a given threshold can be 

entered into the GLM so that the motion effects will not confound the 

analysis. During motion correction the absolute mean displacement (AMD) 

is calculated. Runs where participants display AMD values above a certain 

threshold (usually half a voxel size) can be excluded due to the likelihood 

that high levels of motion will have affected the quality of the data 

(Poldrack et al., 2011).  

 

2.2.3.4 Spatial smoothing and spatial normalisation 
To improve the signal-to-noise ratio the higher frequency information is 

removed from the image (Poldrack et al., 2011). Furthermore, smoothing 

reduces the effect of individual variation in region location on the activation 

pattern at the group level (Poldrack et al., 2011). The usual method is to 

convolve the data with a 3D Gaussian kernel where the extent of the 

smoothing is determined by the distribution width (Poldrack et al., 2011).  

 

In order to average the data across subjects we transform the data into 

Montreal Neurological Institute (MNI) space (Poldrack et al., 2011). The 

structural MRI scans are pre-processed using brain extraction to skull-strip 

the images. An affine transformation is then used to register the aligned 

subject brain, following the motion correction procedure, to the MNI 

template. 

2.2.3.5 Noise correction 
In fMRI data there is a low-frequency drift, although whether the cause is 

physiological or scanner related is uncertain (Poldrack et al., 2011). 

Nevertheless, this is a noise signal that we do not want to affect our 

results. Therefore, a high-pass filter is applied.  

 

The data are also temporally autocorrelated, which violates the 

assumptions for the GLM (Poldrack et al., 2011). To account for this, the 
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GLM is initially run overlooking the autocorrelation and the residuals from 

this are used to estimate the noise in the data (Poldrack et al., 2011). 

Prewhitening is then applied to remove the temporal autocorrelation from 

the GLM (12): 

𝑊𝑌 = 𝑊𝐵1𝑋1 +  𝑊𝜖 (13) 

where 𝑊 is the whitening matrix. This whitening matrix will transform the 

data to temporally decorrelate the noise, and therefore make it white 

noise. 

 

2.2.3.6 Cluster-level inference  
During the first level of the analysis, we use the GLM to model the BOLD 

signal change for each subject run separately, giving the average response 

to the stimulus of interest in that run. At the second level, we average 

these first-level effects across runs within the subject. Finally at the third-

level, mixed effects analysis is used to average across subjects.  

 

In fMRI, we expect that regions which are larger than a single voxel will 

become activated during the task (Poldrack et al., 2011). Also, the spatial 

extent of activation is smoothed and oversampled, depending on the 

template image used, during pre-processing (Poldrack et al., 2011). 

Therefore, we use ‘cluster-level inference’ to identify clusters that are 

significantly activated following estimation of the BOLD response. First a 

cluster forming threshold is applied to identify groups of continuous voxels, 

within the Z-statistic map, which are then defined as clusters (Poldrack et 

al., 2011). The significance value of this cluster is then ascertained based 

on the size of the cluster using Gaussian random field theory (Friston et 

al., 1994; Nichols & Hayasaka, 2003). Through this approach multiple 

comparisons are corrected for using the family-wise error (FWE) rate. 
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2.3 Magnetic Resonance Spectroscopy  
Magnetic resonance spectroscopy (MRS) uses MR hardware to non-

invasively quantify chemical compounds within a predefined area of tissue 

(Juchem & Rothman, 2014). As previously described in the section on fMRI 

(2.2.1), the resonant frequency of protons exposed to a static magnetic 

field depends on the strength of the MRI scanner. At 7T the Larmor 

frequency is ~300 MHz. However, if the proton is bound to a compound 

the spin frequency will differ due to shielding by neighbouring electrons. 

This is referred to as the chemical shift (Juchem & Rothman, 2014). Where 

more than one proton is present in a molecule, the magnetic field 

generated by one can affect the field experienced by its neighbour causing 

multiple peaks to be seen in the chemical’s spectrum. This is known as J-

coupling (Figure 2.5) (Faghihi et al., 2017). The peaks of the spectrum will 

scale based on the number of protons spinning at a particular frequency 

and therefore the peaks scale with the amount of a given metabolite 

(Juchem & Rothman, 2014). When compared to a reference frequency 

(such as total creatine), the chemical shift is no longer dependent on the 

applied magnetic field (Juchem & Rothman, 2014). 

 

For single voxel MRS, three radiofrequency pulses are delivered while an 

x, y or z slice gradient is applied (Figure 2.6). These should intersect at 

the voxel of interest (Faghihi et al., 2017; Frydman, 2009). Only protons 

within the target voxel will receive all 3 pulses, and spoiler gradients will 

dephase the precession of protons outside the target voxel (Juchem & 

Rothman, 2014).  

 

As the abundance of these molecules is infinitesimal compared to the water 

content of the body, water suppression is applied to allow their 

quantification (Juchem & Rothman, 2014). To further aid in quantification, 

scanners with a higher field strength can be used to maximise the 

separation between metabolites and the water peak. This will also improve 

the SNR (Frydman, 2009). Furthermore, shimming can be applied to 

increase the homogeneity of the field within the scanner. Shimming 

involves the use of coils which produce magnetic fields that oppose any 

inhomogeneities in the environment (Faghihi et al., 2017). Eddy currents 
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induced within the scanner bore by the changing magnetic field gradients 

can also cause artifacts in the baseline spectrum which in turn can make 

it difficult to identify metabolite peaks (Juchem & Rothman, 2014). By 

running an additional acquisition without water suppression, the phase 

modulation of the eddy currents can be calculated due to the high SNR of 

the water peak, allowing artifact correction (Juchem & Rothman, 2014). 
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Figure 2.5. The 1H MR spectra. 

 (A) The 1H MR spectra (black) is the linear sum of all the spectra of the metabolites 

measured. (B) The individual spectra scale depending on metabolite concentration, J-

coupling is responsible where spectra contain multiple peaks. (glycerophosphocholine, 

GPC; glutathione, GSH; glutamine, Gln; phosphocreatine, PCr; creatine, Cr; aspartate, 

Asp; myo-inositol, Ins; N-acetylaspartate, NAA; glutamate, Glu). Figure taken from 

Juchem and Rothman (2014). 
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2.3.1 Measuring GABA 
GABA is the main inhibitory neurotransmitter in the central nervous 

system. Phasic inhibition involves synaptic neurotransmission where 

vesicular GABA is released into the synaptic cleft following depolarisation 

of the pre-synaptic bouton (Brickley & Mody, 2012). The short-lived 

binding of GABA to post-synaptic receptors leads to a brief 

hyperpolarisation of the post-synaptic cell. However, GABA is also present 

extracellularly and can bind to extrasynaptic receptors for prolonged 

periods to provide tonic inhibition (Brickley & Mody, 2012). When using 

MRS there is no way to determine the concentration of intra- and 

extracellular GABA separately (Stagg, Bachtiar, et al., 2011). Stagg and 

colleagues found no relationship between MRS measures of GABA and TMS 

measures of synaptic GABAA (SICI) or GABAB (long-interval intracortical 

inhibition (LICI)), suggesting that synaptic GABA doesn’t make up a large 

proportion of the concentration measured during MRS (Stagg, Bestmann, 

et al., 2011). Interestingly, the slope produced during a protocol involving 

1ms interstimulus interval SICI correlated with MRS-GABA (Stagg, 

Bestmann, et al., 2011). As a GABAA agonist did not block the effect of this 

SICI protocol as they do with longer interstimulus intervals, the authors 

hypothesised that MRS-GABA is more likely a measure of tonic rather than 

 
 
Figure 2.6. Single voxel MRS. 

A radiofrequency pulse in the x plane selects a slice (A), when this intersects with a 

pulse along the y plane a column is selected (B) and finally with 3 radiofrequency pulses 

in different planes only protons within the voxel at the intersect will be targeted (C). 

Figure take from Juchem and Rothman (2014). 
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phasic inhibition, although conclusive evidence is yet to be found (Stagg, 

Bestmann, et al., 2011; Ziemann et al., 1996). 

 

2.3.2 Ultra-high field MRS 
The use of 7T MRS is beneficial when the metabolite of interest is GABA as 

there is signal overlap with glutamate (Glu), glutamine (Gln), creatine, and 

N-acetylaspartate (NAA) at lower field strengths, which is minimised by 

the reduction of peak width at higher strengths (Puts & Edden, 2012). 

Furthermore, GABA is present in relatively low concentrations, meaning 

the high signal-to-noise ratio of 7T MR aids in its quantification (Puts & 

Edden, 2012). 

 

2.3.3 GABA-edited sequences 
GABA has three multiplets in its spectrum which arise from effects on the 

magnetic fields experienced by the three methylene groups due to their 

close proximity to one another (Puts & Edden, 2012). These signals are 

coupled to one another and so the use of a pulse that selectively inverts 

one of these multiplets (e.g. 1.9ppm) means the other peaks (e.g. 

3.0ppm) will also be affected, but the signals from overlapping metabolite 

signals will not (Juchem & Rothman, 2014; Puts & Edden, 2012). 

Therefore, subtracting the spectra from two scanning sessions, one with 

and one without selective inversion (j-difference editing), will maximise 

the GABA signal and minimise the signal arising from other metabolites 

(Juchem & Rothman, 2014; Puts & Edden, 2012). Although subtraction 

artifacts can arise if there are movement differences between the 

experiments, the effects should be minimal in healthy controls (Puts & 

Edden, 2012). 
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2.4 Median Nerve Stimulation 
The median nerve is a division of the brachial plexus (Murphy & 

Morrisonponce, 2022). This nerve provides motor innervation to the 

forearm and hand, in addition to sensory innervation of the medial 

forearm, palm, thumb, index and middle fingers and a portion of the ring 

finger (Murphy & Morrisonponce, 2022). Sensory information is conveyed 

via the medial lemniscus pathway, where the fibres synapse in the cuneate 

nucleus, thalamus and finally the primary somatosensory cortex 

(Passmore et al., 2014). Median nerve stimulation (MNS) is a non-invasive 

technique which can manipulate neural activity through electrical 

stimulation of the median nerve. Stimulation of the median nerve above 

the motor threshold can evoke a sensory evoked potential/field (SEP/SEF) 

(Baumgartner et al., 1991; Kakigi, 1994) and induce mu/beta 

desynchronisation followed by a beta rebound (Neuper & Pfurtscheller, 

2001; Salenius et al., 1997; Salmelin & Hari, 1994).  

 

Throughout this thesis, stimulation is delivered to the electrodes positioned 

on the distal forearm (Figure 2.7) using a Digitimer constant current 

stimulator model DS7A (Digitimer Ltd, UK) (Figure 2.8) to activate the 

abductor pollicis brevis (APB) using rectangular pulses with a width of 

0.2ms. The anode is placed distally and the cathode proximally with 

electrode gel being used to aid conduction. The stimulation intensity is 

increased until the motor threshold has been reached and a visible thumb 

movement is seen. It is important to ensure that the participant does not 

find this intensity painful. During combined MNS-MEG, triggers can be sent 

at the start of each trial, via the parallel port, to the data acquisition 

computer which will aid in the definition of active and control windows 

during data analysis. 
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Figure 2.7. Placement of MNS electrodes. 

Electrodes are placed over the median nerve, with the cathode placed proximally.  
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Figure 2.8. The Digitimer Constant Current STIMULATOR model DS7A. 
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Chapter 3: Using subjective urge ratings 
to identify the neural correlates of the 

urge-to-blink 
 

3.1 Introduction 
In contrast to other movement disorders, many TS patients can 

temporarily suppress their tics (Robertson, 2011). However, the majority 

of patients experience unpleasant sensations which build in intensity until 

the tic is released (Kwak et al., 2003; Leckman et al., 1993). These urges 

can manifest as sensations of pressure, itching, numbness or aching (Kwak 

et al., 2003; Woods et al., 2005), and are often used in behavioural 

therapies to predict and pre-empt tics (Azrin & Nunn, 1973). Despite being 

a common symptom in the adolescent and adult TS population, children 

under the age of 10 do not tend to report feelings of PU (Leckman et al., 

1993). It is unknown whether this indicates that urges are not necessary 

for tic generation, as tics can also occur during sleep (Cohrs et al., 2001), 

or if this finding is simply due to the complex language needed to describe 

these feelings (Leckman et al., 1993). One key mechanistic question is 

whether tics are voluntary and function to alleviate PU (Leckman et al., 

1993), which could act as a negative reinforcer of tic behaviour (Capriotti 

et al., 2014), or whether urges arise due to the act of suppression, much 

like the sensation experienced when suppressing a yawn (S. R. Jackson et 

al., 2011). 

 

Previous research into the generation of tics and PU has suggested the 

involvement of separate networks. An fMRI study by Bohlhalter and 

colleagues showed that the primary sensorimotor cortex and the 

cerebellum are active at tic onset (Bohlhalter et al., 2006). Whereas the 

insula and premotor regions are active just before a tic, suggesting either 

an involvement in PU or in movement preparation (Bohlhalter et al., 2006).  

A recent study found that the grey matter value of voxels in the posterior 

right insula showed a negative association with motor tic severity scores 

(S. R. Jackson et al., 2020). Whereas a region in the anterior dorsal/mid 

insula was positively correlated with PU scores, suggesting that different 

portions of the insula may have different roles in tics and urges (S. R. 
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Jackson et al., 2020). It has been theorised that the urge-to-act may 

involve a loop comprising the anterior insula, the MCC and the mid-insula 

(S. R. Jackson et al., 2011), where activation of this pathway would lead 

to urge sensation, initiation of an action in response to the urge and finally 

assessment of whether the urge has been fulfilled.  

 

Research looking at smoking behaviour showed that patients with brain 

injuries involving the insula were more likely to report a reduction in the 

urge-to-smoke compared to smokers with damage in other loci (Naqvi et 

al., 2007). Furthermore, sensations such as scratching, numbness, and 

warmth in distinct body parts can be elicited with direct stimulation of the 

contralateral insula (Penfield & Faulk, 1955). The anterior insula is known 

to be involved in interoceptive processing; therefore PU may manifest due 

to increased awareness of internal sensations (Craig, 2002, 2009). 

Similarly, it has been proposed that the mid-insula has a role in subjective 

feelings relating to movement and therefore could establish whether the 

urge-to-act has been fulfilled (Craig, 2009; S. R. Jackson et al., 2011). On 

the other hand, complex motor responses can be evoked by stimulation of 

the anterior MCC, which demonstrates that the region could have a role in 

the execution of actions performed in response to an urge (Caruana et al., 

2018; S. R. Jackson et al., 2011).  

 

The neural correlates of the urge-to-move have also been investigated in 

healthy participants in paradigms involving the suppression of common 

behaviours, such as blinking and yawning (Berman et al., 2012; Lerner et 

al., 2009; Mazzone et al., 2010; Nahab et al., 2009; Yoon et al., 2005). 

These behaviours give rise to an urge similar to those described by TS 

patients. Data from such experiments are analysed to identify associated 

regions either through block comparison or through attempts to model the 

expected pattern of urge (Berman et al., 2012; Botteron et al., 2019). A 

variety of areas including the cingulate cortex, insulae, prefrontal cortex 

(PFC) and temporal gyri show activation associated with urges (Berman et 

al., 2012; Lerner et al., 2009; Mazzone et al., 2010; Nahab et al., 2009; 

Yoon et al., 2005). Using a meta-analytic approach, Jackson and 

colleagues showed that there is an overlap in activity in the MCC and the 
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right insula during the urge-to-act in healthy participants for a variety of 

behaviours and the urge-to-tic in patients (S. R. Jackson et al., 2011). 

Therefore, when investigating the network involved in PU, blinking can be 

used for analogous investigation in healthy controls (S. R. Jackson et al., 

2011). 

 

The issue with investigating PU is that, due to their temporal correlation, 

it is hard to distinguish urge from the motor preparation before a tic is 

performed. Furthermore, due to the need for participants to remain still 

during fMRI studies, paradigms usually involve tic suppression. Whilst 

suppression allows feelings of urge to be isolated from those of tic 

generation, it also means that there are no observable events which can 

be used to determine when feelings of urge are high and, mechanisms 

involved in tic suppression will be present in the results. 

 

To separate the networks involved in urge and action suppression, we will 

investigate the urge-to-blink in healthy controls performing a blink 

suppression paradigm. Subjects will be asked to continuously rate feelings 

of urge so that the BOLD signal can be modelled based on these subjective 

ratings, to allow us to identify a network associated with urge. We will also 

compare ‘Okay to blink’ and blink suppression blocks to highlight regions 

involved in action suppression, where we expect to show activation in the 

right IFG (Aron et al., 2004, 2014). Understanding the regions involved in 

the suppression of actions and the related experience of PU may help us 

to understand disorders such as TS, where this process is disrupted (Lerner 

et al., 2009). 

 

3.2 Methods 

3.2.1 Participants 
Twenty-two healthy participants were screened for counter indications for 

MRI, use of medication and history of neurological or psychiatric disorders. 

One participant (male, 21 years old, right-handed) was excluded prior to 

analysis due to a technical issue which led to loss of their fMRI data and 

one participant (female, 28 years old, right-handed) was excluded during 

analysis due to excessive movement. Handedness for the remaining 
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twenty subjects (13 female, mean age (± standard deviation (SD)) = 28 

± 5.2 years) was determined using the Edinburgh Handedness Inventory 

(18 right-handed, 1 left-handed, 1 ambidextrous) (Oldfield, 1971). 

Subjects gave informed consent and the experimental paradigm received 

local ethics committee approval.  

 

3.2.2 Behavioural Task 
All subjects underwent three 7-minute fMRI runs of the same task. The 

task was based on Psychopy code used in a previous study by Brandt and 

colleagues which recorded real-time urge ratings (Brandt et al., 2016; 

Peirce et al., 2019). Eyeblinks during each run were captured using a MR 

compatible camera "12M-i" with integrated LED light mounted on the head 

coil (MRC systems GmbH) (half frame rate=60Hz). A projected screen 

displaying the task was visible by a mirror positioned above the 

participants’ eyes (Figure 3.1). For the first 30 seconds an instruction was 

displayed to move a MR compatible trackball (Cambridge Research 

Systems) (sampling rate of 10Hz) randomly using their right-hand 

(‘Random’). This was followed by alternating 60 second runs of ‘Okay to 

blink’ and ‘Suppress’; during these conditions participants continuously 

rated their urge-to-blink on a scale of 0-100 while following instructions to 

either blink normally or to suppress their blinks respectively. For the last 

30 seconds of the run the ‘Random’ baseline was repeated. Participants 

were instructed to pay attention to the instructions displayed at the top of 

the screen and during the ‘Suppress’ condition to return to suppressing 

their blinks should any escape blinks occur (Berman et al., 2012; Lerner 

et al., 2009; Stern et al., 2020). Previous studies have shown that 60s of 

action suppression is achievable and induces feelings of urge (Lerner et 

al., 2009; Stern et al., 2020). The order of ‘Okay to blink’ and ‘Suppress’ 

blocks was randomly counterbalanced to reduce order effects, with 50% 

of participants starting with suppression following the initial baseline. All 

participants moved the rollerball using their right hand regardless of hand 

dominance. 

 

SPSS version 27.0 was used for statistical analysis of behavioural data. 

Differences between blocks were calculated using paired t-tests. The 
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behavioural blink data did not meet the assumptions for parametric testing 

and therefore a Wilcoxon signed-rank test was used. The level for 

significance was one-tailed and set at p≤0.05. 

 

Before image analysis, the urge data were down-sampled from 10Hz to 

1Hz and then standardised. This process was completed for the random 

and experimental conditions for each run in each subject separately. 

 

3.2.3 Temporal relationship between urge and blinks 
To investigate whether urge intensity was associated with the likelihood of 

blink occurrence, we followed a method similar to that used by Brandt and 

colleagues (2016). The Z-scores were calculated using the urge data from 

each run separately after the data were down-sampled from 10Hz to 1Hz. 

For the binary logistic regression, the standardised (Z-score) urge scores 

were concatenated across participants into separate okay-to-blink and 

suppress timeseries. Blink occurrence per second was binarized such that 

the occurrence of a blink was recorded rather than the number of blinks.  

 

To look at the changes in urge around a blink, we extracted 5-seconds 

before and after each blink. The blinks for the first 5s of each block were 

discarded to allow the level of urge to adjust and the last 5s of blinks were 

discarded so that the average urge around blinks would not be affected by 

 
Figure 3.1. The real-time urge task display. 

A figure displaying the real-time urge monitor, with urge rated on a scale of 0-100 and 

instructions for each condition displayed above. 
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the change in block. These data were averaged to give a single time-series 

for each participant for the suppression and okay to blink blocks 

separately. The peak latency, skewness and excess kurtosis of these 

distributions were investigated using one-sample t-tests to investigate the 

temporal characteristics of urge using MATLAB (MATLAB R2020a, 

Mathworks, Natick, MA). Where data failed tests for normality a Wilcoxon 

signed-rank test was used. Curvilinear regression analysis was applied 

using SPSS version 27.0, to investigate whether the average urge 

intensities (Z-score) around the blink in each condition followed a 

quadratic relationship. 

 

3.2.4 Image Acquisition 
The fMRI data were acquired using a Philips 3T Ingenia MRI scanner 

(Philips Healthcare, Best, The Netherlands) with a 32-channel head coil 

situated in the Sir Peter Mansfield Imaging Centre, Nottingham UK. Multi-

echo sequencing was completed using matrix size = 64x64; FOV = 

192x192x135mm; 45 slices; in-plane resolution 3mm; TR = 1800ms; TE 

= 12ms, 35ms, 58ms; flip angle = 80°; bandwidth = 2150.8khz. The 

functional T2* weighted scan was followed by a structural MP2RAGE image 

scan acquired using matrix size = 256x256, FOV = 192x192x135mm, 

1mm cubed isotropic resolution, TR = 7.1ms, TE = 3.11ms, flip angle = 

80°.  

 

3.2.5 Image Preprocessing 

Runs with an absolute mean displacement above 1.5mm were discarded, 

resulting in all 3 runs from one participant (female, 28 years old, right-

handed), 1 run from five participants and 2 runs from one participant being 

removed from the analysis. One further run from one participant was 

removed due to loss of video data meaning the blink timings could not be 

defined. The SNR of the fMRI timeseries (tSNR) for each run was calculated 

using an in-house MATLAB app (MATLAB R2018b, Mathworks, Natick, MA) 

(https://github.com/nottingham-

neuroimaging/qa/tree/master/fMRI_report_app) (Figure A.1 in Appendix 

A ). If found, scans with a tSNR below 30 would have been excluded. 

 

https://github.com/nottingham-neuroimaging/qa/tree/master/fMRI_report_app
https://github.com/nottingham-neuroimaging/qa/tree/master/fMRI_report_app
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The first echo for each fMRI run was motion corrected using MCFLIRT 

(motion correction with FMRIB's linear image registration tool) using the 

middle volume as the reference (M. Jenkinson et al., 2002). This same 

transformation was then applied to echoes 2 and 3. Next, multi-echo 

independent component analysis (ME-ICA) was run using Tedana with the 

Akaike information criterion (AIC) method being used to select the 

components (Community et al., 2022; DuPre et al., 2021; Kundu et al., 

2012, 2013). Rica was used to visualize and manually classify any 

components that had been misclassified or ignored by Tedana (Uruñuela, 

2021). After, Tedana was rerun using a list of the manually accepted 

components. The resulting de-noised datasets were then pre-processed 

using FSL (FMRIB software library) (M. Jenkinson et al., 2012). Pre-

processing involved the use of a high-pass filter to remove any signals 

below 0.0083Hz from the fMRI data. Images were spatially smoothed using 

a Gaussian kernel of 5mm FWHM (full width at half maximum) to increase 

the signal-to-noise ratio and to account for any major anatomical 

differences between subjects. Following pre-processing, activation maps 

for the first echo were normalised to MNI space and the same 

transformation was then applied to the second and third echoes. It is 

assumed that the activation of voxels in the ventricles is due to noise, 

therefore the principal components of activation within voxels containing 

cerebrospinal fluid (CSF) were computed. The five largest components 

were then removed from the data during de-trending (Cox, 1996; Cox & 

Hyde, 1997).  

 

3.2.6 Standard Image Analysis 
Using AFNI, the three echoes were optimally combined to produce a 

weighted average fMRI dataset (Cox, 1996; Cox & Hyde, 1997). ICA-based 

de-noising was implemented during preprocessing rather than including 

the standard and extended motion parameters in the GLM as regressors of 

no interest. Volumes with a frame-wise displacement above 0.9mm were 

scrubbed.  

 

Within the FSL GLM design matrix, three boxcar models were used to 

define the onset and durations of each ‘Random’, ‘Suppress’ and ‘Okay to 



 

55 
 

blink’ block. Parametric regressors were defined for the standardised (Z-

score) urge scores for the random baseline and experimental periods 

separately. A further regressor was used to define the onset times and 

durations for blinks. All regressors were convolved with a double-gamma 

HRF. In the first-level analysis, data from each run for each subject were 

analysed separately. Contrasts were set up to compare the ‘Okay to blink’ 

and ‘Suppress’ blocks (‘Suppress’ > ’Okay’, ‘Okay’ > ’Suppress’) and the 

experimental blocks where urge was rated continuously were compared to 

the baseline ‘Random’ condition to account for activity related to moving 

of the rollerball (urge > ’Random’, ‘Random’ > urge). Finally, the activity 

relating to blinks and urge were compared to separate the activity relating 

to the blink from that of high urge (urge > blink, blink > urge). At the 

second-level, results from the first-level analysis were averaged across 

runs for each subject. Finally, at the third-level mixed effects analysis was 

used to average across subjects. The results were corrected at the cluster 

level with a Z threshold of 3.2 (p<0.05). Regions were identified using the 

Harvard-Oxford cortical and subcortical structural atlases, as well as the 

cerebellar atlas in MNI152 space after normalization with FLIRT (FMRIB's 

linear image registration tool). 

 

3.3 Results 

3.3.1 Behaviour 
All blinks in each run were first annotated by one rater, then a random 60 

second block from each run was annotated by a second rater using ELAN 

(MH, IM, KD), with an average agreement of 95.51% ± 10.13 (mean ± 

SD) (ELAN, 2019). Any blink discrepancies were discussed until there was 

agreement for all blink occurrences. The average number of blinks per 

minute in the ‘Okay to blink’ condition was 31.20 ± 3.63 (mean ± standard 

error of the mean (SEM)) while in the suppression condition this was 

significantly (t(20) = -4.249, p<0.001) lower with 5.12 ± 0.81 blinks. The 

average urge per minute was 22.79% ± 4.00 and 55.62% ± 3.42 for ‘Okay 

to blink’ and ‘Suppress’ blocks, respectively. The difference between the 

urge in the two conditions was highly significant (t(20) = -10.901, 

p<0.001). These findings indicate that participants successfully followed 
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instructions to suppress blinks and that this was associated with an 

increased urge-to-blink.  

 

Figure 3.2 shows examples of runs from two different subjects, urge is 

shown to rise during the period of suppression, with urge temporarily 

decreasing following ‘escape’ blinks. However, while for some subjects 

urge flattened throughout periods where blinking was okay (Figure 3.2B), 

others reported small increases in urge prior to blinks (Figure 3.2A), 

although the magnitude this reached before a blink was released was lower 

than that seen in the suppression blocks. 
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3.3.2 Temporal relationship between urge and blinks 
A binary logistic regression showed that only 0.6% of the variance in blink 

occurrence during ‘Okay to blink’ could be explained by changes in 

subjective urge ratings (Cox & Snell R2 = 0.006, χ2(1) = 53.667, p < 0.001; 

Exp(B) = 0.806, Wald(1) = 107.279, p < 0.001). Due to the scarcity of 

blinks in the ‘Suppress’ condition, all instances of blinks were classified as 

outliers by the model and so the data were not appropriate for this type of 

analysis.  

 
 
Figure 3.2. The association between the urge-to-blink and blinking. 

Graphs displaying blink timings for individual task runs from two subjects alongside their 

subjective urge rating across time. 
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A curvilinear regression showed that the mean urge around blinks followed 

a significant quadratic distribution over time in both the ‘Okay to blink’ 

(F(2,8) = 27.279, p < 0.001, Adjusted R2 = 0.840) (Estimated urge = -

0.661 - 0.017 * (time to blink) + 0.001 * (time to blink)2) and ‘Suppress’ 

conditions (F(2,8) = 26.192, p < 0.001, Adjusted R2 = 0.834)(Estimated 

urge = 0.948 - 0.038 * (time to blink) – 0.019 * (time to blink)2).  

 

In the ‘Okay to blink’ condition, urge intensity peaked significantly before 

the blink (-3.55 s ± 2.52 (mean ± sd), z(19) = -3.68, p < 0.001), whereas 

in the ‘Suppress’ condition urge peaked at blink onset (0.56 s ± 2.87, z(17) 

= 0.89, p > 0.05). There was no significant skew in the suppression 

condition (0.01 ± 0.75, t(17) = 0.06, p > 0.05) but in the free blinking 

condition, urges were slower to decrease than they were to increase before 

the peak (0.78 ± 0.62, z(19) = 3.58, p < 0.001). While there was no 

significant kurtosis in the ‘Okay to blink’ condition (2.84 ± 0.98, z(19) = -

1.57, p > 0.05), the distribution of urge around the blink in the suppression 

condition was broader than that of a normal distribution (2.16 ± 1.27, 

z(17) = -2.90, p < 0.01). Two subjects were not included in the curvilinear 

regression and the temporal characteristics analysis for the ‘Suppress’ 

condition due to having no ‘escape’ blinks. 

 

 Figure 3.3. The distribution of urge around a blink. 
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3.3.3 Block Analysis 

For the contrast of ‘Suppress’ > ‘Okay to blink’, significant activations were 

identified with peaks in the dorsolateral prefrontal cortex (DLPFC), lateral 

occipital cortex, cerebellum, opercular cortices, supramarginal gyrus 

(SMG) and posterior cingulate (PCC) (Figure 3.4). Notably, significant 

activations were found in the left primary somatosensory cortex, MCC, 

SMA and bilateral insulae. When contrasting ‘Okay to blink’ > ‘Suppress’, 

clusters were identified in the frontal orbital cortex, lateral occipital cortex, 

PCC, middle frontal gyrus and a small area in the cerebellum (Figure 3.4). 

Locations of clusters local maxima for all experimental block comparisons 

are defined within Table B.6 and Table B.7 in Appendix B. 

 

3.3.4 Urge analysis 
For the contrast of urge > ‘Random’, significant activations were identified 

in the medial occipital cortex, opercular cortex, ACC, bilateral insulae and 

cerebellum (Figure 3.4). When contrasting ‘Random’ > urge, clusters were 

identified in the bilateral sensorimotor cortices, lateral occipital cortex, 

cerebellum, left thalamus, opercular cortex and insulae (Figure 3.4). 

Locations of clusters local maxima for all urge comparisons are defined 

 
Figure 3.4. BOLD response associated with blink suppression, urge-to-blink and 
blinking. 

Statistical maps overlaid onto the MNI152 brain showing significant activations for the (top) 

‘Suppress’ > ’Okay’ (red), ‘Okay’ > ’Suppress’ (blue); (middle) Urge > ’Random’ (red), 

‘Random’ > Urge (blue); (bottom) Blink > Urge (red) contrast. Statistical maps were 

thresholded at Z=3.2 (p<0.05). 
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within Table B.8 and Table B.9 in Appendix B. In Figure 3.5, the activations 

associated with the contrast urge > ‘Random’ are visualised alongside 

those associated with ‘Suppress’ > ‘Okay to blink’ and blink > urge showing 

an overlap between blinking and suppression in the MCC and SMA, while 

the ACC is associated with the urge-to-blink. Notably, there is a 

differentiation in insula involvement with a dorsal-anterior portion involved 

in suppression and blinking, a central portion involvement in blinking and 

posterior and ventral-anterior regions being active during feelings of urge-

to-blink (Figure 3.5). 

3.3.5 Blink analysis 
For the contrast blinks > urge, there were significant activations in the 

medial occipital cortex, MCC, opercular cortex, insulae, DLPFC, SMA and 

left primary sensorimotor cortex (Figure 3.4). No regions were identified 

by the urge > blinks contrast. Locations of clusters local maxima for the 

blinks > urge contrast are defined within Table B.10 in Appendix B. 

 

3.4 Discussion 
This fMRI study investigated the urge-to-blink using a conventional block 

analysis and a parametric model of subjective urge ratings, with the aim 

of disentangling the anatomical correlates of the urge-to-blink from those 

of action suppression. 

 
Figure 3.5. Separate networks for urge-to-act and action suppression. 

Masks of significant activation for the ‘Suppress’ > ‘Okay’ (green), Urge > ‘Random’ (pink) 

and Blink > Urge (blue) contrasts overlaid onto the MNI152 brain.  

 
R Y=-70 Y=-50 Y=-40 Y=10 Y=20 Y=45 
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X=-5 X=5 X=35 X=40 X=45 
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3.4.1 Behavioural 
Previous attempts to model the urge-to-blink have either employed a 

sawtooth model (Berman et al., 2012), where urge builds up linearly 

across the suppression block before decreasing, or an event-related model 

(Botteron et al., 2019), where urge decreases following escape blinks in 

the suppression block. Here, the representative examples of continuous 

urge ratings during the task show that blinking, particularly during 

suppression blocks, causes a temporary decrease in urge intensity. 

Therefore, although sawtooth models are likely better at approximating 

urge compared to a block analysis (Berman et al., 2012), they are still too 

simplistic as they do not consider escape blinks during suppression. More 

recent models which take account of these ‘escape’ blinks, such as the 

event-related approach suggested by Botteron and colleagues, more 

accurately represent real time urge ratings (Botteron et al., 2019). If 

applied to fMRI data, the model could theoretically identify neural 

correlates of the urge-to-blink relatively well. However, this approach 

would not be appropriate in the analysis of the urge-to-tic where overt 

expression of the behaviour would be suppressed during scanning, 

highlighting the need for continuous urge rating or another modelling 

approach. On the other hand, the process of reporting the continuous urge 

ratings could introduce confounds into the results due to movement and 

attention being directed towards feelings of urge. 

 

During the suppression blocks, urge showed a quadratic relationship 

around blinks indicating that urge increases during suppression but 

diminishes after the blink. This is further supported by the urge peaking at 

blink onset. While the ‘Okay to blink’ blocks also showed a significant 

quadratic relationship, urge did not peak at blink onset. Furthermore, blink 

occurrence could not be predicted by the urge score in ‘Okay to blink’ 

blocks. This suggests that in the case of blinking in healthy participants, 

urge arises due to the act of suppression. Brandt and colleagues (2016) 

also found a significant quadratic distribution of urge in both the free to 

blink and suppress conditions. However, in contrast to our findings, they 

showed the peak in urge was coincident with the blink in the free blinking 

condition but prior to the blink in the suppress condition. 
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3.4.2 Urge-to-blink 
The regions identified using the urge model included the insulae and ACC. 

These regions are commonly implicated in studies of urge, therefore the 

right insula and cingulate cortex are thought to be key nodes in the urge 

network (S. R. Jackson et al., 2011). 

 

Activation of the insula has been linked to various urge sensations such as 

those related to ticcing (Bohlhalter et al., 2006; Neuner et al., 2014), 

blinking (Abi-Jaoude et al., 2018; Berman et al., 2012; Lerner et al., 2009) 

and yawning (S. R. Jackson et al., 2011). Patients with OCD show 

increased insula activity during early blink suppression compared to 

controls (Stern et al., 2020). Furthermore, PU severity has shown a 

negative association with the volume of left insular grey matter thickness 

in TS patients (Draper et al., 2016).  

 

Subregions of the insula are thought to have differing functions (Kelly et 

al., 2012; Kurth et al., 2010). The posterior insula has a role in the initial 

processing of both noxious and non-noxious somatosensory stimuli 

(Ostrowsky et al., 2002), whereas the anterior insula integrates 

information from several functional systems to bring about interoceptive 

awareness (Craig, 2009; Kurth et al., 2010). In agreement with this 

concept of a functional division, our data suggest that the posterior insula 

is involved in the processing of urge sensations as has been theorised 

previously (Tinaz et al., 2015). Information is thought to flow in a 

hierarchical fashion from the posterior insula to the anterior insula, with 

initial sensory processing in the posterior portion and progressive 

integration of information in the anterior portion to give a final 

representation that incorporates all the task information (Craig, 2009; 

Craig et al., 2000). Here, the ventral-anterior insula was also associated 

with urge, and this subregion has been shown to be linked with emotional 

processing (Kelly et al., 2012; Kurth et al., 2010). Similarly, stimulation of 

the pregenual ACC has been shown to induce emotional, interoceptive and 

autonomic experiences (Caruana et al., 2018). Analysis of the functional 

connectivity of the insula has indicated that the ventral-anterior subregion 

is connected to the rostral ACC within a limbic network that is associated 
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with emotional salience detection (Cauda et al., 2011). On the other hand, 

the posterior insula is connected to sensorimotor regions within a network 

involved in response selection (Cauda et al., 2011). Therefore, it could be 

that somatosensory urges are processed by the posterior insula, and 

through integration of information in the ventral-anterior insula and ACC, 

these urges become emotionally salient, which perhaps draws attention to 

their uncomfortable nature. Meanwhile, functional connections between 

the posterior insula and sensorimotor regions, including the MCC and SMA, 

may lead to either the continuation of suppression or to the release of a 

blink in response to the urge sensation. 

 

Along with the previously described regions, the medial occipital cortex 

was also shown to be involved in feelings of urge and during blinks. We 

hypothesise that this activation is specific to the urge-to-blink rather than 

the general urge network. Activation of the occipital cortex has been seen 

in previous studies looking at the urge-to-blink (Berman et al., 2012; Stern 

et al., 2020; Yoon et al., 2005), but it has not been described in relation 

to other forms of the urge-to-act (Bohlhalter et al., 2006; S. R. Jackson et 

al., 2011). This activation could be due to a loss of visual input during 

blinks (Nakano et al., 2013). However, as activation of this region is also 

seen when blinking in the dark (Golan et al., 2018), we think there may 

be a combined effect of the medial occipital cortex receiving motor 

efferents when a blink is likely to occur, for instance, when the urge-to-

blink is high (Bristow et al., 2005).  

 

We assumed that the regions which showed greater activity in the 

‘Random’ > Urge contrast were associated purely with the movement of 

the rollerball device. As such this was used as an active baseline to tease 

apart activity related to urge from that of movement. However, 

participants moved the rollerball more during the random condition than 

they did during the experimental blocks, and as such this active baseline 

was not perfect. The higher activity seen in the cortical and cerebellar 

(lobules I-VI and VIII (Guell et al., 2018)) sensorimotor regions in the 

‘Random’ > Urge contrast was likely due to this increased movement. 
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3.4.3 Suppression of action 
A meta-analysis looking at the neural correlates of response inhibition 

identified the IFG (pars opercularis), SMG, SMA, MCC and bilateral insulae 

amongst other regions involved in action suppression (R. Zhang et al., 

2017). These regions were also found to be active in our 'Suppress' > 

'Okay' contrast, and the network bears a striking resemblance to the 

executive control network (Beckmann et al., 2005). 

 

The ‘Suppress’ > ‘Okay’ contrast identified the dorsolateral PFC, which is 

thought to be involved in cognitive control (Miller & Cohen, 2001) and has 

previously been shown to be active to a higher degree in TS patients 

compared to healthy controls during blink inhibition (Mazzone et al., 

2010). Therefore, this area may coordinate regions in a top-down manner 

to achieve the goal of blink suppression (Miller & Cohen, 2001). We also 

see that the activation of the insula/operculum extends into the IFG (pars 

opercularis), which is not surprising given its central role in the motor 

response inhibition network (Aron et al., 2004, 2014). More recently, Abi-

Jaoude and colleagues found that the left DLPFC and left IFG showed 

higher activity in participants with fewer ‘escape’ blinks suggesting the 

regions play a role in successful suppression (Abi-Jaoude et al., 2018). The 

cerebellum has been hypothesised to have a complementary role in motor 

inhibition (Picazio & Koch, 2015). A TMS study showed that a conditioning 

pulse to the right lateral cerebellum 5-7ms prior to electrical stimulation 

of the left motor cortex resulted in a decrease in MEP amplitude (Ugawa 

et al., 1995). On the other hand, the higher cerebellar activity in lobules 

I-VI and VIII during suppression could be due to more variation in the 

urges being reported during these blocks, in comparison to when blinking 

was okay, meaning more hand movement was required to rate them (Guell 

et al., 2018). 

 

As previously mentioned, the anterior insula is involved in multimodal 

integration and salience (Craig, 2009; Kurth et al., 2010). The activation 

seen during suppression was in the dorsal-anterior segment, which has 

been associated with cognitive processing (Kelly et al., 2012; Kurth et al., 

2010). Notably, in a meta-analysis by Kurth and colleagues the dorsal-
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anterior region was the site which was commonly active across task 

modalities except sensorimotor (Kurth et al., 2010). Therefore, it may be 

that suppression of an action involves integration of task information so 

that the automatic response to blink during periods of increased discomfort 

can be inhibited in blocks of suppression.  

 

The insula and ACC (which includes the MCC in older descriptions) are 

theorised to be the limbic sensory and motor regions respectively (Craig, 

2009; Craig et al., 2000) and are commonly co-active in studies of urge 

(Abi-Jaoude et al., 2018; Berman et al., 2012; Bohlhalter et al., 2006; S. 

R. Jackson et al., 2011; Lerner et al., 2009; Mazzone et al., 2010). The 

MCC has previously been suggested to have a role in selecting an action 

in response to urge sensations, as intra-cortical stimulation of the MCC 

induces complex motor responses (Caruana et al., 2018; S. R. Jackson et 

al., 2011). Movement can also be evoked though stimulation of the SMA 

(Fried et al., 1991), and in some cases it also induces feelings of urge, 

which may explain why its activation has frequently been associated with 

blink suppression (Berman et al., 2012; Lerner et al., 2009). As both the 

MCC and SMA were active during blinks as well as suppression blocks, 

these nodes may decide whether to release suppressed behaviours in 

response to feelings of urge. Similarly, blinks in suppression blocks may 

involve more influence from these pre-motor regions (Berman et al., 

2012). This could be investigated in the future through comparison of 

blinks in suppress and free to blink conditions. Alternatively, activation of 

these regions during ‘Suppress’ blocks could relate to the effort 

participants exert to keep their eyes open (Lerner et al., 2009). 

 

3.4.4 Blinking 
Insular activation during blinks was restricted to the dorsal anterior insula 

and the mid-insula. As previously mentioned, the dorsal anterior activation 

may be linked with task-related integration of information, such as 

whether blinking was ‘allowed’ during the task block (Kurth et al., 2010). 

We hypothesise that the mid-insula activation is linked to the movement 

and sensory aspects of blinking due to its perceived role in somesthesis 

(Kelly et al., 2012; Kurth et al., 2010).  
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The DLPFC was active during blinks, which may relate to the task focusing 

on blinking and deciding when to blink in relation to this. This region has 

been shown to be more active during self-initiated blinks and therefore 

may relate to a conscious decision to blink (Van Eimeren et al., 2001). The 

DLPFC has not been identified in previous studies looking at the regions 

associated with blinking during a blink suppression paradigm (Berman et 

al., 2012; Lerner et al., 2009; Mazzone et al., 2010; Yoon et al., 2005), 

but most studies did not include event-related analysis of blinks and no 

studies have required participants to focus on their urges in order to give 

subjective ratings. 

 

3.5 Conclusion 
In summary, this study suggests that the urge-to-act network is composed 

of regions involved in sensory processing and salience, while the action 

suppression network includes regions involved in executive control and 

response inhibition. The main findings of this chapter are that separable 

regions within the insula contribute to different networks and there is a 

network overlap in the MCC and SMA that may act to determine when to 

perform a suppressed motor action. These are novel findings stemming 

from continuous measurement of urge, which allowed the two networks to 

be separated. The use of continuous subjective urge measurement could 

be used in fMRI studies involving disorders associated with urge such as 

TS, OCD, and addiction to investigate whether there is common disruption 

of the network associated with urge. Understanding what regions are 

involved in suppression and urge could also allow us to investigate how 

these regions interact before tics, as well as how they interact when a tic 

is successfully suppressed. However, the movement involved in this 

continuous urge rating affected the results due to activation of 

sensorimotor regions, meaning that we could not reliably ascertain 

whether these regions have a role in urge. Furthermore, the act of rating 

the urge itself could have affected how the participants experienced urge 

and therefore the BOLD response associated with it. A model free approach 

where the regions involved in urge and suppression could be identified 
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without the need for subjective urge ratings would be ideal. This approach 

is explored in Chapter 4. 
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Chapter 4: Validating the use of 
paradigm free mapping to identify the 

neural correlates of urge 
 

4.1 Introduction 
In the previous chapter, Chapter 3, we showed that the posterior and 

ventral-anterior insula, ACC and medial occipital cortex were involved in 

the urge-to-blink whilst the dorsal-anterior insula, DLPFC, MCC and SMA 

were involved in blink suppression. These regions were identified using a 

conventional GLM approach involving three boxcar models and a novel 

parametric regressor for continuous subjective urge ratings.  

 

Conventional GLM involves averaging across many trials to increase the 

SNR, but this assumes that the response is the same for every trial and 

that the timings are known a priori to establish the hypothesised model. 

Events such as tics and urges in TS are not predictable and so the onset 

times cannot be specified in advance. These events also differ in duration 

and behaviour across time, therefore it may be inappropriate to average 

many events together.  

 

Paradigm free mapping (PFM) is a deconvolution approach, where the 

neuronal activity which forms the basis of the BOLD response can be 

estimated without prior knowledge of event timings or durations by solving 

an inverse problem (Gaudes et al., 2013; Uruñuela et al., 2020). This is of 

particular interest for TS as tics and urges are spontaneous and vary in 

duration as well as in phenotype across time and between participants. 

Usually in fMRI studies looking at the neural correlates of TS, tics are 

identified post-hoc using video recordings, which is subjective and time-

consuming. Regions involved in the urge-to-tic can then be identified by 

looking at regions that are active just before a tic, but this will also identify 

regions involved in tic generation. Furthermore, as a high proportion of 

fMRI data are lost during tics, for example due to concomitant head jerks, 

experiments usually involve tic suppression meaning that periods of high 

urge intensity are not overt. 
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Assuming a linear time invariant system, the BOLD response is assumed 

to be the neuronal signal convolved with the HRF (+ noise) (Poldrack et 

al., 2011). PFM works by deconvolving the fMRI signal using the HRF via 

regularised least-squares estimation to estimate the neuronal-related 

signal at each voxel (Figure 4.1) (Gaudes et al., 2013; Uruñuela et al., 

2020). For each run we can assume that there will only be a few instances 

of significant BOLD activity in each voxel, therefore we can improve the 

accuracy of the deconvolution by regularising the estimates, for example 

maximising the sparsity of the activity-inducing signal (Gaudes et al., 

2013).  

 

In this chapter we will re-analyse the data collected in Chapter 3 using the 

multi-echo version of this sparse paradigm free mapping algorithm 

(MESPFM) (Caballero-Gaudes et al., 2019) in order to validate the 

approach before applying it to covert responses such as the urge-to-tic. It 

is expected that both the conventional and MESPFM analysis of urge will 

detect regions previously identified as being part of the urge network 

including the MCC and right insula (S. R. Jackson et al., 2011). If the same 

regions can be identified without specification of task timings, this would 

validate the use of MESPFM in fMRI studies involved in characterising urge 

networks in disorders such as TS and OCD. This is important for TS 

research as, due to the caveats of movement during conventional 

neuroimaging, moments of heightened urge cannot be identified, and 

networks involved in the urge-to-tic and tic suppression cannot be 

disentangled. Analysis using MESPFM could allow these networks to be 

separated without the need for continuous urge ratings. Therefore, in 

future, urge networks could be investigated without any confounds relating 

 
Figure 4.1. Estimation of the activation timeseries. 

Paradigm free mapping (PFM) involves deconvolving the measured fMRI signal to estimate 

the activity-inducing signal using a haemodynamic response function (HRF) template 

(Uruñuela et al., 2021). (Figure based on flowchart from (Uruñuela et al., 2021)). 
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to differing patterns of rollerball movement in different conditions when 

rating subjective feelings of urge (Chapter 3).  

4.2 Methods 

4.2.1 Preprocessing 
The data were collected and initially preprocessed as described in sections 

3.2.4 and 3.2.5 in Chapter 3 during a blink suppression task which involved 

continuous rating of the urge-to-blink (3.2.2). A summary diagram of 

these preprocessing steps and the following MESPFM analysis is shown in 

Figure 4.2. The remainder of the analysis was run using AFNI (Cox, 1996; 

Cox & Hyde, 1997) on the University of Nottingham’s High-Performance 

Computer. The echoes were detrended using 4 Legendre polynomials, 

which removed irrelevant nonlinear trends from the data to allow more 

accurate prediction of the neuronal-related activity using the HRF. The 

signal percentage change was calculated by dividing the detrended data 

by the mean of the voxel data for that echo on a voxel-by-voxel basis. 

Then the data relating to the random baseline at the beginning and end of 

each run were removed, so that only the six 1-minute blocks of alternating 

blink suppression and rest remained.  

 
Furthermore, a surrogate dataset was also created by shuffling the data 

from the six 1-minute blocks of alternating blink suppression and rest, 

before the signal percentage change was calculated. Shuffling of the data 

created a new dataset with the same temporal distribution as the original 

dataset but without the temporal relationships between the timepoints. 

Therefore, the shuffled dataset acts as a null distribution. If the activation 

in the original dataset is higher than that seen in the surrogate dataset, 

then it is unlikely to have happened by chance and can be considered 

significant. 

 

4.2.2 Multi-echo sparse paradigm free mapping 
For MESPFM, the regularization parameter was selected using the Bayesian 

Information Criterion (BIC) (Caballero-Gaudes et al., 2019). The BIC is a 

model selection method which assesses the goodness of fit of the model. 

Specifically, BIC will introduce an increasing penalty for more parameters 

being included in the model to prevent overfitting (Dziak et al., 2020). The 
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HRF used for the deconvolution was the SPM canonical HRF (Penny et al., 

2007), and the model only considered changes in the transverse relaxation 

rate (R2*). R2* is a direct measure of the magnetic field inhomogeneity 

caused by the level of deoxyhaemoglobin in the blood.  
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Figure 4.2. A flow diagram depicting the analysis steps involved in the data 

preprocessing and the subsequent PFM. 
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4.2.3 Activation time series 
Following multi-echo sparse paradigm free mapping we performed 

spatiotemporal clustering using a sliding window approach. The sliding 

window consisted of 3 datapoints; the current datapoint and those either 

side. The current datapoint at each voxel was then substituted as the value 

of the largest absolute value within that window. The 3dmerge -1clust AFNI 

(Cox, 1996; Cox & Hyde, 1997) function was used to cluster neighbouring 

voxels, with a minimum cluster size of 10. The spatiotemporal clustering 

mask was then applied to the original data in order to remove spurious, 

isolated activations that are likely false activations.  

 

Then, an activation time series (ATS) (Gaudes et al., 2011) was computed 

by counting the number of voxels with a negative estimated R2* signal 

(i.e., a positive BOLD response) at each TR in our selected region of 

interest, the right insula. This mask of the right insula was created based 

on insular parcels from the Schaefer 1000 parcels 17 network atlas 

(Schaefer et al., 2018). Finally, we selected those peaks that had a higher 

number of activated voxels within the ROI compared with the shuffled 

dataset as any peaks higher than this are unlikely to have happened by 

chance. The ATS for the right insula is calculated to find the most relevant 

instances of activity, due to the regions hypothesised role in the urge-to-

act network (Berman et al., 2012; S. R. Jackson et al., 2011; Lerner et al., 

2009).  

 

4.2.4 K-means clustering 
Clustering was used to identify any patterns in the activation maps 

associated with the selected ATS peaks. The input was the matrix of 

pairwise distances between the activation maps associated with the 

selected ATS peaks. The metric used for calculating these pairwise 

distances was the Euclidean distance. This would help us to group together 

regions which were coactive. K-means clustering aims to separate the data 

into k clusters, here k was chosen using consensus clustering (J. Wu et al., 

2015). The selected ATS maps would be assigned to the cluster that 

minimised the distance between the datapoints and their cluster centroids. 
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For the consensus clustering, k-means clustering was applied to 80% of 

the data with k values in the range 2 to 15 with 100 iterations per k. The 

k with the highest consensus value was selected. The consensus value is 

the average proportion of times that any pair of datapoints were assigned 

to the same cluster across the runs, giving a value between 0 and 1. 

 

The K-means algorithm was run 50 times with different centroid seeds with 

the number of clusters determined by the consensus clustering. Finally, 

the voxelwise Z-scores for the activation maps for each cluster were 

calculated.  

 

We then compared the cluster maps with the urge, suppression and blink 

GLM-based maps found in Chapter 3 to identify which they most closely 

represented. To do this the Z-scores of the identified MESPFM-clusters 

were multiplied by -1 to account for the maps showing the estimated R2* 

rather than the BOLD signal. Next the MESPFM-maps were thresholded at 

Z = 3.2 to make them comparable to the GLM-based maps from Chapter 

3. Then, the MESPFM-clusters along with the GLM-based maps from 

Chapter 3 (‘Suppress’ > ‘Okay to blink’, blinks, Urge > Baseline) were 

binarized to create masks of the significant positive activation. Each 

MESPFM-cluster mask was then summed with each GLM-based cluster 

mask from Chapter 3 separately. These summed masked were thresholded 

to keep only those voxels where there was an overlap in activation. The 

highest overlap between the GLM-based masks and the MESPFM-cluster 

mask was used to determine which GLM-based map from Chapter 3 the 

cluster most represented. The percentage of overlapping voxels within the 

GLM-based masks is reported. 

 

4.3 Results 
 

Figure 4.3 demonstrates the single-run detection of activation within the 

right insula from a representative subject. Figure 4.3A shows the 

framewise displacement of the subject during this run, whilst Figure 4.3B 

shows the interpolated urge scores and blink frequencies per TR. Activation 

peaks within the right insula which surpass the threshold are shown in 
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Figure 4.3C and are not associated with increases in framewise 

displacement (Figure 4.3A). All other runs from all participants are in 

Appendix C (page 184). Whilst all runs showed activation in the right 

insula, not all runs showed activation which surpassed the threshold set 

by the shuffled dataset.  

 

Consensus clustering determined that 3 clusters gave the most stable 

solution with a consensus value of 0.60140. The unthresholded K-means 

output maps (k = 3) are shown in Figure 4.4, Figure 4.5 and Figure 4.6. 

The thresholded K-means output maps are shown in Figure 4.7. The 

thresholded activation map for Cluster 1 reveals significant activation in 

the SMA, paracingulate cortex, ACC, bilateral insulae, bilateral frontal 

opercular cortices, right IFG pars opercularis, bilateral frontal orbital 

cortices, right postcentral gyrus, right superior parietal lobule, and both 

medial and lateral occipital areas. Similarly, Cluster 2 involves activation 

of the SMA, paracingulate cortex, right insula, right frontal opercular 

cortex, bilateral IFG pars opercularis, right frontal orbital cortex, bilateral 

superior frontal gyri (SFG), right middle frontal gyrus (MFG), bilateral 

DLPFC, left postcentral gyrus, bilateral superior parietal lobules, and both 

medial and lateral occipital areas. Finally, Cluster 3 shows activation in the 

SMA, paracingulate cortex, ACC, right insula, bilateral frontal opercular 

cortices, bilateral SFG, bilateral DLPFC, left sensorimotor cortex, bilateral 

superior parietal lobule, and both medial and lateral occipital regions. 

 

All three MESPFM-cluster masks show activation within the right dorsal-

anterior insula, paracingulate cortex, SMA, and medial and lateral occipital 

cortices (Figure 4.7). Figure 4.7 shows the results from both the MESPFM 

analysis and the conventional GLM analysis performed in Chapter 3. The 

largest overlap between all 3 thresholded cluster maps was with the 

regions shown to be active during suppression (Table 4.1). 
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 Figure 4.3. The activation timeseries from a representative subject. 

A) Framewise displacement of the subject during the run; B) The interpolated urge scores and 

blink frequencies per TR.; C) All positive BOLD (negative R2*) activations within the right insula 

with the threshold set by the shuffled dataset. 
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Figure 4.4. Cluster 1 

Activation was identified in the SMA, paracingulate cortex, ACC, bilateral 

insulae, and both medial and lateral occipital areas. 

 

 

 

Figure 4.5. Cluster 2 

Activation was identified in the SMA, paracingulate cortex, right insula, bilateral 

DLPFC, and both medial and lateral occipital areas. 
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Table 4.1. Percentage overlaps of the MESPFM-cluster masks with the 

GLM-based cluster masks (Chapter 3). The largest overlap for each 

MESPFM cluster is highlighted in bold. 

 GLM-based 
suppression cluster 

GLM-based urge 
cluster 

GLM-based blink 
cluster 

MESPFM cluster 1 7.24% 2.01% 4.48% 

MESPFM cluster 2 6.01% 1.66% 2.49% 

MESPFM cluster 3 8.04% 1.08% 2.68% 

 

 

 

 

Figure 4.6. Cluster 3 

Activation was identified in the SMA, paracingulate cortex, ACC, right insula, bilateral 

DLPFC, and both medial and lateral occipital regions. 
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Figure 4.7. Comparison of the masks generated during the multi-echo sparse 
paradigm free mapping (Clusters 1-3) and the conventional general linear model 

analysis (Suppression, Urge, Blink) (thresholded at Z = 3.2). 
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4.4 Discussion 
 

In this chapter, we aimed to analyse the data collected in Chapter 3 

without prior specification of timings to validate whether MESPFM can be 

used to identify neuronal activity in an action suppression paradigm 

without prior specification of event timings. Neuronal activation was 

identified within the right insula, cingulate areas, SMA and medial occipital 

cortex. These regions were found to be commonly active during 

suppression when data were analysed using a conventional GLM approach 

(Chapter 3). The mid-cingulate cortex and the right insula have previously 

been identified as being active during the urge-to-act in healthy 

participants and the urge-to-tic in TS patients (S. R. Jackson et al., 2011). 

 

All three clusters found with MESPFM showed similar activation of the right 

anterior insula and cingulate regions. The right insula was chosen as our 

region of interest for the estimation of the activation timeseries due to its 

consistent activation in fMRI studies of urge (Berman et al., 2012; S. R. 

Jackson et al., 2011; Lerner et al., 2009). However, in Chapter 3 we 

demonstrated that different portions of the right insula were active during 

suppression, urge and blinks. This is also shown in the activation 

timeseries shown in Appendix C (page 184), where activations of the insula 

were seen throughout the experiment regardless of task block. As the 

chosen activation maps relate to the activation seen during the 

corresponding timepoint we cannot separate suppression from feelings of 

urge if they happen simultaneously. Interestingly, in Chapter 3 we 

demonstrated that urge peaks at blink onset in the suppression blocks but 

not in the ‘Okay to blink’ blocks, suggesting that in healthy participants 

the urge-to-blink arises due to the act of suppression.  Perhaps in future, 

separate insula ROIs can be used to estimate activation timeseries after 

the MESPFM analysis to examine if it is possible to cluster activation 

relating to suppression, urge and blinking separately. As this work is a 

precursor for research looking at the urge-to-tic, it would be useful to see 

if the same separable regions of the insula can be identified during a tic 

suppression paradigm when analysed using the conventional GLM 

approach. 
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For future work, we would ideally increase the sensitivity, while 

maintaining the specificity, of the MESPFM algorithm to detect BOLD 

events that will, in turn, result in selecting more peaks in the activation 

timeseries. This would give us more data across subjects and runs, and 

potentially allow us to separate the urge and suppression networks without 

the requirement for continuous subjective urge ratings. Recent 

developments of the MESPFM algorithm allow the use of the stability 

selection technique to avoid the selection of the regularisation parameter 

used to estimate the activity-inducing signal (here, we used BIC which 

provides very high specificity) 

(https://pyspfm.readthedocs.io/en/latest/index.html). The stability 

selection technique involves subsampling the data and solving the 

regularisation path for a range of regularisation parameters for multiple 

subsamples of the data. Then, stability selection calculates the probability 

of a TR containing a neuronal-related BOLD event, which should make the 

results more robust as opposed to when the regularisation parameter is 

fixed.  

 

To conclude, this Chapter validates the use of MESPFM as a model-free 

approach to analyse fMRI data collected during action suppression 

paradigms where the event timings are unknown as might be the case 

during tic suppression in TS patients. Using the MESPFM approach, we 

were able to identify regions previously identified as being involved in the 

urge-to-act. The clusters identified showed an overlap with the regions 

involved in action suppression as shown by conventional analysis of the 

same data (Chapter 3). 

 

 

 

 

 

 

https://pyspfm.readthedocs.io/en/latest/index.html
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Chapter 5: Exploring entrainment 
induced by rhythmic median nerve 

stimulation 
 

This work has previously been reported in:  

Houlgreave MS, Morera Maiquez B, Brookes MJ, Jackson SR. The oscillatory effects of 

rhythmic median nerve stimulation. Neuroimage. 2022. 

 doi: 10.1016/j.neuroimage.2022.118990.  

 
5.1 Introduction 
In the contralateral sensorimotor cortex, neural oscillations in the 8-30 Hz 

range are suppressed during movement and movement preparation, but 

following movement there is a beta rebound (13-30 Hz), meaning their 

amplitude is briefly higher than at rest (Jurkiewicz et al., 2006; 

Pfurtscheller et al., 1996). Corticospinal excitability is known to be 

increased when sensorimotor oscillations are suppressed and reduced 

during the post-movement beta rebound (R. Chen et al., 1998). Higher 

beta activity has also been associated with a slowing of newly initiated 

movements (Gilbertson et al., 2005). Therefore, beta synchrony is 

frequently thought of as a mechanism which promotes maintenance of the 

current motor set (Engel & Fries, 2010). However, a newer theory suggests 

that beta is a marker of motor readiness, whereby a low level of beta 

activity indicates a higher likelihood that a movement will be generated 

(N. Jenkinson & Brown, 2011). In a study investigating the roles of alpha 

(8-12 Hz) and beta oscillations through a novel saccade task a small 

positive correlation was found between saccade reaction time and 

contralateral sensorimotor beta power suggesting a role in somatosensory 

gating (Buchholz et al., 2014).  On the other hand, alpha (mu-alpha in the 

sensorimotor cortex) synchrony has been linked to the inhibition of task 

irrelevant areas (Brinkman et al., 2014, 2016; Buchholz et al., 2014; 

Jensen & Mazaheri, 2010), with the network of regions involved in a task 

showing a desynchronisation of alpha oscillations (Haegens et al., 2010) 

and task-irrelevant regions showing an increase in alpha power (Brinkman 

et al., 2014; Buchholz et al., 2014). Various NIBS techniques have been 

shown to modulate these oscillatory rhythms as well as behaviour (Joundi 
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et al., 2012; Pogosyan et al., 2009; Thut, Veniero, et al., 2011). As a 

result, there is widespread interest in the use of these techniques as 

potential forms of therapy in a multitude of disorders.  

 

An interesting avenue for therapy using NIBS is entrainment; the process 

though which neuronal assemblies become synchronised to a rhythmic 

stimulus train (Thut, Schyns, et al., 2011). Entrainment of oscillations in 

the 8-30 Hz range could prove therapeutically beneficial in patients with 

disorders characterised by sensorimotor hyperexcitability (Morera 

Maiquez, Sigurdsson, et al., 2020). Therefore, it is of interest that 

repetitive tACS at a frequency associated with periods of decreased 

corticospinal excitability can lead to a reduction in the velocity of 

movement (Pogosyan et al., 2009). In 2011, Thut and colleagues showed 

that rhythmic TMS of a parietal site at an individual’s preferred alpha 

frequency caused region specific entrainment of brain oscillations (Thut, 

Veniero, et al., 2011). These findings were specific to rhythmic TMS and 

were not seen with arrhythmic or sham stimulation control conditions. 

Given that tACS can have similar oscillatory effects it is interesting that 

application of a topical anaesthetic can significantly reduce entrainment, 

suggesting that the effects of tACS may be due to stimulation of the 

somatosensory cortex via peripheral nerves rather than direct stimulation 

of the cortex itself (Asamoah et al., 2019). Stimulation was applied at the 

tremor frequency of healthy volunteers (~8.70 Hz), resulting in increasing 

tremor entrainment with increasing tACS amplitude. However, when a 

topical anaesthetic was applied to the scalp this significant increase in 

phase locking to the stimulation with increasing tACS amplitude was not 

seen. While there was still a trend for this effect the authors argue that 

this is more likely to be caused by an incomplete block of the peripheral 

nerves rather than a transcranial mechanism being involved. This suggests 

that there is potential for the entrainment effects seen with tACS to be 

replicated through rhythmic stimulation of peripheral nerves rather than 

the cortex. In fact, rhythmic MNS at 12 Hz and 19 Hz has been shown to 

cause a frequency specific increase in EEG power and inter-trial phase 

coherence (ITPC) over the contralateral sensorimotor cortex in healthy 

participants, which is not seen with arrhythmic stimulation (Morera 
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Maiquez, Jackson, et al., 2020; Morera Maiquez, Sigurdsson, et al., 2020). 

This suggests that rhythmic MNS may be able to entrain the sensorimotor 

cortex. Furthermore, when compared with no stimulation, delivery of 10 

Hz rhythmic MNS has been shown to reduce the frequency of tics in TS 

patients (Morera Maiquez, Sigurdsson, et al., 2020). These are important 

findings as, unlike tACS and TMS, MNS is portable, cheaper and requires 

little training, making it an ideal technique to be used therapeutically 

outside of the clinic. An ideal therapeutic intervention would induce long-

term clinically beneficial aftereffects. It has been shown that oscillatory 

aftereffects following entrainment protocols are prevalent (Veniero et al., 

2015). However, these aftereffects are not necessarily localised to the 

entrained frequency and have been inconsistent between experiments 

stimulating using the same frequency (Veniero et al., 2015). As such, more 

work is needed to understand the potential therapeutic uses of rhythmic 

brain stimulation as well as the possible entrainment of brain oscillations 

and their aftereffects. 

 

When a sensory stimulus (such as MNS) is delivered a transient, phase-

locked electrical potential can be recorded over the sensorimotor cortex 

which is known as a SEP (Vialatte et al., 2010). When longer trains of 

rhythmic stimuli are delivered, we can record steady-state evoked 

potentials (SSEPs) which appear as a sustained response at the frequency 

of stimulation (Regan, 1989, as cited in (Vialatte et al., 2010)) (Regan, 

1966). SSEPs are thought to either arise due to entrainment of a 

population of neurons (Herrmann, 2001) or due to linear superposition of 

SEPs in response to each pulse of the train (Capilla et al., 2011). Critically, 

both explanations could explain the increase in EEG/MEG power and ITPC 

at the frequency of stimulation (Capilla et al., 2011; Keitel et al., 2014). 

When refractoriness is taken into account there is compelling evidence for 

the superposition hypothesis (Capilla et al., 2011; Colon et al., 2012). 

Nevertheless, there is reason to believe both mechanisms coexist (Colon 

et al., 2012; Notbohm et al., 2016). Oscillating systems have a preferred 

frequency and when matched by the external stimulus train the system 

resonates (Colon et al., 2012; Herrmann, 2001; Notbohm et al., 2016; 

Vialatte et al., 2010). Therefore, at certain frequencies the signal recorded 
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could be largely because of entrainment rather than rhythmic SEPs (Colon 

et al., 2012). Hence, in our study we delivered trains of MNS at 12 and 20 

Hz during concurrent MEG recording to investigate entrainment effects 

(adapted from (Morera Maiquez, Sigurdsson, et al., 2020)). There is 

evidence that stimulation at these frequencies can cause a slowing of 

voluntary movement.  Reaction times during correct responses of a choice 

reaction time task were slowed by rhythmic 12Hz MNS (Morera Maiquez, 

Sigurdsson, et al., 2020), while 20Hz tACS has been shown to slow the 

initial and peak velocity of a movement (Pogosyan et al., 2009) as well as 

reduce the initial and peak force rate of movements (Joundi et al., 2012). 

As both entrainment and SSEPs would cause populations of neurons within 

the sensorimotor cortex to fire synchronously we would expect no 

difference in the online behavioural effects of these interventions. 

However, entrainment may make it easier to elicit long-term, clinically 

benificial effects. Replication of the entrainment effects of MNS in MEG is 

important to ensure validity of the findings, to investigate whether the 

effects of MNS are caused by entrainment or SSEPs, and to probe the 

regional effects of MNS in source rather than sensor space. In MEG the 

signal is less affected by the conductivity of the overlying tissue compared 

to EEG (Baillet, 2017; Cheyne, 2013), and therefore the models used for 

source localisation are simpler due to the lower level of spatial smearing 

(Muthukumaraswamy, 2014). Furthermore, compared to EEG, MEG has 

lower susceptibility to interference from non-neuronal sources such as 

muscles (Boto et al., 2019). Here we hypothesise that there will be 

entrainment of oscillations within the contralateral somatosensory cortex 

during rhythmic, but not arrhythmic, MNS. To conclude that rhythmic MNS 

induces entrainment we will need to show (i) a frequency and region-

specific increase in instantaneous amplitude, (ii) synchronisation of the 

phase with the external source and (iii) that these effects are unlikely to 

be due to rhythmic evoked potentials. We expect no difference in the online 

effects of the stimulation at 12 and 20 Hz except for the frequency 

specificity. 
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5.2 Experimental Procedures 

5.2.1 Subjects 
Twenty healthy participants were recruited for the study. Nineteen 

participants were right-handed according to the Edinburgh Handedness 

Inventory (Oldfield, 1971). Participants gave informed consent and the 

experimental paradigm received local ethics committee approval (School 

of Psychology, University of Nottingham). Participants agreed that pre-

existing structural MRI data (obtained within the Sir Peter Mansfield 

Imaging Centre, University of Nottingham) could be used by the 

researchers. One participant (female, 21 years old, right-handed) was 

excluded prior to analysis due to excessive movement during the MEG 

recording, leaving 19 usable datasets (aged 26.7 ± 3.6 years (mean ± 

SD); 11 female). A small inconvenience allowance was provided for 

volunteers for their participation. 

 

5.2.2 Median Nerve Stimulation 
Stimulation was delivered with electrodes (cathode proximal) positioned 

on the right forearm over the median nerve, using a Digitimer constant 

current stimulator model DS7A (Digitimer Ltd, UK). Pulse width was set at 

0.2 ms and maximum compliance voltage (Vmax) was 400 V. Participants 

were seated and told to rest their forearm on the chair armrest to ensure 

the muscles were relaxed. The stimulation threshold was set at the 

minimum intensity required for a visible thumb twitch (mean ± SD) 9.1 ± 

3.2 mA. 

 

Four hundred trials of stimulation were delivered to the right median nerve 

during concurrent MEG recording, with a short break every 100 trials. Each 

trial consisted of 10 pulses delivered at the frequency of interest, rhythmic 

 

Figure 5.1. Stimulation overview.  

A diagram showing an example of the trial setup for the MNS. 
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12 Hz and 20 Hz in the test conditions. Arrhythmic controls were used to 

ensure that similar responses did not occur with random stimulation at the 

same average frequency. During the control trials the same number of 

pulses were delivered as in the test condition, but with a random inter-

stimulus interval (ISI) which was on average the same as the rhythmic 

trials (but constrained to a minimum ISI of 0.01 s). The arrhythmic 

patterns were not the same for all trials or participants, however, the first 

pulse was always delivered at time 0 and the last pulse was always 

delivered at the end of the train (450 or 750 ms), regardless of the 

condition. For each of these 4 conditions, 100 trials were randomly 

delivered with an inter-trial interval of 4s using an in-house MATLAB script 

(MATLAB R2012a, Mathworks, Natick, MA) (Figure 5.1). The order of the 

400 trials was randomised using the Psychtoolbox-3 function ‘Shuffle’ (M. 

Kleiner et al., 2007), and was different for every participant. Of note, here 

the right median nerve was chosen due to convention in the MNS literature, 

however we would expect no difference in the results for stimulation of the 

left median nerve except for the laterality of the effects. 

 

5.2.3 EMG Measurement 
To have an objective measure of the contractions caused by MNS, 

electromyography (EMG) electrodes were placed over the right abductor 

pollicis brevis (APB) muscle in a belly tendon montage. MEPs were 

recorded for twenty pulses of MNS at the intensity for a minimum thumb 

twitch, with 3s between each pulse. A Brainamp ExG (Brain Products 

GmbH, Gilching, Germany) was used to amplify the signal and Brain Vision 

Recorder (Brain Products GmbH, Gilching, Germany) was used to record 

the EMG data (bandpass filtered 10-2000 Hz, sampling rate 5 kHz). Peak-

to-peak amplitudes were measured using an in-house MATLAB script to 

determine the baseline MEP amplitude (mean = 1219.13 µV, range = 

52.10 - 7490.9 µV) (MATLAB R2017a, Mathworks, Natick, MA). EMG data 

from 6 individuals was not recorded due to technical issues. 

 

5.2.4 MEG Data Acquisition 
MEG data were collected at the Sir Peter Mansfield Imaging Centre, 

University of Nottingham using a 275-channel CTF MEG system (MISL, 
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Coquitlam, Canada) with participants in a seated position. The system was 

operated in a third order synthetic gradiometer configuration and data 

were sampled at 600 Hz. Fiducial marker coils were placed on the nasion 

and bilateral preauricular points of the participants, to track head 

movement in relation to the MEG sensors. A Polhemus FASTRAK (Polhemus 

Inc, Vermont) was used to digitise the participants’ head shape and the 

relative positions of the fiducial markers. The data were examined by eye 

using commercial MEG data visualisation software (CTF MEG, Canada) and 

trials containing large artefacts were discarded, as were trials where the 

head moved more than 7 mm from its initial position. One occipital channel 

was removed during preprocessing in one subject. Following preprocessing 

there were on average (mean ± SD) 7 ± 8 rhythmic 20 Hz, 9 ± 10 

arrhythmic 20 Hz, 8 ± 9 rhythmic 12 Hz and 8 ± 8 arrhythmic 12 Hz trials 

removed per subject. The data were then segmented such that an epoch 

started 1 s before stimulation and ended 3 s following the end of 

stimulation. The epoch lengths of alpha and beta trials were 4.75 s and 

4.45 s, respectively. An anatomical MRI scan (1.0 mm3 resolution, MPRAGE 

sequence) from each subject was used for co-registration to the digitised 

head shape. 

 

5.2.5 Data Analysis  
After pre-processing, a linear-constraint minimum-variance (LCMV) 

beamformer was applied to the data (Van Veen et al., 1997). Using FLIRT 

(FMRIB's Linear Image Registration Tool) (M. Jenkinson et al., 2012), a 

MNI (Montreal Neurological Institute) template brain was warped with 

respect to the subject’s downsampled (4mm) anatomical scan, as was the 

AAL (Automated Anatomical Labelling) atlas (Tzourio-Mazoyer et al., 

2002). This allowed the cortex to be parcellated into 78 regions and the 

coordinates of the centroids from each region to be determined for each 

individual (Gong et al., 2009). Covariance was calculated for the entire 

experimental time window within a 1-150 Hz frequency window (Brookes 

et al., 2008). The covariance matrix of the filtered data was regularised 

using the Tikhonov method, with the regularisation parameter set at 5% 

of the maximum singular value. The forward model was computed using 

dipole approximation and a multiple local spheres head model (Huang et 
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al., 1999; Sarvas, 1987). Dipoles were rotated in the tangential plane to 

determine the orientation which yielded the maximum signal-to-noise 

ratio. Beamformer weights were calculated for the centroid of each brain 

region resulting in 78 timecourses (O’Neill et al., 2017), which were filtered 

between 1 and 48 Hz.  

 

5.2.6 Time Frequency Spectrograms 
To visualise amplitude changes across the trial, time frequency 

spectrograms were calculated. Data were filtered into overlapping 

frequency bands spanning from 4 to 50 Hz to visualise the changes across 

frequency bands in the left somatosensory cortex as defined by the AAL 

atlas. The analytic signal for the data within each band was determined 

using a Hilbert transform (HT), the absolute value of which gave the 

instantaneous amplitude of the MEG signal at each point in time. 

Timecourses for each frequency band were then averaged across trials, 

before being normalised using the average amplitude during the control 

window (0.24-0.99 s for 12 Hz trials and 0.54-0.99 s for 20 Hz trials 

(length the same as the active time window for that condition)). Time 

frequency spectrograms were averaged across subjects.  

 

We also calculated the average amplitude during the period of stimulation 

to investigate the differences between rhythmic and arrhythmic without 

averaging out the effects of the arrhythmic condition due to the random 

pulse timings. First the data were filtered into the frequency band of 

stimulation (11-13 Hz or 19-21 Hz). Then the data from each trial was 

normalised using the average amplitude during the control window for that 

trial. Next, we calculated the mean amplitude within the period of 

stimulation and finally averaged across trials and subjects. The average 

amplitude from the periods of rhythmic and arrhythmic stimulation were 

then compared using a one-tailed Wilcoxon signed rank test. 

 

5.2.7 Inter-Trial Phase Coherence 
The timeseries from the contralateral somatosensory cortex were filtered 

into the same frequency bands as were previously used for the time 
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frequency spectrogram calculation. Following a HT of the data, the ITPC 

was calculated using formula (14) below: 

ITPC= |
1

N
∑ expi* ϕk

N

k=1

| (14) 

 

Where N is the number of trials and ϕk is the phase angle in radians of the 

datapoint in the current trial.  

 

5.2.8 Statistical Analysis 
For both the instantaneous amplitude and ITPC, timecourses were filtered 

according to the frequency of stimulation (11-13 Hz or 19-21 Hz) using a 

bandpass least-square linear-phase FIR filter with a filter order of 200. 

These timecourses were then statistically compared using a one-tailed 

Wilcoxon signed rank test at each timepoint as the data failed the 

Kolmogorov-Smirnov test for normality. Multiple comparisons were 

corrected for using the false discovery rate (FDR) of 0.05 (Benjamini & 

Hochberg, 1995; Benjamini & Yekutieli, 2001; Groppe, 2020). The same 

method was used to compare the timecourses following each pulse of 

rhythmic and arrhythmic stimulation for the evoked potential analysis. 

Post-hoc timecourse analysis was completed in the same manner but with 

a two-tailed test. All timecourse plots show the standard error of the mean 

(SEM) (Martínez-Cagigal, 2020).  

 

5.2.9 Sensory Evoked Potentials 
Rhythmic sensory evoked potentials would lead to an increase in 

instantaneous amplitude and ITPC during rhythmic stimulation, providing 

an alternative mechanism to entrainment (Thut, Veniero, et al., 2011). To 

investigate whether this was the case, we looked at whether there was a 

full oscillation at the frequency of stimulation associated with each pulse 

of the rhythmic stimulation train to determine whether entrainment had 

occurred. To do this the beamformed signal was filtered between 11-13 Hz 

for the 12 Hz stimulation trials and 19-21 Hz for the 20 Hz stimulation 

trials. The data following the pulse timings (83.3 ms for the 12 Hz trials 

and 50 ms for the 20 Hz trials) were averaged for each of the 10 pulses 
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across all trials for every subject, before being averaged across subjects. 

The same method was used to look at the broadband (1-48 Hz) signal 

following each pulse, to investigate whether there was a SEP associated 

with each MNS pulse. Data from 1 participant were not included in the 20 

Hz condition analysis due to a loss of data, meaning we were unable to 

determine which trials were deleted during preprocessing, and as such 

could not determine the pulse timings for the remaining trials. 

 

We then took the average broadband (1 – 48 Hz) data from the first pulse 

of the rhythmic trials and used this as a template SEP for each subject, as 

this should be equivalent to the SEP seen with a single pulse of MNS. This 

will have negated the possibility of pulses happening in quick succession 

in the arrhythmic trials. Using the fitlm MATLAB function (MATLAB R2019a, 

Mathworks, Natick, MA), we linearly modelled the averaged data for each 

pulse of the rhythmic and arrhythmic trials in each subject individually 

using their template SEP. We hypothesised that if the rhythmic response 

were due to entrainment rather than rhythmic SEPs then the adjusted R-

squared value would be significantly higher for the arrhythmic compared 

to the rhythmic pulses, as the model would explain more of the variance 

in the response. To compare the fit of the linear model we used a 

Friedman’s two-way ANOVA with rhythmic and arrhythmic as the 

conditions and pulses for every subject as paired repeats. A non-

parametric test was used as the data failed the Kolmogorov-Smirnov test 

for normality. 

 

To further investigate whether the effects were due to entrainment or 

rhythmic SEPs, we used empirical mode decomposition (EMD) to 

decompose the mean trial data for each participant, associated with pulses 

3-10 of the rhythmic 12Hz and 20Hz stimulation, into intrinsic mode 

functions (IMFs). Using the EMD python package (Quinn et al., 2021), we 

computed the IMFs. Then the ‘good’ oscillatory cycles, with an amplitude 

above 0.05, were identified. These cycles were then phase aligned and the 

phase-aligned instantaneous frequency was determined. The phase-

aligned instantaneous frequency was calculated for every IMF, for each 

subject in each condition, and then the IMF with the average instantaneous 
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frequency closest to the frequency of stimulation was selected. Finally, a 

one-sample t-test was performed at every point in the phase cycle to 

compare the phase-aligned instantaneous frequency from all the good 

cycles in that IMF to the stimulation frequency. If entrainment had 

occurred, we would expect a constant instantaneous frequency at the 

stimulation frequency across instantaneous phase, as is the case with 

sinusoidal oscillations. Browns method was used to combine the p-values 

to determine whether there was a significant difference overall for that 

subject (Poole et al., 2016). 

 

5.2.10 Individual frequency 
The individual alpha and beta frequency for each subject were calculated 

based on all the conditions together (12 Hz and 20 Hz, rhythmic and 

arrhythmic), using a 2 second window within the rest period between trials. 

The MATLAB periodogram function was used to determine which frequency 

was associated with the maximum power peak within the frequency band 

of interest. We investigated the relationship between the absolute distance 

in Hz from the individual frequency and the mean amplitude at the 

frequency of stimulation using a Spearman’s rank test, as the data failed 

the Kolmogorov-Smirnov test for normality. 

 

5.2.11 Voxel-based beamformer 
A LCMV beamformer was applied to the preprocessed data to allow 

comparison of the data in the active (20Hz [1s 1.45s]; 12Hz [1s 1.75s]) 

and passive (20Hz [0.54s 0.99s]; 12Hz [0.24s 0.99s]) windows, for 

rhythmic MNS at the frequency of stimulation (Van Veen et al., 1997). 

Beamformer weights were calculated for each voxel, to create a pseudo-

T-statistic map for each condition. Covariance was calculated for the entire 

experimental time window in a frequency window set according to the 

frequency of stimulation (19-21Hz and 11-13Hz) (Brookes et al., 2008). 

The covariance matrix of the filtered data was regularised using the 

Tikhonov method, with the regularisation parameter set at 4% of the 

maximum singular value. Individual maps were sampled on a 4mm grid of 

the subject’s anatomical scan. For the group average, individual maps 

were subsequently transformed to MNI coordinate space using FLIRT (M. 
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Jenkinson et al., 2012). The neural generator of the entrained oscillations 

was identified using the peak in the frequency band of interest on the 

pseudo-T-statistic map.  

 

5.3 Results 
All analyses were conducted on the contralateral (left) somatosensory 

cortex as defined by the AAL atlas. Results for similar analyses on the 

contralateral motor cortex can be found in Appendix D (Figure D.1 and 

Figure D.2). 
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5.3.1 Entrainment: Increase in Instantaneous Amplitude  

During the delivery of 10 rhythmic pulses at 12 Hz, the source of the 

increase in oscillatory amplitude at 12 Hz (Figure 5.2A) was the 

contralateral sensorimotor cortex. This increase was not evident during 

arrhythmic stimulation where a decrease in amplitude was seen bilaterally 

 

Figure 5.2. Localisation of the source of oscillatory changes at the frequency of 

interest compared to baseline.  

Oscillatory amplitude for 78 cortical regions of the AAL atlas during A) rhythmic 12 Hz MNS,  

B) arrhythmic 12 Hz MNS, C) rhythmic 20 Hz MNS and D) arrhythmic 20 Hz MNS. (N = 19, 

standard deviation of signal during active window (1-1.75 s for 12 Hz trials 1-1.45 s for 20 Hz 

trials) minus control window (0.24-0.99 s for 12 Hz trials and 0.54-0.99 s for 20 Hz trials)). 
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in the sensorimotor cortices (Figure 5.2B). Similarly, during the 20 Hz 

rhythmic condition the source of the increase in the oscillatory amplitude 

at 20 Hz (Figure 5.2C) was the contralateral sensorimotor cortex, which 

was not evident during arrhythmic stimulation at the same average 

frequency (Figure 5.2D). Therefore, the rest of our analysis will focus on 

the contralateral sensorimotor cortex.  

 

 

Figure 5.3. Relative amplitude in the contralateral somatosensory cortex.  

(A-C) Time frequency spectrograms of relative amplitude changes when 12 Hz MNS was delivered 

between 1 and 1.75 s in either a A) rhythmic or B) arrhythmic pattern with C) showing the difference 

in amplitude between the two conditions. (D-F) Time frequency spectrograms of relative amplitude 

changes when 20 Hz MNS was delivered between 1 and 1.45 s in a D) rhythmic E) arrhythmic pattern 

with F) showing the difference in amplitude between the two conditions. 
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Figure 5.4. Intra-subject comparison of average relative amplitude in the 
contralateral somatosensory cortex. 

A scatterplot contrasting the average relative amplitude across trials for subjects during 

rhythmic and arrhythmic patterns of A) 12 Hz (t=189, z=3.76, p=0.000084) and B) 20 

Hz stimulation (t=182, z=3.48, p=0.00025). 
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Evidence of rhythmic entrainment comes from the time frequency 

spectrograms where there was an initial broadband increase in amplitude 

associated with the first pulse (1 s) of both rhythmic (Figure 5.3A, Figure 

5.3D) and arrhythmic stimulation (Figure 5.3B, Figure 5.3E), which 

became specific to a narrowband around the frequency of stimulation 

during only rhythmic stimulation (Figure 5.3A, Figure 5.3D). This increase 

in amplitude returned to baseline shortly after the last pulse in the 

rhythmic condition. When the arrhythmic time frequency spectrogram is 

subtracted from the rhythmic time frequency spectrogram, it is evident 

that the difference between trials occurred only during the delivery of 

stimulation (Figure 5.3C, Figure 5.3F). The 12 Hz relative amplitude within 

the window of stimulation was significantly higher in the rhythmic condition 

compared to arrhythmic (p≤0.05 between 1093 and 1883 ms, FDR 

corrected). Similarly, the 20 Hz relative amplitude significantly increases 

within the window of stimulation in the rhythmic condition compared to 

arrhythmic (p≤0.05 between 1127 and 1557 ms, FDR corrected). As the 

arrhythmic condition involved pulses being delivered at different times 

during every trial, amplitude changes may have been averaged out during 

calculation of the time frequency spectrogram. Therefore, we calculated 

the average amplitude at the frequency of stimulation during the period 

that pulses were delivered for each trial before averaging across trials 

(Figure 5.4). This showed a significantly higher 20 Hz amplitude in the 

rhythmic compared to the arrhythmic condition (t=182, z=3.48, 

p<0.001). Analysis of the average amplitude across trials in the 12 Hz 

condition again showed significantly higher 12 Hz amplitude in the 

rhythmic condition (t=189, z=3.76, p<0.001).   
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5.3.2 Entrainment: Increase in Phase Coherence 

For both rhythmic and arrhythmic stimulation, there was an initial increase 

in ITPC across a wide range of frequencies (Figure 5.5). After the first 

stimulation pulse, this increase in ITPC was maintained in only the 

rhythmic condition and centred on the frequency of stimulation and its 

harmonics (Figure 5.5A, Figure 5.5D). The ITPC within the window of 

stimulation was significantly higher in the rhythmic condition compared to 

arrhythmic (12 Hz: p≤0.05 between 1047-1990 ms, FDR corrected) (20 

Hz: p<0.05 between 960-1700 ms and at 1703 ms, FDR corrected). 

 

Figure 5.5. Inter-trial phase coherence in the contralateral somatosensory cortex.  

(A-C) Time frequency spectrograms of ITPC when 12 Hz MNS was delivered between 1 and 1.75 s in 

A) rhythmic B) arrhythmic pattern with C) showing the difference in ITPC between the two conditions. 

(D-F) Time frequency spectrograms of ITPC when 20 Hz MNS was delivered between 1 and 1.45 s in 

a D) rhythmic E) arrhythmic pattern with F) showing the difference in ITPC between the two 

conditions. 
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5.3.3 Entrainment: Hemispheric Specificity 
To investigate whether the effect was hemisphere specific, as suggested 

by the results shown in Figure 5.2, we analysed the relative amplitude at 

the frequency of stimulation in the right and left somatosensory cortices 

during the rhythmic trials. The increase in relative amplitude during the 12 

Hz rhythmic stimulation (p≤0.05 between 1105 and 1842 ms, FDR 

corrected) and the subsequent rebound (p≤0.05 for 3715-3960 ms, 4397-

4405 ms and at 4417 ms, FDR corrected) was significantly higher in the 

left somatosensory cortex, which is contralateral to the stimulated arm. 

Similarly, the increase in amplitude in the left hemisphere during the 20 

Hz rhythmic stimulation was significantly higher (p≤0.05 between 1152-

1520 ms, FDR corrected), as was the subsequent rebound (p≤0.05 for 

1993-3165 ms, 3168-3173 ms, 3223-3373 ms, 3632-3637 ms, 3643-3867 

ms, 3875-3902 ms and 3968-4092 ms, FDR corrected). 

 

5.3.4 Sensory Evoked Potentials 
A possible explanation for the increase in instantaneous amplitude and 

ITPC seen during stimulation is that there was a SEP associated with each 

pulse of the MNS (Thut, Veniero, et al., 2011). Therefore, we investigated 

whether each rhythmic pulse was associated with a full oscillation at the 

frequency of stimulation and whether this could be explained by the 

filtering of an SEP (Figure 5.6). Each subplot contains the data following 

the pulse timings in each condition for a complete oscillation at the 

frequency of stimulation meaning a timeframe of 83.3 ms was used for the 

12 Hz trials and 50 ms for the 20 Hz trials. As is evident in the frequency 

filtered data, a full oscillatory cycle was associated with each pulse of both 

the rhythmic and arrhythmic trains (Figure 5.6A, Figure 5.6C). However, 

this is less clear in the broadband 1-48 Hz data with a SEP being associated 

with the first pulse of the train (Figure 5.6B, Figure 5.6D). In Figure 5.6A 

and Figure 5.6C the timings were shifted by 20 ms to account for the 

approximate time it would take for the afferent volley to reach the cortex. 

The data in Figure 5.6B and Figure 5.6D were not shifted and the negative 

deflection at ~20 ms (N20 peak) reflects when the signal arrived in the 

primary somatosensory cortex (Passmore et al., 2014). 
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Figure 5.6. Evoked components in the contralateral somatosensory cortex 

A) The 12 Hz oscillatory response to each pulse of the rhythmic and arrhythmic 12 Hz MNS.  

B) The broadband (1-48 Hz) signal following each pulse of the rhythmic and arrhythmic 12 

Hz MNS.  

C) The 20 Hz oscillatory response to each pulse of the rhythmic and arrhythmic 20 Hz MNS.  

D) The broadband (1-48 Hz) signal following each pulse of the rhythmic and arrhythmic 20 

Hz MNS. A black line along the x-axis marks timepoints where a significant difference 

(p≤0.05) is seen (FDR corrected). 
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To determine whether these effects were indeed due to entrainment rather 

than SEPs, we linearly modelled the responses to each pulse in each 

participant using the SEP associated with the first pulse of rhythmic 

stimulation as the template. Following the first pulse of stimulation the 

variability explained by the model decreased for both rhythmic and 

arrhythmic conditions (Figure 5.7). However, the variability explained in 

the arrhythmic trials was significantly higher than the rhythmic trials (12 

 

Figure 5.7. Model fit when using a subject-specific template sensory evoked 
potential at each pulse. 

A figure showing the average adjusted R-squared values for each pulse of A) 12 Hz and B) 

20 Hz stimulation with error bars showing the SEM. 
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Hz: χ 2(1) = 80.7, p < 0.001; 20 Hz:  χ 2(1) = 11.58, p < 0.001). Examples 

of individual subject fits can be found in Appendix D (Figure D.3 and Figure 

D.4). 

 

To further investigate these entrainment effects, we used EMD to 

decompose our data into IMFs. After selection of our frequency specific 

IMF, we compared the phase-aligned instantaneous frequency to the 

stimulation frequency at each phase of the oscillatory cycle. For the 12Hz 

rhythmic stimulation 15 out of the 19 subjects did not have an 

instantaneous frequency that was significantly different to 12 Hz (p>0.05), 

suggesting entrainment had occurred. For the 20Hz rhythmic trials, 5 

subjects were excluded due to them having fewer than 2 ‘good’ oscillatory 

cycles. Out of the 13 subjects included in the analysis 10 subjects did not 

have an instantaneous frequency that was significantly different to 20 Hz 

(p>0.05), suggesting entrainment occurred for those subjects. 

 

5.3.5 Post-hoc Analyses 
Due to the evidence of aftereffects seen in the paper by Morera and 

colleagues (Morera Maiquez, Sigurdsson, et al., 2020), we also 

investigated the mu-alpha (8-12 Hz) and beta (13-30 Hz) frequency band 

effects following both 12 Hz and 20 Hz stimulation. The only significant 

effect was in the mu-alpha (8-12 Hz) band during 20 Hz arrhythmic 

stimulation compared to rhythmic stimulation, indicating a greater degree 

of suppression in the rhythmic trials compared with the relative increase 

in mu-alpha instantaneous amplitude during 20 Hz arrhythmic stimulation 

as seen in Figure 5.3(D-F) (p≤0.05 for 1123-1353 ms and 1387-1487 ms, 

FDR corrected). There were no significant differences in the aftereffects of 

rhythmic and arrhythmic stimulation. 

 

For completeness, we investigated the association between the absolute 

difference in individual frequencies from the stimulation frequency and the 

average amplitude at the frequency of stimulation (Figure 5.4). Individual 

frequencies were calculated using 2 s of data from the rest period between 

stimulation trains from all conditions (rhythmic and arrhythmic, 12 Hz and 

20 Hz stimulation). The individual alpha frequency was 9.65 Hz ± 0.31 
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(mean ± SEM) (range: 8.00 – 12.00 Hz), while the individual beta 

frequency was 17.73 Hz ± 0.77 (mean ± SEM) (range: 13.00 – 25.20 Hz). 

There was no significant correlation between the difference from individual 

alpha frequency and the amplitude at 12 Hz during 12 Hz rhythmic 

stimulation (rs=0.1116, p= 0.6492, N=19) nor the difference from 

individual beta frequency and the amplitude at 20 Hz during 20 Hz 

rhythmic stimulation (rs=-0.0939, p= 0.7021, N=19). 

 

As the beneficial effects of rhythmic MNS on tics were not restricted to the 

stimulated limb, as demonstrated in a recent paper by Morera and 

colleagues, we decided to investigate the spread of the effect using a voxel 

LCMV beamformer (Morera Maiquez, Sigurdsson, et al., 2020). This 

revealed that the source location of the amplitude increase during rhythmic 

stimulation was in the contralateral sensorimotor hand region (Figure 5.8). 

 

 

5.4 Discussion 
We investigated whether rhythmic MNS could be used to entrain 

oscillations at frequencies associated with sensorimotor inhibition, mu-

alpha (12 Hz) and beta (20 Hz). Our results demonstrate that rhythmic 12 

 

Figure 5.8. Pseudo-T-statistical map  

A figure showing the average location of the amplitude increase during rhythmic 

stimulation at 12Hz (left) and 20Hz (right) localises to the contralateral sensorimotor 

hand region (MNI space) (neurological orientation). 
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Hz stimulation resulted in an increase in the relative amplitude and ITPC 

at 12 Hz for the duration of the stimulation in the contralateral 

somatosensory cortex. Both findings can be split into two segments: 1) an 

increase in both amplitude and ITPC across a broad range of frequencies 

for the first pulse in both the rhythmic and arrhythmic trials; 2) an increase 

specific to the frequency of stimulation for the remainder of the pulse train, 

which was only seen in the rhythmic condition. We also show that for 12 

Hz MNS, a template SEP fit the response to arrhythmic pulses significantly 

better than the response to rhythmic pulses in individual subjects. These 

effects were replicated in the 20 Hz condition. These results, and the 

evidence they provide as to whether MNS can entrain neuronal oscillations, 

are discussed below. 

 

5.4.1 Steady-State Evoked Response 
Thut et al., 2011 previously showed that ~10 Hz TMS caused an initial 

broadband increase in amplitude in both the rhythmic and arrhythmic 

stimulation conditions, before progressive entrainment was seen in the 

rhythmic condition (Thut, Veniero, et al., 2011). The authors proposed that 

the delivery of the first few pulses may have resulted in phase resetting of 

neural generators within the cortex whose frequencies of oscillation varied 

across a broad range of frequency bands (Thut, Veniero, et al., 2011). 

Therefore, phase resetting of these oscillators could have resulted in the 

initial broadband increase in amplitude. The subsequent pulses however 

will have only occurred in phase with generators oscillating in the alpha 

band leading to progressive synchronisation of oscillations at this 

frequency (Thut, Veniero, et al., 2011).  

 

Here we show that MNS causes an initial broadband increase in relative 

amplitude, suggesting that peripheral stimulation triggers an initial phase 

reset of the neural generators within the contralateral somatosensory 

cortex regardless of the pattern of stimulation. In line with the theory of 

entrainment we see that the remainder of the rhythmic pulses cause a 

frequency specific increase in amplitude. This is also mirrored in the ITPC 

results, where the initial broadband increase aligns with the theory that 

numerous neural generators phase reset resulting in phase coherence 
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across trials. As the remaining rhythmic pulses are associated with an 

increased ITPC in the stimulated frequency band (and its harmonics) this 

shows that oscillations across trials are relatively more in phase during the 

stimulation suggesting synchronisation with the pulses of MNS. These 

findings are consistent with previous reports of a frequency specific 

increase in EEG power and ITPC during 12 and 19 Hz MNS (Morera 

Maiquez, Jackson, et al., 2020; Morera Maiquez, Sigurdsson, et al., 2020). 

However, one central issue in concluding that a rhythmic oscillatory 

response to a rhythmic stimulus is neural entrainment is whether the same 

data could be explained by rhythmic evoked potentials (For in-depth 

review please see (Thut, Schyns, et al., 2011; Zoefel et al., 2018)). If we 

deliver a stimulus at 12 Hz it is expected that we would see a response 12 

times a second (Zoefel et al., 2018). An investigation of this possibility by 

Capilla and colleagues showed that the oscillatory response seen during 

rhythmic stimulus presentation can be modelled through linear 

superposition of evoked potentials, which casts doubt on the explanation 

of entrainment (Capilla et al., 2011). As both responses are expected to 

repeat at the same frequency, this makes it difficult to determine whether 

there is underlying entrainment (Zoefel et al., 2018). Furthermore, we 

would expect oscillations to continue after stimulation if entrainment had 

taken place (Thut, Schyns, et al., 2011; Zoefel et al., 2018). During 

entrainment oscillators become phase-aligned to the external source and, 

as phase is a free parameter, any change in phase alignment should only 

occur if the system is perturbed (Pikovsky et al., 2003). Here, we see a 

short-lived continuation of the increase in amplitude after the last pulse of 

MNS, but this could be due to an evoked potential associated with this last 

pulse. 

 

Fitting a subject specific SEP template to each pulse demonstrated that at 

the individual subject level the model was significantly better at explaining 

the variability in the arrhythmic response compared to the rhythmic 

response. Also, for most subjects the phase-aligned instantaneous 

frequency of the selected IMF was not significantly different from the 

stimulation frequency. These results suggest that entrainment occurred. 

Furthermore, we demonstrated that the difference between the stimulation 
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frequency and the individual frequency was not associated with the 

amplitude of the response seen at the stimulation frequency. This 

contrasts with previous evidence that suggests that entrainment is 

strongest when delivered at the individual’s preferred frequency (Romei et 

al., 2016). Preferred frequencies are usually identified during a separate 

experiment prior to intervention with NIBS to ensure there are no 

carryover effects from the stimulation. Therefore, the effect of distance of 

stimulation frequency from the individual’s preferred frequency should be 

further investigated. The use of 12 Hz here rather than 10 Hz, which is the 

average alpha frequency, may have made it more difficult to induce 

entrainment effects, as the oscillatory frequency is more likely to be further 

from the individual alpha frequency. As 10 Hz MNS would be more tolerable 

compared with 20 Hz stimulation, the entrainment, and the long-term 

behavioural effects of this frequency of stimulation should also be 

explored. 

 

Both evoked potentials and entrained oscillations are generated by 

synchronous firing of neuronal populations within the contralateral 

somatosensory cortex meaning these neurons are engaged in processing 

of the afferent input. As both 12 and 20 Hz stimulation have been shown 

to slow movement (Joundi et al., 2012; Morera Maiquez, Sigurdsson, et 

al., 2020; Pogosyan et al., 2009), we would expect no difference in the 

online behavioural effects of these stimulation frequencies. Recent 

research has already demonstrated the possibility that rhythmic 10 Hz 

MNS could be therapeutically beneficial in reducing tic frequency in 

Tourette syndrome patients (Morera Maiquez, Sigurdsson, et al., 2020). It 

is thought that there is a high level of ‘sensorimotor noise’ associated with 

the occurrence of tics in TS leading to a difficulty in discriminating between 

the signals preceding voluntary and involuntary movement (Ganos et al., 

2015). Increasing synchronised firing of neuronal populations within the 

sensorimotor cortex through MNS may lead to a decrease in this noise. 

Alternatively, it is known that ~20 ms following median nerve stimulation 

there is a decrease in the amplitude of MEPs elicited by a TMS pulse to the 

contralateral motor cortex in a process known as short afferent inhibition 

(Tokimura et al., 2000). As there is thought to be a deficit in this form of 
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inhibition in Tourette syndrome patients it could be that continuous MNS 

compensates for this deficit and aids in the inhibition of tics and urges 

(Morera Maiquez, Sigurdsson, et al., 2020; Orth et al., 2005; Orth & 

Rothwell, 2009). It is therefore of interest as to whether arrhythmic 

stimulation also reduces the frequency of tics i.e., is the beneficial effect 

due to short afferent inhibition and/or a decrease in sensorimotor noise or 

is the rhythmicity of the stimulation important (Morera Maiquez, 

Sigurdsson, et al., 2020).   

 

5.4.2 Aftereffects of Rhythmic Stimulation 
The observance of a desynchronisation and rebound of sensorimotor 

oscillations following MNS trains is typical of that seen following one pulse 

of MNS (Pfurtscheller, 1981). The only significant difference in the effect 

seen here was a lower relative amplitude in the 8-12 Hz band during 20 

Hz rhythmic stimulation compared to arrhythmic. We found no difference 

in aftereffects. This contrasts with recent findings which indicated that 

there was greater mu-alpha and beta desynchronization and increased 

beta rebound following 19 Hz arrhythmic stimulation (Morera Maiquez, 

Jackson, et al., 2020). On inspection of the data reported by Morera and 

colleagues, there is a short period of increased mu-alpha suppression 

towards the end of the stimulus train and for a short time following 

rhythmic stimulation, similar to what is seen in our data. This suggests 

that the typical mu-alpha band desynchronization seen during movement 

is maintained to a degree in the rhythmic condition. We hypothesise that 

the opposite effect of a synchronisation of mu-alpha oscillations during 

arrhythmic stimulation stems from the stimulation frequency containing 

components at both lower and higher frequencies to achieve an average 

frequency of 20 Hz. However, further findings by the same authors also 

describe greater beta desynchronization and increased beta rebound 

following 12 Hz arrhythmic stimulation (Morera Maiquez, Sigurdsson, et 

al., 2020). A potential factor for the difference in aftereffects seen is the 

subjective nature of the visible thumb twitch which may have led to 

participants in one study to experience higher intensities of stimulation. 

Ultimately further investigation into the aftereffects of rhythmic versus 

arrhythmic MNS is required. If possible future studies should ideally use 
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an objective method of thresholding, for example, through measurement 

of MEPs as is common practice with TMS.  

 

5.4.3 Conclusion 
To conclude, the evidence from this research suggests that endogenous 

oscillations within the somatosensory cortex can be entrained by 12 and 

20 Hz rhythmic MNS. The behavioural effects of rhythmic peripheral nerve 

stimulation which have been demonstrated by Morera and colleagues are 

clinically important, however a better understanding of how these 

behavioural effects are produced is vital for fine-tuning their development 

as a therapeutic technique (Morera Maiquez, Sigurdsson, et al., 2020).  
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Chapter 6: Investigating neuro-
metabolite changes in response to 

median nerve stimulation 
 

6.1 Introduction 
The previous chapter of this thesis (Chapter 5) demonstrated that rhythmic 

MNS, at 12 and 20Hz, resulted in an increase in both amplitude and phase 

synchronisation of oscillations, which was specific to the frequency of 

stimulation (Houlgreave et al., 2022; Morera Maiquez, Sigurdsson, et al., 

2020). This modulation was restricted to the contralateral sensorimotor 

cortex and was not seen during arrhythmic stimulation (Houlgreave et al., 

2022; Morera Maiquez, Sigurdsson, et al., 2020). This mechanism is of 

therapeutic interest as compared to periods of no stimulation, rhythmic 

application of 10Hz MNS has been shown to cause a substantial reduction 

in tic frequency in individuals with Tourette Syndrome (Morera Maiquez, 

Sigurdsson, et al., 2020).  In contrast to TMS, MNS offers a relatively 

cheap and simple approach to modulating activity arising in sensorimotor 

regions which could easily be adapted into a therapeutic device for use at 

home for conditions, such as Tourette Syndrome, which are characterised 

by dysregulation within sensorimotor systems. 

 

fMRI studies have shown that both unilateral movements and rhythmic 

MNS result in activation of cortical sensorimotor regions. During unilateral 

movements, there is activation in the contralateral sensorimotor cortex 

and deactivation of the ipsilateral sensorimotor cortex (Allison et al., 

2000). Similarly, MNS at low frequencies (0.5-4Hz) causes activation of 

the contralateral primary sensory cortex, bilateral secondary sensory 

cortex, and the bilateral insula (Backes et al., 2000; Ferretti et al., 2007; 

Manganotti et al., 2009). Furthermore, this primary somatosensory cortex 

(S1) activation has been shown to increase with stimulation frequency, 

although this increase plateaus at 10Hz (Ferretti et al., 2007; Kampe et 

al., 2000; Manganotti et al., 2009). 

 

Chen and colleagues used an fMRI localiser task to identify a voxel located 

in the motor cortex which was activated by a simple hand-clenching task 
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(C. Chen et al., 2017). Then using functional magnetic resonance 

spectroscopy (fMRS), they demonstrated a significant increase in Glu and 

glutamine in the voxel during the same task (C. Chen et al., 2017). Other 

fMRS studies have reported similar increases in Glu during motor tasks 

(Schaller et al., 2014; Volovyk & Tal, 2020). Meanwhile a significant 

decrease in GABA was reported (C. Chen et al., 2017). GABA is the main 

inhibitory neurotransmitter, however at any timepoint, the majority of 

GABA in the brain forms a metabolic pool while the minority is 

neurotransmitter (Rae, 2014). Therefore, MRS-GABA likely reflects tonic 

rather than phasic inhibition (Rae, 2014; Stagg, Bestmann, et al., 2011). 

On the other hand, glutamate is the main excitatory neurotransmitter, and 

a novel simultaneous fMRS/fMRI experiment has shown that MRS-Glu and 

fMRI-BOLD activation are significantly correlated over time (Ip et al., 

2017). Therefore, MRS-Glu increases could reflect increases in 

glutamatergic neuronal firing (Ip et al., 2017). 

 

fMRS is a powerful approach which allows non-invasive in vivo 

quantification of neurometabolites. Recent studies at ultra-high field (7T) 

in the visual (Boillat et al., 2020; Ip et al., 2017) and motor (C. Chen et 

al., 2017; Kolasinski et al., 2019) cortex have demonstrated the ability of 

fMRS to detect task related changes in metabolites such as Glu and GABA. 

With ultra-high field MRS, there is a higher SNR and the overlap between 

metabolites is lessened due to reduced peak widths meaning they are 

easier to quantify (Puts & Edden, 2012). This is useful for this study as we 

are interested in Glu and so the ability to separate its contribution from 

glutamine is important. Furthermore, as GABA is present in relatively low 

concentrations the higher SNR will aid in its quantification, as will the use 

of a GABA-edited sequence (Puts & Edden, 2012). 

 

In this study we aimed to better understand the impact of repetitive MNS 

in healthy adults as a bridge to enhancing our knowledge into the 

therapeutic potential of MNS. While rhythmic MNS has been shown to 

influence oscillatory activity, we know little about its effects of neuro-

metabolites, such as GABA and Glu. Given the neurometabolic changes 

associated with sensorimotor activation during movement (C. Chen et al., 
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2017), we hypothesise that rhythmic and arrhythmic MNS at 10Hz may 

lead to an increase in Glu and a decrease in GABA concentration. This study 

aims to test this hypothesis using ultra-high field fMRS. 

 

6.2 Methods 

6.2.1 Participants 

Seventeen healthy, unmedicated adults were recruited for this study. Two 

participants were excluded prior to data collection; one due to mild 

claustrophobia/nausea whilst in the scanner and another due to an inability 

to produce a sufficient muscle twitch using a comfortable MNS intensity. 

The remaining sample of 15 participants completed two scanning sessions 

in a counterbalanced order. These sessions were spaced by 10±8 days and 

the timing of the session held constant (i.e., if the first session was 

conducted in the morning so was the second) for all but one participant 

due to a change in availability. All participants were deemed right-handed 

using the Edinburgh Handedness inventory (Oldfield, 1971); mean 

participant age was 27±5 years and 8 were female.  Participant 

demographics can be seen in Table 1. The study received ethical approval 

through the University of Nottingham School of Psychology committee.  

 

Table 6.1. Participant demographics for rhythmic and arrhythmic 

conditions.  

 N Sex  
(m/f) 

Age  
(years) 

MNS 
intensity 

(mA) 

Difference in 
intensity 

between 
sessions (mA) 

Rhythmic 15 7/8 27.5±4.8 11.3±2.1 0.3±2.3 

Arrhythmic 15 7/8 27.5±4.8 11.4±3.0 
Note – counterbalanced within subject design used. Data are presented as mean 

value ± sd. 
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6.2.2 MNS Stimulation paradigm 

Stimulation was delivered to the right median nerve using a Digitimer 

constant current stimulator model DS7A (Digitimer Ltd, UK). The 

maximum compliance voltage (Vmax) was set to 400V, and the pulse width 

was 0.2ms. The stimulation threshold for each participant was determined 

to be the minimum intensity which induced a visible thumb twitch (Table 

6.1). During the stimulation blocks, which lasted 500s, stimulation was 

delivered at 10Hz for 1s followed by 2s of no stimulation (MATLAB R2017a, 

Mathworks, Natick, MA). Stimulation was not delivered constantly for the 

500s to ensure participant comfort. The three stimulation blocks were 

interspersed with blocks of no stimulation lasting 200s. Each participant 

completed one session of rhythmic stimulation and one of arrhythmic 

stimulation. The arrhythmic session was used to investigate whether 

similar neurometabolic changes occurred when stimulation had a random 

interpulse interval but the same average frequency (minimum interpulse 

interval of 0.01s) (Figure 6.1).  

 

 Figure 6.1. A diagram demonstrating both the trial setup and the stimulation 

paradigm. 
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6.2.3 MR acquisitions 

The MRI data were acquired using a Philips 7T Achieva MRI scanner (Philips 

Healthcare, Best, The Netherlands) with a 32-channel radio frequency 

head coil situated in the Sir Peter Mansfield Imaging Centre, Nottingham 

UK. A pair of prism glasses were used to allow participants to view a nature 

documentary displayed on a screen outside of the scanner bore. 

T1-weighted anatomical images were acquired using a MPRAGE sequence 

(TR/TE/TI=7.3/3.4/999.79ms, FA=8o, FOV=256×256×180mm3, isotropic 

resolution=1mm3) for tissue segmentation (using SPM12) and planning of 

the MRS voxel. 1H MRS data were acquired from a voxel of interest 

(30×30×30mm3) placed over the contralateral hand area (Figure 6.2) 

using a MEGA sLASER sequence optimised for GABA (TR/TE=4640/72ms, 

spectral width = 4kHz). Water suppression was achieved using VAPOR 

(variable pulse power and optimised relaxation delay) (Tkáč et al., 1999). 

B0 shimming was accomplished using a vendor-provided second-order 

projection-based method. 

 

Figure 6.2. MRS voxel (30×30×30mm3) overlaps for the rhythmic and arrhythmic 
sessions centred on the hand knob of the contralateral sensorimotor cortex. 

Colourbars signify the number of subjects. 
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Three consecutive MRS scans were performed during each experimental 

session. The MEGA sLASER parameters were identical for each, except for 

number of signals averaged and hence total scan time. Pre and post MNS 

scans occurred without stimulation and lasted approximately 5mins 20s 

and consisted of 64 averages consisting of on/off pairs. Scans taken during 

MNS in both the rhythmic and arrhythmic conditions lasted approximately 

32mins 5s and consisted of a total of 410 averages consisting of on/off 

pairs. For two participants in one session, the voxel was replanned using 

a new MPRAGE following the pre-stimulation baseline due to movement at 

the beginning of the stimulation block. 

 

6.3 Data analysis 
The raw spectral data were processed using an in-house MATLAB script 

(available at https://github.com/aberrington/specReg) (MATLAB R2020a, 

Mathworks, Natick, MA). First, the raw data were coil combined and eddy 

current corrected before being split into ON (GABA editing) and OFF (no 

GABA editing) spectra. A template for spectral registration was defined as 

the mean of the OFF spectra for that participant. This template was used 

for spectral registration of the free induction decay (FID) data (Near et al., 

2015). Spectra were rejected if the mean square error around the Choline 

(Cho) peak differed from the mean by more than 3 standard deviations. 

The aligned ON and OFF spectra were then subtracted to create a GABA 

difference spectrum. 

 

For the fMRS stimulation scan, a block-wise averaging method was used 

with a block size of 54 pairs for the stimulation blocks and 21 pairs for the 

rest blocks. We obtained 5 datapoints for each subject session with one 

datapoint per block. For the pre- and post-stimulation scans we obtained 

1 datapoint for each, consisting of 64 averages. 

 

The GABA difference (edited on-off spectra) and off spectra were fitted in 

LCModel (Provencher, 2001). Shaped refocusing pulse information with 

interpulse timings and customised 2D density matrix simulations were 

utilised to generate metabolite basis spectra (Govind et al., 2015; Tkáč, 

https://github.com/aberrington/specReg
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2008). The LCModel nobase control parameter was set to false to enable 

baseline fitting. The spectral range was set to 1.8-4.2ppm. The tCr and 

Glu concentrations were quantified using the LCModel output for the OFF 

spectra, while GABA was quantified using the difference spectra. 

Concentrations are presented as a ratio relative to tCr. Participants would 

have been excluded if the SNR of NAA (N-acetylaspartate) was less than 

40 or if the linewidth of unsuppressed water was greater than 15Hz (0.05 

ppm). The SNR was calculated using the FID-A MRS toolbox 

(https://github.com/CIC-methods/FID-A) (Simpson et al., 2017). One 

participant was excluded due to having noisy spectra (Female, 37 years, 

right-handed, 11.5 mA intensity for both conditions). 

 

6.3.1 Statistical analysis 
Changes in ratios were calculated with respect to the pre-stimulation 

baseline for that session. Bayesian one-sided paired sample T-tests were 

used to compare the pre-stimulation baseline with the stimulation blocks 

and post-stimulation block. Bayesian two-sided paired sample T-tests were 

used to compare the differences from the pre-stimulation baseline between 

the rhythmic and arrhythmic stimulation conditions. All statistical analyses 

were performed using JASP (JASP Team, 2022). A Bayes Factor of BF10 

was used with a default Cauchy prior width of 0.707 due to there not being 

enough knowledge to inform the choice of a prior (Ly et al., 2020; Rouder 

et al., 2012). Following the analysis, a Bayes factor robustness check was 

carried out to ensure the Bayes factor was robust to a change in the prior. 

Where data failed the assumption of normality, a Bayesian Wilcoxon 

signed-rank test was used. 

 

 

 

 

 

 

 

 

 

https://github.com/CIC-methods/FID-A
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6.4 Results 
 

Table 6.2. Data quality metrics for all scans in the rhythmic and 

arrhythmic conditions (N=14).   

Data are presented as mean value ± sd. SNR, signal-to-noise ratio; NAA, N-

acetylaspartate; GABA, γ-aminobutyric acid; CRLB, Cramér–Rao lower bound; 

Glu, glutamate. 

 

 

The data quality metrics of the MRS data including SNR, unsuppressed 

water linewidth and Cramér–Rao lower bounds (CRLBs) for Glu and GABA 

can be seen in Table 6.2. The low linewidth of the water peak implies that 

good shimming was achieved, and the high SNR suggests that the spectra 

fits were reliable. Figure 6.3 shows the quality of both the GABA and 

glutamate LCModel spectra fit at the individual-level, from a representative 

subject, and at the group-level during the fMRS stimulation blocks. To 

check that we could reliably fit glutamine from glutamate, we ensured that 

the pair-wise correlation coefficient for all scans was greater than -0.5.  

 

Figure 6.2 shows reliable positioning of the MRS voxel over the 

contralateral hand area for both stimulation sessions. This voxel was 

composed of 67 ± 3% white matter (WM), 29 ± 3% grey matter (GM) and 

4 ± 2% cerebrospinal fluid (CSF). Paired samples t-tests confirmed that 

there were no significant differences in voxel composition for WM, GM or 

CSF between rhythmic and arrhythmic sessions (all p > 0.2). 

 Rhythmic 
baseline 

Rhythmic 
post-

stimulation 

Rhythmic 
stimulation 

Arrhythmic 
baseline 

Arrhythmic 
post-

stimulation 

Arrhythmic 
stimulation 

Linewidth of 
unsuppressed 
water peak 
(Hz) 

11.1 ± 1.0 11.2 ± 0.9 10.9 ± 0.9 11.0 ± 1.4 11.3 ± 1.2 11.0 ± 1.0 

SNR of NAA 281.8 ± 41.2 274.0 ± 35.4 693.7 ± 86.5 273.5 ± 51.5 259.4 ± 47.5 659.3 ± 
114.0 

GABA CRLB 
(%) 

7.9 ± 2.3 7.9 ± 1.9 7.3 ± 1.3 7.8 ± 1.5 7.6 ± 1.6 7.6 ± 1.9 

Glu CRLB (%) 3.4 ± 0.5 3.5 ± 0.5 3.4 ± 0.5 3.4 ± 0.6 3.4 ± 0.5 3.4 ± 0.5 
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Table 6.3. Concentration ratios for GABA/tCR and Glu/tCR for the different 

timepoints in the rhythmic condition.  

The change in this ratio from the pre-stimulation baseline are reported as both 

absolute change (abs) and percentage change (%). Data are presented as mean 

value ± sd. N = 14. 

 Change during 

stimulation 

 Change during 

rest 

 Change post-

stimulation 

 Baseline Stimulation Abs % Rest Abs % Post Abs % 

Glu 

/tCR 

0.77 

±0.08 

0.78 

±0.06 

0.01 

± 

0.03 

1.36 

± 4.67 

0.79 

± 

0.07 

0.02 

± 

0.04 

2.18 

± 4.86 

0.78 

± 

0.07 

0.00 

± 

0.03 

0.80 

± 4.51 

GABA 

/tCR 

0.08 

±0.01 

0.08 

±0.01 

0.00 

± 

0.02 

-0.25 

± 

23.51 

0.09 

± 

0.01 

0.01 

± 

0.02 

13.75 

± 

32.98 

0.08 

± 

0.02 

0.00 

± 

0.02 

1.34 

± 

28.12 

 

Figure 6.3. Example spectra from an individual subject session (left) and the group 
average (right) showing the average spectra from the fMRS stimulation scan (orange) 
and the average LCModel fit (N = 14) (pink dashed line). (*GABA spectra were plotted 

based on the difference spectra). 
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Table 6.4. Concentration ratios for GABA/tCR and Glu/tCR for the different 

timepoints in the arrhythmic condition.  

The change in this ratio from the pre-stimulation baseline are reported as both 

absolute change (abs) and percentage change (%). Data are presented as mean 

value ± sd. N = 14. 

 

 

Figure 6.4 shows the mean percentage change in metabolite levels from 

the pre-stimulation baseline, during the stimulation and post-stimulation 

blocks, for both the rhythmic and arrhythmic sessions. The GABA/tCR and 

Glu/tCR concentration ratios for the rhythmic and arrhythmic sessions are 

presented in Table 6.3 and Table 6.4, respectively.  

 Change during 

stimulation 

 Change during 

rest 

 Change post-

stimulation 

 Baseline Stimulation Abs % Rest Abs % Post Abs % 

Glu 

/tCR 

0.81 

±0.08 

0.81 

±0.10 

0.00 

±0.0

5 

-0.25 

±5.80 

0.82 

±0.0

9 

0.01 

±0.0

4 

1.23 

±4.92 

0.81 

±0.0

9 

0.00 

±0.0

3 

0.34 

±3.71 

GABA/

tCR 

0.08 

±0.01 

0.08 

±0.01 

0.00 

±0.0

1 

-2.48 

±14.50 

0.08 

±0.0

1 

0.00 

±0.0

1 

5.19 

±16.40 

0.08 

±0.0

2 

0.00 

±0.0

2 

5.22 

±22.38 
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Figure 6.4. The mean change from the pre-stimulation baseline in Glutamate (A) and 
GABA (B) for both the rhythmic (blue) and arrhythmic (orange) conditions (N = 14). The 

error bars represent the standard deviation. 
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The use of Bayesian paired T-tests allowed us to determine whether there 

was evidence to support our hypothesis, that GABA would decrease and 

Glu would increase during MNS compared to the pre-stimulation baseline. 

BF10 values above 1 suggest that there is evidence to support the 

alternative hypothesis (H1) while in contrast, values below 1 suggest that 

there is evidence to support the null hypothesis (H0). Our analysis 

demonstrated that there is anecdotal evidence (1 < BF10 < 3) that rhythmic 

stimulation caused an increase in glutamate compared to baseline in the 

first (BF10 = 2.388, median effect size = -0.464) stimulation and rest (BF10 

= 1.867, median effect size = -0.427) fMRS blocks (Table 6.5). There was 

also anecdotal evidence for an increase in glutamate during the first rest 

block (BF10 = 1.634, median effect size = -0.407) for the arrhythmic 

condition (Table 6.5). For both rhythmic and arrhythmic stimulation, the 

evidence against our hypothesis, that stimulation would cause a decrease 

in GABA compared to baseline, ranged from anecdotal to moderate (1/10 

< BF10 < 1) (Table 6.6). When comparing the difference-from-baseline 

measures for the rhythmic and arrhythmic stimulation conditions, we 

found evidence to suggest that there is no difference in the effect of 

rhythmic and arrhythmic stimulation on Glu or GABA concentrations within 

the sensorimotor hand area (Table 6.7). 

 

 

 

Table 6.5.  Bayes factors (BF10) for the comparison of Glu/tCr 
concentrations between fMRS blocks in the rhythmic and arrhythmic 

conditions and the pre-stimulation baseline (N = 14).  

BF10 Stimulation 
1 

Rest 1 Stimulation 
2 

Rest 2 Stimulation 
3 

Post-
stimulation 

Rhy 2.388* 1.867* 0.453ǂ 0.988ǂ 0.358ǂ 0.429ǂ 

Arr 0.261ǂǂ 1.634* 0.333ǂ 0.300ǂǂ 0.135ǂǂ 0.352ǂ 
Rhy, rhythmic; Arr, arrhythmic; *, anecdotal evidence for H1; ǂ, anecdotal 

evidence for H0; ǂǂ, moderate evidence for H0. 
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Table 6.6.  Bayes factors (BF10) for the comparison of GABA/tCr 
concentrations between fMRS blocks in the rhythmic and arrhythmic 

conditions and the pre-stimulation baseline (N = 14).  

Rhy, rhythmic; Arr, arrhythmic; ǂ, Anecdotal evidence for H0; ǂǂ, moderate 

evidence for H0. 

 

 

 

Table 6.7.  Bayes factors (BF10) for the comparison of the difference-from-

baseline measures for the rhythmic and arrhythmic conditions (N = 14).  

 

 

 

 

 

 

ǂ, anecdotal evidence for H0; ǂǂ, moderate evidence for H0. 

 

6.5 Discussion 
This fMRS study investigated the effects of rhythmic and arrhythmic MNS 

on neuro-metabolite concentrations in the contralateral sensorimotor 

cortex. We found that rhythmic, but not arrhythmic, MNS caused an initial 

increase in Glu. However, during the first rest block for both conditions 

there was an increase in Glu compared to baseline. Previous studies 

involving a motor task have also reported increases in Glu (C. Chen et al., 

2017; Schaller et al., 2014; Volovyk & Tal, 2020). Conversely, neither 

stimulation condition effected the GABA concentration. Our results contrast 

with Chen et al. (2017), where a decrease in GABA was reported during a 

hand clenching task. However, changes in GABA have not been reliably 

reported. Another hand clenching task at 3T rather than 7T, reported an 

increase in Glu but no change in GABA (Volovyk & Tal, 2020). Furthermore, 

a pre-clinical study demonstrated an increase in Glu but no change in GABA 

in the contralateral S1 of mice during electrical hind paw stimulation 

BF10 Stimulation 
1 

Rest 1 Stimulation 
2 

Rest 2 Stimulation 
3 

Post-
stimulation 

Rhy 0.652ǂ 0.110ǂǂ 0.301ǂǂ 0.138ǂǂ 0.565ǂ 0.354ǂ 
Arr 0.961ǂ 0.259ǂǂ 0.585ǂ 0.106ǂǂ 0.464ǂ 0.169ǂǂ 

Rhythmic vs 
Arrhythmic 

BF10 Glu BF10 GABA 

Stimulation block 1 0.332ǂ 0.270ǂǂ 

Rest block 1 0.272ǂǂ 0.697ǂ 

Stimulation block 2 0.274ǂǂ 0.284ǂǂ 

Rest block 2 0.387ǂ 0.281ǂǂ 

Stimulation block 3 0.519ǂ 0.281ǂǂ 

Post-stimulation 0.275ǂǂ 0.406ǂ 
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(Seuwen et al., 2019). Here we saw an initial increase in Glu which was 

not sustained. When the difference-from-baseline measures were 

compared there were no differences between the effects of rhythmic and 

arrhythmic stimulation on Glu and GABA concentration. 

 

The only difference between the rhythmic and arrhythmic conditions was 

the rhythmicity of the stimulation. For both patterns of stimulation, each 

pulse of MNS will cause synchronous firing of neuronal populations within 

the contralateral somatosensory cortex meaning excited pyramidal cells 

will be releasing glutamate synchronously. Whilst there was no difference 

in the effects on Glu between the rhythmic and arrhythmic conditions, only 

rhythmic had evidence to support a rise in Glu during the first block of 

stimulation when compared to baseline. During the rhythmic stimulation 

the additional effects of entrainment may lead to the recruitment of more 

neurons. We speculate that this may result in a higher initial concentration 

of Glu in the rhythmic condition which may not be as evident in the 

arrhythmic condition. As previous research into the neurometabolic effects 

of movement largely focuses on cued rhythmic movements (C. Chen et al., 

2017; Schaller et al., 2014), it would be interesting to see the effect on 

Glu when movements are cued arrhythmically. For both rhythmic and 

arrhythmic stimulation, the stimuli are occurring predictably every third 

second in the stimulation block. Glu has been shown to be lower during 

repetitive compared to novel trials (Apšvalka et al., 2015), and here we 

only found a significant increase in the initial blocks of stimulation. 

Therefore, it may be that in both conditions Glu reduces over time due to 

the repetitive nature of the stimulation. This adaptation has not been 

shown in previous MRS studies involving motor tasks (C. Chen et al., 2017; 

Schaller et al., 2014; Volovyk & Tal, 2020), but here the stimulation is at 

a high frequency and externally driven. 

 

Our hypotheses for this study did not consider the entrainment effects of 

the rhythmic stimulation on sensorimotor oscillations (Houlgreave et al., 

2022; Morera Maiquez, Sigurdsson, et al., 2020). GABA is thought to be 

involved in the generation of synchronised oscillations (Gonzalez-Burgos & 

Lewis, 2008). Previous electrophysiological studies have demonstrated a 
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clear relationship between GABA and oscillations within the sensorimotor 

cortex. Elevation of the effects of extracellular GABA, using transporter 

blocker tiagabine and extrasynaptic positive allosteric modulator 

gaboxadol, resulted in an increase in the power of all frequency bands up 

to and including beta oscillations (Nutt et al., 2015). Higher levels of 

resting MRS-GABA in the motor cortex have been associated with higher 

power during the post-movement beta rebound (Gaetz et al., 2011). Given 

this relationship between GABA and oscillatory activity, an increase in 

GABA related to entrainment may have been expected in the rhythmic 

condition (Spooner et al., 2022). However, the effects of entrainment are, 

by definition, restricted to the frequency of stimulation. During rhythmic 

MNS a desynchronisation of frequencies within the 8-30Hz range was still 

evident (Houlgreave et al., 2022; Morera Maiquez, Sigurdsson, et al., 

2020). Moreover, any inhibitory effects of entrainment through MNS will 

be phasic. Phasic inhibition relates to synaptic GABA release leading to 

short-lived neuronal hyperpolarisation  (Brickley & Mody, 2012). Whereas 

extrasynaptic GABA binding leads to a more long-lived tonic inhibition 

(Brickley & Mody, 2012). There is evidence to suggest that there is no 

association between MRS-GABA and TMS measures which are thought to 

reflect activity involving synaptic GABA in adults (Dyke et al., 2017; Stagg, 

Bestmann, et al., 2011; Tremblay et al., 2013). This suggests that MRS-

GABA may be a measure of tonic rather than phasic inhibition. As such, 

increases in phasic GABAergic activity relating to MNS induced entrainment 

are unlikely to be quantifiable through MRS. However, it is worth noting 

that there is evidence for an association between MRS-GABA and TMS 

measures in paediatric populations (Harris et al., 2021). 

 

One limitation of this study is that the stimulation was not constant during 

the stimulation blocks. Instead, the stimulation was delivered for 1 second 

followed by 2 seconds of no stimulation. This choice was made to ensure 

participant comfort during the experiment. However, we do not expect that 

any changes in the concentration of metabolites caused by the stimulation 

would return to baseline levels during the 2 second period of rest. Data 

from previous studies shows a gradual return of these metabolite 

concentrations to baseline following a movement task (C. Chen et al., 
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2017), and a gradual increase in concentration during the task even when 

there were brief pauses between movements (Kolasinski et al., 2019). 

Another limitation is that the sizes and therefore SNR of the pre-

stimulation baseline, rest blocks, stimulation blocks and post-stimulation 

blocks were not equivalent. As a result, the data may have been less 

variable in the stimulation blocks compared to the other experimental 

blocks, nevertheless, the Cramér–Rao lower bounds for Glu and GABA 

were similar across all scans. 

 

To conclude, this chapter demonstrates that there is an initial increase in 

glutamate with rhythmic but not arrhythmic stimulation. However, there 

was no difference in the difference-from-baseline measures for Glu and 

GABA when the rhythmic and arrhythmic conditions were compared. 

Therefore, the neuromodulatory effects of rhythmic and arrhythmic 

stimulation are similar despite the entrainment seen with rhythmic 

stimulation. New evidence suggests that both rhythmic and arrhythmic 

stimulation may be effective in reducing tics in TS (Iverson et al., 2023; 

Morera Maiquez, Sigurdsson, et al., 2020). Hence the beneficial effects in 

patients are unlikely to be associated with tonic changes in concentrations 

of neurometabolites or entrainment and are more likely to be due to a 

decrease in neuronal noise caused by each pulse of the stimulation 

regardless of the pattern as theorised in Chapter 5. 
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Chapter 7: General Discussion 
 

This thesis explores the neural correlates of premonitory urge and the 

effects of rhythmic median nerve stimulation. The first aim of this thesis 

was to identify the neural correlates of premonitory urge (Chapter 3) and 

to validate whether these regions could be identified through a model-free 

approach without prior specification of task timings (Chapter 4). The 

second aim of this thesis was to explore the oscillatory and neurometabolic 

effects of rhythmic median nerve stimulation in the contralateral 

sensorimotor cortex (Chapter 5, Chapter 6). In this chapter I will 

summarise the main findings of this thesis in the context of Tourette 

Syndrome research. For clarity, I will first focus on Chapters 3 and 4 in 

‘Identifying the neural correlates of premonitory urge’, then Chapters 4 

and 5 in ‘The mechanism of rhythmic median nerve stimulation as a 

potential therapy for Tourette Syndrome’. 

 

7.1 Identifying the neural correlates of premonitory urge 
Premonitory urge is thought to be a negative reinforcer of tic expression 

in TS (Capriotti et al., 2014). Previous fMRI research of premonitory urge 

in TS has described the involvement of the insula, ACC, SMA, operculum, 

primary somatosensory cortex, putamen, and amygdala (Bohlhalter et al., 

2006; Neuner et al., 2014; Wang et al., 2011). However, the analysis for 

these studies either focussed on the seconds before a tic, under the 

assumption that at these timepoints urge would be at its highest, or by 

comparing the activation during volitional tic performance to spontaneous 

tic performance (Bohlhalter et al., 2006; Neuner et al., 2014; Wang et al., 

2011). 

 

In Chapter 3 we use a blink suppression fMRI paradigm involving 

continuous subjective urge ratings to explore the neural correlates of the 

urge-to-blink, blink suppression and blinking. We identified activation of 

separable regions of the insula during different components of the 

paradigm, using a parametric model of the urge ratings, a block 

comparison of ‘Suppress’ versus ‘Okay to blink’ and blink-related 

activation. We propose that the posterior insula is involved in the initial 
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processing of the urge sensations, and that these feelings become 

conscious and emotionally salient through integration of information in the 

ventral-anterior insula (Craig, 2009; Craig et al., 2000; Kelly et al., 2012; 

Kurth et al., 2010). During suppression the dorsal-anterior insula may 

integrate task information to inhibit the automatic blink behaviour during 

periods of increased urge, due to this subregion being commonly active 

across task modalities (Kelly et al., 2012; Kurth et al., 2010). We theorised 

that activation of the mid-insula during blinks on the other hand may be 

linked to the sensorimotor components of the action (Kelly et al., 2012; 

Kurth et al., 2010). 

 

In addition to the insula activation, both the MCC and SMA were active 

during suppression and blinks, whereas the ACC was active during feelings 

of urge. The MCC and insula are understood to be the limbic motor and 

sensory regions respectively (Craig, 2009; Craig et al., 2000), whereas the 

pregenual ACC is thought to be involved in emotional and interoceptive 

experiences (Caruana et al., 2018). A previous meta-analysis has shown 

an overlap in the right insula and MCC during the urge-to-act (S. R. 

Jackson et al., 2011).  From these findings they suggested that the urge-

to-act may be generated by a loop involving the anterior insula, the MCC 

and the mid-insula (S. R. Jackson et al., 2011). The posterior and mid-

insula were thought to be involved in the processing of the somatosensory 

urge sensations, but that perception of these sensations was associated 

with the anterior insula. The MCC was hypothesized to initiate the action 

in response to the urge, whereas the mid-insula would assess whether the 

urge-to-act had been satisfied.  Our data support this theory of an urge-

to-act loop involving separable regions of the insula and the MCC. Based 

on the overlap between activation of the insula and MCC during the urge 

to swallow, yawn, urinate and tic, as shown in the meta-analysis by 

Jackson and colleagues (S. R. Jackson et al., 2011), we would expect a 

similar pattern of insula and cingulate cortex activation to what is shown 

here during the urge-to-tic.  

 

Premonitory urges are covert, and therefore it is difficult to identify the 

neural correlates of urge. In TS there is an added difficulty that due to 
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conventional imaging techniques relying on the brain staying in the same 

position throughout the scan, we would lose large amounts of data due to 

motion artefacts if participants were asked to tic in the scanner. Therefore, 

in Chapter 4, we reanalysed the blink suppression paradigm data using a 

deconvolution approach called paradigm free mapping (Gaudes et al., 

2013; Uruñuela et al., 2020). As blinks can be performed in the scanner 

without the issues associated with movement this allowed us to explore 

whether the same brain activity could be identified without prior 

specification of timing. We showed that activation within the right insula 

and cingulate regions can be identified using this approach. These regions 

have been consistently identified in research into the urge-to-act (Abi-

Jaoude et al., 2018; Berman et al., 2012; Bohlhalter et al., 2006; S. R. 

Jackson et al., 2011; Lerner et al., 2009; Mazzone et al., 2010), however 

we weren’t able to separately cluster regions involved in suppression and 

urge. The reasons for this will be described in 7.1.1. 

 

7.1.1 Limitations and future work 
A limitation of this study is that the movement caused by continuous urge 

rating resulted in activation of sensorimotor regions, making it difficult to 

determine whether these regions have a role in generating urge. 

Furthermore, participants may have experienced urge differently due to 

the instruction to rate the urge thereby potentially affecting the BOLD 

response associated with urge. However, these subjective urge rating are 

needed to validate the model free approach. Once validated PFM could be 

used to identify these regions without the need for subjective urge ratings. 

 

In future, this study will be replicated in TS participants who will be asked 

to suppress their tics in the scanner and to continuously rate their self-

estimated urge-to-tic. This will allow us to identify whether the same 

separable subregions of the insula are active during tic suppression and 

the urge-to-tic. We would expect that participants will tic during this 

suppression period and so participants with tics that are less likely to lead 

to a loss of data will be recruited for this study. However, this will lead to 

an unrepresentative subsample of TS patients. Therefore, we will also run 

a parallel study using wearable optically pumped MEG (OPM-MEG) (as 
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described in Appendix E (page 214)). During this study participants will be 

asked to alternately suppress and allow their tics. Analysis will focus on 

the regions identified from the fMRI study as being involved in the urge-

to-tic (pilot data in Appendix E (page 220)). Similarly, healthy control 

participants will be asked to take part in a similar blink suppression 

paradigm in the OPM-MEG to explore the oscillatory dynamics of the urge-

to-act.  

 

A limitation of the paradigm free mapping analysis in Chapter 4 is that we 

could not separately cluster activity relating to suppression and urge. This 

may be because the urge-to-blink arises due to the act of suppression. 

However, the number of time points selected for the cluster analysis was 

relatively low. Therefore, in future, the use of the stability selection 

technique to select the lambda used to estimate the activity-inducing 

signal rather than the BIC may result in less sparse activation estimates. 

Having more data to cluster will allow us to determine whether the urge 

and suppression activation maps could be separated using PFM. 

 

7.2 The mechanism of rhythmic median nerve stimulation as 

a potential therapy for Tourette Syndrome 
A recent double-blind, sham-controlled clinical trial has shown a significant 

reduction in tic frequency and severity following rhythmic 10 Hz MNS in 

comparison to sham stimulation (50% of threshold) or the ‘treatment as 

usual’ control group (Maiquez et al., 2023). The mechanism of action has 

not been definitively shown, but it is hypothesised to be due to entrainment 

of oscillations within the sensorimotor cortex, with stimulation being 

delivered at a frequency associated with the inhibition of movement 

(Morera Maiquez, Sigurdsson, et al., 2020). In Chapter 5 we delivered 

trains of rhythmic and arrhythmic median nerve stimulation at 12 and 20 

Hz whilst participants sat in an MEG scanner to explore the oscillatory 

effects of rhythmic MNS. We demonstrated a frequency specific increase 

in both amplitude and intertrial phase coherence in the contralateral 

sensorimotor cortex during rhythmic but not arrhythmic stimulation. This 

replicated previous findings by Morera Maiquez and colleagues (Morera 

Maiquez, Sigurdsson, et al., 2020). To determine whether these effects 
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were due to entrainment or steady-state sensory evoked potentials we 

used a subject specific template SEP and showed that this template was 

significantly better at explaining the variability in the arrhythmic condition 

compared to the rhythmic condition. Furthermore, we used empirical mode 

decomposition to decompose the mean trial data for each participant, 

associated with pulses 3-10 of the rhythmic 12Hz and 20Hz stimulation, 

into intrinsic mode functions (Quinn et al., 2021). For the majority of the 

participants, the phase-aligned instantaneous frequency of the selected 

intrinsic mode function was not significantly different from the stimulation 

frequency. These results suggest that entrainment occurred in the 

rhythmic condition. 

 

In Chapter 6, we further explored the effects of median nerve stimulation 

by delivering rhythmic and arrhythmic 10 Hz median nerve stimulation 

during a magnetic resonance spectroscopy scan. There was an initial 

increase in glutamate in the rhythmic condition, which was not seen during 

the arrhythmic condition. However, there was no difference in the 

difference-from-baseline measures for the rhythmic and arrhythmic 

conditions. This suggests that there aren’t large differences between 

rhythmic and arrhythmic stimulation on concentrations of the main 

excitatory (glutamate) and inhibitory (GABA) neurometabolites in the 

brain.   

 

Recent research suggests that both rhythmic and arrhythmic MNS can 

significantly reduce the frequency of tics in TS (Iverson et al., 2023), 

suggesting that the beneficial effects are not due to entrainment of 

oscillations in the sensorimotor cortex. It is thought that there is a high 

level of ‘sensorimotor noise’ associated with the occurrence of tics in TS 

leading to a difficulty in discriminating between the signals preceding 

voluntary and involuntary movement (Ganos et al., 2015). Therefore, I 

hypothesise that increasing synchronised firing of neuronal populations 

through entrainment or the generation of sensory evoked potentials within 

the sensorimotor cortex may lead to a decrease in this noise. 

 



 

130 
 

7.2.1 Limitations and future work 
The studies involving MNS are limited by the lack of a sham control. 

However, prior to the clinical trial (Maiquez et al., 2023), I analysed MEG 

data from two pilot participants and the data did not show an increase in 

amplitude at the frequency of stimulation during sham (50% of threshold) 

stimulation. Due to the lack of persistent change in neurometabolite 

concentration during rhythmic and arrhythmic stimulation we would also 

predict a lack of neurometabolite changes during sham stimulation. 

Another limitation is that the SNR of the pre-stimulation baseline, rest 

blocks, stimulation blocks and post-stimulation blocks were not equal. 

Therefore, the data in the baseline, rest and post-stimulation blocks may 

have been more variable than the stimulation blocks. However, the 

Cramér–Rao lower bounds for Glu and GABA were similar across all scans. 

We did not deliver stimulation constantly during the stimulation blocks. 

This was to ensure participant comfort. However, we do not expect that 

any changes in the concentration of metabolites caused by the stimulation 

would return to baseline levels during the 2 second period of rest (C. Chen 

et al., 2017; Kolasinski et al., 2019).   

 

In future, a median nerve stimulation paradigm involving rhythmic, 

arrhythmic, sham and no stimulation conditions could be delivered to TS 

participants whilst being scanned using the wearable optically pumped 

MEG scanner (description of OPM-MEG in Appendix E (page 214)). The 

oscillatory changes within the sensorimotor cortices could be correlated 

with changes in the frequency and intensity of tics, while oscillatory 

changes in the insula could be correlated with changes in urge intensity. A 

similar study using OPM-MEG could be used to explore the dose-response 

curve of rhythmic MNS both on the frequency and intensity of tics and the 

entrainment within the contralateral sensorimotor cortex. Furthermore, as 

the rhythmicity of the stimulation does not appear to matter, suggesting 

the beneficial effects of stimulation are not purely due to entrainment, 

perhaps a behavioural study exploring the use of lower frequency 

stimulation on tics may be beneficial as lower frequencies would be more 

tolerable. To explore the neural noise hypothesis the 1/f noise could be 
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compared for TS participants before and after delivery of 10 Hz rhythmic 

and arrhythmic MNS (Adelhöfer et al., 2021; Münchau et al., 2021). 

 

7.3 Overall conclusions 
To conclude this thesis showed that the urge-to-act may be generated by 

a loop involving the posterior insula, the ventral-anterior insula and the 

ACC. The execution of the action in response to this urge is hypothesised 

to be generated by the MCC and SMA. Paradigm free mapping was able to 

identify activation within the right insula and cingulate during the blink 

suppression paradigm. However, different methods to select the lambda 

used to estimate the activity-inducing signal should be explored to reduce 

the sparsity of the activation estimates. Collection of fMRI data during a 

tic suppression paradigm where TS participants continuously rate their 

urge-to-tic will allow us to identify whether the same separable subregions 

of the insula are active during tic suppression and the urge-to-tic. This 

thesis also showed that there are differing neuronal effects of rhythmic and 

arrhythmic stimulation, however new research suggests they share a 

common mechanism which results in the reduction of tics in TS patients 

(Iverson et al., 2023). I propose that this may be due to a reduction in 

neural noise within the sensorimotor cortex. To further explore this 

hypothesis, I suggest comparison of the 1/f noise at baseline and post-

stimulation to determine whether the protocol results in a reduction of 

noise and if this is seen for both rhythmic and arrhythmic stimulation 

(Adelhöfer et al., 2021; Münchau et al., 2021). 
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Appendix A: Temporal Signal-to-Noise Ratio (tSNR)

 

Figure A.1. A graph showing the mean tSNR for each fMRI run of the blink suppression paradigm, where scans encircled in red 

were excluded due to a maintained absolute mean displacement over 1.5mm. If found, scans with a tSNR below 30 would have 

been excluded. 
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Figure A.2. An example (Sub01 run01) fMRI image with high tSNR. 

 

 

Figure A.3. An example (Sub02 run01) fMRI scan which was excluded due 
to a maintained absolute mean displacement over 1.5mm which caused a 

drop in tSNR. 
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Appendix B: Local Maxima Cluster 
Index 

Table B.1. Local maxima cluster index for ‘Suppress’ blocks. 

Cluster 
Size 

Region Z-score 
MNI Coordinates 

X Y Z 

Positive 

2394 Left precentral gyrus 6.53 -36 -21 54 

Left postcentral gyrus 6.22 -57 -24 45 

Left precentral gyrus 6.18 -33 -12 66 

Left postcentral gyrus 6.15 -42 -33 60 

Left postcentral gyrus 6.12 -48 -27 45 

Left superior parietal lobule 5.74 -33 -48 57 

1090 Right anterior supramarginal gyrus 6.3 57 -24 45 

Right postcentral gyrus 5.98 45 -33 51 

Right postcentral gyrus 5.8 36 -33 48 

Right superior lateral occipital cortex 5.71 18 -69 63 

Right postcentral gyrus 4.95 60 -18 33 

Right superior parietal lobule 4.41 39 -48 63 

525 Right I-IV 6.41 6 -51 -15 

Right V 6.3 3 -57 -12 

Right V 6.28 15 -51 -18 

Vermis VIIIa 4.79 0 -69 -36 

Left I-IV 3.9 0 -45 -3 

Right crus I 3.31 42 -51 -27 

442 Right inferior lateral occipital cortex 5.96 45 -66 6 

Right inferior lateral occipital cortex 4.89 51 -60 -6 

Right inferior lateral occipital cortex 4.69 45 -69 -6 

Right inferior lateral occipital cortex 3.62 33 -81 6 

Right inferior temporal gyrus 3.57 42 -48 -6 

236 Left inferior lateral occipital cortex 6.2 -48 -75 6 

Left inferior lateral occipital cortex 5.02 -48 -63 6 

217 Right precentral gyrus 5.49 57 12 27 

Right insular cortex 5.16 39 0 9 

103 Left precentral gyrus 5.21 -54 3 36 

Left inferior frontal gyrus, pars opercularis 3.54 -54 9 18 

Left precentral gyrus 3.5 -60 12 21 

61 Left thalamus 5.35 -15 -21 9 

57 Left central opercular cortex 5.33 -39 -3 15 

52 Left VI 4.26 -36 -36 -33 

Left VI 4.2 -33 -51 -27 

Left VI 3.9 -33 -39 -39 
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Left VI 3.87 -24 -57 -21 

Negative 

5690 Left cuneal cortex 7.52 -6 -87 30 

Right lingual gyrus 6.61 9 -60 3 

Right precuneous cortex 6.44 3 -54 15 

Left lingual gyrus 6.36 -18 -42 -6 

Left lingual gyrus 6.28 -12 -60 3 

Right cuneal cortex 6.21 3 -75 27 

956 Right anterior superior temporal gyrus 5.7 57 -3 -12 

Right anterior middle temporal gyrus 5.29 63 -6 -9 

Right planum polare 5.21 60 0 3 

Right Heschl's gyrus 5.08 45 -12 0 

Right posterior superior temporal gyrus 4.91 66 -24 0 

Right anterior superior temporal gyrus 4.88 63 -6 0 

544 Right frontal pole 4.89 21 60 0 

Left frontal pole 4.74 -6 63 3 

Left frontal pole 4.5 -6 57 3 

Right frontal pole 4.37 6 60 -3 

Right paracingulate gyrus 4.31 6 42 24 

Right frontal pole 4.29 12 66 0 

202 Right angular gyrus 5.62 57 -57 27 

Right angular gyrus 4.49 51 -54 36 

146 Left crus I 5.35 -21 -78 -33 

Left crus II 4.78 -9 -81 -33 

Left crus I 3.69 -42 -75 -36 

109 Right superior frontal gyrus 4.32 21 33 39 

Right frontal pole 4.31 24 36 48 

Right middle frontal gyrus 4.04 27 30 48 

Right superior frontal gyrus 3.96 24 30 54 

Right middle frontal gyrus 3.89 27 27 42 

Right superior frontal gyrus 3.87 27 24 57 

74 Left middle frontal gyrus 4.12 -27 15 48 

Left middle frontal gyrus 4.11 -27 21 51 

Left superior frontal gyrus 3.68 -18 27 39 

Left superior frontal gyrus 3.58 -24 18 39 

Left middle frontal gyrus 3.48 -27 27 45 

55 Left IX 5.04 6 -45 -39 

Left IX 3.91 -6 -54 -39 
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Table B.2. Local maxima cluster index for ‘Okay to blink’ blocks. 

Cluster 
Size 

Region Z-score 
MNI Coordinates 

X Y Z 

Positive 

1259 Left postcentral gyrus 5.73 -57 -27 48 

Left postcentral gyrus 5.46 -39 -36 54 

Left postcentral gyrus 5.39 -45 -27 45 

Left precentral gyrus 5.3 -42 -21 60 

Left postcentral gyrus 5.22 -36 -36 45 

Left superior parietal lobule 5.14 -33 -45 54 

797 Right precentral gyrus 5.92 54 -21 42 

Right postcentral gyrus 5.56 42 -30 48 

Right superior lateral occipital cortex 4.8 18 -63 63 

Right superior parietal lobule 4.71 39 -48 63 

460 Right inferior lateral occipital cortex 5.48 45 -69 6 

Right inferior lateral occipital cortex 4.94 54 -60 -6 

Right inferior lateral occipital cortex 4.45 45 -69 -6 

Right superior lateral occipital cortex 4.12 30 -84 9 

Right inferior temporal gyrus 4 45 -48 -6 

Right cerebral white matter (superior longitudinal 
fasciculus) 3.85 42 -51 3 

212 Right precentral gyrus 5.07 33 -6 57 

Right precentral gyrus 3.63 15 -12 72 

Right supplementary motor area 3.24 12 -9 54 

165 Left inferior lateral occipital cortex 6.23 -45 -72 6 

Left cerebral white matter (inferior longitudinal 
fasciculus) 3.84 -36 -63 9 

135 Right V 4.7 12 -51 -18 

Right V 4.46 24 -42 -30 

96 Right precentral gyrus 5.09 57 12 27 

Negative 

4237 Left cuneal cortex 6.57 -6 -87 27 

Left lingual gyrus 6.42 -12 -60 3 

Left cuneal cortex 6.42 -9 -87 18 

Left intracalcarine cortex 6.22 -12 -75 15 

Right lingual gyrus 6.21 12 -60 3 

Right precuneous cortex 6.14 18 -57 9 

903 Right central opercular cortex 5.46 60 -3 6 

Right anterior superior temporal gyrus 5 57 -3 -9 

Right temporal pole 4.65 54 6 -15 

Right planum polare 4.57 42 0 -15 

Right middle temporal gyrus 4.51 66 -39 3 

Right planum polare 4.49 63 -18 3 
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311 Right angular gyrus 5.49 57 -54 24 

Right angular gyrus 4.91 57 -54 36 

Right posterior supramarginal gyrus 3.82 48 -39 21 

Right angular gyrus 3.74 39 -51 21 

Right angular gyrus 3.59 54 -54 51 

283 Right frontal pole 5.12 27 54 36 

Right frontal pole 4.54 18 72 6 

Right frontal pole 4.25 21 63 0 

Right frontal pole 4.2 30 48 30 

Right frontal pole 4.04 30 57 18 

Right frontal pole 4.02 27 45 39 

175 Left insular cortex 4.54 -42 -6 -9 

Left planum temporale 4.34 -60 -9 3 

Left central opercular cortex 4.04 -51 -6 12 

Left insular cortex 4.01 -33 12 -18 

Left planum polare 4.01 -54 0 -6 

Left temporal pole 3.49 -30 6 -21 

172 Anterior cingulate cortex 4.44 6 12 39 

Paracingulate gyrus 3.99 6 33 30 

Anterior cingulate cortex 3.96 -6 39 18 

Anterior cingulate cortex 3.95 0 33 24 

Anterior cingulate cortex 3.85 3 39 21 

Anterior cingulate cortex 3.42 6 45 6 

162 Left crus I 5.65 -18 -78 -33 

Left crus I 3.9 -15 -90 -24 

Left VI 3.78 -9 -72 -24 

Vermis VI 3.58 3 -72 -21 

102 Left posterior supramarginal gyrus 4.9 -54 -48 18 

Left middle temporal gyrus 3.97 -57 -48 6 

Left middle temporal gyrus 3.7 -66 -54 6 

Left posterior supramarginal gyrus 3.52 -57 -45 33 

Left planum temporale 3.36 -57 -33 15 

30 Right middle frontal gyrus 3.9 39 27 33 
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Table B.3. Local maxima cluster index for ‘Random’ active baseline blocks. 

Cluster 
Size 

Region Z-score 
MNI Coordinates 

X Y Z 

Positive 

1986 Left postcentral gyrus 6.26 -57 -24 45 

Left precentral gyrus 6.18 -36 -21 54 

Left postcentral gyrus 6.13 -42 -33 60 

Left precentral gyrus 6.03 -33 -12 63 

Left postcentral gyrus 6.01 -48 -27 45 

Left superior parietal lobule 5.73 -33 -48 57 

939 Right anterior supramarginal gyrus 5.96 57 -24 45 

Right postcentral gyrus 5.75 42 -33 48 

Right postcentral gyrus 5.68 33 -36 48 

Right superior lateral occipital cortex 5.16 18 -66 63 

Right postcentral gyrus 5.12 60 -15 33 

Right superior parietal lobule 4.38 39 -48 60 

500 Right inferior lateral occipital cortex 5.89 45 -69 6 

Right inferior lateral occipital cortex 4.91 51 -60 -6 

Right inferior lateral occipital cortex 4.59 45 -69 -6 

Right cerebral white matter (inferior longitudinal 
fasciculus) 4.4 39 -60 -3 

Right superior lateral occipital cortex 4.36 30 -84 9 

Right inferior temporal cortex 3.85 42 -48 -6 

364 Right V 6.09 15 -51 -18 

Right I-IV 5.87 6 -51 -15 

Right V 5.59 3 -57 -12 

Left I-IV 3.4 0 -45 -3 

205 Left inferior lateral occipital cortex 6.45 -48 -75 6 

Left inferior lateral occipital cortex 4.63 -48 -63 6 

123 Right precentral gyrus 5.49 57 12 27 

102 Left precentral gyrus 5.23 -54 3 33 

66 Vermis VIIIa 4.7 3 -66 -36 

50 Left thalamus 4.98 -15 -24 9 

39 Left inferior lateral occipital cortex 4.14 -27 -90 6 

36 Left central opercular cortex 5.19 -39 -3 15 

Negative 

4473 Left cuneal cortex 7.33 -6 -87 30 

Left lingual gyrus 6.87 -12 -60 3 

Left intracalcarine cortex 6.73 -6 -75 15 

Right cuneal cortex 6.71 3 -75 27 

Left lingual gyrus 6.63 -18 -42 -6 

Right lingual gyrus 6.58 12 -60 3 
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1007 Right central opercular cortex 5.95 60 0 6 

Right anterior superior temporal gyrus 5.54 57 0 -15 

Right temporal pole 4.99 45 9 -27 

Right Heschl's gyrus 4.95 45 -12 0 

Right planum polare 4.86 45 -3 -12 

Right temporal pole 4.85 45 15 -15 

571 Right paracingulate gyrus 4.54 6 42 21 

Right frontal pole 4.44 21 60 0 

Right paracingulate gyrus 4.29 12 42 18 

Right frontal pole 4.27 24 54 12 

Right frontal pole 4.19 24 57 27 

Right frontal pole 4.13 24 54 -3 

313 Right angular gyrus 5.72 57 -54 24 

Right angular gyrus 4.87 51 -54 36 

Right angular gyrus 3.88 54 -54 51 

Right angular gyrus 3.78 39 -51 21 

Right posterior supramarginal gyrus 3.49 48 -39 21 

279 Left planum polare 4.69 -51 -3 -6 

Left insular cortex 4.59 -42 -3 -12 

Left planum polare 4.38 -57 -9 3 

Left frontal orbital cortex 4.25 -33 12 -21 

Left anterior superior temporal gyrus 4.24 -63 -12 0 

Left anterior superior temporal gyrus 4.1 -54 -12 -6 

240 Left angular gyrus 5.2 -54 -51 18 

Left posterior superior temporal gyrus 4.13 -48 -33 3 

Left planum polare 3.98 -60 -33 15 

Left posterior supramarginal gyrus 3.97 -63 -48 21 

Left superior lateral occipital cortex 3.85 -57 -63 21 

Left posterior middle temporal gyrus 3.7 -45 -42 3 

229 Right middle frontal gyrus 4.59 39 9 45 

Right superior frontal gyrus 4.43 21 33 39 

Right middle frontal gyrus 4.17 27 33 48 

Right superior frontal gyrus 3.96 24 24 51 

Right middle frontal gyrus 3.9 36 12 33 

Right superior frontal gyrus 3.88 27 24 57 

152 Left crus I 5.38 -21 -81 -30 

Left crus II 4.96 -9 -78 -33 

64 Left insular cortex 4.06 -36 18 -3 

Left insular cortex 3.97 -27 27 0 

Left frontal operculum cortex 3.64 -30 27 9 

Left putamen 3.55 -21 18 -3 

Left cerebral white matter (inferior fronto-occipital 
fasciculus) 3.49 -24 27 12 
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50 Left crus I 4.13 -42 -66 -42 

Left crus II 3.87 -36 -72 -42 

Left crus I 3.8 -42 -75 -36 

Left crus I 3.73 -54 -63 -30 

49 Right IX 4.59 3 -45 -42 

Left IX 3.84 -9 -51 -33 

31 Right thalamus 4.07 6 -9 12 

Right thalamus 3.52 3 -21 3 

Left thalamus 3.41 -3 -6 6 
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Table B.4. Local maxima cluster index for blinks. 

Cluster 
Size 

Region Z-score 
MNI Coordinates 

X Y Z 

Positive 

4484 Left lingual gyrus 6.39 -21 -51 -3 

Left intracalcerine cortex 6.37 -12 -72 12 

Left intracalcerine cortex 6.29 -12 -63 6 

Right lingual gyrus 6.16 15 -45 -3 

Right lingual gyrus 6.1 21 -51 -6 

Right intracalcerine cortex 5.87 15 -66 15 

637 Left superior frontal gyrus 4.98 -12 -3 66 

Anterior cingulate cortex 4.6 6 12 39 

Anterior cingulate cortex 4.56 3 18 36 

Anterior cingulate cortex 4.52 -6 12 39 

Left superior frontal gyrus 4.48 -15 6 72 

Left supplementary motor area 4.31 -6 0 54 

588 Left precentral gyrus 5.96 -54 6 3 

Left central opercular cortex 5.38 -45 6 6 

Left central opercular cortex 4.92 -36 9 15 

Left insular cortex 4.74 -36 9 3 

Left postcentral gyrus 4.7 -57 -24 21 

Left central opercular cortex 4.62 -42 -9 9 

263 Right insular cortex 4.94 36 9 9 

Right central opercular cortex 4.29 54 -6 15 

Right precentral gyrus 4.19 57 6 6 

Right central opercular cortex 4.18 48 6 6 

Right precentral gyrus 3.87 51 3 12 

Right central opercular cortex 3.86 42 -12 21 

149 Left frontal pole 5.08 -30 51 30 

Left frontal pole 4.73 -42 48 27 

Left frontal pole 4.66 -36 42 24 

Left frontal pole 4.46 -30 45 21 

67 Left precentral gyrus 4.7 -39 -9 51 

Left postcentral gyrus 4.34 -36 -18 39 

Left precentral gyrus 3.58 -51 -6 54 

49 Right angular gyrus 4.02 54 -51 15 

Right posterior supramarginal gyrus 3.99 60 -39 27 

Right angular gyrus 3.65 48 -48 24 

39 Right precentral gyrus 3.81 48 0 54 

Right precentral gyrus 3.7 42 -6 57 

Right precentral gyrus 3.7 45 0 48 

36 Right frontal pole 4.2 36 51 21 
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Right frontal pole 3.85 30 48 39 

Right frontal pole 3.62 27 45 30 

Right frontal pole 3.28 24 48 24 

Negative 

85 Right angular gyrus 4.46 36 -54 39 

Right superior lateral occipital cortex 4.1 33 -57 66 

Right superior lateral occipital cortex 3.75 39 -60 60 

Right superior parietal lobule 3.52 39 -45 48 

Right superior parietal lobule 3.51 36 -39 48 
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Table B.5. Local maxima cluster index related to the subjective urge 

ratings. 

Cluster 
Size 

Region Z-score 
MNI Coordinates 

X Y Z 

Positive 

1317 Right anterior thalamic radiation 4.91 3 -30 3 

Left thalamus 4.61 -6 -33 3 

Left intracalcarine cortex 4.49 -12 -72 15 

Left lingual gyrus 4.42 -12 -78 -3 

Right occipital pole 4.35 9 -99 9 

Right thalamus 4.32 18 -27 0 

110 Left insular cortex 4.58 -42 -9 0 

Left insular cortex 4.52 -39 -15 6 

69 Right planum polare 4.02 48 -9 -3 

Right insular cortex 3.99 39 -9 0 

Right planum polare 3.78 48 3 -3 

Right Heschl's gyrus 3.73 42 -18 3 

Right planum polare 3.49 45 -3 -9 

50 Left insular cortex 3.9 -30 12 -12 

Left putamen 3.88 -21 6 -9 

Left putamen 3.36 -15 12 -9 

41 Paracingulate gyrus 3.98 -3 33 33 

Anterior cingulate gyrus 3.87 0 24 33 

37 Right central opercular cortex 3.79 48 -6 9 

Right insular cortex 3.66 33 -12 18 

Negative 

49 Right superior lateral occipital cortex  4.29 18 -75 57 

Right superior lateral occipital cortex  3.89 27 -72 57 

Right precuneous cortex 3.47 9 -69 54 

42 Right posterior supramarginal gyrus 4.18 39 -45 39 

Right posterior supramarginal gyrus 3.99 36 -39 36 

33 Left superior lateral occipital cortex 3.96 -21 -63 51 

Left precuneous cortex 3.68 -6 -69 51 
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Table B.6. Local maxima cluster index when contrasting ‘Suppress’ > 

’Okay to blink’ blocks. 

Cluster 
Size Region Z-score 

MNI Coordinates 

X Y Z 

721 Right superior frontal gyrus 4.81 27 12 66 

Anterior cingulate cortex 4.62 -6 21 30 

Right superior frontal gyrus 4.62 6 12 63 

Paracingulate gyrus 4.53 0 12 45 

Paracingulate gyrus 4.5 -9 15 42 

Right superior frontal gyrus 4.38 12 6 66 

459 Vermis VIIIa 5.06 -3 -69 -36 

Vermis VIIIa 4.6 -3 -63 -33 

Left I-IV 4.53 0 -45 -15 

Left VI 4.52 -6 -72 -12 

Right V 4.33 6 -60 -6 

Vermis VI 4.27 0 -72 -12 

362 Left crus I 4.85 -54 -51 -36 

Left VI 4.56 -36 -57 -27 

Left VI 4.49 -27 -57 -21 

Left VI 4.46 -18 -72 -18 

Left crus I 4.43 -48 -45 -36 

Left VI 4.43 -24 -66 -27 

337 Right frontal operculum 4.92 36 21 9 

Right inferior frontal gyrus, pars opercularis 4.76 48 6 15 

Right frontal operculum cortex 4.68 42 15 9 

Right insular cortex 4.13 36 6 3 

Right inferior frontal gyrus, pars opercularis 3.9 57 12 9 

Rightinferior frontal gyrus, pars opercularis 3.88 54 15 21 

281 Right posterior SMG 4.33 60 -39 33 

Right posterior SMG 4.1 48 -42 60 

Right posterior SMG 4.05 66 -39 27 

Right middle temporal gyrus 4.03 45 -54 12 

Right angular gyrus 3.93 48 -48 21 

Right anterior supramarginal gyrus 3.89 54 -30 39 

250 Left superior lateral occipital 4.26 -18 -63 63 

Left superior parietal lobule 4.23 -27 -54 60 

Left superior lateral occipital cortex 4.18 -12 -63 63 

Left superior lateral occipital 4.12 -15 -60 54 

Left superior lateral occipital 4.09 -18 -63 45 

Left superior lateral occipital 4.09 -15 -75 48 

236 Left frontal operculum 4.7 -36 12 12 

Left frontal operculum 4.69 -33 18 12 
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Left precentral gyrus 4.12 -54 6 9 

Left inferior frontal gyrus, pars opercularis 4.02 -57 12 0 

Left central opercular cortex 3.91 -48 -3 6 

193 Right frontal pole 5.72 36 57 21 

Right frontal pole 4.6 27 57 30 

Right frontal pole 4.14 33 48 39 

188 Right superior lateral occipital 4.29 15 -60 54 

Right superior lateral occipital 4.15 12 -72 48 

Right superior lateral occipital 3.96 9 -60 72 

Right superior lateral occipital 3.78 15 -72 63 

Right precuneous cortex 3.64 18 -66 42 

Right superior parietal lobule 3.49 24 -54 51 

120 Right cerebellum 4.81 21 -45 -42 

Right VI 4.25 39 -45 -33 

Right VI 4.15 30 -51 -30 

Right VI 3.77 30 -39 -33 

Right crus II 3.65 33 -48 -42 

109 Left superior frontal gyrus 4.45 -24 3 57 

Left superior frontal gyrus 3.93 -12 -6 72 

Left superior frontal gyrus 3.91 -18 6 69 

Left superior frontal gyrus 3.59 -27 -6 72 

91 Left frontal pole 4.48 -36 45 18 

Left frontal pole 3.99 -33 51 24 

Left frontal pole 3.95 -36 51 30 

Left frontal pole 3.91 -33 57 21 

60 Left inferior lateral occipital 4.56 -45 -78 12 

Left inferior lateral occipital 3.57 -54 -66 12 

Left middle temporal gyrus 3.55 -45 -60 6 

59 Left precentral gyrus 4.3 -12 -21 42 

Left precentral gyrus 4.25 -15 -33 45 

Left postcentral gyrus 3.86 -18 -42 54 

42 Posterior cingulate cortex 4.24 9 -30 45 

Posterior cingulate cortex 4.21 6 -21 45 

Right precuneous cortex 3.67 15 -36 45 

Right postcentral gyrus 3.56 21 -42 51 
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Table B.7. Local maxima cluster index when contrasting ’Okay to blink’ > 

‘Suppress’ blocks. 

Cluster 
Size Region Z-score 

MNI Coordinates 

X Y Z 

261 Posterior cingulate cortex 5 3 -48 21 

Posterior cingulate cortex 4.25 -9 -51 21 

Posterior cingulate cortex 4.04 0 -42 36 

Posterior cingulate cortex 4.02 -6 -45 12 

Left precuneous cortex 3.84 -3 -60 36 

207 Left middle frontal gyrus 4.6 -27 18 48 

Left middle frontal gyrus 4.58 -33 18 54 

Left superior frontal gyrus 4.43 -15 24 48 

Left superior frontal gyrus 4.39 -21 27 48 

Left frontal lobe 3.86 -15 45 54 

Paracingulate gyrus 3.84 -3 39 36 

203 Left superior lateral occipital 4.63 -42 -72 42 

Left superior lateral occipital 4.52 -39 -63 39 

Left superior lateral occipital 4.39 -45 -72 33 

Left superior lateral occipital 4.33 -36 -72 48 

Left angular gyrus 4.12 -42 -60 33 

52 Frontal pole 4.55 0 63 -6 

Right frontal pole 4.48 6 63 -6 

52 Left hippocampus 3.77 -36 -18 -12 

Left parahippocampal gyrus 3.58 -27 -33 -12 

Left amygdala 3.55 -27 -9 -18 

51 Left frontal orbital cortex 4.61 -48 36 -9 

Left frontal pole 4.03 -42 45 -6 

44 Right frontal pole 4.04 18 36 48 

Right superior frontal gyrus 3.79 18 36 57 

42 Right crus I 4.04 27 -81 -24 

Right crus II 3.93 24 -84 -36 

Right crus I 3.84 30 -84 -30 

Right crus I 3.67 39 -81 -27 

Right crus II 3.54 15 -84 -36 
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Table B.8. Local maxima cluster index when contrasting ‘Random’ > Urge 

blocks. 

Cluster 
Size Region Z-score 

MNI Coordinates 

X Y Z 

1660 Left precentral gyrus 6.53 -36 -21 54 

Left postcentral gyrus 6.37 -57 -24 45 

Left postcentral gyrus 6.19 -42 -33 60 

Left postcentral gyrus 6.19 -48 -27 45 

Left precentral gyrus 6.07 -33 -12 63 

Left superior parietal lobule 5.76 -33 -48 57 

953 Right anterior SMG 6.26 57 -24 45 

Right postcentral gyrus 5.78 45 -33 51 

Right postcentral gyrus 5.72 36 -33 48 

Right superior lateral occipital 5.47 18 -69 63 

Right postcentral gyrus 4.84 60 -15 33 

Right superior parietal lobule 4.32 39 -48 60 

437 Right inferior lateral occipital  6.02 45 -69 6 

Right inferior temporal gyrus 4.96 51 -57 -6 

Right inferior temporal gyrus 4.13 42 -48 -6 

Right superior lateral occipital 3.78 30 -84 9 

386 Right V 6.48 15 -51 -18 

Right I-IV 6.3 6 -51 -15 

Right VI 3.83 15 -63 -21 

Left I-IV 3.59 0 -45 -3 

386 Right precentral gyrus 5.05 27 -9 51 

Right precentral gyrus 4.82 27 -9 57 

Right precentral gyrus 4.75 27 -12 63 

Right precentral gyrus 4.67 33 -12 60 

Right superior frontal gyrus 4.43 24 3 60 

Right precentral gyrus 3.6 15 -9 63 

205 Left inferior lateral occipital  6.47 -45 -72 6 

Left inferior lateral occipital  4.87 -48 -63 6 

120 Right precentral gyrus 5.56 57 12 27 

85 Left precentral gyrus 5.19 -54 3 36 

72 Vermis VIIIa 4.72 3 -66 -36 

47 Left thalamus 4.93 -18 -21 9 

31 Left central opercular cortex 5.07 -39 -3 15 
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Table B.9. Local maxima cluster index when contrasting Urge > ‘Random’ 

blocks. 

Cluster 
Size Region Z-score 

MNI Coordinates 

X Y Z 

5595 Left cuneal cortex 8.05 -6 -87 30 

Left lingual gyrus 6.87 -18 -42 -6 

Left lingual gyrus 6.8 -12 -60 3 

Left intracalcarine cortex 6.79 -6 -75 15 

Right cuneal cortex 6.73 3 -75 27 

Right lingual gyrus 6.68 9 -60 3 

1176 Right central opercular cortex 5.99 60 0 6 

Right anterior superior temporal gyrus 5.69 57 0 -15 

Right Heschl's gyrus 5.21 45 -12 0 

Right temporal pole 5.05 45 9 -27 

Right temporal pole 4.93 45 15 -15 

Right temporal pole 4.91 36 6 -18 

665 Paracingulate cortex 4.76 6 42 21 

Paracingulate cortex 4.57 0 42 27 

Right frontal pole 4.49 21 60 0 

Anterior cingulate cortex 4.42 -3 33 24 

Paracingulate cortex 4.38 12 42 18 

Left frontal pole 4.33 -6 57 3 

291 Right angular gyrus 5.52 57 -54 24 

Right angular gyrus 4.74 51 -54 36 

Right angular gyrus 3.76 39 -51 21 

Right angular gyrus 3.67 45 -45 21 

Right angular gyrus 3.66 54 -54 51 

Right posterior supramarginal gyrus 3.66 48 -39 21 

132 Left Crus I 5.25 -21 -78 -33 

Left Crus II 4.65 -9 -78 -33 

94 Right superior frontal gyrus 4.13 21 33 39 

Right middle frontal gyrus 4.06 27 33 48 

Right superior frontal gyrus 3.7 27 24 57 

Right superior frontal gyrus 3.62 24 24 51 

61 Right IX 5.14 3 -45 -42 

Left IX 4.22 -6 -51 -33 

47 Right middle frontal gyrus 4.87 39 9 45 

Right middle frontal gyrus 3.95 36 12 33 

Right middle frontal gyrus 3.36 42 24 33 

Right middle frontal gyrus 3.25 45 24 42 
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Table B.10. Local maxima cluster index when contrasting Blinks > Urge 

blocks. 

Cluster 
Size Region Z-score 

MNI Coordinates 

X Y Z 

4149 Left lingual gyrus 6.18 -21 -51 -3 

Left intracalcerine cortex 6.05 -12 -63 6 

Left intracalcerine cortex 6.05 -12 -72 12 

Right lingual gyrus 5.98 15 -45 -3 

Left lingual gyrus 5.77 -9 -57 0 

Right precuneous cortex 5.74 18 -60 12 

538 Left superior frontal gyrus 4.97 -12 -3 66 

Anterior cingulate cortex 4.52 -6 12 39 

Left superior frontal gyrus 4.45 -18 6 72 

Anterior cingulate cortex 4.42 3 12 39 

Anterior cingulate cortex 4.36 3 18 36 

Right superior frontal gyrus 4.29 12 0 63 

502 Left central opercular cortex 5.5 -45 6 6 

Left precentral gyrus 5.45 -57 6 3 

Left frontal opercular cortex 5.15 -45 12 0 

Left postcentral gyrus 5.12 -57 -24 21 

Left frontal opercular cortex 4.92 -36 12 15 

Left insular cortex 4.6 -36 9 3 

201 Right insular cortex 4.73 36 9 9 

Right central opercular cortex 4.24 54 -6 15 

Right precentral gyrus 4.03 57 6 6 

Right central opercular cortex 3.94 48 6 6 

Right precentral gyrus 3.84 51 3 12 

Right central opercular cortex 3.66 42 -12 21 

138 Left frontal pole 5.07 -30 51 30 

Left frontal pole 4.73 -30 45 21 

Left frontal pole 4.59 -42 48 27 

Left frontal pole 4.22 -24 60 33 

54 Left postcentral gyrus 4.71 -36 -18 39 

Left precentral gyrus 4.68 -42 -9 51 

37 Right frontal pole 4.43 36 51 21 

Right frontal pole 3.89 30 48 36 

Right frontal pole 3.68 27 45 30 
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Appendix C: Activation Time Series 

 

 

    

 

 Figure C.1. Sub01 run01 

     

 

 Figure C.2. Sub01 run02 
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 Figure C.3. Sub03 run01 

 
    

 

 Figure C.4. Sub01 run03 
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 Figure C.5. Sub03 run03 

 
    

 

 Figure C.6. Sub03 run02 

 



 

187 
 

 

 

 

     

 Figure C.7. Sub04 run01 

 

     

 Figure C.8. Sub04 run02 
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 Figure C.9. Sub04 run03 

 

     

 Figure C.10. Sub05 run02 
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 Figure C.11. Sub06 run02 

     

 Figure C.12. Sub06 run03 
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 Figure C.13. Sub07 run01 

     

 Figure C.14. Sub07 run02 
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 Figure C.15. Sub09 run01 

     

 Figure C.16. Sub09 run02 
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 Figure C.17. Sub09 run03 

     

 Figure C.18. Sub10 run01 
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 Figure C.19. Sub10 run02 

     

 Figure C.20. Sub11 run01 
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 Figure C.21. Sub11 run02 

     

 Figure C.22. Sub11 run03 
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 Figure C.23. Sub12 run01 

    

 

 Figure C.24. Sub12 run02 
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 Figure C.25. Sub12 run03 

     

 Figure C.26. Sub13 run01 
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 Figure C.27. Sub13 run02 

     

 Figure C.28. Sub13 run03 
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 Figure C.29. Sub14 run01 

     

 Figure C.30. Sub14 run02 
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 Figure C.31. Sub14 run03 

     

 Figure C.32. Sub15 run01 
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 Figure C.33. Sub15 run02 

     

 Figure C.34. Sub15 run03 
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 Figure C.35. Sub16 run01 

     

 Figure C.36. Sub16 run02 
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 Figure C.37. Sub16 run03 

     

 Figure C.38. Sub17 run01 



 

203 
 

 

 

     

 Figure C.39. Sub17 run02 

     

 Figure C.40. Sub17 run03 
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 Figure C.41. Sub18 run01 

     

 Figure C.42. Sub18 run02 
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 Figure C.43. Sub18 run03 

     

 Figure C.44. Sub19 run01 
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 Figure C.45. Sub19 run03 

     

 Figure C.46. Sub20 run01 
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 Figure C.47. Sub20 run02 

     

 Figure C.48. Sub20 run03 
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 Figure C.49. Sub21 run03 

     

 Figure C.50. Sub22 run01 
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 Figure C.51. Sub22 run02 

     

 Figure C.52. Sub22 run03 
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Appendix D: Additional MEG Analysis 
Analysis of amplitude (Figure D.1) and ITPC (Figure D.2) within the 

contralateral motor cortex shows similar results to those seen for the 

sensory cortex in Chapter 5, with an increase during the rhythmic pattern 

of stimulation for both the 12 and 20Hz conditions. As in the Chapter 5, 

both the instantaneous amplitude and ITPC timecourses were filtered 

according to the frequency of stimulation (11-13 Hz or 19-21 Hz) and were 

statistically compared using a one-tailed Wilcoxon signed rank test at each 

timepoint. 

 

Figure D.1. Comparison between rhythmic and arrhythmic amplitude changes 
in the contralateral motor cortex.  

Graphs showing the difference in the relative A) 12Hz amplitude and B) 20Hz amplitude 

in the rhythmic and arrhythmic conditions. A black line along the x-axis marks 

timepoints where a significant difference (p≤0.05) is seen (FDR corrected). 
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Figure D.2. Inter-trial phase coherence in the contralateral motor cortex.   

A graph showing the difference between ITPC in the rhythmic and arrhythmic conditions 

during A) 12Hz and B) 20Hz stimulation. A black line along the x-axis marks timepoints 

where a significant difference (p≤0.05) is seen (FDR corrected). 

 
 

 

 



 
 

Examples of model fit in individual subjects 

 

 

 

Figure D.3. Example model fit for two subjects. 

A figure showing the model fit for two subjects for the 12 Hz stimulation. 
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Figure D.4. Example model fit for two subjects. 

A figure showing the model fit for two subjects for the 20 Hz stimulation. 
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Appendix E: Optically pumped 
magnetometers 

 

 

Background 
Although SQUIDs are sensitive enough to detect magnetic fields induced 

by neural activity, they need to be cooled in a dewar of liquid helium, which 

constrains several aspects of MEG experimentation. Firstly, the 

standardised helmet used has a brain-to-sensor distance of around 1.7cm, 

even when the helmet is a perfect fit, which is increased in subjects with 

smaller heads (Boto et al., 2020). Secondarily, head movement of ~5mm 

or more will greatly affect data quality (Handy, 2009). As a consequence, 

children and certain patient groups cannot be scanned and the movement-

related paradigms implemented are by necessity unnatural (Boto et al., 

2018).  

 

Optically pumped magnetometers (OPMs) are quantum sensors that have 

recently been used as an alternative to SQUIDs for MEG due to 

developments allowing them to be mounted on the scalp (Sander et al., 

2012). The type of sensors (QuSpin, Louisville, CO) used in this thesis 

contain a glass cell of gaseous 87Rb, the atoms of which are spin-polarised 

in a process known as optical pumping (Figure E.1) (Boto et al., 2018, 

2020). During optical pumping, the orientations of the magnetic moments 

of the 87Rb atoms are aligned along the axis of a circularly polarised 795nm 

laser making the gas magnetically sensitive (Figure E.1) (Boto et al., 

2020). Once aligned, no more light can be absorbed by the atoms and so 

the photodetector signal is maximal (Boto et al., 2020).  Disruption of this 

alignment due to the presence of a magnetic field (B0) means the atoms 

can once again absorb laser light and the signal detected will decrease. 
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Quantum basis of optical pumping 
Optical pumping involves the promotion of electrons to a higher energy 

state through the use of light. The orbital angular momentum of an 

electron is the magnitude at which it moves in a circle about the nucleus, 

while spin angular momentum is the magnitude at which it spins about its 

own axis (Boto et al., 2020). For the valence electron in rubidium the 

orbital angular momentum L at its ground state is 0 and if excited with 

sufficient energy, it will transition to a higher energy state with an orbital 

angular momentum equal to 1 (Boto et al., 2020). However, interactions 

within the rubidium atoms complicate this scenario, to understand the 

physics behind optical pumping these interactions are outlined briefly 

below (for a more in-depth explanation please see (Boto et al., 2020; 

Tierney et al., 2019)). 

 

Fine structure 

All moving charged particles generate a magnetic field. The positively 

charged nucleus can be thought of as orbiting around the valence electron, 

producing a current loop which in turn generates a magnetic field passing 

through the electron (Boto et al., 2020). The negatively charged electron 

also produces a magnetic field due to its intrinsic spin (Boto et al., 2020). 

The interaction of these fields means that the electron can undergo either 

a D1 or D2 transition to a higher energy state, each of which needs 

absorption of a different amount of energy (Boto et al., 2020). In QuSpin 

 
Figure E.1. A diagram of an OPM sensor.  

Optical pumping using left circularly polarised light causes alignment of the magnetic 

moments of rubidium atoms. In the presence of an external magnetic field B0 the spins 

reorientate to precess at the Larmor frequency around the field vector. Based on Boto et 

al., 2020. 
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OPM sensors the D1 transition is used, which requires the photon energy 

of the laser to be tuned to 795nm (QuSpin, Louisville, CO) (Boto et al., 

2020). 

 

Hyperfine and Zeeman splitting 

Like the valence electron, the spin of the 87Rb nucleus generates a 

magnetic field and the interaction between these spin generated fields is 

known as hyperfine splitting (Boto et al., 2020). For both the ground and 

higher energy state there are two energy levels denoted by the total 

atomic angular momentum F (F=1 and F=2) (Boto et al., 2020; Tierney et 

al., 2019). The total angular momentum is the sum of the orbital and spin 

angular momentum of the electron and the orbital angular momentum of 

the nucleus (Tierney et al., 2019). In a zero magnetic field the effect of 

hyperfine splitting is negligible, however in the presence of an external 

magnetic field the orientation of the angular momentum Mf with respect 

to the magnetic field is quantised (Mf =-F to F) (Boto et al., 2020). As a 

 
Figure E.2. A schematic diagram of the energy sublevels within an 87Rb atom. 

The diagram depicts the principle of optical pumping of valence electrons into the L=0, 

F=2, Mf=+2 state (blue circle) Based on Boto et al., 2020. 
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result, Zeeman splitting is seen where each of the energy states is further 

split into sublevels. 

 

To account for the many atomic interactions which occur and to allow 

accurate recording using OPMs we need to ensure we control which 

sublevel we excite the valence electron to (Boto et al., 2020). Therefore, 

OPMs use circularly polarised light. Photons of left circularly polarised light 

have an angular momentum of +1 and when absorbed by the outer 

rubidium electron their angular momentums will be summed causing a 

transition to the higher energy state (Boto et al., 2020). However, atoms 

will spontaneously decay to the ground state through emission of light. 

Vitally while this process involves a reduction of orbital angular momentum 

L, the orientation of angular momentum Mf has an equal probability of 

changing by 0, 1 or -1 (Tierney et al., 2019). Therefore, due to the D1 

transition always involving an increase in Mf of +1 but the decay not 

always resulting in a change of Mf, the net effect of the combination of D1 

transition and decay will result in the atoms residing in the ground state 

with the highest possible angular momentum (L=0, F=2, Mf=+2) (Figure 

E.2) (Boto et al., 2020; Tierney et al., 2019). As Mf denotes the orientation 

of angular momentum, the atomic magnetic moments are aligned making 

the vapour magnetically sensitive (Tierney et al., 2019).  

 

After spin-polarisation the atom will be unaffected by the laser due to the 

lack of an energy sublevel with Mf higher than 2 (Boto et al., 2020; Tierney 

et al., 2019). Therefore the atom becomes transparent to the laser light 

and a photodetector measures the light intensity of the laser passing 

through the vapour cell (Boto et al., 2020). When there is a perpendicular 

magnetic field, as is present during MEG recording, it will cause Larmor 

precession around the B0 axis (Boto et al., 2020). The rotation of atomic 

magnetic moments away from the axis of the laser and the associated 

redistribution amongst the atomic sublevels means the atoms can again 

absorb light causing a decrease in the light intensity measured by the 

photodetector (Boto et al., 2020).  
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Spin-exchange relaxation 
Spin-exchange relaxation involves atom collisions which cause 

decoherence of their precession meaning the gas will no longer be 

magnetically sensitive (Boto et al., 2020). OPMs are operated in a spin-

exchange relaxation (SERF) regime. This technique involves using a high 

atomic density vapour cell in an environment with a low magnetic field 

(Boto et al., 2020; Tierney et al., 2019). At high densities these collisions 

occur at a faster rate than the precession frequency meaning the net 

precession remains coherent. To ensure the high atomic density of 

rubidium in the cell, heaters are used to heat the vapour to 150°c. Despite 

this heating, the surface of the OPM is close to 37°c allowing them to be 

placed in close proximity to the scalp without causing harm (Boto et al., 

2020). This proximity means that there is an increase in the magnitude of 

the signal measured compared to SQUIDs due to the magnetic field 

decaying according to the inverse square law (Boto et al., 2020). 

Furthermore, a system employing OPMs has shown improved spatial 

resolution in comparison to SQUIDs, both when a subject is still and when 

performing naturalistic movements (Boto et al., 2018). 

 

Zero field recording 
OPMs need to be operated in the zero-field as the dynamic range of OPMs 

is ±1.5nT and so the head-mounted sensors can become saturated during 

movement through the inhomogeneous field remaining in the shielded 

room (Boto et al., 2018; Holmes et al., 2018). Therefore along with the 

noise reduction provided by the shielded room, there are a set of coils 

surrounding the vapour cell within OPMs which measure the offset of the 

field and produce an equal and opposite magnetic field to zero the field in 

a particular orientation (x, y or z) (Holmes et al., 2018). A set of 6 bi-

planar nulling coils are set up within the scan room which null this residual 

field around the participant’s head by generating three spatially uniform 

fields (Bx, By, Bz) and reducing three field gradients (dBx/dz, dBy/dz and 

dBz/dz) (Holmes et al., 2018). The currents within the coils are set using 

4 reference sensors located near to the head which measure the remnant 

magnetic fields and act as a feedback loop (Holmes et al., 2018). This 

setup is what allows recording during tasks involving head movement. 
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Why OPM-MEG? 
OPM-MEG has a lower spread of the magnetic field due to the sensors being 

closer to the scalp in comparison to conventional MEG and the lack of 

spatial smearing in comparison to EEG. Therefore, the lead fields for the 

sources are less correlated meaning there is improved spatial resolution. 

Furthermore, as the sensors are closer to the scalp in comparison to CTF-

MEG then the SNR is also higher, further improving the spatial resolution 

(Boto et al., 2020). 

 

Assessing Clinical Measures in Tourette Syndrome 

Yale Global Tic Severity Scale  
The YGTSS is a semi-structured interview which evaluates the number, 

frequency, intensity, complexity and interference of the participant’s motor 

and phonic tics over the previous week (Leckman et al., 1989). The global 

estimate of tic symptom severity is calculated through summation of the 

motor, phonic and impairment ratings. This scale is the most used measure 

to assess tic severity in clinical research. The initial description of the scale 

demonstrated good interrater agreement as well as high convergent 

validity of the subscales (Leckman et al., 1989). More recent assessment 

of YGTSS has shown that it is a valid and reliable measure which remains 

stable across time (Storch et al., 2005).  

 

Premonitory Urge for Tics Scale – Revised  
The majority of Tourette’s patients experience an urge or sensation prior 

to tic onset (Kwak et al., 2003). This sensation can be assessed using the 

Premonitory Urge for Tics Scale – Revised (PUTS-R)(Baumung et al., 

2021). The PUTS-R evaluates the participants’ agreement with statements 

about common feelings prior to a tic using a 5-point Likert scale (0 = “Not 

at all”, 4 = “Very much”) (Baumung et al., 2021). These scores are then 

summed for the 24 statements to provide a total severity score out of 96, 

where a higher score indicates more urge related symptoms. Woods and 

colleagues showed that the original scale had both discriminant and 

concurrent validity, internal consistency and was stable across time 

(Woods et al., 2005). Moreover, a large sample of participants with chronic 
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tic disorders has been analysed to show the reliability of PUTS, particularly 

in patients over the age of 10 (Raines et al., 2018). A more recent study 

however showed good reliability in children under the age of 11, potentially 

due to parents helping young children with completion of the questionnaire 

(Baumung et al., 2021). 

 

 

Pilot Experiment 
Previous attempts to investigate the oscillatory dynamics of tics and urges 

in TS using OPM-MEG in 2019 were hampered by the use of a flexible cap, 

similar to that used with EEG. When tics occurred, the sensors would rattle 

resulting in a noise artefact at tic onset (Figure E.3). Recently, we piloted 

this experiment again using the new rigid 3D printed helmet which is 

currently in use at the University of Nottingham. 
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Method 
Here I describe pilot data collected from a 35-year-old participant with a 

TS diagnosis (male, right-handed). The participants Yale total tic severity 

score was 36/50 and their PUTS-R score was 27/96. The participant was 

scanned using OPM-MEG with the sensors placed to give whole-head 

coverage. During the scan, video and audio recordings were collected to 

determine tic onsets during post-hoc analysis. Tics needed to be at least 

2s apart to be classed as a different tic bout. 

 

Figure E.3. Time frequency spectra for gradiometers overlying the sensorimotor 

cortex, with tic bout onset at time 0. 
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Voluntary movement 
The first task involved a single cued right index finger abduction every 5-

seconds for 60 trials. In-house Matlab code was used to compare 

movement to baseline resulting in a similar beta (13-30 Hz) timecourse to 

what would be expected in healthy participants with desynchronization 

during movement being localised to the contralateral sensorimotor cortex 

(Figure E.4A and B), followed by a post-movement beta rebound (Figure 

E.4B). 

 

Tic suppression paradigm 
For the second task the participant was asked to rest and freely express 

their tics during a 5-minute block followed by a period where they would 

attempt to suppress their tics for the duration of a 5-minute block, this 

was then repeated. 

 

Due to the frequency of the participants tics, we were not able to get any 

trials during the rest block due to tics being constant within this period. 

Therefore, for suppression trials (N = 45) only we investigated the changes 

in oscillatory activity immediately preceding tics (active window -1s to 0s) 

compared with during tics (control window 0s to 1s) in the cingulate and 

insular cortices which were highlighted as regions of interest in Chapter 3. 

We would expect any urge related activity within these regions would be 

highest immediately preceding tics (Figure E.5A, B and C). 
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Results 
 

 

Figure E.4. (A) A figure showing the lowest T-stat value in the beta (13-30 Hz) 
frequency range during voluntary finger abduction is within the contralateral 
sensorimotor cortex. (B) The timecourse of beta oscillatory changes within the voxel 

with the lowest T-stat value in the beta frequency band, showing a 

desynchronisation followed by a rebound. 
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Discussion 
Due to the inclusion of only one participant, we cannot make any 

conclusions regarding the oscillatory changes preceding tics. However, we 

have demonstrated that when using the rigid 3D printed helmet, we are 

able to record good data from participants whilst they tic which can be 

beamformed to the regions of interest, the cingulate and insular cortices. 

 

 

Figure E.5. T-stat maps showing the differences within the cingulate and insular 
cortices prior to a tic compared to during a tic in the (A) theta (4-7 Hz), (B) alpha 

(8-12 Hz) and (C) Beta (13-30 Hz) frequency bands. 
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