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Abstract

As understanding of host immune responses towards implanted biomaterials has

grown, macrophages have been identified as critical predictors of inflammatory

consequences following implantation. Depending on the phenotype they adopt in

response to biomaterials in vivo, different macrophage phenotypes can either

perpetuate chronic inflammation (via M1) or promote tissue healing (via M2). In the

setting of tissue repair, a prompt shift in macrophage polarisation from a pro-

inflammatory (M1 macrophages) to an anti-inflammatory (M2 macrophages) favours

enhanced healing. In some cases, patients suffer adverse immune reactions to

implanted devices leading to chronic inflammation, pain, and on occasion, implant

failure. Therefore, it is beneficial to have an in-depth understanding of the

metabolomics of different macrophage phenotypes, as this would help understand and

improve the response of the human body to biomaterials.

Characterization of the small molecule signature, the metabolome of macrophage

subsets within individual cells (in vitro) and tissue sections (ex vivo) offers great

potential to understand the response of the human immune system to implanted

biomaterials. As a first in vitro step I investigate the possibility of using 3D OrbiSIMS

to characterise the metabolic profile of single cells after cytokine differentiation into

naïve (non-polarised), M1 and M2. I identify key characteristic metabolites for each

macrophage subset (Chapter 4). In the second step, I used of methacrylate monomers

to synthesise copolymers via a thermal polymerization method and subsequently coat

coverslips. Moreover, I found the coated polymers to impact on macrophage

polarisation in terms of their behaviour and phenotype of macrophages (Chapter 5).

In the third step in vivo, I investigate explanted as purchased and polymer coated

silicon catheter coated sections as a model medical device in a subcutaneous rodent



3

model of foreign body response (Chapter 6). Here, I identified the bio-instructive

polymer coatings to induce macrophage pro/anti-inflammatory responses in vivo by

examining the tissue surrounding the foreign body site from mice using

immunohistochemistry, staining and using the 3D OrbiSIMS specifically employing a

gas cluster ion beam (GCIB) and an Orbitrap analyser.

In summary, findings from this study show the potential of metabolomic analysis by

3D OrbiSIMS to achieve unbiased insight into cellular phenotype at the resolution of

a single cell in culture. Also, this is possible on explanted devices in order to their

response to various biomaterials.
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Chapter 1

1. General introduction

1.1. Biomaterials and medical device

Biomaterials are natural or synthetic materials and can be used in making medical

devices.1 These medical devices are used to replace, repair and support any part of the

human body tissue which has been damaged or disordered by e.g., dental diseases,

cardiovascular disorders, coronary stents, catheters, hip and knee replacements and

even the everyday contact lens (Figure 1.1.).2-5 Moreover, biomaterials are utilised in

various advanced medical technologies, including drug delivery devices, tissue

engineering and other biomedical implants.6 Medical devices are materials that are

used inside the human body or come in direct contact with tissues in the human body

such as bone, cartilage or soft tissue. Medical devices and biomaterials should be non-

toxic, biocompatible, and depending on their use sometimes biodegradable.

1.1.1. The use of biomaterials for medical applications

Medical devices and biomaterials should be made from natural or synthetic sources

that are non-toxic and biocompatible to avoid adverse cellular (e.g. cell death) or

immunological (e.g. excessive inflammation) reactions. Researchers are interested in

developing biomaterials with favourable properties, which would decrease negative

biologic responses. This would enable patients to have a recovery to a great quality of

life after implantation surgery. Materials used for the development of medical devices

are generally categorised into four groups, namely metals, ceramics, polymers and

composite materials.1, 7 Table 1.1. shows some examples of medically relevant

materials and their applications.
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Figure 1.1. Examples of biomaterial applications used to repair or replace
dysfunctional tissues and for the treatment of various disorders.

Adapted from Yang et al., Int J Mol Sci (2018).8

A group of synthetic polymers of polyacrylates has been found relevant in biomedical

applications. They are synthesised by polymerisation from a wide array of acrylate

monomers such as ethylene glycol dimethacrylate, heptadecafluorodecyl

methacrylate, cyclohexyl methacrylate, dimethylamino-ethyl methacrylate and

isodecyl methacrylate. These polymers are well-known for their good mechanical

properties, transparency and biocompatibility.9, 10 Acrylate polymers are commonly

used in many other biomedical applications11, 12, including dental materials, bone

cement for fixing prosthetic devices, hard or soft contact lenes as shown in Table 1.1.

Recently, a group of acrylate polymers have been reported to be resistant to bacterial

attachment.13 This capability illustrates the great potential of polyacrylate for the

discovery of novel biomaterials.
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Table 1.1. Biomedical applications of biomaterials.

Types Materials Applications

Metals Stainless steel Used as dental and surgical instruments

such as fracture fixation, stents, screws14, 15

Titanium Used in maxillofacial surgery,

cardiovascular surgery, joint

replacement, orthopaedic16, 17

Ceramics Calcium phosphate Used for joint replacement as coating

on metal, bone implants, bone graft18, 19

Zirconia Joint replacement20

Polymer Polyethylene Cardiovascular treatments, craniofacial

reconstruction21

Poly Bone cement lenses, bone substitutes,

(methyl methacrylate) drug delivery systems22, 23

Poly(vinyl alcohol) Hydrogel formation nucleus pulposus,

vitreous body replacement24, 25

Poly Silicones are used as catheters,

(dimethylsiloxane) intraocular, lenses, drainage devices, 22, 26

Poly(ethylene glycol) Hydrogels for the controlled release27

Composite HA/alumina Bone replacement materials28

Cellulose /graphene Bone tissue regeneration29
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1.1.2. Biocompatibility of implants and medical device

Historically, the goal was to find biomaterials that were ‘inert’, with the ability to not

induce any immune response. At present, new requirements in regenerative medicine

mandate that biomaterials should be biocompatible. Biocompatibility is broadly

defined as “the ability of a material to perform its desired functions with respect to a

medical therapy, to induce an appropriate host response in a specific application and

to interact with living systems without having any risk of injury, toxicity, or rejection

by the immune system and undesirable or inappropriate local or systemic effects”.30

General concepts of biocompatibility highlight the following3:

 Nontoxicity

 Cytotoxicity

 Osseointegration

 Non-combustible

The designed materials for biomaterials and medical devices should be capable of

functioning in vitro and in vivo without exhibiting any undesirable local or systemic

effects, such as immune responses, allergic, inflammatory, and carcinogenic responses

surrounding the implant. Immune responses can lead to excessive inflammation,

fibrotic healing of implants, fibrotic encapsulation, tissue destruction, and rejection of

medical devices. Thus, this requires a deep understanding of the material or biology in

order to develop technology that aims to reduce chronic inflammation and fibrotic

capsule formation around implants. Therefore, it is beneficial to redefine

biocompatibility that would also include promoting wound healing, reconstruction,

and tissue integration.

1.1.3. Foreign body reaction to implanted biomaterials

When a material is implanted into the body, implantation often leads to a foreign body

reaction induced by the immune system. Following implantation, proteins from blood

and interstitial fluids adsorb onto the biomaterial surfaces. During this, acute phase of

the inflammatory response, neutrophils and monocytes are recruited to the site of

implantation and most of the recruited monocyte differentiate into macrophages,

which heightens inflammation as shown in Figure 1.2.6 Within a few days of
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implantation, macrophages release pro-inflammatory actors such as interleukin 6 (IL-

6) and tumor necrosis factor alpha (TNF-α) in acute inflammation.31 This begins an

acute inflammatory response that develops into foreign body response (FBR). In the

chronic inflammatory stage, M2 macrophages reduce inflammatory activity by

releasing anti-inflammatory cytokines such interleukin 10 (IL10) and transforming

growth factor beta (TGF-β) which promote pro-healing capacities32, 33 and, as well as

their ability fuse to form foreign body giant cells (FBGCs) in order to increase the

phagocytic ability. Over a period of weeks to months this inflammatory process

develops into a chronic inflammation M2 macrophages release IL-10, TGF- β and IL-

4 cytokines. These cytokines promote the fusion of fibroblast adhesion/proliferation,

collagen deposition, and ultimately the formation of a largely avascular fibrotic

capsule. Additionally, fibrotic capsule formation can separate an implanted medical

device from the host tissue, thus avoiding device-tissue integration, which can cause

device failure.

Figure 1.2. Foreign body reaction against biomaterials.

This shows the series of events leading to macrophage response to biomaterials.
Adapted from Guoying and Thomas, Macromol Biosci (2018). 6
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1.2. Macrophages as innate immune cells

1.2.1. Origin and functional of macrophages

Macrophages are innate immune cells found in most tissues in the body. Tissue

macrophages are often distributed in various body, organs such as the alveoli, liver,

spleen, lymph nodes, lungs, bone marrow, bone tissue and central nervous system see

Figure 1.3.34 Macrophages differentiate from white blood cells which are called

monocytes.35 36 Monocytes migrate from the blood to various tissues, where they

differentiate into macrophages, adding to the pool of specialised macrophages in the

tissues.37, 38 Macrophages play a variety of important immune-surveillance functions.

Macrophages are immune system cells that provide protection against a wide range of

diseases. They are critical mediators of the inflammatory process. On recognizing

threats (e.g. pathogen/damage associated molecular patterns or foreign bodies),

macrophages become activated; this enables them to release reactive oxygen and

nitrogen species, which contributes to the killing of invading threats.39 They also

release pro-inflammatory cytokines which attract other immune cells to the site of

injury or infection, where they all contribute to the inflammatory condition.

Macrophages have been suggested to be the most important cell type that influences

immune responses to biomaterials and medical devices.
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Figure 1.3. Distribution of macrophages in tissues.

Various populations of mature tissue macrophages are strategically located all over

the body and conduct critical immune surveillance functions such as phagocytosis,

antigen presentation, and immunological suppression. Adapted from Murray and

Wynn, Nature Reviews Immunology (2011). 38

1.2.2. Macrophage classification

Macrophages have been broadly classified into two categories based on their functions,

expressed phenotypic markers, expression of different transcription factors and

cytokines namely, pro-inflammatory (M1) and anti-inflammatory (M2)

macrophages.40, 41 M1 macrophages (classical activation) can be generated in vitro

from monocytes and activated by the cytokines interferon gamma (IFN-γ)42 and/or

lipopolysaccharide (LPS).43-45 M1 macrophages activated granulocyte macrophage

colony-stimulating factor (GM-CSF), which increased pro-inflammatory activity.45

M2 macrophages are different from the classical activation by anti-inflammatory and

post-inflammatory wound healing responses46 and can be generated in vitro from
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monocyte by interleukin (IL-4).47 Macrophages generated by colony-stimulating

factor (M-CSF) have been proposed for M2 macrophages, causing the production of

large amounts of the anti-inflammatory cytokine IL-10.48 M1 and M2 macrophages

classification as shown in Figure 1.4.

Classically activated macrophages

The term classically activated (M1) has been used to designate the effector

macrophages which are produced during cell-mediated immune responses. The M1

macrophage is identified by the production of high levels of pro-inflammatory

mediators, high production of reactive oxygen and nitrogen radicals.49 Despite their

usefulness in providing host defence against infections, this macrophage subset's

unregulated activity can inflict massive damage to host tissues.40, 50 Additionally, GM-

CSF can promote the differentiation of M1 macrophages and causes the production of

higher levels of pro-inflammatory mediators.45 The combination of two cytokines,

granulocyte macrophage colony-stimulating factor (GM-CSF) and interferon gamma

(IFN-γ) resulted in a macrophage phenotype that produced high levels of pro-

inflammatory mediators such as IL-6 and TNF-α.51 Vogel et al. (2014) also

demonstrated that IFN-γ/LPS activated macrophages produce more TNF-α and IL-6 

than unactivated macrophages.49 M1 macrophages produce nitric oxide or reactive

oxygen intermediates (ROI) to protect against bacteria and viruses.

Alternatively activated macrophages

Alternatively activated macrophages (M2) can develop in response to innate or

adaptive signals. In general, M2 macrophages are involved in the repair of damaged

tissues and tissue remodelling during would healing.52 They are thought to help keep

tissues in a state of homeostasis by reducing their pro-inflammatory activity.

Moreover, M2 macrophages are identified by production of high levels of anti-

inflammatory and wound healing mediators when stimulated by interleukin 4 (IL-4)

or interleukin 13 (IL-13) and macrophage colony-stimulating factor (M-CSF).

Characterisation of activation has been widely investigated.53 Vogel et al. (2014)

recently reported that M2 macrophages activated with IL-4 had high expression of

mannose receptor (MR, CD206) and produced the cytokine IL-10 which led to reduced
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secretion of pro-inflammatory cytokines.53, 54 M2 macrophages produce ornithine and

polyamines through the arginase pathway.55

Figure 1.4. M1 and M2 macrophages classification.

Schematic illustrating the polarising stimuli, phenotypic markers, and functional
characteristics of M1 and M2 macrophage subsets. Adapted from Ahmed and Ismail,
J Cell Immunol (2020). 56

1.3. Host response to biomaterials and medical device

1.3.1. Immune response towards biomaterial insertion

When implants are inserted into body tissues, they are almost always recognised as

foreign by the immune system, which then causes immunological reactions.57, 58

During implant insertion, vascularized tissues sustain localised damage; implants

come into contact with blood, resulting in the formation of a blood-based provisional

matrix around the implant surface.59, 60 This elicits responses from innate immune

system cellular and non-cellular components, as well as the coagulation system.

Complement and platelet activation, activation of tissue resident macrophages, and

recruitment of neutrophils, monocytes, and mast cells are some of these reactions.61

During the acute phase of inflammation, several processes occur to stop bleeding and
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eliminate harmful chemicals from injured tissues. Neutrophils and macrophages

release reactive oxygen species (ROS), acid hydrolases, and inflammation cytokines

and chemokines in response to the damage, while mast cells release histamine and

other chemotactic factors. Collectively, these mediators promote the destruction of

invading microorganisms and initiate the reparative processes that result in tissue

regeneration.62, 63 Importantly, the duration of acute inflammation relies on the extent

of tissue injury, the implant's placement, and the formation of a temporary matrix

around the implant.60 When acute inflammation caused by biomaterial implantation

fails to be resolved, the inflammation becomes chronic (as it would in an implant-free

tissue). As a result of the implant's constant activation of immune cells, chronic

inflammation develops.64 This level of inflammation is defined by the presence of

mononuclear cells at the implant site, including inflammatory monocytes,

macrophages, and lymphocytes. It has been demonstrated that macrophages are the

primary drivers of implant-associated inflammation, which frequently results in

implant failure.65, 66

1.3.2. Role of macrophages in immune responses

As previously noted, inflammation is a key aspect of the host reaction to biomaterial

implants. Macrophages adhere to plasma and ECM proteins adsorbed at the implant

site via adsorption molecules known as integrins.59, 60 Macrophages recognise foreign

ligands on implants, triggering the continual production of inflammatory mediators.60,

67 In an effort to eliminate the persistent foreign body, macrophages attempt to

phagocytose the implant, a procedure that is frequently unsuccessful. If macrophages

are unable to engulf and clear the foreign body, they enter a state called ‘frustrated

phagocytosis’ and release large amounts of pro-inflammatory chemicals (such as

cytokines and chemokines). When macrophages are in this state, they release parts of

their lysosomes and digestive vacuoles into the surrounding tissues.68 Still attempting

to ingest the implant, macrophages fuse, generating foreign body giant cells (FBGCs);

a defining trait of FBR. In FBR against implants, macrophages and FBGCs release

ROS, which can lead to destruction of implanted biomaterials or devices.66 Successful

tissue repair processes necessitate a fast transition from M1 to M2 responses. A

developing FBR, however, promotes a defective tissue healing process. Although the
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mechanism is poorly understood, it is believed that macrophages and FBGCs produce

substances that excessively increase the activities of (myo)fibroblasts and other tissue

repair cells.69 This is demonstrated by the excessive deposition of ECM proteins by

myofibroblasts, the abnormal proliferation of cells, and the creation of granulomatous

tissues around implants. Implants become encapsulated by these fibrous structures,

isolating them from host tissues and so impairing their functioning. Biosensor devices,

drug delivery devices, and electrical devices are examples of medical devices that are

particularly sensitive to granulation tissue.57, 68

1.4. The biological responses to biomaterial and medical devices:
strategies for controlling their surface

1.4.1. Modification of biomaterial physical and structure properties

The discovery that related material properties influence biological reactions

established a reasonable basis for developing synthetic materials that can influence

biological responses positively. Various biomaterials have been developed to control

biological processes such as adhesion, proliferation, migration, differentiation, and

biomolecule production. In addition, biomaterials have been specifically designed to

promote tissue growth which offer unique physical properties. Since the beginning,

the main question that has driven biomedical researchers has been how to design and

control the properties of materials to get a certain biological response.70 Many different

plastic types have been used in common tissue culture plastic. Untreated tissue culture

plastic surfaces are more resistant to water absorption (hydrophobic) than treated tissue

culture plastic surfaces, and treated tissue culture plastic surfaces promote the highest

levels of cell attachment. Plasma etching has been frequently applied to modify the

surface of polystyrene tissue culture and these plasma treatments are used to alter PS

surfaces to improve cell growth.71 Moreover, surface chemistry modification has been

used to alter the functional and phenotypic characteristics of several cell types.72, 73

Champion et al, report the use of polystyrene to fabricate various sizes and shapes that

must be created to initiate phagocytosis by macrophages.74 Biomaterial surface

topography has been demonstrated to selectively influence cell attachment. Several

studies have found that nanoscale surface roughness increases extracellular matrix
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(ECM) protein adsorption, which promotes osteoblast attachment.75, 76 Faia-Torres et

al. demonstrated that nano/micro scale surface features promote mesenchymal stem

cells osteogenic differentiation when compared to a smooth surface.77 Numerous

current materials have excellent physical and chemical properties, providing them

desirable candidates for a wide range of biomedical applications. However, the clinical

use can be limited by undesired side effects induced by uncontrolled inflammatory.

The following section discusses strategies that have been employed for the modulation

of macrophage responses by material physical and structural properties.

1.4.2. Modulation of macrophage phenotype and function by material
physical and chemical properties

The modulation of macrophage phenotypes by various biomaterials and surface

topographies has been extensively investigated. To manipulate macrophage responses,

research has focused on the modification of biomaterial design principles to create

microenvironmental circumstances that increase desired cell-material interactions.

Immunomodulation is significantly influenced by topography, material physical

properties such as porosity, and size/geometry. The wettability of a material's

properties can also influence macrophage polarisation. Rostam et al. discovered that

human monocytes cultured for 6 days on untreated hydrophobic polystyrene surfaces

displayed an M2-like phenotype by expressing a higher level of mannose receptor

(MR), IL-10, and CCL-18 than cells cultured on hydrophilic oxygen plasma-etched

polystyrene surfaces.72 The TopoChip platform creates 2176 unique, randomly

designed surface topographies using an algorithm.78 These discoveries showed the

importance of the pattern area of micropillars in identifying topographies that promote

both the human macrophages attachment and phenotypes. Furthermore, Rostam et al.

identified a variety of acrylates and methacrylates that encouraged macrophage

attachment and differentiation towards pro or anti-inflammatory phenotypes in vitro

and that were successfully translated into a mouse in vivo model with polymer-coated

catheters.79
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1.5. Metabolomics analysis for immune cell characterisation

One of the challenges of systems biology and functional omics is to integrate

genomics, transcriptomic, proteomic, and metabolomic information to have an in

depth understanding of complex molecular interactions in biological systems.80, 81

Genomics is the study of the information in DNA and genetic in cells. Transcriptomics

is the study of RNA and differences in mRNA expression using high-throughput

technologies such as microarrays and high-throughput sequencing. However, due to

the high costs of transcriptomics, only few studies include the high levels of replication

necessary to satisfy adequate rigorous statistical standards.82 Proteomics is the large-

scale study of proteomes which are sets of proteins produced in biological context.

Metabolomics is a member of the omics family of system biology technologies that is

primarily focused on the identification and characterisation of small molecules in a

biological system (be it cells, tissues, organs, biological fluids or organisms).83 This

can be extended to dynamic temporal measurements as an organism's environment

changes. The limitations of these approaches show that genomic, transcriptomic and

proteomic studies, cannot alone serve as techniques that aid in the full understanding

of various responses of biological systems to genetic and environmental changes, as

well as metabolic stresses. As a result, metabolomics has been developed to investigate

metabolic states and provide functional readouts in biological systems in order to

provide a cellular state function readout. Metabolomics is an emerging technology,

that involves quantitative and qualitative metabolite assessments. Metabolomics has

recently been used to study the metabolic profile and expression of small molecules in

biological systems.84 Metabolomics has been applied to provide insights into

immunomodulation. To date, the main focus of the field has been on using this

information to identify biomarkers not previously known to be relevant to immune

responses. Targeted metabolite assays, such as those for inflammatory cytokines,

arginine, and citrulline, are currently used in clinical settings due to metabolite

associations with immune regulatory pathways85 and metabolic disorders.86, 87
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1.5.1. Metabolic approaches

The goal of metabolomics is to examine and analyse the metabolic complement of the

target organism. However, this is currently unachievable since there are many

metabolites across a broad chemical spectrum in organisms and a lack of a single

acceptable analytical technique for the simultaneous qualitative and quantitative

identification of all metabolites. To address specific concerns pertaining to biological

systems, various metabolic techniques have been created based on a variety of analytic

objectives. The following are definitions of the various metabolomics techniques

proposed by Fiehn.82, 88

Metabolite Target Analysis

Metabolite Target Analysis is an approach in which analysis is restricted to a particular

chemical class of metabolites, metabolite pathway, or the direct detection of an

individual metabolite created by a specific enzyme system. To prevent interferences

from main metabolite components, it is common practise to perform significant sample

purification processes to increase the sensitivity and precision of quantification. This

technique is ideal for monitoring individual molecules in exceedingly complicated

matrices, such as phytohormones.89, 90

Metabolite

To understand the metabolome, it may not be necessary to identify every disturbance

that occurs in each branch of metabolism. Consequently, this approach might be

centred on the identification and quantification of a limited number of predefined

metabolic pathways or metabolites with similar chemistry. This is mostly determined

by the selected metabolomics platform. Typically, sample preparation is untargeted,

allowing for the detection and quantification of a broad variety of metabolites; sample

complexity is decreased by applying chromatographic separations prior to detection

with mass spectrometry. This metabolite profiling technique is widely applied in all

fields of biological (plants, fungi, animals, and environmental) metabolomics and in

the clinical setting of drug research for biomarker discovery in biomedicine and drug

development by tracing the metabolic fate of an administered drug.
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Metabolomics

The impact of a mutation caused by a single genetic alteration may be directed to

changes in metabolite levels from seemingly unrelated biochemical pathways because

of pleiotropic effects. A comprehensive quantitative study of all metabolites in a

biological system at a certain time and under certain conditions is required to elucidate

these types of events. Metabolomics is a term for such a strategy. Well-established

non-targeted sample preparation procedures and analytical techniques must be used to

prevent omitting any metabolite of a biological system. To improve the resolving

power of the analytical method utilised in metabolomics, high sensitivity, selectivity,

matrix independence, and universality must be ensured. Since metabolomic data sets

are complex due to the number of metabolites found in biological samples, appropriate

informatics tools are needed to store, normalise, compare, and evaluate the obtained

data to understand genetic interactions and reactions in biological systems.

1.5.2. Metabolomics technologies and applications

There are a wide range of techniques for the analysis of metabolic data from a cell or

organism. Metabolomics studies typically use Fourier transform infrared (FT-IR)

spectroscopy and mass spectrometry (MS) techniques because of their specificity and

quantitative reproducibility.91 However, there are many analytical methods available

for measuring the number of metabolites. Metabolomics are driven by a specific

chemical class of metabolites and metabolite pathways. Increased understanding of

this process will drive the advancement of the field of metabolomics. In this study, we

will focus on mass spectrometry (MS).

1.5.2.1. Mass spectrometry (MS)

Mass spectrometry has been widely utilised in the field of metabolomics to profile a

variety of metabolites in plants, microorganisms, and mammalian cells because MS-

based techniques can provide sensitive, selective, and rapid quantitative and

qualitative analyses. Mass spectrometry refers to the instrument used to detect the

mass-to-charge ratio (m/z) and intensity of the various ionised analytes generated by
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ionisation. Although all types of MS are composed of various elements, they combine

three key components: an ionisation source, a mass analyser, and a detector. Mass

analyser components are operated under vacuum to offer the best environment for ion

transmission to the analyser and detector. Mass spectrometry (MS) analysis methods

include liquid chromatography mass spectrometry (LC-MS), liquid extraction surface

analysis mass spectrometry (LESA-MS), matrix-assisted laser desorption/ionization

(MALDI), desorption electrospray ionization (DESI) and secondary ion mass

spectrometry (SIMS). Liquid chromatography mass spectrometry (LC-MS)-based

metabolomics is an effective approach for quantifying metabolites and identifying

both known and unknown compounds in biological samples.92 Moreover,

chromatography MS-based, techniques have a high sensitivity and thus a high potential

for discovering new biomarkers for disease diagnosis and disease progression.93

Metabolites can also be discovered using a combination of matching retention duration

or retention index, mass spectral interpretation or comparison matching to pure

compound mass spectra obtained under the same conditions in library databases.

Typically, extraction of metabolites from biological samples is the first step in LC-

MS-based metabolite studies. However, the technical limitations of LC-MS, especially

in terms of its lack of reproducibility and using conventional LC-MS protocols

typically require an average amount of 6 million cells to identify metabolic profiling

in macrophages.94 MALDI analysis involves the use of a matrix that is used to absorb

the power from the laser, allowing the material desorption and ionisation and therefore

sample modification, which is most commonly used in tissue or cells.95 MALDI is a

highly sensitive technique with different sample preparation procedures, e.g. matrices

for ionisation of different analytes. It has been successfully applied as an identification

method in clinical microbiology and is extensively utilised in routine laboratory

practise due to its economic viability and diagnostic value.96 MALDI-TOF provides

the ability to identify and visualise in 2D high molecular weight compounds covering

a broad range of molecules with a spatial resolution that ranges 5- 100 µm, a mass

accuracy up to 40,000, it is advantageously applicable due to the existence of large

databases for large molecules, including lipids and proteins.97

For the work included MALDI might offer benefit for lipid detection, but it has poor

sensitivities for molecules with molecular weights less than 200 (m/z). However,
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SIMS does not require an application of matrix and so along with its high spatial

resolution at submicron scale (200–400 nm) was preferred for this study.

Desorption electros-rate ionisation (DESI) is an ambient ionization technique. DESI

analysis is conducted in the sample's native environment, at atmospheric pressure, and

with minimal sample preparation.98 The main advantage of DESI is that it does not

necessitate substantial sample preparation, as matrix fixation does in MALDI99

However, its spatial resolution is also limited to about 250 m, which is lower than that

of MALDI (5 m–200 m) or SIMS (100 nm) .100, 101

Table 1.2 provides a brief overview of the advantages and disadvantages of both TOF-

SIMS and MALDI-TOF.

1.5.2.2. Secondary ion mass spectrometry (SIMS)

Secondary ion mass spectrometry generates ions for analysis using a primary ion beam

of energetic particles (including Bin+, Ga+, Aun
+,C60

+ and Arn
+) to cause secondary ion

emission and ionisation from a solid surface.102 The selection of the primary ion source

is determined by the objective of the study and the sample being analysed. Each beam

has a unique overall performance and application suitability, including depth profiling,

high spatial resolution imaging, and high sensitivity. SIMS technique provides detailed

surface chemical information, including chemical group, element, and molecular

details. In SIMS, a primary ion beam accelerates charged particles to the surface of a

sample, causing surface molecules to be sputtered and a small fraction are ionised to

form secondary ions, making them amenable to identification by a mass analyser as

shown in Figure 1.5a. Traditionally, SIMS used monatomic ion sources such as O+,
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Ga+, Cs+
, or Bi+. The monatomic ions penetrate deeply into the sample, causing

damage (Figure1.5b). Next, the development of polyatomic ion sources, such as C60
+,

Au3
+, or Bi3

+, which are more suited for biological samples and low damage cross

section.103-106

A clustered source with the same energy as a monoatomic source will have

significantly less energy per atom as it impacts the surface and breaks up, their low

kinetic energy per atom impact on the surface causes reduced fragmentation and

enhance the secondary ion yield of larger ion fragments.103, 107 Mass spectra derived

from GCIBs result in less fragmentation than those derived from smaller projectiles,

allowing for the detection of molecular ions of a wider range of biomolecules with

higher sensitivity. Consequently, it is reasonable to presume that the GCIB will be a

valuable modality for bioimaging applications in which the sample consists of a

complex array of fragile molecules.108 Its disadvantage over mono atomic beams is its

poorer focus.

Recent developments in gas cluster ion beams (GCIB) which can have varying cluster

sizes are promising tools for SIMS applications because they reduce surface damage

and increase intact molecular ion yield in comparison to C60
+ ion sources.109 The gas

cluster source was first introduced in the SIMS study by Matsuo et al.110 The GCIB

source generates electrically charged cluster ions composed of several hundred to tens

of thousands of atoms.
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Figure 1.5. The principle of secondary-ion mass spectrometry.

a) The SMS process, the primary ion beam hits on the surface, image adapted from111

b) Comparison of the characteristics of ion beams of single atom ion beam and cluster
ion beams. Adapted from112

Molecular dynamic (MD) simulations are computational sputtering experiments that

reveal the interaction between the energetic primary ion and the targeted atomic of the

sample surface. A MD simulation examination of the bombardment of Ag (111) was

conducted with atomic, polyatomic and cluster ions (Figure 1.6). 113 In the case of four

primary ions bombarding on Ag (111) substrate, both Ga and Au3
+ ions penetrate

deeply into the sample and causing damage with the mixing of the atomic layer in the

sample and producing a lower secondary yield ion than C60
+ and Ar872

+. For C60
+ and

Ar872
+, their low kinetic energy per atom placed on the surface of a material causes

less damage, they have high secondary ion yields and the crater has a similar diameter

of bombardment despite the fact that the depth is substantially lower in Ar872
+.114 The

energy of the primary ions is transferred to the atoms and molecules in the sample
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through a cascade of collisions, commonly known as the "collision cascade." A small

part of the energy is transported back to the surface by the collision cascade, resulting

in the desorption or sputtering of electrons, neutrals, and secondary ions.

Figure 1.6. Molecular dynamics simulations of 15 keV Ga+, Au3
+, C60

+, and Ar872
+

primary ions bombarding an Ag (111) substrate.113

The coloured layers represent the distance between the Ag layers. The grey layer
begins at 4.6 nm depth. The first three rows show a cross section of the substrate, and
the last row shows a top view to aid in identifying the damage area. The first row
represents the initial state of the crystal, while the second and third rows show the
damage's time evolution after 3 ps and 29 ps, respectively. The number in the bottom
left corner of the third row displays the number of Ag atoms ejected per primary
particle impact.114
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1.5.2.3. ToF analyser

In the ToF analyser, the mass of the secondary ions is calculated by measuring their

flight time to the detector after they have been transported to the mass spectrometer

from point at the surface. In time of flight (ToF) SIMS, the mass of the secondary ions

is calculated by measuring their flight time to the detector after they are accelerated

from the surface. The secondary ions pass through a mass analyser to be separated

according to their mass-to-charge ratio (m/z) following their generation. The following

equations, which describe the transformation of potential energy into kinetic energy

for all ions in accelerated regions, serve to illustrate this:

k = kinetic energy of particle (J)

m = mass of the particle

 = velocity of the particle

Other types of mass analyser are magnetic sector and quadrupole. Based on the

respective mass resolving power, sensitivity, and duty cycle, each mass analyser has

its own advantage and limitation.115 SIMS is commonly used in combination with a

ToF analyser and provides high spatial resolution and a fast acquisition rate.116, 117

1.5.2.4. Orbitrap analyser

The Orbitrap analyser was developed in the 1990’s118 and is utilised in a variety of

high-resolution mass spectrometry applications, such as LC/GC-MS, electrospray-

MS, MALDI MS, and most recently with the HybridSIMS instrument (specifically the

Q-Exactive HF Orbitrap).119 The general concept of an Orbitrap analyser involves

capturing secondary ions in a C-trap and then injecting them orthogonally as a packet

into the analyser, which consists of an interior spindle and an outer wall.118, 119

Voltages are applied from the outer wall and the interior spindle, causing injected ions

to oscillate radially in an electric field-held stable trajectory. Each ion with a particular
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m/z ratio will oscillate with both a radial vector and an axial vector (z-direction); the

latter is detected as fluctuations in the continuous current on the potential plates. This

change in current is measured over time and, using Fourier transformation, turned into

a frequency domain and then a mass spectrum. The frequency of an ion's axial

oscillation is directly proportional to its m/z ratio. Orbitrap analysers can produce a

mass resolving power of > 240,000 for a peak of m/z 200, that is, m1/(m1-m2) for two

partially overlapping peaks120, i.e., it can distinguish between two overlapping peaks

at this mass by 0.0008 u (200/240,000).

Orbitrap analysers are extensively used due to their high mass accuracy (displayed in

parts per million (ppm) as the difference between the centre of the observed peak and

the expected position). The Orbitrap routinely achieves precisions of 2 ppm and is

capable of producing defects in the parts-per-billion range. ToF analysers, on the other

hand, routinely attain much lower precision (> 20 ppm) traded off by their faster

speeds. MS/MS capabilities are another advantage of the Orbitrap over previous

analysers used for analysis. In mass spectrometry, the process of fragmenting a

secondary ion into its constituent fragments is used to confirm original assignments,

and it is also widely utilised to provide insight into the structural orientation of

molecules. This is one of the most common applications of this technique.

The advent of the OrbiTrap analyser with SIMS and its high mass resolving power

makes it an increasingly popular tool for biological samples in life science. Biomaterial

research has focused on modifying materials chemistry to understand cellular

response. Before the advent of the GCIB allowed SIMS data to be collected from

organic structures without graphitisation and loss of signal, SIMS analysis of single

cells required dynamic regime (>1×1013 primary ions/cm2), limiting it to studying

elemental ions.121 Now SIMS can be used to study the spatial distribution of biological

molecules within a single cell. Time-of-flight (ToF) detection techniques that allow

efficient transmission and simultaneous detection of all ions delivered into the mass

spectrometer with the sensitivity required to study the small analytical volumes

sputtered under static conditions (≤ 1× 1013 primary ions/cm2)122 have been developed,

as have ion sources that can be focused to spot sizes less than 50 nm.
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Static SIMS is a surface analytical technique that focuses a pulsed beam of primary

ions onto the first top monolayer of the sample surface with a low primary ion beam

dose (<1×1013 atoms/cm2 or less) and each primary ion interacts with an undamaged

sample that has not undergone prior primary ion impacts.115 While dynamic SIMS uses

a high dose of primary ions, the depth profiles of samples, bulk composition, and

detailed distribution of trace elements have high sensitivity and low detection limits.123

1.5.2.5. Quantitative SIMS analysis

The objective of a standard quantitative analysis is to determine the concentration

measurement of a specific analyte(s) within a designated system. It is commonly

asserted that SIMS is a non-quantitative technique. But, the SIMS technique has the

potential to perform a qualitative analysis with a high level of sensitivity, enabling the

determination of the spatial distribution and composition of analytes both on the

surface and in the depth in systems for which concentration standards are available in

order to calibrate chosen ions as means to quantify certain components. However,

process of interpreting mass spectrometric signal intensity in a quantitative manner is

complex due to the fact that the intensity of secondary ions is not solely dependent on

the concentration of the analyte, but is also significantly impacted by factors such as

ionisation, sputtering of molecules, and the surrounding environment known as the

(matrix effect). This has been widely noted for SIMS and other mass spectrometric

techniques, not least MALDI where it is actively employed to improve sensitivity.124

Numerous mass spectrometry techniques exhibit comparable limitations in

quantification, prompting the development of diverse approaches to enhance

quantitative information, such as the use of internal standards. Several studies

attempted to achieve more reliable quantitative SIMS data, such as mitigating or

comprehending the matrix effect and utilising internal standards to compensate for the

matrix effect.125-127 The matrix effect is an essential obstacle to the development of the

quantitative SIMS.
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1.5.3. Metabolomics of macrophage

Metabolomics studies of macrophages are a rapidly increasing area in immunology.

Problematic because several of these indicators are expressed by both M1 and M2

macrophage types, and many, particularly surface markers, do not provide significant

insight into macrophage functional features.128 Immunohistochemistry staining do not

target for specific compounds. Metabolite profiling could be a potent technique for

greater classification and understanding of macrophage phenotypes. Importantly, the

metabolite composition of macrophages has been investigated including proteins, fatty

acids, and lipids.129 Rattigan et al., successfully identified changes in macrophage

metabolism, following stimulation of cells with different proteins.130 This seminal

study found that IFN treated macrophages had higher levels of protein. Targeted mass

spectrometry (LC-MS) was used to identify the lipid profiles of macrophage

polarization with IL-4/ IL-13 or LPS. Results showed five classes of

glycerophospholipids (GLs) and sphingomyelin (SM). Moreover, the amount of

lysophospholipids (lysoGLs) was higher in M2 macrophages than M1 macrophages.131

In investigations by Masahiro et al., using Capillary Electrophoresis Time-of-Flight

Mass Spectrometry (CE-TOFMS) to study macrophages activated with LPS for

metabolite profiling showed the highest level of glycine production in amino acids.132

Lipid profiling is used to study the levels of arachidonate-containing phospholipids

under the inflammatory activation of macrophages.133 These studies, found that

PI(20:4/20:4) is an inositol phospholipid molecule that regulates innate immune

responses in macrophages The concentration of PI(20:4/20:4) (10µM) the cells

enhance the microbicidal capacity of macrophages as determined by reactive oxygen

metabolite formation. To obtain a variety of metabolomics from macrophages or

organisms, there are several techniques which are enabled to detect the metabolic

profiling and each technique has a unique advantage capability. In terms of SIMS over

LC-MS, it is direct analysis with the advantage of minimising sample preparation.
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1.6. The scope of this thesis

The aim of this project is to characterise the in vivo response of polymers with pro- or

anti-inflammatory in vitro responses that have been identified by a previous polymer

micro array screening.72, 79 This project deals with the conversion of these polymer hits

into model medical devices through coating and in vivo assessment in small animal

models. Conventional immunohistochemical and staining readouts from the animal

models are employed to identify the in vivo response at the material-tissue interface.

In addition, this project developed the application of the novel 3D OrbiSIMS

metabolomics approach to explanted devices for the first time, showing promise in

elucidating the mechanism of cell response to the implanted polymers.

There are the main objectives:

1. Developing a method using immunohistochemical methods to isolate single

macrophage cells polarised towards the M1 or M2 phenotype from primary

monocytes to investigate the impact of morphological differences between the

different subsets of macrophages.

2. Investigating and characterizing the metabolic profile of single cells in a naïve

state and after cytokine polarisation into M1 and M2 macrophage.

3. Development of sample preparation and analysis protocols to achieve

metabolomics of the individual macrophage cell using 3D OrbiSIMS (argon

gas cluster ion beams).

4. Preparing model implant devices using novel bio-instructive polymers with

immune-modulatory abilities selected from a previous polymer micro array

screening and determining the influence of scaled-up polymers on the

polarisation of macrophages, focusing on cytokine profiles and phenotype

markers.

5. An in vitro feasibility study motivated to prepare an effective immune response

for in vivo study. The polymer coated catheter segments implanted

subcutaneously into mice for 28 days. Characteristic metabolites from the ex

vivo sections adjacent to the implanted foreign body site using 3D OrbiSIMS.
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Chapter 2

2. General methods

2.1. Cellular and molecular technique

2.1.1. Monocyte Isolation

Primary cells accurately replicate the in vivo tissue environment, and they are extracted

directly from human or animal donor tissues for processing and culture under optimum

circumstances.134 These cells resemble the in vivo condition and physiology since they

are produced directly from native bodily tissue and not modified. The main advantage

of this model is that primary cells preserve functions and behaviours that are similar

to those of tissues and organs in living organisms. As a result, they make great model

systems for investigating cell physiology and biochemistry, including metabolic

studies, signalling studies, drug toxicity.135

Buffy coats from donors were provided by the National Blood Services, Sheffield, UK,

following ethics committee approval (2009/D055, Research Ethics Committee,

Faculty of Medicine and Health Sciences, University of Nottingham). Peripheral blood

mononuclear cells (PBMCs) were isolated from heparinised blood by Histopaque-

1077 (Sigma-Aldrich) density gradient centrifugation, as previously described.136

Monocytes were isolated from PBMCs using the magnetic-activated cell sorting

(MACS) isolation technique. This monocyte isolation approach routinely yields over

95% purity for CD14+ cells.

2.1.2. The polarization of macrophages

Macrophage polarisation is the process by which macrophages produce distinct

functional phenotypes in response to specific microenvironmental stimuli and

signals.137 The macrophage phenotype has been simplified and divided into two

groups: M1 (classically activated macrophages) and M2 (alternatively activated

macrophages). This broad classification was generated by in vitro studies in which

macrophages in culture were treated with cytokines that induced their phenotypic
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transition to a particular state.138 Following isolation, purified monocytes were

suspended in in RPMI supplement with 10% foetal bovine serum (FBS), 2mM L-

glutamine, 10 ug/ml streptomycin, and 10 U/ml penicillin. Cells were supplemented

with a differentiation cocktail consisting of the cytokines to polarise towards M1 or

M2 phenotypes. (In this study, the polarization of microphages, see more detail in

chapter 3)

2.1.3. Enzyme linked immunosorbent assay (ELISA)

The ELISA is a commonly used immunological technique used to detect and quantify

molecules of antibodies, antigens and peptides and proteins.139 There are four different

types of ELISA including direct, indirect, sandwich and competitive ELISA139 shown

in Figure 2.1. In this thesis, a sandwich ELISA was applied to detect cytokine levels.

In sandwich ELISAs the cytokine is trapped (“sandwiched”) between a capture

antibody and a detection antibody. Initially, the capture antibody (specific for the

cytokine of interest) is coated onto the wells of the plate and incubated overnight,

plates are washed with wash buffer to remove unbound antibodies. Then the sample

or standards are added into the plate and incubated before the wells are washed. A

second antibody is added and incubated, followed by wash to leave only those specific

for the target of interest and a detection agent (streptavidin-HRP) is added and washed.

Finally, the substrate is added to the plate to produce a colour change. The intensity of

the colour solution is measured by the absorbance using a plate reader.
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Figure 2.1. Schematic representation of the antigen detection using sandwich ELISA.

Image taken from Rica and Stevens, Nature Nanotechnology (2012).140

2.1.4. Immunofluorescence staining

Immunofluorescence staining is a very important technique in biology research in

order to detect specific target antigens of interest on cells or tissue sections 141, 142.

There are two main methods available to detect antigens exist including, direct or

indirect visualization Figure 2.2. Direct immunofluorescence staining requires the use

of one antibody. Other indirect immunofluorescence staining requires the use of two

antibodies: a primary antibody that binds to the specific target and a fluorophore-

tagged secondary antibody, which recognizes and binds to the primary antibody,

Indirect immunofluorescence methods have high sensitivity, and amplified

fluorophore signals141. In this study indirect immunofluorescence was the approach

employed on cell and tissue samples.
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Figure 2.2. Illustration of different immunofluorescence staining between direct and

indirect. Image source.143

2.2. Polymer synthesis

2.2.1. Thermal polymerisation

Thermal polymerisation is a technique that converts monomers to polymer using a

thermally activated initiator.144 Free radical polymerization (FRP) is a polymerization

process in which a polymer is formed by the sequential addition of free-radical

building units. The reaction mechanism is divided into three stages145 initiation,

propagation, and termination (Figure 2.3). These states are described as follows:

initiation includes the production of active free radical species by the thermal or
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photochemical breakdown of initiators. The thermal initiator is homolytically cleaved

in response to heat, producing a pair of free radicals. After its generation, the free

radical reacts with the monomer functional group to form a chain radical. This is

recognized as initiation. Propagation is the next phase of the process. Following the

generation of the chain radical, it reacts with monomer units, converting the whole

molecule into another radical. This is the beginning of the polymer chain. This radical

chain is then extended by reacting with other monomer units. The final step of the

polymerization process is termination. Termination starts when all monomers are

consumed. Termination can occur as a result of a combination and deprotonation. In

the former situation, two expanding polymer chains react with one another to generate

a single non-reactive polymer chain. When a hydrogen atom is moved from one radical

to the other, two polymers are formed: one with a saturated end and the other with an

unsaturated end. In this work, the polymerization of an acrylate was performed using

a thermal initiator. The polymer product was characterized by 1H nuclear magnetic

resonance (NMR) spectra. The number-average molecular weight (Mn), weight-

average molecular weight (Mw), polydispersity (PDI) were determined by gel

permeation chromatography (GPC)

Figure 2.3. Schematic state of free radical polymerization.

The three stages: initiation, propagation, and termination. Image taken from
Nakamura and Yamago, Macromolecules (2015).146
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2.2.2. Nuclear magnetic resonance spectroscopy (NMR)

NMR is an analytical chemistry technique used to determine the chemical structure of

molecules 147. NMR technique can provide detailed information on physical properties

as well as molecular conformation, reaction state, conformational exchange, and phase

changes. When molecules are placed in a strong magnetic field, the nuclei of certain

atoms act as if they were miniature magnets. When a broad spectrum of radio

frequency waves is supplied to the sample, the nuclei begin to resonate at their

respective frequencies. The nuclear spin is characterised by a quantic number (I) that

varies depending on the isotope under consideration. NMR spectroscopy detects only

atomic nuclei with I = 1,2,3... (NMR-active nuclei, such as 1H, 13C and 15N). The

resonant frequencies of the nuclei are measured and converted into an NMR spectrum,

which plots peaks representing all of the correct frequencies on a graph (Figure 2.4).

The height of each peak is proportional to the number of nuclei that resonate at that

particular frequency. The spectrum consists of a number of peaks with different

intensity as a function of a magnitude known as the chemical shift, which is calculated

from the Larmor frequency of the different atomic nuclei present in the sample.

1H NMR is available for characterization the composition, branching, and cross-link

of copolymers.148 During polymerisation, which can be followed in the reaction

process by H NMR in order to achieve the desired information, NMR spectra of

copolymers were obtained in this study and briefly in chapter 5.

Figure 2.4. Simplified representation of the NMR.

Image taken from Daniela et.al, LaboratoriumsMedizin (2015) 149



50

2.2.3. Gel permeation chromatography (GPC)

Gel permeation chromatography, GPC is widely used for the identification of various

analytes has been widely used to analyse polymers. GPC is used to determine the

molecular weight, size, and structure of polymers, which has special significance for

polymers in determining their molecular weight distribution (MWD).

The number average molecular weight Mn and the weight average molecular weight

Mw as well as polydispersity index are calculated using the equation:

Where,

Mi molecular weight of molecules i

ni number of molecules with molecular weight i

Wi mass of molecules with molecular weight i

A measure of the polydispersity of a polymer is determined as Mw/Mn For a

polydispersed polymer, Mw>Mv>Mn, with the disparities between the average

molecular weights increasing as the molecular-weight distribution (MWD) broadens,

as demonstrated in Figure 2.5.

Figure 2.5. Distribution of molecular weights in a typical polymer sample.

Adapted from G. Odian, Principle of Polymerization, 4th edn.Wiley
Interscience,(2004) 150
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2.3. Surface characterisation techniques

2.3.1. Time of flight – secondary ion mass spectrometry (ToF-SIMS)

ToF-SIMS is a very powerful tool for molecular characterization. ToF-SIMS is widely

used for surface chemical analysis of organic and biological materials.151-153. ToF-

SIMS provides molecular information rich mass spectra, with depth and spatial

resolution along with chemical sensitivity. Primary ion beam include primary atomic

and liquid metal and gas cluster ion beams (Bin
+, Cs+, C60

+, Ar+, Arn
+, etc.) that are

accelerated by a high potential to impact the surface and generate secondary ion and

induce a fragmentation cascade (Figure 2.6a).154 Neutral species as well as secondary

ions (+/-), and electrons are adsorbed from the first few monolayers of the sample.

According to the chemical composition of the surface, the dispersed particles are either

neutral, positively or negatively charged. Typically, less than 1% of the sputtered

materials are charged, and these are detected in either positive or negative ion mode

by the mass analyser.

ToF-SIMS has sensitivity down to 20 ppm, mass resolution 7000 at m/z=29 with

masses ranging from 1 to >10,000 amu. There are three different operation modes of

ToF-SIMS analysis including surface spectra, imaging, and depth profiling (Figure

2.6b-d.) ToF-SIMS has also been used to determine the characteristics of polymer

structures. Hook et al. carried out ToF-SIMS images which showed distinct

fragmentation pathways on each printed as a polymer microarray.155 They found

distinct differences between the intensities for each materials studied. In this work, we

achieve surface analysis of copolymer coated samples using ToF-SIMS.
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Figure 2.6. Schematic representation of a ToF-SIMS instrument.

a) the functional principle of a ToF-SIMS instrument. b) spectral modes. c) 3D
imaging modes and d) depth profile modes. Image was adapted from Hofmann et al.,
by Physical Chemistry Chemical Physics(2014) 156

ToF-SIMS has been applied to biological samples since its beginning, but only

recently with the advent of OrbiSIMS has the ready identification of endogenous

molecules using its high mass accuracy and MS-MS capabilities become routine.

Lanekoff et al., used ToF-SIMS imaging to identify specific lipids with submicron

resolution in a single cell.157 It has been reported that large biomolecules, such as

protein are heavily fragmented by the primary ion beams, resulting in small (m/z <200)

amino acid which from protein identity cannot be assigned. Ions detected by ToF-

SIMS cannot always be assigned in an unambiguous manner, particularly in the case

of complex biological materials to avoid the drawbacks of low mass resolving power

and accuracy. The recent development of hybrid instruments such as the 3D OrbiSIMS

instruments comprised of both a ToF-SIMS 5 (IONTOF GmbH, Germany) and a Q

Exactive HF OrbitrapTM (Thermo Fisher Scientific, Germany), which are commonly

used in proteomic and metabolomic research have brought the power to identify

endogenous biomolecules to SIMS.
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2.3.2. 3D OrbiSIMS

3D OrbiSIMS is a combination of a Time of Flight (ToF) instrument with an Orbitrap

analyser. The ToF analyser provides high-speed ToF-imaging but low mass-resolving

power. Orbitrap analyser provided high mass-resolving power and mass accuracy but

is slow. Mass accuracy is quoted as a reciprocal in parts per million ((ppm) (<2)), high

mass-resolving power (>240,000) for a peak of m/z 200 and high sensitivity. The mass-

resolving power is calculated using the equation:

Mass-resolving power  =  m/Δm

where,

m mass

Δm full width of peak at half maximal height FWHM (Figure 2.7.) 

Figure 2.7. Definitions of resolution shows the “full width of the peak at half maximal

height (FWHM) or 50% of peak height” definition.

The 3D OrbiSIMS can also perform MS on secondary ion by fragmenting them in a

collision gas cell (MS/MS) to provide structural assignments. A diagram of the 3D

OrbiSIMS instrument is shown in Figure 2.8a.158 The principle of 3D OrbiSIMS

analysis is based on the use of a focused dual beam and dual analyser (see Figure 2.8b),

which shows ten different modes for spectrometry, surface spectra, depth profiling, 2D

imaging and 3D imaging. Passarelli et al. demonstrated the advantages of employing

a gas cluster ion beam (GCIB), GCIB-Orbitrap over an LMIG-ToF for extremely

precise, high-mass resolving power spectral analysis. This is proven by the spectra in

Figure 2.8c, which reveal that this mode (blue) has considerably greater resolving

power than liquid metal ion gun (LMIG) LMIG-ToF analysis (black). The instrument
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is also capable of performing MS/MS on identified species to confirm assignments and

brings this technique in-line with other high-resolution mass spectrometry techniques.

Figure 2.8. The 3D OrbiSIMS spectrometer and mode of operation.

a) A schematic of the 3D OrbiSIMS instrument. b) Chart of methodologies and ten

operational modes for spectrometry. c) Demonstrating the superior resolution of the

GCIB Orbitrap analysis in comparison to the LMIG ToF setup. Image was adapted

from Passarelli et al., Nature Methods (2017).159

3D OrbiSIMS is an exciting new advancement for biomedical imaging, allowing new

insights into fundamental biological processes and pharmacological research and

development. The 3D OrbiSIMS is provided with high-resolution of argon cluster ion

beams for 3D imaging of biomolecular and organics. Recently, argon cluster ion beams

have contributed to the advancement of increase ion yields and low-damage primary

ion beam technology.160 A cluster ion is composed of several hundreds to tens of

thousands of atoms or molecules held together by interatomic interactions. A number

of studies have shown that the larger cluster sizes Ar2000 to Ar4000 increase the yield of

molecular species with low bombardment-induced damage. A cluster size of 3000 is

the minimum suggested by Gilmore et.al,161 this increased fragmentation of molecules

occurs. Furthermore, as shown in Figure 2.9, this technique has been used to

investigate single-cell metabolomic profiling in a rat alveolar macrophage cell with
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high spatial resolution and high mass-resolving power using the 3D imaging mode.

Passarelli et al. reported that they used 3D OrbiSIMS to identify the chemical formula

of each fragment peak assignment in individual macrophage cells, revealing a

putatively annotated 127 lipid species by the LIPID MAPS database as well as small

biomolecules and metabolite species. The 3D OrbiSIMS is a powerful tool for

investigation of metabolites and small molecules.

Figure 2.9. MS imaging of individual macrophage cell in rat alveolar, images showing

the cell marker of phosphocholine at 184 m/z (gray), nuclear at 157 m/z (pink), and

amiodarone [M+H]+ at 646 m/z (green). Image was adapted from Passarelli et al.,

Nature Methods (2017).158

Since the establishment of 3D OrbiSIMS, there have been several publications in the

biomedical field. Meurs et al. compared data analysis from 3D OrbiSIMS to LESA-

MS to detect metabolites from pediatric ependymoma tumour tissue and found

predominantly nonpolar metabolites detected with 3D OrbiSIMS whereas LESA-MS

was unable to identify them. Kotowska et al. demonstrated how the soft ionisation and



56

high mass resolving power capabilities may produce diagnostic amino acid fragments

for protein identification using soft ionisation and high mass resolving power.162 Starr

et al. used the 3D OrbiSIMS to characterize more detail the complex chemistry of the

skin in situ.163 The 3D OrbiSIMS provides a relatively high lateral resolution and

chemical specificity for imaging cell components that are too delicate to be isolated

from the sample. In the example presented by Aoyagi S. et.al, different biomolecule

groups such as phosphocholine, chlorophyl and polysaccharide were observed during

an in situ analysis of algae membrane.164 In all study, 3D OrbiSIMS technology was

successful in detecting molecular fragments with high mass resolving capability.

The key challenge to characterising this project is to understand the response of the

human immune system to implanted biomaterials. Using the potential of 3D OrbiSIMS

to achieve unbiased insight into on single cell analysis and ex vivo mouse tissue and

their response to various biomaterials. This will be predicted to play a role in

intercellular communication.

In this project, I applied 3D OrbiSIMS in two ways;

 Using 3D OrbiSIMS analysis to comprehensively examine cellular

components with attribute capability demonstrates the potential of direct cell

analysis for in situ metabolite profiling such as lipids, amino acids and

metabolites. A 20 keV Ar3000
+ analysis beam (mode 4) with a duty cycle of

4.4% and continuous adjacent areas on the cell were analysed for positive and

negative polarities, as described in detail in Chapter 4.

 3D OrbiSIMS technology for in situ chemical element analysis of ex vivo

mouse tissue to bio-instructive polymers. 3D OrbiSIMS analysis was

conducted using a Hybrid SIMS with mode 4 (single beam analysis, depth

profiling with 20 keV Ar3000
+, OrbitrapTM analyser), to allows assignments on

ex vivo mouse tissue and detection of molecular ions of biomolecule groups.

Adjacent areas on the tissue samples were analysed, 4 regions surrounding the

implant region (catheter-tissue interface) per tissue section slide and 2 regions

further away from the implant were consumed with both positive and negative

polarity, as described in detail in Chapter 6.
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Chapter 3

3. Label-free chemical characterisation of polarised immune cell in
vitro and host response to implanted bio-instructive polymers in vivo
using 3D OrbiSIMS

In this chapter, a protocol has been described for the direct analysis of individual cells

after in vitro differentiation of naïve monocytes into M1 and M2 phenotypes using

cytokines and in vivo anti- and pro-inflammatory macrophages generated at the site of

a foreign body response mouse model following exposure to a catheter section coated.

The development of a 3D OrbiSIMS methodology to investigate metabolic changes

from in vitro and ex vivo sample with minimal sample preparation steps.

This manuscript submitted at bio-protocol. (Under review by bio-protocol reviewers)
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3.1 Abstract

The 3D OrbiSIMS technique is a powerful tool for metabolic profiling in biological

samples. This can be achieved at subcellular spatial resolution, high sensitivity and

high mass-resolving power coupled with MS/MS analysis. Characterizing the

metabolic signature of macrophage subsets within tissue sections offers great potential

to understand the response of the human immune system to implanted biomaterials.

Here, we describe a protocol for direct analysis of individual cells after in vitro

differentiation of naïve monocytes into M1 and M2 phenotypes using cytokines. As a

first step in vivo, we investigate explanted silicon catheter sections as a medical device

in a rodent model of foreign body response. Protocols are presented to allow the host

response to different immune instructive materials to be compared. The first

demonstration of this capability illustrates the great potential of direct analysis of cell

and tissue sectioning for in-situ metabolite profiling to probe functional phenotypes

using molecular signatures. Details of the in vitro cell approach, materials sample

preparation and explant handling are presented in addition to the data acquisition

approaches and the involved data analysis pipelines required to achieve useful

interpretation of these complex spectra.

Figure 3.1. Schematic workflow of experiment.

Here, monocyte cells are grown and polarized towards to M1 and M2 macrophages

and tissue samples were charaterised. A gas cluster argon primary ion beam raster is

used to identify and sputter single cells and tissue samples with the resultant complex
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spectra compared using multivariate analysis complemented with targeted analysis

for lipids.

3.2. Introduction

Mass spectrometry (MS) analysis methods including liquid chromatography-mass

spectrometry (LC-MS)165, liquid extraction surface analysis-mass spectrometry

(LESA-MS)166, matrix-assisted laser desorption/ionization (MALDI), desorption

electrospray ionization (DESI) and secondary ion mass spectrometry (SIMS) have

been used to detect chemical and biological compounds such as lipids, amino acids,

peptides and proteins from cells and tissue samples.159, 167-170 Classes of biomolecules,

including proteins, lipids and metabolites are vital cellular components that have been

characterised and designated to perform specific functions essential to life. LC-MS

based metabolite analyses typically start with extraction of the metabolites from the

biological samples. Analysis of metabolites using LC-MS has been limited because it

requires initial liquid extraction procedures and a significant number of cells (1-6

million) to obtain a sufficient signal, leading to a lack of molecular spatial

information.171 LESA-MS technique is a powerful tool for global, high sensitive and

multi-analyte analysis ranging from small molecule metabolites to lipids and proteins.

This technique has the limitation of involving a solvent-based approach, which allows

lipid and small molecule metabolite injection into the analytical instrumentation but

loses any spatially resolved information on localisation within the sample. For solvent

extraction, sample preparation of cells or tissue for metabolomics have a unique

protocol for each molecular class and special importance when applied. Thus, solvent

extracted metabolites from cells or tissue samples are specific to the extraction

protocol.172

Secondary ion mass spectrometry (SIMS) is a direct surface analysis technique that

uses a primary ion beam which bombards the surface and generates neutral species

and secondary ions 173, providing high lateral resolutions of <100 nm and high surface

sensitivity. An electric field can be used to extract the charge species to obtain mass

spectra using the ion flight times, ion images, depth profiles in both 2D and 3D.174

SIMS surface analysis has also been established for the quantification of small
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molecules in biological samples such as cells and tissue samples. Time-of-flight

secondary ion MS (ToF-SIMS) is a surface analysis technique 151, 153 that provides

information rich mass, depth and spatial resolution along with chemical sensitivity.

However, ToF-SIMS has insufficient mass accuracy and low mass resolving power

for metabolite identification.175, 176 To overcome the pitfalls of low mass resolving

power and accuracy, the 3D OrbiSIMS technique was developed which utilises the

SIMS principle with a high mass resolving power (> 240,000 at m/z 200) and accuracy

(< 2 ppm) and MS/MS capabilities of the OrbiTrapTM mass analyser.159

Recently, the capabilities of the 3D OrbiSIMS instrument as a new means to assess the

metabolomic profiles of biological samples have been investigated. For example,

Kotowska et al., used 3D OrbiSIMS imaging and depth profiling to observe a protein

monolayer biochip and the depth distribution of proteins in human skin.169 The

platform has also proved its ability to identify metabolite profiling in macrophages

treated with different concentrations of the drug amiodarone.158 Similarly,

Suvannapruk et al. used the novel technique for metabolite identification in individual

cells of macrophage subsets.177 The method of analysis is vital for gaining new insight

into metabolomic processes for identifying the metabolites of biological samples.

The development of materials with cell instructive properties could provide an

effective biomaterial-based strategy for modulating cell behaviour to minimise adverse

immune responses. Rostam et al. reported that changing the surface topography and

chemistry of materials can impact macrophage adhesion and polarisation.79, 178 In this

paper we describe for the first time the development of a 3D OrbiSIMS methodology

to investigate metabolic changes derived from single anti- and pro-inflammatory

macrophages in vitro. We also compare this to metabolic profiles from in vivo anti-

and pro-inflammatory macrophages generated at the site of a foreign body response

mouse model following exposure to a catheter section coated in known macrophage

instructive surface chemistries. This method aims to directly analyse the metabolic

profiles of macrophage phenotypes from in vitro and in vivo studies with minimal

sample preparation steps.
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3.3. Materials and Reagents

3.3.1. Cell culture

1. Buffy coats from healthy volunteers provided by National Blood Services,

Sheffield United Kingdom, after obtaining informed consent and following

institutional ethics approval (Research Ethics Committee, Faculty of Medicine

and Health Sciences, University of Nottingham; FMHS 425-1221).

2. T75 flask (Corning 43064, catalog number: 10492371)

3. 50 mL falcon tube (Sigma-Aldrich T2318)

4. Stripette (Greiner Bio-One, catalog number: 760160)

5. Stripette gun (any vendor)

6. Micropipette (any vendor)

7. Pipette tips of various volumes (Fisher Scientific, catalog number:02-707-

401)

8. Forceps (any vendor)

9. Nylon syringe filter 0.22 µm 25 mm (Minisart®, catalog number: 17845)

10. Bijou tubes (Thermo Fisher Scientific, catalog number: 129B)

11. Histopaque (Sigma-Aldrich, catalog number: 11191)

12. Phosphate buffered saline, PBS (Sigma-Aldrich, catalog number: D8537)

13. MidiMACS™ separator (Miltenyi Biotech, catalog number:130-042-302)

14. MACS® multiStand (Miltenyi Biotech, catalog number:130-042-303)

15. CD14 microbeads (Miltenyi Biotech, catalog number: 130-050-201)

16. LS columns (Miltenyi Biotech, catalog number: 130-042-401)

17. Ficoll (Cytiva, catalog number: 1754402)

18. Round glass slides (VWR, catalog number: 631-0149)

19. Glass slides (VWR, catalog number: 631-1553)

20. Tissue-Tek Cryomold Moulds (Agar scientific catalog number: AGG4580)

21. RPMI 1640 medium, (Sigma-Aldrich, catalog number: R0883)

22. Fetal Bovine Serum, FBS (Sigma-Aldrich, catalog number: F9665)

23. L-glutamine (Sigma-Aldrich, catalog number: G7513)

24. Penicillin-streptomycin (Sigma-Aldrich, catalog number: P0781)

25. 24-well plates, uncoated (CytoOne, catalog number: cc77672-7524)

26. Interferon gamma, IFN-γ (Bio Techne, catalog number: 285-IF-100) 
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27. Granulocyte-macrophage colony-stimulating factor, GM-CSF (Miltenyi

Biotech, catalog number: 130-093-868)

28. Interleukin 4, IL-4 (Miltenyi Biotech, catalog number: 130-093-919)

29. Macrophage colony-stimulating factor, M-CSF (Miltenyi Biotech, catalog

number: 130-096-493)

30. 70% alcohol (any vendor)

31. Optimal cutting temperature compound (OCT) (Agar scientific, catalog

number: AGR1180)

32. Copolymer synthesis

 CHMA-DMAEMA, pro-inflammatory macrophage (M1-like)

 CHMA-iDMA, anti-inflammatory macrophage (M2-like)

33. Liquid nitrogen

34. Ammonium formate (Sigma-Aldrich, catalog number: 70221)

3.3.2. Animal study

1. Clinical-grade silicon catheter 13 mm diameter (Teleflex medical, catalog

number: RUSCH170003)

2. Polymer synthesis

3. Dichloromethane (any vendor)

4. Female BALB/c mice

3.3.3. Equipment

1. Cell culture hood, class II (any vendor)

2. Scissors (any vendor)

3. Water bath (any vendor)

4. Centrifuge (any vender)

5. Automated cell counter (any vendor)

6. Cell culture incubator (SANYO, model MC0-18A1C)

7. UV Clave ((any vendor))

8. Refrigerator (4oC) (any vendor)

9. Freezer (-80oC) (SANYO model MDF-C8V1)
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10. Cryostat CM3050 (Leica microsystems)

11. Freeze dryer (any vendor)

12. Dip Coating Unit (Holmarc, model HO-TH-01)

13. Vacuum oven (Thermo Fisher Scientific)

14. 3D OrbiSIMS (IONTOF GmbH, Germany and Thermo Fisher Scientific,

Germany)

3.3.4. Software

1. SurfaceLab software version 7.1 (ION-TOF, Germany), which utilized the

Thermo Fisher provided application programming interface

2. LIPIDMAPS software (https://www.lipidmaps.org)

3.4. Consideration before starting

3.4.1. Peripheral blood monocytic cells (PBMCs) isolation

PBMCs are isolated from healthy blood donor buffy coats. Here, we isolated the

monocytes that were used to generate macrophages.

3.4.2. Macrophage polarisation

Macrophages play a critical role in modulation of the immune response. Macrophages

have a spectrum of functional phenotypes that is determined by the nature of stimuli

they encounter. At either ends of this spectrum there are pro-inflammatory (M1

macrophages) and anti-inflammatory (M2 macrophages). In vitro, monocytes can be

polarised towards M1 and M2 phenotypes using different cytokine cocktails. Here, we

investigated and compared the relationship between M1 and M2 macrophage

activation methods in human primary monocyte-derived macrophages using

cytokines.
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3.4.3. Implant sample preparation for in vivo studies

In previous work, Rostam et al, have identified polymers with immune-modulatory

properties, in particular their ability to induce M1- and M2-like phenotypes in

macrophages in vitro and in vivo.79 In this study, we coat silicon catheter segments

(dimensions 2.7 mm) with immune-instructive copolymers discovered in the Rostam

et al article, to assess their ability to modulate macrophage phenotype in a mouse study

of foreign body response.

3.4.4. Ex vivo tissue sample preparation for 3D OrbiSIMS

We prepared fresh tissue sections for 3D OrbiSIMS analysis in order to characterise

metabolomic profiling of phospholipids in tissue section samples. The catheter and

surrounding skin segment after 28 days of implantation were embedded in OCT and

sectioned by cryostat.

3.5. Procedure

3.5.1. Preparation of PBMC isolation

1. Arrange equipment (Figure 3.2A).

2. Place a bottle of PBS in a 37oC water bath.

3. Spray the blood bag (50 mL) with 70% ethanol and place into the hood.

4. Cut the blood bag and place it into T75 flask (Figure 3.2B).

5. Top up pre-warmed PBS into T75 flask to a final of 150 mL.

6. Gently shake the flask to mix the blood and PBS.

7. Add 15 mL of Ficoll into each of the 4 falcon tubes (50 mL falcon tube).

8. Transfer 25 mL of blood-PBS mixture into the falcon tubes containing Ficoll

using stripette. Angle the falcon tube to ~45-60° and ensure the blood does not

mix with the Ficoll. (distinct layers are required).

9. Centrifuge at 1(acceleration/deceleration) | 800 x g | 30 mins | at room

temperature (Figure 3.1C).

10. Use a stripette to remove some of the plasma and platelet layer (top layer).
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11. Use a pasteur pipette to collect the white PBMC layer from 4 falcon tubes into

2 new falcon tubes.

12. Wash the aspirated PBMCs by adding PBS to a final volume of 50 mL.

13. Centrifuge 3(acceleration/deceleration) | 300 x g | 10 mins | at room

temperature

14. After centrifugation, use a stripette to aspirate off the supernatant. Leaving

behind two loose pellets.

15. Resuspend one of the pellets in a small amount of PBS and then combine with

the second pellet.

16. Gently pipette up and down to reduce clumping.

17. Wash the aspirated PBMCs again with PBS by adding up to a final volume of

50 mL.

18. Centrifuge 3(acceleration/deceleration) | 200 x g | 10 mins | at room

temperature.

19. Aspirate off the supernatant.

20. Resuspend the cell pellet in PBS.

21. Centrifuge 3(acceleration/deceleration) | 350 x g | 5 mins | at room

temperature then aspirate the supernatant.

22. Prepare the MACS buffer: 50 mL PBS, 200 µL EDTA and 250 µL FBS.

23. The cells need to be resuspended and incubated with CD14+ beads. The volume

of beads required depends on the required number of cells. For example, use

250 µL of beads if less than 1×108 cells are required and up to 500 µL of beads

if more are required.

24. Resuspend the cell pellet in MACS buffer.

25. Add the corresponding volume of CD14+ beads (375 µL when 3 mL MACS

Buffer used).

26. Mix well and incubate the cells at 4°C for 20 mins and cover with foil.

27. After the incubation of the cell, add MACS buffer to a final volume of 20 mL

into the cell suspension.

28. Centrifuge 3(acceleration/deceleration | 350 x g | 5 mins | at room temperature.

29. Aspirate off the supernatant and resuspend in 4 mL MACS buffer.

30. Preparing of the MACS columns in hood, including black magnet holder,

purple magnets, yellow filters, MS columns, bijou tubes (Figure 3.2D).
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31. Wash the columns through with 3 mL MACS buffer each before adding the

cell suspension.

32. Slowly pipette the cell suspension through columns.

33. Complete 3 x 3 mL MACS buffer wash steps once the cells have been added.

34. To remove the cells bound to the column, detach the column from the magnet.

35. Add 2 mL of MACS buffer and then use the syringe component to push the

cells out into a falcon tube.

36. Count the cells, dilute the cells 1:20 before counting using trypan blue.

Note: Work in a sterile environment and all materials should be sterile. Do not pour

off the supernatant, always use a stripette to remove plasma layer (top layer), to not

dislodge the PBMCs layer.

Figure 3.2. Processing of PBMC isolation.

A. Materials and reagents for PBMC isolation. B. Transfer of blood into T75 flask. C.

Separation of whole blood components after centrifugation into discrete layers;

plasma and platelets (top yellow layer), peripheral blood mononuclear cells (PBMCs)

(middle white layer), and erythrocytes (bottom red layer). D. MACS columns for

magnetic cell isolation.



68

3.5.2. Macrophage polarisation

1. Coat round coverslip with 200 µL of poly-lysine to promote cell attachment.

2. Place the coated coverslips into 24 well plates.

3. Make up RPMI 1640 medium, supplemented with 10% heat inactivated FBS,

2 mM L-glutamine, 100 U/mL penicillin and 100 μg/mL streptomycin and seed 

with 1×105 isolated monocytes. Place monocytes onto the coated coverslips.

4. Add the different cytokines to the monocytes to generate different macrophage

phenotypes:

 Naïve macrophages; add complete RPMI supplement with 10 ng M-

CSF.

 M1 macrophage; add complete RPMI supplement with 50 ng GM-CSF

and 20 ng IFN-γ.  

 M2 macrophage; complete RPMI supplement with 50 ng M-CSF and

20 ng IL-4.

5. Incubate cells at 37oC with a humidified atmosphere of 5% CO2 for 6 days.

6. On day 3 of incubation, remove 500 μL of media from each well and replace 

with fresh medium containing the same concentration and mix of cytokines as

on day 0.

7. Remove all supernatants.

8. Wash cells on the coverslips with 1 mL of 150 mM ammonium formate

solution for 30 s three times to remove salts which cause unwanted signal

suppression in SIMS instrument.

9. Plunge the cell samples into liquid nitrogen.

10. Freeze-dry frozen samples:

 Switch on power at the rear to cool the chamber (-50°C). This step

should take approximately 1 hour.

 When the chamber is cool, place frozen samples onto shelves and close

the lid.

 Turn on the vacuum pump, the vacuum should be below 26.6 Pascal.

 Freeze dry samples over a period of 12 hours to remove water.

11. Store in a sealed container at −80°C until analysis. 
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Note: we use uncoated tissue culture 24 well plates in order to promote cell

attachment on the glass coverslip. Personal protective equipment must be worn,

including protective gloves specifically designed for cryogenic handling, a closed

lab coat, a face shield, and shoes when working with liquid nitrogen.

Cytokines are purchased in powders and reconstituted in stock solution and stored

at -80oC.

3.5.3. Implant sample preparation for in vivo studies

1. Clinical-grade silicon catheters with a 2.7 mm diameter are cut to a length of 5

mm (Figure 3.3A and B).

2. Attach the catheter wall with microlance needles and clamp it with a dip coater

(Figure 3.3C).

3. Dip catheter into Nusil MED1-161 silicone primer, which is made up of

tetrapropylsilicate and tetra (2-methoxyethoxy), using dip coater with a

dipping and withdrawing rate of 1 mm∙min for 30 seconds. 

4. Keep the catheter dry at room temperature for 2 min.

5. Make up a copolymer synthesis solution in dichloromethane (5% w/v):

 CHMA-DMAEMA, pro-inflammatory macrophage (M1-like)

 CHMA-iDMA, anti-inflammatory macrophage (M2-like)

6. MED1-161 coated catheter dip into the copolymer solution by dip coater with

a dipping and withdrawing rate of 1 mm∙min for 30 seconds for 2 times. (Figure 

3.3C).

7. Dry the catheter overnight at room temperature then dry in a vacuum at 50oC

for 7 days to remove solvent. (Figure 3.3D) and implantation (Figure 3.3E).

Note: the step of the catheter drying after coat with the copolymer, leaving them at the

room temperature for overnight because if you put directly in vacuum the surface of

the catheter, it can get the bubble or not smooth on the catheter surface.
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Figure 3.3. Schematic workflow of a catheter coated with copolymer for in vivo study.

A. Clinical-grade silicone catheter. B. The catheters were cut to a length of 5 mm. C.

Coating of catheter segments in immune instructive chemistries using dip coating. D.

Catheter coated sample. E. Coated catheter segments are implanted in mice for 28

days.

3.5.4. In vivo study

In vivo studies are approved by the University of Nottingham Animal Welfare and

Ethical Review Board and carried out in accordance with Home Office authorisation

under project license number PP5768261. Female BALB/c strain, 19-22g mice are

used in these studies. Mice are housed in individually ventilated cages (IVCs) under a

12 h light cycle, with access to food and water ad libitum. The weight and clinical

condition of the mice are monitored daily. Silicone catheter segments coated with

synthesized polymers are sterilized by UV light for a period of 20 min.

1. Catheters are implanted into mice for 28 days, catheters without a coating are

used as a control.

2. Carprofen was administered 5 mg/kg for 1 hour prior to surgery.

3. Mice are anesthetised using 2% isoflurane and an area shaved on their flank

and cleaned using Hydrex skin cleaner.

4. Catheter is inserted subcutaneously using a trocar needle and displaced 1 cm

from insertion site.

5. Gluture skin adhesive used to seal insertion site and the animal is recovered.

6. At the end of the animal studies, on the 28 days, mice are humanely sacrificed

by CO2 euthanasia.
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3.5.5. Ex vivo tissue sample preparation for 3D OrbiSIMS

The catheter segment and surrounding skin is prepared for 3D OrbiSIMS analysis.

1. Cut the 5.5 cm × 5.5 cm fresh tissue samples into three vertical cross sections

and lay them into a mould containing OCT, ensure that cross-sectional layers

are facing upwards (Figure 3.4A).

2. Push the sample all the way through the OCT, this is to avoid excessive slicing

during cross-sectioning to reach the tissue. While pushing the tissue, be careful

to avoid bubbles until none of the tissue remains exposed (Figure 3.4B).

3. Place the mould into liquid nitrogen slowly and carefully to minimize splashing

and rapid freezing.

4. After freezing, frozen tissue samples are placed in a cryostat chamber at -20oC.

5. The samples are mounted on a metal “chuck” with OCT and kept frozen at a

cutting temperature of -20oC (Figure 3.4C).

6. The sample on the chuck is mounted on the microtome and sectioned using

CM1850 cryostat (Leica microsystems) (Figure 3.4D).

7. The tissue sample is cut a thickness of 10 µm and mounted on a slide (Figure

3.4E).

8. Tissue section slides are washed with cold DI water for 30 s three times and

cold 70% ethanol for 30 s to remove fat and lipids which can increase the

sensitivity of detection for some unwanted molecules.

9. Frozen tissue sections are plunged into liquid nitrogen.

10. Frozen samples are freeze-dried:

 Switch on power at the rear to cool the chamber (-50oC). This step

should take approximately 1 hour.

 When the chamber is cool, place frozen samples onto shelves and close

the lid.

 Turn on the vacuum pump, the vacuum should be below 26.6 Pascal.

 Freeze dry samples over a period of 12 hours to remove water.

11. Directly put the slide in a microscope slide box cooled on dry ice.

12. Store the microscope slide box at -80°C until analysis.
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Note: Work requires the need to wear proper personal protective equipment (PPE)

when handling liquid nitrogen to prevent contact. When sectioning tissue/catheter

samples, mount the section quickly using electrostatic effects from the slide.

Figure 3.4. Schematic workflow of fresh tissue section preparation for 3D OrbiSIMS.

A. The catheter and surrounding skin segment after 28 days of implantation. B. Tissue
embedded in OCT. C. Spread a generous amount of OCT on the metal chuck and
quickly lay tissue embedded samples on it. D. Cutting the tissue section using a
CM1850 cryostat. E. Mounting tissue section on the glass slide.

3.5.6. 3D OrbiSIMS analysis

1. Take the cell sample slides and tissue section samples on the slides from the -

80oC freezer and warm them to room temperature without opening.

2. Mount the sample on the backmount holders or topmount holder and lock with

screw, ensure screw are tightened and samples cannot move (Figure 3.5A and

B).

3. Take a photo in the photo box of the sample holder before loading it into the

instrument to mark the sample location.

4. Get the sample into the instrument, load the sample holder onto the transfer

arm via the bayonet socket into the 3D OrbiSIMS instrument airlock for

analysis (Figure 3.5C).

5. The Orbitrap analyser should be calibrated using silver cluster ion patterns

from a silver foil.

6. 3D Orbitrap secondary ion mass spectrometry (3D OrbiSIMS) analysis

conduct using a Hybrid SIMS instrument (IONTOF, GmbH) with Mode 4,

depth profile (single beam 20 keV Ar3000
+, OrbitrapTM analyser).
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7. Secondary ions collect using the Q Exactive HF at the 240,000 at m/z 200 mass

resolution setting in both positive and negative ion mode.

8. The electron flood gun operates with an energy of 21 eV and an extraction bias

of 20 V for charge compensation and the injection time was 500 ms.

9. For all Orbitrap data, mass spectral information collects from a mass range

from 75 to 1125 m/z.

10. In vitro study, the total ion dose per measurement 3.95 × 1011 ions/cm2 a duty

cycle of 4.4%, the pressure in the main chamber is maintained at 1.6 × 10−6

mbar using argon gas flooding and continuous GCIB current of 230 pA over

an area of 150 × 150 μm with crater size 233.1 × 233.1 μm. 

Ex vivo study, the total ion dose per measurement 5.21 × 1010 ions/cm2 a duty

cycle of 4.4%, the pressure in the main chamber is maintained at 8.9 × 10−7

mbar using argon gas flooding and continuous GCIB current of 230 pA over

an area of 100 × 100 μm with crater size 180.0 × 180.0 μm.  

11. Move the stage to a sample area of interest (Figure 3.5D and E).

12. For cell sample analysis, 3 cells per samples with positive and negative

polarity.

For tissue sample analysis, 4 areas surrounding the foreign body site per one

tissue section slide with both positive and negative polarity.

Figure 3.5. Transfer sample to the stage.



74

A. Backmount holder to fix the sample (left), cell on coverslip samples mount on the

backmount holder (right). B. Topmount holder to fix the sample (left), tissue section

slides mount on the topmount (right) C. 3D OrbiSIMS instrument at the University of

Nottingham. D and E. The optical images of single cells and tissue section acquire

within the instrument before analysis by the gas cluster ion beam.

3.5.7. Data analysis

Analyse data by using SurfaceLab software version 7.1 (ION-TOF, Germany).

1. Open data of each sample on SurfaceLab software, select the data an itax file

and click open.

2. The peak lists are created by SurfaceLab.

3. Search peaks: the minimum peak area as 1000 which distinguished a real from

a noise peak determine using a peak search with surface lab software.

4. Discount all peaks below this number as being noise peak and not include in

further data analysis.

5. Export peak list as secondary mass ion and secondary intensity from the

software.

6. Import the peak lists from the OrbiTrap analysis of the single macrophage cells

and tissue section sample into LIPIDMAPS database to identify the lipids

species (Figure 3.6A-C).
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Figure 3.6. Identification of phospholipid in single macrophages and tissue section
samples.

A. Negative ion mass spectrum 3D OrbiSIMS of the lipid fragments from a single cell

macrophage,16 lipids identified. B. Negative ion mass spectrum 3D OrbiSIMS of the

lipid fragments from a tissue section sample, 144 lipids identified C. Venn diagram

comparing the number of lipid compounds in single macrophages cells and ex vivo

tissue sections by 3D OrbiSIMS measurement, 14 lipid compounds were common to

both samples, 2 lipids and 142 lipids unique were in single macrophage cells and

tissue section sample respectively.

Recipes

RPMI 1640 medium supplemented with 10% heat inactivated FBS, 2 mM L-

glutamine, 100 U/mL penicillin-streptomycin.

150 mM Ammonium formate

Dissolve 18.9 mg of ammonium formate to a final volume of 20 mL in deionized water.
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3.6. Conclusion

In this chapter we detail the methods we have developed to achieve direct analysis of

the metabolic profiles of human monocyte derived M0, M1 and M2 macrophage

phenotypes at single cell level and explanted silicon catheter sections for chemical

characterisation of polarised immune cells in vitro and the host response to implanted

bio-instructive polymers in vivo using 3D OrbiSIMS. 3D OrbiSIMS technique

provides a powerful instrument to discover molecules in single cell macrophages and

supporting tissue samples. In the initial stage of sample preparation in in vitro,

monocytes were differentiated into naïve, M1 and M2 phenotypes using cytokines and

freeze dry cell sample before analysis. Use of ex vivo analysis with OCT, cryostat for

sectioning and freeze drying. Our sample preparation approach of single cells and

tissue allows identification of metabolites by the new technique as 3D OrbiSIMS. This

is a significant methodological advance as 3D OrbiSIMS requires millions fewer cells 

than the traditional mass spectrometry approaches. Another advantage is that the cells

so not require removal from the substrate, a capability that we utilise in our analysis

of tissue sections in order to probe functional phenotypes using molecular signatures.

We hope that this protocol for sample preparation will be suitable and prove to be

compatible for common metabolite profiling of biological samples and this approach

has further application for characterisation of immune cells in vitro, on implanted

medical devices and sensors, along with in the field of therapeutics and immune

dysregulation.
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Chapter 4

4. Single-Cell Metabolic Profiling of Macrophages Using 3D

OrbiSIMS: Correlations with Phenotype

The aim of this chapter/article is to develop sample preparation and analysis protocols

to achieve metabolomic profiles of human monocyte driver to M0, M1 and M2

macrophages at the single cell level using an Ar3000
+ cluster primary ion beam using

3D OrbiSIMS.

This article published in Analytical Chemistry 2022; June 17, 2022

(DOI: 10.1021/acs.analchem.2c01375)
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4.1. Abstract

Macrophages are important immune cells that respond to environmental cues

acquiring a range of activation statuses represented by pro-inflammatory (M1) and

anti-inflammatory (M2) phenotypes at each end of their spectrum. Characterizing the

metabolic signature (metabolic profiling) of different macrophage subsets is a

powerful tool to understand the response of the human immune system to different

stimuli. Here, the recently developed 3D OrbiSIMS instrument is applied to yield

useful insight into the metabolome from individual cells after in vitro differentiation

of macrophages into naïve, M1, and M2 phenotypes using different cytokines. This

analysis strategy not only requires more than 6 orders of magnitude less sample than

traditional mass spectrometry approaches but also allows the study of cell-to-cell

variance. Characteristic metabolites in macrophage subsets are identified using a

targeted lipid and data-driven multivariate approach highlighting amino acids and

other small molecules. The diamino acids alanylasparagine and lipid sphingomyelin

SM(d18/ 16:0) are uniquely found in M1 macrophages, while pyridine and pyrimidine

are observed at increased intensity in M2 macrophages, findings which link to known

biological pathways. The first demonstration of this capability illustrates the great

potential of direct cell analysis for in situ metabolite profiling with the 3D OrbiSIMS

to probe functional phenotype at the single-cell level using molecular signatures and

to understand the response of the human body to implanted devices and immune

diseases.

4.2. Introduction

Macrophages are the sentinels and regulators of the human immune system; they

display remarkable stimulus-induced functional plasticity, which is key in their ability

in responding to a diverse range of pathogens, foreign objects, and dead cells resulting

from tissue injury. Following infection or tissue damage, macrophages acquire a

spectrum of functional phenotypes that are exemplified by pro-inflammatory (M1) and

anti-inflammatory (M2) phenotypes at each end of the spectrum, with these subsets

expressing unique biomarkers.179 in vitro, classically activated M1 macrophages are

generated by polarizing monocyte-derived naive macrophages (M0) with a mix of
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cytokines including interferon γ and granulocyte macrophage colony-stimulating 

factor (GM-CSF).43, 180 M1-like macrophages play an important role in pathogen

clearance, and their sustained activation is linked to postinjury tissue damage. As

indicated by their name, they secrete high levels of pro inflammatory cytokines such

as TNF-α, IL-12, and IL-1β, and metabolically they are known to turn on glycolysis, 

the pentose phosphate pathway, and fatty acid synthesis.181-184 M2 macrophages on the

other hand can be polarized using interleukin-4 (IL-4) and macrophage colony-

stimulating factor (M-CSF)185, 186 and have been implicated in tissue repair and

remodeling; however, their sustained activation has been linked to the promotion of

fibrosis. M2-like macrophages typically produce high levels of regulatory cytokines

such as IL-10 and TGF-β and, unlike M1 macrophages, rely on the tricarboxylic acid 

cycle (TCA cycle) to support oxidative phosphorylation and fatty acid oxidation which

generate ATP.49, 187, 188

The traditional approach for phenotyping macrophages relies on quantifying their

transcription factors, cytokine profile, or expression of surface markers for different

subsets. M1 macrophages had the highest expression of calprotectin and produced high

levels of TNF-α, whereas M2 macrophages have a higher expression of mannose 

receptor (CD206) and produce high levels of IL-10.54, 136, 189, 190 However, this is

problematic since some of these markers are expressed by both M1 and M2

macrophage types, and importantly many, especially surface markers do not provide

meaningful insight into macrophage functional properties.46, 128

Metabolomics is a powerful analytical tool191 that shows promise for distinguishing

between macrophage subsets by identifying subtle yet key differences between their

metabolic profiles. Metabolomics was developed to investigate the metabolic state of

cells that closely correlates with their instantaneous functional state, including their

response to stimuli from their environment.91 There are a wide range of techniques for

metabolic analysis including mass spectrometry. Liquid chromatography−mass 

spectrometry (LC-MS) is a powerful tool for quantifying a range of small biomolecules

and identifying known and unknown metabolites present in biological samples. This

has been employed widely for identifying biomarkers of inflammatory diseases, drug

discovery, and in the study of cellular metabolic profiles.192-195 Despite recent
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advances in determining the metabolic phenotype of various pathologies using

conventional LC-MS based techniques,196-198 characterizing the metabolome of

different cells that are thought to play an important role in the development of such

pathologies (e.g., macrophage subsets) is still in its formative stages partly due to the

need for a large number of cells (>1 million cells) to obtain adequate signal.94, 199

Furthermore, LC-MS based techniques require complex and extensive sample

preparation procedures including metabolic quenching and extraction of intracellular

metabolites from cells using organic solvents. These procedures that target one

metabolite type can lead to incomplete sampling and biased quantification of small

molecules in biological samples due to rapid turnover and loss of metabolites.94, 179, 200

Moreover, cell samples are homogenized (metabolite extraction) during the sample

preparation, thus losing the architecturally intact and physiologically relevant structure

of the tissue and cells and eliminating the potential to correlate the spatial distribution

of metabolites to morphology. Time-of-flight secondary ion MS (ToF-SIMS) is a

direct surface analysis technique with minimal sample preparation, which can perform

chemical imaging and depth profiling of cells.201, 202 Previous attempts at metabolic

profiling using this technique targeted key molecules such as lipids and cholesterol on

the mast cell.203 Touboul et al. applied ToF-SIMS imaging to study metabolites and

mechanisms of disease on the tissue sample.204 The development of TOF-SIMS with

polyatomic primary beams has provided the benefits of high molecular yields and low

subsurface damage.205 But ToF-SIMS has been limited to resolving and detecting

metabolites.206 However, ToF-SIMS has not been used widely for metabolite profiling

of cells because its poor mass resolving power hinders confident identification of

endogenous metabolites.207

The 3D OrbiSIMS is a recently developed technique bringing together the state-of-

the-art Orbitrap analyser with ToF SIMS.158 3D OrbiSIMS combines the strengths of

a TOF analyser with its fast imaging acquisition time and high spatial resolution

(240,000) of the OrbitrapTM (parts-per-million (ppm) (<2)) and mass accuracy, high

sensitivity, and tandem MS (MS/MS) capability. The technique uses an argon gas

cluster primary ion beam (GCIB), affording a low energy per atom (E/n), and has been

shown to liberate and unambiguously identify large diagnostic chemical species such

as lipids and peptides.158, 162 Passarelli et al. have used this novel technique for
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metabolite profiling of macrophages treated with different concentrations of an

exogenous compound, the drug amiodarone, imaging it with endogenous compounds

in single cells. In a tissue section of mouse brain, they identified lipid and amino acid

fragments and were able to image a single cell in a tissue section.158 Hodgkinson et al.

have recently used 3D OrbiSIMS images to observe metabolites in multiple

mesenchymal stem cells (MSCs) using ToF and Orbitrap.208

Single-cell SIMS analysis represents an exciting method for single-cell metabolomic

profiling to probe intercell variations. Here, we use 3D OrbiSIMS to investigate the

metabolic profiles of human monocyte-derived M0, M1, and M2 macrophages at

single-cell level, leading to identifying characteristic ions that are related to known

biological processes for each subset.

4.3. Methods

4.3.1. Sample preparation

Buffy coats from healthy donors were collected from the National Blood Service

(National Blood Service, Sheffield, U.K.), following ethics committee approval

(2009/D055, Research Ethics Committee, Faculty of Medicine and Health Sciences,

University of Nottingham). Peripheral blood mononuclear cells (PBMCs) were

isolated from heparinized blood by Histopaque-1077 (Sigma-Aldrich) density gradient

centrifugation, as previously described.136 A total of 2 × 105 monocytes were seeded

on indium tin oxide (ITO) glass slides and cultured in RPMI supplement with 10%

fetal bovine serum (FBS), 10 μg/mL streptomycin, 2 mML glutamine, and 10 U/mL 

penicillin. Monocytes M0 were differentiated into M1 and M2 macrophages by the

addition of 20 ng/mL M-CSF, 50 ng/mL GM-CSF, and 20 ng/mL IFN-α (R&D 

Systems), 50 ng/mL M-CSF, and 20 ng/mL IL-4, respectively, as described

previously.79 All cytokines were from Miltenyi Biotec unless otherwise stated (Figure

A4.1.). The cells were incubated in a 37 °C incubator in a humidified atmosphere of

5% CO2 for 6 days. On day 3 of incubation, we replaced 500 μL of medium with fresh 

media supplemented with the same concentration and mix of cytokines that were used

for cell stimulation on day 0. Cell supernatant was harvested on day 6 for cytokine

analysis and cell were collected for analysis.
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4.3.2. Analysis of macrophages surface phenotype

This was carried out as previously described with some modifications.136 Briefly, on

day 6, the cells were fixed in 4% paraformaldehyde in PBS for 10 min at room

temperature (RT). This was followed by washing cells with 3% bovine serum albumin

(BSA) and 1% glycine (Fischer Scientific) in PBS. The cells were then incubated with

appropriately diluted primary antibodies; 2 μg/mL mouse anti-human calprotectin 

(27E10) (Thermo Scientific) and 1 μg/mL rabbit antihuman MR (CD206) (Abcam) in 

5% goat serum (GS) for 1 h followed by three times washing with PBS and addition

of appropriately diluted secondary antibodies; and 8 μg/mL Rhodamine Red-x goat 

anti-mouse IgG(H + L) (Life Technologies) and 8 μg/mL Alexa Fluor 488 goat anti-

rabbit (H+L) in 5% goat serum (GS) and further 1 h incubation at RT in the dark

followed by three times washing with PBS. The nuclei of the cells were stained with

4′,6-diamidino-2- phenylindole (DAPI, 20,000 ng/mL) for 5 min at RT in the dark. 

The cells were washed, dried, and finally mounted onto a slide with mounting media

(Prolong antifade kit). The stained cells were imaged using ZOE fluorescence cell

imager. Images were analysed using CellProfiler Cell Image Analysis Software, and

fluorescence images of the expression of MR and calprotectin marker were analysed

to determine the intensity of MR and calprotectin.

4.3.3. Cytokine Quantification

On day 6, supernatants were collected for cytokine assay. The levels of IL-10 and

TNF-α in the culture media were measured by DuoSet ELISA kit (R&D Systems) 

following manufacturer’s instructions.

4.3.4. 3D OrbiSIMS analysis

To remove salts that cause unwanted signal suppression in SIMS, the cells on ITO

slides from the cell culture experiments were put in a container and then 1 mL of 150

mM ammonium formate solution was added for 30 s three times. The sample was

plunge-frozen in liquid nitrogen and freeze-dried over a period of 12 h to remove

water. The sample was subsequently stored in a sealed container and stored at −80 °C 
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until analysis. Prior to OrbiSIMS analysis, the sample was warmed to room

temperature without opening and then loaded into the 3D OrbiSIMS instrument airlock

for analysis.

3D OrbiSIMS analysis was performed using a HybridSIMS instrument (IONTOF,

GmbH) with Mode 4 (single beam 20 keV Ar3000
+, OrbitrapTM analyser) of the

instrument using an Ar3000
+ primary ion beam of energy of 20 keV a duty cycle of 4.4%

and continuous GCIB current of 230 pA, over an area of 150 × 150 µm2 with crater

size 233.1 × 233.1 µm2 in the mass range of m/z 75-1125. The electron flood gun was

operated with an energy of 21 eV and an extraction bias of 20 V. for charge

compensation. The pressure in the main chamber was maintained at 1.6 × 10-6 mbar

using argon gas flooding. The OrbitrapTM cycle time was set to 200 µs. OrbitrapTM

analyser was operated in positive and negative ion mode at the 240,000 at m/z 200

mass resolution setting. The injection time was 500 ms, the total ion dose per

measurement was 3.95 × 1011 ions/cm2. Adjacent areas on the cell were analysed for

positive and negative polarities. In each case an entire cell was consumed during each

polarity analysis. Eighteen cells were consumed in total (3 cells per type and 1 cell per

polarity).

4.3.5. Principal component analysis (PCA)

3D OrbiSIMS spectra contained hundreds of ions, and the mass spectra of samples

superficially appear similar to each other. Depth profile accumulation spectra of all

single cells analysed for M0, M1, and M2 macrophages (three cells of each type, nine

in total) were each normalized to their respective total ion count in SurfaceLab 7

software. A peak list containing the intense ions (minimum ion count threshold was

determined in each case as being greater than assigned noise signals) was then

constructed with normalized intensities. A common peak list containing each ion for

all samples was then constructed in SurfaceLab 7 software, which contained 724

positive ions. We performed PCA on this dataset to summarize differences in sample

chemistry using PCA Bundle software.
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4.3.6. Data processing and metabolites identification.

Peak assignments were created by IonTOF SurfaceLab 7. Amino acid fragments were

assigned using an Xcalibur software to create the peak lists of each cell type. 3D

OrbiSIMS spectra were exported as .txt files. Metabolites results were searched against

the Human Metabolome Database209 with 5 ppm mass tolerance for putative

annotation. The full method is depicted as a schematic in Figure 4.1.

Figure 4.1. Schematic workflow of single cell metabolomic profiling using 3D
OrbiSIMS.

Here, monocytes cells M0, are growth on an ITO substrate and polarized towards to
M1 and M2 macrophages. A gas cluster argon primary ion beam raster is used to
identify and sputter single cells with the resultant complex spectra compared using
multivariate analysis complemented with targeted analysis.

4.4. Results and Discussion

4.4.1. Characterization of macrophage marker expression and
cytokines analysis.

Before analysis with 3D OrbiSIMS, we first polarized monocyte cells (M0) into

different macrophage phenotypes (M1 and M2) shown in Figure 4.2a. The surface

phenotype and cytokine profile of each subset were characterized using optical

microscopy and ELISA respectively. Data presented in Figure A4.1 in Appendix 4,

show that M1 macrophages had the highest expression of calprotectin and produced

high levels of TNF-α, whereas M2 macrophages have a higher expression of mannose 

receptor (CD206) and produce high levels of IL-10. These are in line with the expected

phenotype of these cells that we and others have previously shown.72, 78, 210, 211
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4.4.2. Targeted lipid analysis

We performed 3D OrbiSIMS analysis on single cells of each type, where the cells were

sequentially consumed by sputtering using the Ar3000
+ gas cluster ion beam. The

optical images of single cells acquired within the instrument before and after analysis

by the gas cluster ion beam are shown in Figure 4.2b. Peak lists from the OrbiTrap

analysis of the cells were first analysed using a targeted approach by matching peaks

with ions of lipid species from the LIPID MAPS database based on their mass.212 A

representative negative mass spectrum of lipids from a single-macrophage cell is

presented in Figure 4.2c. The number of lipid species found in each macrophage subset

and common to each are summarized in Figure 4.2d. A greater number of lipid

compounds were detected in M1 macrophages than in M0 and M2. The identity of

these presented in Table A4.1 and Table A4.5 in Appendix 4, including

phosphatidylinositol lipid species such as PI 34:1, PI 36:1, and PI 38:3, which were

highest in M1, while PI 34:1, PI 36:1, and PI 38:3 were not detected in M0 (Figure

4.2f and Table A4.1 in Appendix 4). Free fatty acid species, FA 16:0, FA 18:0, and

FA 18:1 were lowest in M0 and highest in M2 samples (Figure 4.2g and Table A4.1

in Appendix 4). M1 polarization is associated with the activation of fatty acid

synthesis. While M2 macrophages are known to have increased fatty acid oxidation

and enhanced metabolism and upregulated activities that are associated with tissue

remodeling or wound healing.213 Passarelli158 studied lipid compounds in tissue section

by 3D OrbiSIMS and using the LIPID MAPS database putatively annotate 127 lipid

species including glycerophospholipids, fatty acids, sterols and sphingolipids. Despite

reducing the analyte amount to that of single cells, we identified 15 lipid ions in

common shown in Figure A4.3a and Table A4.1 in Appendix 4.

Metabolomic profiling is typically undertaken on many cells using LC-MS, for

example. To assess the performance of 3D OrbiSIMS compared to LC-MS data from

analysis of many cells, we compared putatively assigned lipids in the LIPID MAPS

database from our work using primary macrophages to those detected in the LC-MS

study of Abuawad et al. undertaken on a macrophage cell line, which used 6 million

cells.94 Venn diagram (Figure 4.2e, Table A4.1 and Figure A4.3b in Appendix 4)

shows how many lipids were obtained in common and how many unique lipid species

were detected from LC-MS and 3D OrbiSIMS. For 3D OrbiSIMS data in a negative
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polarity mode, 47 lipids were identified putatively and 17 of the same lipid compounds

were identified in both the 3D OrbiSIMS and LCMS analysis. In the case of LC-MS

studies, 212 putatively annotated lipids were identified in positive and negative

polarities including glycerophospholipids, fatty acyls, and fatty acids.94 Notably, 30

lipid compounds were putatively identified uniquely using 3D OrbiSIMS, which were

not detected in the LC-MS measurement, including fatty acids species FA16:1,

FA18:0, FA20:4, and FA22:4 (Table A4.1 in Appendix 4).

The identification of some representative putative lipid assignment was confirmed

using sequential mass spectrometry analysis in the OrbiTrap (MS/MS). In negative-

ion mode spectra, several phosphatidylinositol lipid species were observed in

macrophage cells. The product ion spectrum of phosphatidylinositol secondary ions is

shown in Figure 4.2h-i. In the MS/MS spectrum is the precursor ion [M-H]- at m/z

861.5494, [C45H82O13P]- assigned as PI (36:2). The main product ions of the precursor

PI (36:2) ion are the signature fragments of the PI head group, [C6H10PO8]- at m/z

241.0118 and two C18:1 fatty acid moieties are represented by the [C18H33O2]- peak

at m/z 281.3486 (Figure 4.2h). The structure of PI (38:4) at m/z 885.5498 was

confirmed based on the detection of the PI head group ions, [C6H10PO8]- at m/z 241.0,

and two fatty acid moieties from these lipids are C18:0, [C18H35O2]- at m/z 283.2642

and C20:4, [C20H31O2]- at m/z 303.2327 (Figure 4.2i). MS/MS spectra of PA and PC

lipids are reported in Figure A4.3 c-d and Table A4.2. in Appendix 4.
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Figure 4.2. Lipid on single cell by 3D OrbiSIMS analysis.

a) Fluorescent images of single cell macrophages stained for mannose receptor, b)

White image of the M0 cell type before (left) and after (right) 3D OrbiSIMS depth

profiling, showing consumption of the cell by the gas cluster ion beam. Targeted

metabolomics approach of assigning lipid species in 3D OrbiSIMS data and

comparison to LC-MS data from reference.94 c) Negative ion mass spectrum 3D
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OrbiSIMS of the lipid fragments from a single cell macrophage. d) Venn diagram

comparison of the number lipid compounds which detected in macrophages subsets

using 3D OrbiSIMS. e) Venn diagram comparing the number of lipid compounds in

macrophages by LC-MS and 3D OrbiSIMS measurement, 212 lipids were identified in

THP-1 macrophages extracts using LC-MS, 47 lipids were identified by 3D OrbiSIMS

and 17 lipid compounds were common to both techniques. Normalized intensity of lipid

classes with characteristic ion data shown f) phosphatidylinositol species (PI) and g),

fatty acids. Species of phosphatidylinositol (PI) confirmation by MS/MS. h) MS/MS

product spectrum of PI (36:2) corresponding to [M-H]- ion at m/z 861.5494. i) MS/MS

product spectrum of PI (38:4) corresponding to [M-H]- ion at m/z 885.5498.

Lipids, such as phospholipids and glycolipids are major components of the cell

membrane213 and key species in understanding metabolic pathways. Phospholipids are

the main component of the cell lipid bilayer comprising two long fatty acid chains, a

triglyceride linking a phospholipid head with various alkyl groups, namely,

ethanolamine, inositol, serine, glycerol, and choline such as

phosphatidylethanolamine, phosphatidylinositol, phosphatidylserine,

phosphatidylglycerol, and phosphatidylcholine (Figure 4.3a). Glycerphospholipids

have five classes, which are subdivided based on polar head groups (common alkyl

groups) including PC, PI, PA, PS, and PE.213, 214 We found lipids with the head group:

PC, PI, PS, and PE, included in Table A4.3. in Appendix 4. All phenotypes expressed

the lipid head group with a short alkylated chain with ions such as C5H14NO+,

C2H6PO4
+ and C5H15NPO4

+ 215 (Figure 4.3b, c, d and Table A4.3. in Appendix 4).

Intense negative ions assigned to this class included phosphatidylethanolamine

(C2H5NPO3
-), phosphatidylcholine (C4H11NPO4

-), phosphatidylglycerol (C3H6PO5
-),

phosphatidylinositol (C6H10PO8
-), sulfatide (HSO4

-) and sphingolipids (C2H4PO4
-)

(Table A4.3. in Appendix 4). Lipid compounds that we found in our samples have

previously been observed in the analysis of the individual lipids using ToF-SIMS.214
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Figure 4.3. a) Schematic of the membrane lipid components. b) Normalized intensity

of lipids in three separate cells for each macrophage polarization with comparison of

each phenotype in positive polarity C5H14NO+ (sphingolipids, SP, m/z 104.1070), c)

C2H6PO4
+ (phosphocholines, PC, m/z 124.9998) and d) C5H15NPO4

+

(phosphocholines, PC, m/z 184.0739).

4.4.3. Untargeted analysis approaches

To discern subtle differences in the macrophage metabolome and expand beyond the

targeted lipid analysis, we undertook an untargeted analysis of the secondary ion data

using principal component analysis (PCA) of the three macrophage subsets and their

analytical repeats. The resultant scores plot of the first three principal components

(PCs) for the positively charged ions in the 3D OrbiSIMS data discriminated all three

macrophage subsets and replicate measurements clustered together. Scores (PC1, 2,

and 3) and loading plots for three cell types are shown in Figure 4.4a and PC4 is shown

in Figure A4.6. in Appendix 4. Scores revealed molecular similarity between replicates

and each macrophage subset shows statistically unique secondary ions, leading to clear

chemical separation of each phenotypic macrophage subset. Loadings of the first four
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components highlighted ions responsible for chemical differences between

macrophage types. PC1 showed that amino acids were more intense in the spectra from

M2 macrophages (Figure 4a and b). The second component was associated with

chemistry from M0 macrophages and included positively ionizing lipid fragments

containing CHNOP-containing ions such as C5H15NO4P+ (m/z, 184.07) and C2H6PO4
+

(m/z, 124.99) (Figure 4.4c). The third component differentiated between certain lipids

and amino acids (Figure 4.4d), and scores plots show this chemistry was most

prominent in M1 macrophages (Figure A4.7-8. in Appendix 4).

Figure 4.4. Principal component analysis (scores and loadings) for different

macrophage subsets results.

a) Principal component scores plots of PC1 and PC2 for the 3D OrbiSIMS spectra of

M0, M1 and M2 macrophage on positive polarity. Loading plot on positive polarity

data for the first three principal components, peaks were assigned based on amino

acid maker (black), phospholipid maker (orange) and generic which non-specific ion

fragments(red). b) PC1, c) PC2 and d) PC3.
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4.4.4. Amino acid assignments

Loadings from PCA were interrogated and identified ions that may be assigned to

specific amino acid fragments (Figure 4.5a-g). Assignments from both polarities were

made by comparing fragments identified by ToF-SIMS in previous SIMS studies of

amino acids assigned from analysis of proteins and free amino acids.216-218 In total, 39

amino acid fragment ions were assigned from the single cells and were present in all

samples (Table A4.4. in Appendix 4), which we attribute to 13 amino acids from

proteins. These include histidine, phenylalanine, which has an important function in

immune tolerance controlled by tetrahydrobiopterin synthesis to produce the NO by

iNOS in activated macrophages.219 Tyrosine is produced by phenylalanine

degradation, which is a precursor of melanin synthesis.220 Melanin can be reduced the

pro-inflammatory mediator such as TNFα, IL-1b, IL-6 and IL-10 from monocytes and 

macrophages, and induce the production of the anti-inflammatory cytokines from

leucocytes.221 Tryptophan is produced by indoleamine-2,3-dioxygenase (IDO), which

coverts tryptophan to kynurenine. Tryptophan metabolism could prevent therapeutic

targets in treating age-related diseases associated with inflammation and extend health

and life span.222 Arginine 223 had the lowest intensity in the M1 macrophage (Figure

4.5e). M1 macrophages are known to exhibit high expression of the enzyme nitric

oxide synthase, which metabolises arginine to nitric oxide (NO) and citrulline.224 It is

known that M2 macrophages promote the hydrolysis of arginine towards urea and

ornithine, which promotes cell proliferation and repair. Therefore, amino acid is used

differently in M1 and M2 macrophages; it seems to be a key resource to support

polarization and function of both M1 and M2 macrophages. This shows that our single

cell metabolomic profiling using 3D OrbiSIMS successfully detected different levels

of amino acids and lipids in M0, M1, and M2 and linked the chemical compounds to

known macrophage functions. Comparison of ions observed by 3D OrbiSIMS and free

amino acids reference spectra acquired by ToF-SIMS did not show matches216 –

suggesting they are derived from larger protein structures (Table A4.4. in Appendix

4). In nearly all cases M2 macrophages showed higher intensity of amino acid

fragments than in M0 and M1 (Figure A4.5. and Table A4.4. in Appendix 4).
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Figure 4.5. Characteristic amino acid fragments were detected in macrophage
polarization in positive ion mode.

The normalized intensity per cell spectral for a) C5H12N+ (leucine, m/z 86.0966), b)

C5H7N2
+ (histidine, m/z 95.0604), c) C6H12N+ (lysine, m/z 98.0965), d) C8H10N+

(phenylalanine, m/z 120.0807), e) C5H11N4
+ (arginine, m/z 127.0977), f) C8H10NO+

(tyrosine, m/z 136.0756) and g) C10H11N2
+ (tryptophan, m/z 159.0599).

4.4.5. Metabolite identification

We correlated ions from 3D OrbiSIMS parent spectra of the single cells to the Human

Metabolome Database and found unique metabolites belonging to each subset (Figure

4.6 and Table A4.6. in Appendix 4). For example, 5-bromopyridine [M + Na]+ (m/z

180.9374) had high ion intensity in M2 macrophages but was not observed in the M1

macrophages (Figure 4.6 a-c). The pyridine moiety is an integral part of anti-

inflammatory agents; it is known to induce macrophage growth and has been shown

to inhibit the formation of tumor necrosis factor stimulants such as

lipopolysaccharide.225 This is in agreement with our data, which shows the high

intensity of pyridine moieties in the anti-inflammatory M2 macrophage compared to

no detection in the pro-inflammatory M1 phenotype. This clearly shows how 3D

OrbiSIMS data from a single cell could be used to predict macrophage phenotype. The

dipeptide alanylasparagine and the lipid sphingomyelin (SM) (d18:1/16:0) were
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detected uniquely in M1 macrophages. They are both implicated in pro-inflammatory

cellular responses226, 227, and were not found in M2 cells (Figure 4.6 d-e). SM lipids

are considered very important for the preservation of immune cell activation and

function.227 Sphingomyelin is known to covert to ceramide, which plays a key role in

inducing pro-inflammatory gene expression with the synergistic effect of LPS.228

Moreover, potent M1 polarizing cytokines such as TNF-α and IFN-γ have been shown 

to induce ceramide production, which might further augment M1 macrophage

polarization.229

Figure 4.6. Metabolites significantly affected by macrophage polarization toward the
M1 and M2.

a) Pyridine [M+H]+ at m/z 80.0497, b) Pyrimidine [M+H]+ at m/z 81.0449 and c) 5-

bromopyridine [M+Na]+ at m/z 180.9374. Pyrimidine metabolisms were observed at

increased intensity in M2 macrophages comparing to M1 macrophage d).

Alanylasparagine [M+H]+ at m/z 204.0978, e) SM(d18/16:0) [M+Na]+ at m/z

725.5567 are represented uniquely in M1 macrophages.
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4.5. Conclusions

In this work, we have shown that metabolites can be detected by direct analysis of

single-macrophage cells using a gas cluster primary beam using 3D OrbiSIMS. We

found that we could detect differences in the metabolite profiles of naïve (M0),

proinflammatory (M1), and anti-inflammatory (M2) macrophages. These intensity

differences can be linked to the pro and anti-inflammatory nature of different

macrophage types. Coupled with principal component analysis of single-macrophage

cells, this analytical technique allowed us to accurately assign several key species

including amino acid fragments, lipids, and other small molecules known to play a role

in cell metabolism. This approach will allow in situ characterization of single cells to

help understand the response of the human body to different environmental

insults/stimulations, including exposure to biomaterials, therapeutics, and immune

dysregulation from in vitro cell samples and tissue biopsies.
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Chapter 5

5. Polymer synthesis for cell instructive coatings

5.1. Introduction

Polymers have previously been highlighted in many experimental studies to be able to

instruct different cell types, influencing attachment density and phenotype.230, 231

Copolymer can be used to combining properties from two or more polymers. Rostam

et al. reported the use of a combine of (meth)acrylate and (meth)acrylamide monomer

library screened for their potential to stimulate human monocyte differentiation into

various macrophage phenotypes.79 Burroughs et al. developed molded

ChemoTopoChip polymer samples to discover acceptable materials for bone

regeneration, combinations of chemistry and microtopography also produce

immunomodulatory stimuli, polarising macrophages toward a pro-healing

phenotype.232 Furthermore, they can act synergistically to provide performance

superior to the individual component.233, 234

Free radical polymerization (FRP) is a method of polymer synthesis that is readily

applicable to a large number of monomers and requires moderate synthesis conditions

compared to other polymerization techniques.235, 236 Depending on the type of initiator,

FRP can either be achieved with a photochemical or a thermal initiator, FRP reaction

mechanism consists of three stages: initiation, propagation, and termination as

described in Chapter 2, section 2.2.1. Thermal FRP uses an initiator that produces a

pair of free radicals in response to heat. These free radicals interact with the functional

groups in the monomer, which results in the monomer being polymerized. As a result

of the reaction, a batch of polymer is produced, which may subsequently be solubilized

and coated onto a variety of surfaces and substrates, making the FRP process extremely

flexible. In contrast to photochemical initiator FRP, which requires specific surfaces

to be coated and treated with UV light, thermal initiator FRP does not have this

requirement. For this reason, thermal initiator FRP was selected as the polymerization

process for the material.

The synthesis and characteristics of the copolymers can provide desirable properties

for medical applications such as biofilm prevention, adhesion of stem cells and
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improvement of wound healing properties.22, 237 Acrylates and methacrylates

monomers are widely used for forming polymeric biomaterials. They have an optical

clarity, good mechanical properties and bacterial biofilm resistance.238, 239 Specifically,

using copolymer ethylene glycoldicyclopentenyl ether acrylate and (di(ethylene

glycol) methylether methacrylate coated into silicone urinary catheters, indicating that

copolymer coated decreased the attachment of bacteria in vivo.240 Hydrocarbon

pendant moieties, especially with ring structures found to resist bacterial biofilm

formation.241 Recently, using high throughput microarrays was developed

methacrylate polymers with reduce fungal attachment, bacteria attachment and

immune instructive.241-243

In most cases, implants are perceived as foreign bodies by immune cells and can result

in chronic and persistent inflammation. Implants can therefore have a profound effect

on the host immune response. The implantation of such devices frequently results in a

host immune reaction known as the foreign body response (FBR). The FBR initiates

acute and chronic inflammation, which are significant considerations in the design and

development of implantable medical devices and FBR as described in section 1.1.3

and Figure 1.2. To a lesser extent, all patients exhibit undesirable responses to implants

if monitored for long enough, such as aseptic loosening of dental screws and hip and

knee joints. To reduce chronic and persistent inflammation, new materials that instruct

immune responses to promote healing are needed. Screening of libraries have

identified cell-instructive polymers, these can be used for as coating. A biomedical

implant, consisting of samples coated with copolymer libraries to identify biomaterial

surface morphology and surface chemistry that influence macrophage polarization in

vitro has been proposed.

Rostam et al. used high throughput microarray screening methods to identify immune-

instructive polymers from a screen of 141 (meth)acrylate monomers by monocytes

polarisation to pro-inflammatory (M1) or anti-inflammatory (M2) phenotypes in vitro;

these are the ability to induce M1 and M2 phenotypes in macrophages and in vivo, to

access the copolymer coating for modulation of immune response responses (Figure

5.1).79, 243 Here, I have investigated coating coverslips with the macrophage biased

copolymers to create new immune informative biomedical implants. Therefore, it is
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beneficial to have an in-depth understanding of the host inflammatory and immune

system to biomaterials, as this would help the development of biomaterials that will

exert appropriate biological functions.

Figure 5.1. Schematic of the high-throughput screening approach used to identify
pro- or anti-inflammatory hit polymers in vitro and in vivo.

Image was adapted from Rostam et al., Matter (2020)79

It was hypothesized that the utilization of immune-instructive polymers from acrylate

monomer could lead to the discovery of novel materials capable of altering

macrophage responses. In this chapter, the use of methacrylate monomers to

synthesize copolymers via a thermal polymerization method and subsequently coat

coverslips has been investigated. 1H NMR was used to characterize the composition

of copolymers. GPC was used to determine the number average molecular weight

(Mn), weight-average molecular weight (Mw) and molecular weight distribution

(MWD) of copolymers. Samples were analyzed using ToF-SIMS to characterize the

surface chemistry of synthesized polymers. Furthermore, new focus on identifying

synthetic polymer biomaterials, to investigate the immune-modulatory effects of

copolymers on monocyte differentiation into macrophage phenotypes.
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5.2. Materials and methods

Monomers were purchased from Sigma-Aldrich, UK and used as received. Toluene

and dicholormethane (analytical grade) were ordered from Fisher Scientific, UK. 2,2

azobis(4-methoxy-2,4-dimethylvaleronitrile (AIBN) was purchased from Sigma-

Aldrich, UK. MED1-161 which is a silicone primer was purchased from Nusil

Technology LLC, USA. Round glass coverslips were obtained from VWR®, UK.

5.2.1. Synthesis of copolymers

Synthesis worked was carried out using two defined monomers at a 2:1 ratio (w/v).

The monomer solution was prepared in toluene at a 1:3 ratio (w/v) and using 2,2

azobis(4-methox-2,4-dimethylvaleronitrile (AIBN, 0.5% w/v) and

bis[(disfluourobory)diphenylglyoximato]cobalt(II) (CoPhBF,1000ppm). The

chemical structure of the monomers is shown in Table 1. The solution was degassed

under argon for 30 min. The copolymerization was mixed and stirred at 85oC in oil

bath for 24 hours. After that, the copolymer was precipitated in methanol washed well

to remove any un-reacted monomer and then filtered. Finally, the precipitated

copolymer was dried in vacuum oven at room temperature for 7 days.
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Table 5.1. Monomers name and chemical structures and reaction parameters.

5.2.2. Characterization of the copolymers

Characterization of the copolymer was preformed to identify their properties using

NMR and GPC. The surface chemistry of the coating was determined by ToF-SIMS.

In vitro, monocyte cells were seeded and culture for 6 days and characterised. The

full method is depicted as a schematic in Figure 5.2.
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Figure 5.2. Schematic of the characterization of the copolymers.

1st step, five copolymer synthesis were characterized by NMR and GPC. Follow the

coating step, surface analysis was performed by ToF-SIMS. The last step of the in vitro

study was observed by morphological, surface phenotypic markers and cytokine

analysis.

5.2.2.1. Nuclear magnetic resonance spectroscopy (NMR)

The structure of copolymers was analyzed by NMR spectroscopy 1H NMR spectra of

copolymers were obtained with Bruker DPX-300 spectrometer, NMR 400 MHz.

Copolymers were dissolved in CDCl3 solution (EGDMA-co-HDFDMA, CHMA-co-

DMAEMA, tBCHMA, CHMA-co-iDMA, and PhMA-co-iDMA). Chemical shifts

were recorded in H (in ppm). For spectral analysis, MestReNova 14.2.1© 2021

(Mestrelab Research S. L.) was utilised.

5.2.2.2. Gel permeation chromatography (GPC)

The number-average molecular weight (Mn), weight-average molecular weight (Mw)

and polydispersity (PDI) of the copolymer were determined through the use of gel

permeation chromatography (GPC), Waters Corporation, USA. Samples were



102

dissolved in tetrahydrofuran (THF) (2mg/ml) and then filtered using nylon 66

membrane (pore size 0.45 m) before injection. Column set: PLgel 10 µm mixed B 2

columns, (MW resolving range = 500-10,000,000). The samples were flowed 1ml/min,

temperature at 35 oC.

5.2.3. Sample preparation and characterisation of chemical
copolymer surface

5.2.3.1. Preparation of copolymer coated on glass substrates

Glass coverslips were coated with synthesized polymers for later biological assay and

characterization. The glass coverslips were treated by O2 plasma for 5 minutes before

coating. The copolymers solution in toluene (5% w/v) were coated onto coverslips

surface by spin coating at 2000 rpm for 15 seconds. Samples were dried overnight at

room temperature then dried in vacuum at 50 oC for 7 days to remove solvent.

5.2.3.2. Time-of-flight secondary ion mass spectrometry

The surface chemistry of samples was determined using ToF-SIMS. ToF-SIMS

measurements were performed using ToF-SIMS IV instrument (IONToF, GmbH,

Munster, Germany) with a bismuth cluster primary ion source (25 keV Bi3
+) analysis,

the primary ion dose was preserved < 1012 ion/cm2 to ensure static condition, the cycle

time was set to 100 us using a raster random mode by 256 x 256 pixels over the area

500 x 500 µm of each copolymer area on the copolymer coated coverslips.

The results were analysed in SurfaceLab 7. Calibration of positive mode spectra was

made using C+, H+, O+ and N+ ions. Negative mode spectra were calibrated to C-, H-,

and CN-.

5.2.4. In vitro study

5.2.4.1. Cell culture

Monocytes were isolated form buffy coat as described in section 3.5.1. Isolated

monocytes were seeded on polymer coverslip coated at density of cell 5×105 in RPMI
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1640 medium, supplemented with 10% heat inactivated FBS, 2 mM L-glutamine, 100

μg/ml streptomycin and 100 µg/ml penicillin. Cells were incubated at 37°C incubator 

with humidified atmosphere of 5% CO2 for 6 days. On day 3 of incubation, 500 µL of

medium was replaced with fresh media. Cell supernatant was harvested on day 6 for

cytokine analysis and cell were collected for analysis.

5.2.4.2. Cytotoxicity assay

ToxiLight® was utilised to determine the level of viability. Cell viability on different

polymers was determined. On day 6 of macrophage culture, 100 µl of Tris acetate was

added into each polymer culture plate. For the dead cell control well added 100 µl

Lysis Buffer (here, need the cell in the well to be killed). The plate was incubated for

10 minutes at room temperature. 25 µl of each polymer cell suspension was transferred

to a white 96-well plate, 100 µl of the adenylate kinase (AK) detection reagent was

added. The assay plate was incubated for 5 minutes at room temperature and was read

on a GloMax Discover (Promega) at a luminometer. Set the luminometer to take a 1

second integrated reading of the appropriate wells.

5.2.4.3. Immunostaining for M1 and M2 surface markers

After activation of the macrophages for 6 days the supernatant and samples were

collected, then they were washed with PBS for 3 times. Cells were fixed in 4%

paraformaldehyde in PBS for 10 min. Fixation was carried out at room temperature,

then the samples were washed with PBS three times, and then added 3% Bovine Serum

Albumin (BSA) and 1% Glycine (Fischer Scientific) in PBS and incubated at room

temperature for 30 minutes. The samples were washed twice with 0.2% Tween 20 in

PBS then were added 5% goat serum in PBS and incubated at room temperature for

30 min, then the cells were added appropriately diluted primary antibodies; 2µg/ml of

mouse anti-human calprotectin (27E10) (Thermo scientific) and 1µg/ml of rabbit anti-

human MR (CD206) (Abcam) in 5% goat serum (GS) then incubated at room

temperature for 1 hour. Next, the samples were washed with 0.2% Tween 20 in PBS

for 3 times, then added appropriately diluted secondary antibodies; 8µg/ml of

Rhodamine Red-x goat anti-mouse IgG(H+L) (life Technologies) and 8µg/ml of Alexa
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Fluor 488 goat anti-rabbit (H+L) in 5% goat serum (GS) then incubated at room

temperature for 1 hour in the dark. The samples were washed with 0.2% Tween 20 in

PBS for 3 times. Added appropriately diluted 2000 ng/ml of 4', 6-Diamidino-2-

Phenylindole (DAPI), incubated for 5 min. The samples were washed three times with

0.2% Tween 20 in PBS, dried, and mounted onto slides with mounting media (a

Prolong antifade kit), with the edges of the coverslips sealed with nail polish.

5.2.4.4. Image analysis

The stained cells were imaged with a microscope ZOE™ fluorescent cell imager (Bio-

Rad Laboratories), and any background fluorescence was subtracted using ImageJ,

fluorescence images of macrophage expression of M1 and M2 marker were analysed

to identify the intensity of calprotectin and mannose receptor. Mean fluorescence

intensity (MFI) for calprotectin and mannose receptor expressed was used to

determined.

5.2.4.5. Cytokines production

Supernatants from each polymer were collected for cytokine assays. The levels of IL-

10, CCL18, TNF-α and IL-1β in the culture media were measured by ELISA, this was 

done according to manufacturer instruction (DuoSet Ancillary Reagent Kit2). Capture

antibody coated 384 well microplate with 25 µl per well of dilution capture antibody.

The microplate was sealed and incubated overnight at room temperature then washed

three times with wash buffer (0.05% Tween® in PBS). Blocked microplate by adding

75 µl of Reagent Dilution to each well, then they were incubated at room temperature

for 1 hour, three times with wash buffer. The microplates are ready for sample

addition. 25 µl supernatant of sample were add into microplate with capture antibody

coated and incubated for 1.5 hours at room temperature, then washed with wash buffer

for 3 times, added detection antibody and incubated for 1 hour at room temperature

and then washed with wash buffer for 3 times. Dilution of Strepatvdin-HRP were

added into microplate, and incubated, then the microplate was washed for 3 times.

Substrate solution: 1:1 mixture of color reagent A (H2O2) and colour reagent B
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(Tetramethylbenzidine) was added, then incubated for 20 min at room temperature and

then 12.5 µl of stop solution: 2N H2SO4 to each well. The plates were read using a

GloMax® Discover microplate reader (brand Promega) at 460 nm and 560 nm.

5.3. Results

5.3.1. Characterisation of copolymer

5.3.1.1. NMR

A total of five of copolymers were synthesized by thermal free radical polymerization.

The 1H NMR spectrum of synthesized copolymers are presented in Figure 5.3(a-e)

Methyl protons of EGDMA and HDFDMA monomer/copolymer at  4.4 and 2.6

respectively as in Figure 5.3a. The vinyl structure at the chemical shifts of 5.6 and 6.2

ppm of EGDMA monomer chemical shifts and the peak at 5.6 ppm confirm that it is

methacrylate monomer.244 In Figure 5.3b the 1H and 2H peaks correspond to protons

on the CDCl3 solvent, the cyclohexyl ring of CHMA, the methyl substituent of

DMAEMA respectively. The cyclohexyl ring protons of CHMA can be seen as a small

singlet at  4.5 ppm in Figure 5.3c. Signals of the 1H proton in the ring of CHMA and

iDMA copolymers at 4.6 ppm (1H) and 3.9 ppm (2H) of CHMA-co-iDMA have been

shown in Figure 5.3d. The characteristic peaks at chemical shifts of 3.9 can be

attributed to iDMA as shown in Figure 5.3e. The peak of 1H protons in phenly ring of

PhMA are shown between 7-7.5 roughly as shown in Figure A5.2 of Appendix 5. In

summary, the copolymers from Figure 5.3 b-e do not have a peak at 5.5 ppm, indicating

there isn’t any unreacted methacrylate monomer in the sample. This indicates that the

polymerization process showed high conversion. The 1H NMR spectra for monomers

are presented in Figure A5.1-4 of Appendix 5.
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Figure 5.3. 1H NMR spectrum of synthesis copolymers.

(a) EGDMA-co-HDFDMA, (b) CHMA-DMAEMA, (c) tBCHMA, (d) CHMA-co-iDMA,

(e) PhMA-co-iDMA.

5.3.1.2. GPC

The number average molecular weights (Mn), weight-average molecular weight (Mw),

and polydispersity (PDI) of copolymer samples are shown in Table 5.2 and Figure

A5.2-5. The molecular weights of copolymer (Mw); analysis by GPC indicated Mw

of 14,877 g/mol EGDMA-co-HDFDMA, 20,480 g/mol for CHMA-co-DMAEMA,

3,833 g/mol for tBCHMA, 55,864 g/mol for CHMA-co-iDMA and 8,007 g/mol for

PhMA-co-iDMA. CHMA-co-DMAEMA, tBCHMA and PhMA-co-iDMA shown low

molecular weight. While CHMA-co-DMAEMA and CHMA-co-iDMA shown high

molecular weight. CHMA monomer in the reaction mixture lead to induce molecular
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weight, CHMA has cyclohexyl pendant group into the copolymer also affect hence

entanglement in copolymer. In fact, the copolymer with lower molecular weight

polymer have molecular movement than higher molecular weight.245 This is the reason

for narrowing polydispersity of the tBCHMA, CHMA-co-DMAEMA and PhMA-co-

iDMA copolymers were 1.35 to 1.71. While polydispersity of EGDMA-co-HDFDMA

and CHMA-co-iDMA were 2.42 and 2.49. Comparing between CHMA-co-iDMA and

PhMA-co-iDMA, it was found that the molecular weights of PhMA-co-iDMA were

dramatically lower than those of CHMA-co-iDMA because the PhMA radical or

phenyl group is of high resonance stability, resulting in the slow growing radicals of

PhMA monomer to polymerize. The GPC result of each copolymer are presented in

Figure A5.5-9 of Appendix 5

Table 5.2. Molecular weights and molecular weight distribution

Copolymer Mn (g/mol) Mw (g/mol) Polydispersity

(PDI)

EGDMA-co- HDFDMA 6,128 14,877 2.42

CHMA-co-DMAEMA 13,243 20,480 1.54

tBCHMA 2,821 3,833 1.35

CHMA-co-iDMA 22,387 55,864 2.49

PhMA-co-iDMA 4,662 8,007 1.71



108

5.3.1.3. ToF-SIMS characterisation of chemical copolymer surface

ToF-SIMS analysis of the copolymer was employed to characterise the copolymer

coated coverslips. To determine the unique ion associated with the structure and the

homogeneity of polymer films coated on coverslips, ToF-SIMS surface analysis was

utilised. Both positive and negative ion spectra were collected for each polymer film.

The coating was evaluated by locating specific ion identifiers that were specific to each

polymer film. Figure 5.4-5.8 shows the positive ToF-SIMS spectra and ion image of

copolymers; CHMA-co-HDFDMA, CHMA-co-DMAEMA, tBCHMA, CHMA-co-

iDMA and PhMA-co-iDMA. Figure 5.4a shows the positive ToF-SIMS spectrum of

CHMA-co-HDFDMA. The distribution of chemistries on the polymer CHMA-co-

HDFDMA coated coverslips are shown in Figure 5.4b, polymer of monomer

HDFDMA, which contained a fluorinated ion, a number of fluorinated ions (CF+) were

observed, at m/z 41 (C3H5
+) and at m/z 69 (C4H5O+) ion was observed for

methacrylate.246 The whole ToF-SIMS positive ion spectrum of M1-1 biased

copolymer (CHMA-co-DMAEMA) coated coverslips, a number of characteristic ions

from the methacrylate monomers backbone which synthesized in CHMA-co-

DMAEMA copolymer was observed for C4H5O+, the intensity of C6H11
+ ion which

cyclohexyl ring in CHMA and C4H8N+ and C4H10N+ ions were characterised of 2-

(dimethylamino)ethyl as shown in Figure 5.5. ToF-SIMS ion spectra and images of

copolymer tBCHMA with peak at m/z 57 (C4H9
+), 69 (C4H5O+) and 83 (C6H11

+)

corresponding to monomers backbone of tBCHMA (Figure 5.6). Results in Figure 5.7.

are from spectra and images in copolymer CHMA-co-iDMA were detected as C4H5O+,

C6H11
+, C2H5

+, C3H5
+, C4H9

+ ion and show the location of chemical structures of

polymers. The peak corresponding to copolymer PhMA-co-iDMA produced in ToF-

SIMS spectra was clearly detected at m/z 29 (C2H5
+), 41 (C3H5

+), 57 (C4H9
+), 59

(C4H5O+), and 77 (C6H5
+) ions, C6H5

+ ion which phenyl in PhMA as shown in Figure

5.8. ToF-SIMS analysis allows for the chemical identification of polymer coating

surfaces. It was noted that the ion distribution demonstrated that the polymer was

uniformly coated on the coverslips.
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Figure 5.4. ToF-SIMS spectra and ion image of copolymers; CHMA-co-HDFDMA.

a) ToF-SIMS positive ion spectrum of copolymer (EGDMA-co-HDFDMA) coated

coverslips, where the inset spectrum shows the peak of CF+ at m/z = 31 (orange),

C3H5
+ at m/z 41 (red) and C4H5O+ at m/z = 69 (light-blue). b) ToF-SIMS 2D chemical

ion maps of copolymer (EGDMA-co-HDFDMA) coated coverslips.(n=3)
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Figure 5.5. ToF-SIMS spectra and ion image of copolymers; CHMA-co-DMAEMA.

a) ToF-SIMS positive ion spectrum of copolymer (CHMA-co-DMAEMA) coated

coverslips, where the inset spectrum show the peak of the [M+H]+ of C4H5O+ at m/z

= 69 (blue), C4H10N+ at m/z = 72 (green) and C6H11
+ at m/z = 83 (yellow). b) ToF-

SIMS 2D chemical ion maps of copolymer (CHMA-co-DMAEMA) coated coverslips.

(n=3)
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Figure 5.6. ToF-SIMS spectra and ion image of copolymers; tBCHMA.

a) ToF-SIMS positive ion spectrum form copolymer (tBCHMA) coated coverslips,

where the inset spectrum shows the peak of the C4H9
+ at m/z = 57 (pink), C4H5O+ at

m/z = 69 (light blue), and C6H11
+ at m/z = 83 (yellow). b) ToF-SIMS 2D chemical ion

maps of copolymer (tBCHMA) coated coverslips. (n=3)
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Figure 5.7. ToF-SIMS spectra and ion image of copolymers; CHMA-co-iDMA

a) ToF-SIMS positive ion spectrum form copolymer (CHMA-co-iDMA) coated

coverslips, where the inset spectrum shows the peak of the C2H5
+ at m/z = 29 (green),

C3H5
+ at m/z = 43 (red), C4H9

+ at m/z = 57 (dark-blue), C4H5O+ at m/z = 69 (light-

blue), and C6H11
+ at m/z = 83 (yellow). b) ToF-SIMS 2D chemical ion maps of

copolymer (CHMA-co-iDMA) coated coverslips. (n=3)
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Figure 5.8. ToF-SIMS spectra and ion image of copolymers; PhMA-co-iDMA

a) ToF-SIMS positive ion spectrum form copolymer (PhMA-co-iDMA) coated

coverslips, where the inset spectrum shows the peak of the C2H5
+ at m/z = 29 (green),

C3H5
+ at m/z = 41 (red), C4H9

+ at m/z = 57 (dark-blue), C4H5O+ at m/z = 69 (light-

blue), and C6H5
+ at m/z = 77 (yellow). b) ToF-SIMS 2D chemical ion maps of

copolymer (CHMA-co-iDMA) coated coverslips. (n=3)
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5.3.1.4. Evaluation of macrophages viability on polymer surface

After polymers were coated on the coverslip, their capacity to support cell viability

was checked. According to the viability assessments, monocytes were cultured on

coverslip as a control (M0, M1 and M2) and polymer surfaces for 6 days and were

subjected to a viability assay. At the first stage of the experiment, polymers coated

coverslips were placed in the vacuum oven (<50 mTorr) for 7 days to remove solvent

and they were further washed with PBS overnight, before being used for monocyte

culture. After measuring the fluorescence, the values from the polymer conditions

were compared to the values from a dead cell as a control. Toxicity after 6 days culture

of each polymer condition was not significantly different and they were shown to have

high cell viability on all five polymers surface in Figure 5.9. Hence, a polymer was

considered cytocompatibility if it consistently supported up to 90% cell viability

compared to a dead cell. Therefore, they were considered for further experiments.

Figure 5.9. Assessment of toxicity on polymer surfaces by ToxiLight assay.

Fluorescence measured each polymer condition normalised to live cell maximum

baseline, suggesting high cell viability on the five polymers surface.
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5.3.1.5. Expression of surface markers on polymer coated

To investigate the impact of surface chemistry on polymer (EGDMA-co-HDFDMA,

CHMA-co-DMAEMA, tBCHMA, CHMA-co-iDMA, and PhMA-co-iDMA).

Expression of M1 and M2 surface phenotypic marker, calprotectin and mannose

receptor (MR) was characterised using fluorescence microscopy (Figure 5.10.a)

According to the results of observations and measurements of the fluorescence

intensities in Figure 5.10 b-c, both polymers M1-biased had the highest expression of

calprotectin, compared to polymers M2 biased. Whereas polymers M2 biased

(CHMA-co-iDMA, and PhMA-co-iDMA) were found to express the highest level of

MR and very low levels of calprotectin.
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Figure 5.10. Expression of surface phenotypic markers in M1 and M2.

a). Fluorescent images of macrophages stained for calprotectin (27E10 antigen, red),

mannose receptor (MR, green) and nuclei (blue) were stained with DAPI., images

were taken under 20 x magnification and the scale bar = 50 µm. b and c) The intensity

of calprotectin and mannose receptor is shown on polymer surface images. Data is

presented as mean ± S.D of N=3.
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5.3.1.6. Cytokines analysis

To find out the effect of macrophage polarization on polymer surfaces. Supernatants

from the different polymer surfaces were obtained for cytokine analysis. Polymer M1-

biased CHMA-co-DMAEMA induced the highest level of the pro-inflammatory

cytokines TNF-α and IL-1beta as can be seen on Figure 5.11a and b. On the other hand, 

polymer M2 biased produced significantly lower amounts of the pro-inflammatory

cytokines TNF-α and IL-1beta compared to other polymers. For IL-10 and CCL-18 

cytokines analysis, polymer M2 biased CHMA-co-iDMA, produced the highest level

of IL-10 and CCL-18 as shown in Figure 5.11c and d, while polymer M1biased

tBCHMA produced the least levels of IL-10.

Figure 5.11. Comparison of cytokines production by different polymer surface.

Supernatants of each polymer cultured for 6 days were measured by the enzyme-
linked immunosorbent assay. a) TNF-α, b) IL-1beta, c) IL-10 and d) CCL-18.
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5.4. Discussion

Synthetic polymers are being used in the medical industry for a number of applications

such as cardiovascular stents, catheters, orthopaedic coatings, and dental diseases.

These polymers are well-suited for their intended uses because of their unique

physiochemical characteristics. It has been shown that most polymeric materials

induce general and specifically macrophage inflammation.247 This has been linked to

a variety of issues, hence the requirement for more biocompatible materials. It is

generally acknowledged that macrophages are extremely flexible, assuming a variety

of morphologies in response to microenvironmental cues. Due to their plasticity, it is

acceptable to assert that macrophages can acquire a mixed phenotype, exhibiting both

M1 and M2 characteristics.248 As a result, a panel of M1 and M2 related markers,

macrophage functions, and their impacts on other cell types are indicated for the proper

evaluation of macrophage phenotype. In accordance with this, certain polymers found

to have impacted macrophage polarisation in an earlier polymer screening were

subjected79 to additional research.

Selected polymers from previous work by Rostam et al. 79 were scaled-up using

thermal initiator FRP. FRP syntheses have been used as a route to the ability to control

polymer properties such as molecular weight and polydispersity. these has distinct

advantages. Additionally, thermal FRP may subsequently be solubilized and coat onto

a variety of surfaces and substrates without UV light treat as photochemical initiator

FRP. All five hit polymers were successfully synthesised from their monomers using

thermal initiator FRP. Initial studies focused on polymer bulk properties on scaled-up

polymers, such as NMR, Mw, PDI, and surface analysis. The NMR formation of

polymer is clearly evident from the disappearance of the monomer. This result was

assessed as successful by the investigation initiator FRP. Mw and PDI results show

the copolymer has a lower Mw and exhibits a higher PDI. PDI of polymers provides

information regarding the distribution of polymer chains in the polymer. In polymers

with a monodisperse chain, the polydispersity value is 1.0. On the other hand, polymer

with high PDI is more heterogenous.

The synthesised polymers were coated onto glass coverslips by spin coating and the

coated substrate were analysed with ToF-SIMS. All copolymer coated coverslips were



119

successfully prepared and chemically distinct from each other. ToF-SIMS results

showed that the initial attempts to coat onto coverslip with copolymers have presented

the surface details of chemical structures from each copolymer. Moreover, the

synthetic polymers were coated on glass coverslips, and ToF-SIMS analysis

demonstrated that they formed uniformly coated films. This ToF-SIMS data has

confirmed the presence of the polymer on the surface of samples and can be used to

correlate future biological results to relevant surface chemistry functionalities.

Following polymer properties, the second study focused on cell viability on coated

coverslips. Cytotoxicity on polymer coated coverslips was influenced by thermal

polymerisation. Toxicity on all polymers following thermal polymerisation was not

significantly different of % toxicity and they were non-toxic. Polymers were used to

investigate their effect on macrophage polarisation. In that study, polymer CHMA-co-

DMAEMA and tBCHMA were identified to induce pro-inflammatory macrophages

(hence M1-biased polymers), whereas polymer CHMA-co-iDMA and PhMA-co-

iDMA induced anti-inflammatory macrophages (hence, M2-biased polymers). One

stimulatory polymer CHMA-co-DMAEMA was observed to activate macrophage

response as shown by the higher production of pro-inflammatory cytokines (TNFγ and 

IL-1β) as well as expression of M1 surface phenotypic marker. Other polymers

CHMA-co-iDMA gave indication for anti-inflammatory cytokines production. In

addition, polymer CHMA-co-iDMA and PhMA-co-iDMA showed high expression of

M2 surface phenotypic maker.

In vivo, macrophages engage in interactions with other immune and tissue repair cells,

hence influencing their activity.249 This suggests that the kinds of functions carried out

by these other cells are dependent on the types and levels of inflammatory mediators

produced by macrophages. These soluble mediators are created by the immune system.

It is commonly established that an abnormally high level of inflammatory mediator

generation in reaction to biomaterials leads to dysfunction in the activities of tissue

repair cells. Controlling the production of cytokines by macrophages in the

surroundings of implant sites can therefore be an effective method for managing

fibrosis as a reaction to implants. Regardless of the variances that were detected

throughout biological investigations, an analysis of the cytokines that were released
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by macrophages on various polymers demonstrated either an over expression or a

down regulation of essential M1 and M2 cytokines.

In summary, the five polymers identified from the Rostam et al study, were

successfully synthesised by thermal FRP and analytically characterised.79 In addition,

the synthesised polymers were coated onto glass coverslips and ToF-SIMS analysis

revealed that uniformly coated films were formed. Further, the polymers were

observed to augment the secretion profile of cytokines, expression of surface

phenotypes towards distinct pro- or anti macrophage phenotypes. Based on these

results, five polymers that represented each of the classified phenotypic groups.

Therefore, all polymers were chosen to act as a proof-of-concept model, with plans to

use two polymers based on cytokine assay and their ability to produce M1 and M2

phenotypes in macrophages as polymer CHMA-co-DMAEMA and CHMA-co-iDMA

for in vivo.
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Chapter 6

6. Modulation of local host metabolite response to subcutaneous
implantation by novel immune-instructive polymers in a mouse model
using the 3D OrbiSIMS

Manuscripts in preparation

This chapter aims to study the immune response to the polymers, silicon catheter

sections were explanted and analysed using both conventional immunohistochemistry

techniques and 3D OrbiSIMS in situ metabolite profiling to determine the immune

response of tissue surrounding the implanted foreign body. This study utilised the 3D

OrbiSIMS depth profile analysis mode on ex vivo mouse samples whose positive and

negative polarity surrounded the foreign body site. We detected targeted and

untargeted signatures of pro- or anti-inflammatory polymers implanted to identify

metabolites, including lipids, amino acids and other small molecules.
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6.1. Abstract

A key goal for implanted medical devices is that they do not elicit a detrimental

immune response. Macrophages play critical roles in modulation of the host immune

response and are the major cells responsible for eliciting persistent inflammatory

responses against implanted biomaterials. We investigate two novel non-eluting

immune-instructive polymers that stimulate pro- or anti-inflammatory responses in

macrophages in vitro, for their ability to modulate foreign body responses against

subcutaneously implanted silicone in mice. The tissue surrounding the implant is

sectioned to assess the response of the polymers compared to silicone rubber.

Immunofluorescent staining reveals responses consistent with pro or anti-

inflammatory responses previously described for these polymers. For the first time we

apply 3D OrbiSIMS analysis to provide spatial analysis of the metabolite signature in

the tissue surrounding the implant, providing insight into the metabolite response in

the host tissue. For the pro-inflammatory (M1-polymer), glycerolipids such as

monoacylglycerols (MG) and diacylglycerols (DG) are observed at increased

intensity. While for the anti-inflammatory (M2-polymer) the number of phospholipid

species detected decrease and the compounds pyridine and pyrimidine increase. These

findings link to observations of small molecule signature of single cell M2

macrophages in vitro. This link illustrates the power of metabolite characterisation by

the 3D OrbiSIMS to gain insight into the mechanism of bio-instructive materials as

medical devices and to inform on the foreign body response to biomaterials.

6.2. Introduction

Medical devices are ubiquitous in modern medicine, from coronary stents, catheters,

hip/knee replacements, and the everyday contact lens. Patients can suffer adverse

immune reactions to implanted devices, leading to chronic inflammation, pain, and on

occasion, implant failure.250 The foreign body response and chronic inflammation in

the implant microenvironment can be detrimental for the long-term survival and

function of implanted materials/tissues.251 Macrophages play a critical role in

orchestrating the so-called foreign body response against implanted materials.46, 252
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Macrophages could perpetuate chronic inflammation or enhance tissue healing

depending on the phenotype they adopt in response to biomaterials.184, 253 Therefore,

control of inflammatory responses by modulating macrophage phenotype may

improve better implant integration. This has led to significant interest in designing

novel bio-instructive materials with positive interactions with the immune system to

induce a favourable macrophage response to a medical device.50, 254-257

The traditional approach to characterise macrophage phenotype during the foreign

body response relies on immunohistochemistry for markers that are typically

associated with the pro-inflammatory and anti-inflammatory macrophages, such as

nitric oxide synthase (iNOS) and the anti-inflammatory arginise-1 (Arg-1)

respectively.79, 258, 259 One limitation of this approach is the co-expression of both iNOS

and Arg-1 markers on many macrophages that makes it difficult to determine their

functional phenotype accurately, and therefore a range of cell surface markers have

also been identified by immunohistochemistry to profile macrophages.128 As an

alternative to immunohistochemistry, here we investigate an approach using the

metabolomic signature of cells and tissues to both identify changes within the small

molecule population at the host/material interface and provide insight into the related

molecular changes within the tissue.

Metabolomics is defined as the comprehensive analysis of metabolites in a biological

sample, is an emerging technique that has the potential to improve diagnosis and

treatment.191 Metabolomic information provides an in-depth understanding of complex

molecular interactions in biological systems and is the information that is closest to

cell phenotype.260 Metabolomics technology is established as a means to accelerate the

discovery and validation of metabolic disease markers, here we explore its power for

assessing the influence of bio-instructive implants.

Studies of the metabolites in tissues have used a variety of instrumental and data

processing techniques based on targeted and/or non-targeted techniques261 such as

liquid chromatography mass spectrometry (LC-MS), liquid extraction surface

analysis-mass spectrometry (LESA-MS), light microscopy and MALDI-imaging

MS261 and secondary ion mass spectrometry (SIMS). LC-MS is the most commonly

used analytical method for metabolomics. Typically, LC-MS-based metabolite

analyses proceed with the extraction of metabolites from tissue samples. LC-MS
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requires a significant amount of tissue, for example as presented by Woodward et al.,

using metabolomics to classify brain tumour tissue required at least 10 mg to obtain a

sufficient signal.262 LESA-MS uses solvent extraction on a tissue surface sample to

extract and ionise analytes of interest.263 LESA-MS was used by Meurs et al., to

identify metabolites in paediatric ependymoma tumour tissue but LESA was unable to

detect non-polar metabolites.264 Time- of-flight secondary ion mass spectrometry

(ToF-SIMS) has been used to identify small molecules in biological samples, with a

high sensitivity for lipids.265, 266 For application in animal studies, Palmquist et al.

characterised the bone-implant interface imaging analysis by ToF-SIMS and analysed

the chemical and structural.267 However, ToF-SIMS has been limited by its low mass

resolving power, and it has not been applied widely to metabolite identification due to

associated limitations in assignment certainty.176 In pursuit of greater assignment

specificity of ions, a hybrid of ToF instrument with greater mass resolving power has

been developed, utilising SIMS with the Orbitrap mass spectrometer.159

3D OrbiSIMS is a direct surface analysis technique. This technique enables biological

molecule identification using intact diagnostic molecular fragments, generated by a

low energy argon gas cluster primary ion beam with high spatial resolution, high mass

resolving power (>240,000) for a peak of m/z 200, and mass accuracy (<2 ppm).159

This capability has been demonstrated on a variety of tissue and cell samples, assigning

lipids, proteins, amino acids, peptide fragments of proteins and a selection of other

small molecules.162, 163, 177, 268 Furthermore, studies of metabolomics that use 3D

OrbiSIMS do not need to use chemically fixed cells or liquid extraction procedures

and antibody-based cell markers or stains are not a requirement. Freezing of the sample

is required to capture the metabolic state, e.g. Linke et al.269 Recently used 3D

OrbiSIMS imaging to observe the metabolite characteristics in brain tumour tissue

samples to identify clinically relevant molecular metabolism driven subgroup specific

phenotypes which was a similar sample preparation approach to previous studies.159,

264

Here, we applied 3D OrbiSIMS analysis to investigate whether there was a molecular

signature for different pro- or anti-inflammatory macrophages at the interface of tissue

implanted materials. We retrieved implants 28 days after implantation in a

subcutaneous murine model using freeze dehydration before analysis. Characteristic
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metabolites from the histological sections adjacent to the implanted foreign body site

were identified using a combination of a targeted database approach to identifying

lipids and a data driven multivariate approach which highlighted amino acids and other

small molecules that we interpreted by comparison with the literature on macrophage

metabolomics.

6.3. Experimental

6.3.1. Implant sample preparation

Clinical-grade silicone rubber catheters with a 13 mm external diameter were cut to a

length of 5 mm (cylinder shape). To secure in an automated dip coating rig, microlance

needles were inserted into the catheter wall and clamped. The catheters were prepared

by dipping them into Nusil MED1-161 silicone primer, which is made up of

tetrapropylsilicate and tetra (2-methoxyethoxy) in 50% v/v acetone and withdrawing

rate of 1 mm/min for 30 seconds. They were then dried at room temperature for 2 min.

MED1-161 coated catheters were dip-coated into a copolymer solution of each of the

polymers (5 % w/v) in dichloromethane with a dipping and withdrawing rate of 1

mm/min for 30 seconds twice. Copolymers were synthesised via a thermal free radical

polymerisation method, purified by precipitation into an excess of methanol and then

were characterised by NMR and GPC. The polymers used had previously been

identified as polarising macrophages is vitro and modulating foreign body response in

vivo: Poly(cyclohexyl methacrylate-co-dimethylamino-ethyl methacrylate), pCHMA-

DMAEMA (referred to as M1-polymer) which induce pro-inflammatory macrophage

or poly(cyclohexyl methacrylate-co-isodecyl methacrylate), pCHMA-iDMA polymer

(referred to as M2-polymer) which induce anti-inflammatory macrophage

phenotype.79 Coated catheters were dried overnight at room temperature then dried in

a vacuum at 50 oC (<0.3 mbar) for 7 days to remove solvent. The chemical structure

of the monomers and copolymers pCHMA-co-DMAEMA and pCHMA-co-iDMA are

presented in Table A6.1. in Appendix 6
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6.3.2. In vivo models

In vivo studies were approved by the University of Nottingham Animal Welfare and

Ethical Review Board and carried out in accordance with Home Office authorization

under project license number PP5768261. Female BALB/c mice, 19-22 g were used

in these studies and were housed in individually ventilated cages (IVCs) under a 12 h

light cycle, with access to food and water ad libitum. The weight and clinical condition

of the mice were monitored daily. UV light was used for 20 minutes to sterilise the

catheter segments prior to implantation. All segments were implanted subcutaneously

into mice for 28 days, 3 mice/ each polymer. At the end of the animal studies, on day

28, mice are humanely sacrificed by CO2 euthanasia. The polymer identity was blinded

to the researchers until the end of the data quantification. Figure 6.1. shows the

schematic diagram of the experimental studies.

Figure 6.1. Schematic of the in vivo studies experimental.

Catheters coated with the copolymers were implanted subcutaneously into a mouse

model of foreign body response for 28 days. Following implantation, fresh tissue

samples were cut and mounted onto glass slides. For histological analysis, tissue
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sections were stained with H&E to assess tissue structure, MTC to analyse collagen

thickness as an indication of fibrosis and IHC stains to characterise the macrophage

phenotype at the catheter-tissue interface. The GCIB was rastered across the tissue

section with the Orbitrap analyser measuring the mass spectrum to analyse each

sample with the resultant complex spectra compared using multivariate analysis

complemented with targeted analysis., including lipids and metabolites.

6.3.3. Histological Analysis

The catheter segments and surrounding skin after 28 days of implantation were cut to

approximately 5.5 cm × 5.5 cm and were embedded in optimal cutting temperature

compound (OCT). Follow embedding, the tissue was placed in a cryostat chamber at

-20oC and sliced into 15 µm thick sections (CM1850, Leica microsystems). The

foreign body response to the polymer coatings was assessed by staining with

haematoxylin and eosin (H&E) and Masson’s trichrome (MTC) using optimised

protocols contained in Tables A6.2 and Table A6.3, in Appendix 6 respectively.

Following H&E staining, images were recorded using an Axioplan microscope (Zeiss)

with a 40X objective to count the number of macrophages and neutrophils (field of

view 100 um x 100 um) N=2 and n=3. With MTC staining, each sample was captured

at 10X magnification, and the thickness of the collagen was measured by taking four

measurements from the top to the bottom of the distinct layer: one at the top, one down

and the other two further away cross of the images of each sample, N=3 and n=1.

6.3.4. Macrophage phenotype analysis

The method used was taken from Rostam et al.79 Tissue sections were stained to

identify the macrophage phenotype at the catheter-tissue interface. This was carried

out using the pro-inflammatory marker inducible nitric oxide synthase (iNOS) and the

anti-inflammatory marker arginase-1 (Arg-1). The processing of the macrophage

phenotype is shown in Table A6.4.79 The stained cells were imaged with a Zeiss

LSM880C confocal microscope, and any background fluorescence was subtracted

using ImageJ. The mean raw fluorescence intensity density of the region of interest

around the foreign body site was used to measure the sum of all pixels in the given
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area and at least five different fields of view were randomly examined in each tissue

section. We used a signal-to-noise ratio (SNR) of 2 as the detection threshold for

fluorescence intensity measurements by ImageJ software. The fluorescence intensity

ratio of M2-like macrophages to M1-like macrophages was calculated for each region.

6.3.5. 3D OrbiSIMS analysis

After tissue sectioning, the slices of tissue supported on slides were gently washed 3

times with cold distilled water for 30 s, 1 time with cold 70% ethanol for 30 s and then

3 times with 1 mL of 150 mM ammonium formate solution for 30 s to remove salts

which can decrease the sensitivity of molecules in SIMS by signal suppression.270

Tissue slides were plunge frozen in liquid nitrogen and then freeze dried for 12 hours

to remove water whilst retaining some degree of 3D structure. The samples were

subsequently stored in a microscope slide box container at -80 oC until analysis. Prior

to OrbiSIMS analysis, the sample was warmed to room temperature without opening

and then mounted onto the instrument sample holder and loaded into the 3D OrbiSIMS

for analysis. 3D OrbiSIMS analysis was conducted with a Hybrid SIMS instrument

(IONTOF, Germany) using Mode 4 which comprised single Ar3000
+ primary ion beam

of energy of 20 keV a duty cycle of 4.4% and continuous GCIB current of 2.3 A, over

an area of 100 × 100 µm with crater-size 180.0 × 180.0 µm collecting data using the

OrbiTrap analyser in the mass range of m/z 75-1125. The electron flood gun was

operated with an energy of 21 eV and an extraction bias of 20 V. for charge

compensation. The pressure in the main chamber was maintained at 8.9 × 10-7 mbar

using argon gas flooding. The OrbitrapTM cycle time was set to 200 µs. The Orbitrap

analyser was operated in positive and negative ion mode at the mass resolving power

setting of 240,000 (at m/z 200). The secondary ion injection time was 500 ms, the total

ion dose per measurement was 5.21 × 1010 ions/cm2. Adjacent areas on the tissue

samples were analysed, 4 regions surrounding the implant region (catheter-tissue

interface) per one tissue section slide and 3 regions further away the implant (next to

implant, mid-point and next to the dermis) were consumed with both positive and

negative polarity.
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One 3D OrbiSIMS image using the 20 keV Ar3000
+ analysis beam with a 2 µm diameter 

probe was acquired. The 20 µm analysis beam was configured as described in the 

spectra acquisition section. The 5 µm imaging beam duty cycle set to 37.7% and GCIB 

current was 2.3A. The images were run on the area of 450 × 450 µm using random 

raster mode. The cycle time was set to 400 μs. Argon gas flooding was in operation; 

to aid charge compensation, pressure in the main chamber was maintained at

9.0 × 10−7 mbar using argon gas flooding. The images were collected in negative

polarity, in mass range 75–1125 m/z. The injection time was set to 500 ms, the total 

ion dose per measurement was 1.61 × 1013. Mass-resolving power was set to 240,000

at 200 m/z. All data analysis was carried out using Surface Lab 7.1 software (IONTOF

GmbH).

6.3.6. Principal component analysis (PCA)

The 3D OrbiSIMS spectra contained many secondary ions. Principal component

analysis was applied to the data set to provide unbiased identification of the differences

between each tissue sample. Spectra of all tissue samples were acquired by

accumulating data from a single area, 4 areas of each sample were acquired, with each

normalized to their respective total ion count in SurfaceLab 7 software.

A peak list was constructed, containing the ions above the minimum ion count

intensity, which was determined in each case as being greater than assigned noise

signals (1428 peaks in the positive polarity spectra). Multivariate analysis of 3D

OrbiSIMS results was done in simsMVA (https://mvatools.com/), using Matlab.271

The peak list was normalized to total ion count and applied to 4 regions of interest on

all samples. The data was pre-processed by Poisson scaling and mean centring. PCA

was run in algorithm mode, retaining all principal components.
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6.4. Results and discussions

6.4.1. Pro- and anti-inflammatory macrophage polymers influence
immune cell infiltration and collagen deposition

Polymers inducing in vitro polarisation of monocytes to M1-like or M2-like

macrophages were synthesised by the thermal free radical polymerisation and coated

onto clinical-grade silicone catheter segments using a dip coater. The in vivo response

to these novel polymers was compared to each other and widely employed silicone

rubber biomedical polymer by subcutaneous implantation into a mouse model of

foreign body response for 28 days. Upon recovery of the implants and surrounding

skin, tissues were processed, sectioned using either freeze drying for OrbiSIMS

analsyis, or staining with H&E or MTC or immunohistochemical labelling with iNOS

and arginase 1 marker to characterise the inflammatory response, collagen deposition

and phenotype marker respectively. The staining and labelling result are presented in

Figure A6.1, revealing that a higher number of macrophages were recruited to the

tissue surrounding the PDMS catheter segment compared to the coatings which did

not significantly different from each other (Figure A6.1a). A low number of

neutrophils was recruited to the M2-polymer, (Figure A6.1b) likely to be due to

phagocytosis-induced cell death at the earlier stage of the inflammatory response.

Figure A6.1c shows the thickness of collagen deposition M2-polymer had significantly

greater collagen deposition compared to PDMS and M1-polymer coated catheters. M1-

polymer demonstrated more inflammatory macrophages than the M2-polymer (Figure

6.1d). These results are consistent with previous in vivo studies of these polymers,

although provide a more detailed analysis of the host response before.79

6.4.2. Characterisation of local metabolite changes to implants

3D OrbiSIMS analysis of mouse tissue samples was used to characterise the areas

surrounding the foreign body site in both positive and negative secondary ion modes.

Principal component analysis (PCA) was initially applied as the most suitable

technique for distinguishing chemical differences from the complex OrbiSIMS spectra
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from the local host-implant interface spectra (Figure 6.2). The scores of the first and

second principal components are presented in Figure 6.2a, highlighting the chemical

differences between the M2 and M1 samples most significantly. The loadings graph

(Figure 6.2b.) presents the spectra components responsible for the chemical separation

of the samples, in this case dominated by the glycerolipids fragments associated

preferentially with the pro-inflammatory polymer implant. The series of intense peaks

are assigned to glycerol lipids including monoacylglycerols (MG) and diacylglycerols

(DG) at m/z 551.5035 (MG 32:2), m/z 575.5035 (MG 34:4), m/z 557.5191(MG 34:3),

m/z 601.5193 (DG O-36:5). The negative score on PC1 was associated amino acids

from polymer M2-like such as peak at m/z 91.0545 and m/z 130.0652 (tryptophan),

and m/z 103.0543 and m/z 120.0808 (phenylalanine).

Figure 6.2. Principal component analysis (scores and loadings) for different tissue
samples.

a) Principal component scores plot of PC1 and PC2 for the 3D OrbiSIMS spectra of

PDMS, M1-polymer and M2-polymer tissue section samples on positive polarity. b)
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Principal component analysis of 3 different tissue samples, loadings plots of the first

(PC1) and (PC2) principal components and peak were assigned based on

glycerolipids marker (green) and amino acids marker (blue). The peak at m/z 326.3781

(didecyldimethyl ammonium), is a commercial surface disinfectant unintentionally

introduced to the tissue samples somewhere in the sample handling process.

6.4.3. M1 polymer significantly increased lipids in close proximity to
the implant

Quantifying the peak intensities, it is apparent that the glycerol lipid balance changes

most strongly with M1-polymer coating identity in Figure 6.3a. Knowing the

importance of phospholipids, despite their not appearing in the PCA, we incorporated

them in the peak intensity comparison and found that M1-polymer had higher intensity

phospholipids than M2-polymer they followed similar trends glycerol lipids. It has

been demonstrated that glycerolipid production influences immune cell activity and

enhances inflammation.33 To probe the distribution of glycerol lipids as a function of

the distance in the subcutaneous adipose tissue from the implant, mass spectra were

acquired from three different areas (next to the implant, mid-point and next to the

dermis) as shown in Figure 6.3b. and compared to that of glycerolipid for each implant

(Figure 6.3c-e and Table A6.5). as shown in Figure 6.3b. and compared to that of

glycerolipid for each implant (Figure 6.3c-e and Table A6.5). The M1-polymer

implant was associated with a higher intensity of glycerolipid compared to PDMS and

M2-polymer coated catheters (Figure 6.3d). No such clear correlations were seen for

the PDMS or the M2-polymer implant.

As expected, this indicated that glycerolipid are increased in pro-inflammatory tissues.

A glycerolipid combines glycerol and at least one fatty acid. Glycerolipid are the main

long-term energy-storing molecules in mammalian cells and second messenger

signalling lipid.272 Thus, much of the stored fat in the adipose tissues of animals

consists primarily of glycerolipids.273 Monoacylglycerols (MG), diacylglycerols (DG)

and triacylglycerols (TG) are types of glycerolipids.274 As its name suggests, MG

consists of a glycerol molecule connected to a single fatty acid. The two components

are connected through an ester bond. DG is a glycerolipid composed of a glycerol
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molecule and two fatty acid chains linked by ester bonds. It has been demonstrated

that glycerolipid production influences immune cells activity and enhances

inflammation.275, 276 For example, DG functions as a second messenger that modulates

the activation of protein kinase C (PKC), an enzyme that contributes in T cell

activation and proliferation, hence preserving the integrity of the cell membrane.277, 278

The accumulation of DG can lead to a state of lipotoxicity, which causes cell

dysfunction and apoptosis, and can also induce diabetes and cancer.279 This work

demonstrates that our tissue metabolomic profiling with 3D OrbiSIMS successfully

detected differential glycerolipid levels in tissue.

Phospholipid compounds were detected at lower levels than the glycerol lipids, but the

number common and unique species to the three tissues are compared in Figure 6.3f.

A higher number of phospholipid compounds were detected in M1-polymer than

PDMS and M2-polymer. A total of 128 lipid compounds were identified in M1-

polymer and 63 lipid ions in common and 4 in M2-polymer tissue uniquely using the

LIPID MAPS database (Table A6.6). The list of unique phospholipid signatures in

each sample as shown in Figure 6.3g.
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Figure 6.3. Quantification of characteristic lipid fragments intensity were detected by
OrbiSIMS in positive and negative ion mode.

a) The normalized intensity of four different glycerolipid species in each tissue
samples. b) H&E stain image shows the three regions further away the implant was
analysed, implant (black), mid-point (pink) and dermis (sky blue). The normalized
intensity of glycerolipid as a function of distance from the implant in each sample c)
PDMS, d) M1-polymer and e) M2- polymer. f) Venn diagram comparison of the
number of lipid compounds detected in 3 different tissue samples using 3D OrbiSIMS
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and unique lipids signature for each sample. g) The list of unique lipids signature in
each sample. h) Normalized intensity of lipids in three separate sample.

Almost all phospholipid species, PS, PE and PI in M1-polymer showed a higher

intensity than M2-polymer (Figure 6.3h and Table A6.7). However, a low signal from

the PA species was also observed in M1-polymer. Lipids are essential structural

components of cell membranes, influencing membrane fluidity, ion exchange, and

apoptotic signals and also major energy storage component.280 Several authors have

demonstrated that targeting lipid metabolism in macrophages can enhance the results

of mouse models of chronic inflammation. As a result, the tissue from next to the M1-

polymer which is pro-inflammatory tissue sections with a high number of lipids,

indicated that lipid uptake causes an increase in reactive oxygen species (ROS) in

macrophages, leading to mitochondrial dysfunction and impaired OXPHOS.281, 282 It

is believed that this prevents polarization into the anti-inflammatory phenotype and

contributes to the progression of chronic inflammation.283 Recent research has focused

on the various biological impacts of PA produced by activated macrophages and

numerous other cells.284, 285 Particularly intriguing is the fact that PA functions as an

intermediary messenger for several selective pro-inflammatory targets. PA has been

reported to protect LPS-induced septic mice by pharmacologic inhibition.286

The confirmation of the identification of some example putative lipid assignments was

achieved using sequential mass spectrometry in the OrbiTrap (MS/MS) of tissue

section sample. We performed MS/MS on key ions, the resulting spectra (Figure

A6.3a-d), contained the negative ions assigned as the PA and PI. Moreover, MS/MS

experimented with the identity of the lipid fragments in the tissue sample which were

clearly visible in the whole survey spectrum and MS/MS can provide information on

the lipid species, fatty acid moiety, and lipid class.
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6.4.4. Imaging of lipids in the tissue

Using the GCIB in imaging mode, the distribution of phospholipids in the 450 × 450

µm images from an area of the subcutaneous adipose tissue interface adjacent to the

implant appears intense and uniformly distributed, shown in (Figure 6.4). An optical

ion image of the tissue is presented in Figure 6.4a. and the total secondary ion image

is presented in Figure 6.4b with representative molecular ions of the phospholipids

classes PA, PS, PE and PI shown in Figure 6.4c. The PI ions were the most intense

compared to other lipid species the distribution of each ion seemed similar. In Figure

6.4d, we mapped the species of PI 38:4, [C47H82O13P]- and [C6H10PO8]- ion

corresponding to the PI head group, and two fatty acids are represented by FA 18:0

[C18H35O2]- peak at m/z 283.2642 and FA 20:0 [C20H31O2]- peak at m/z 303.2327. We

also mapped the nuclear marker and overlayed with the PI 34:4 marker is shown in

Figure 6.4e. The ion contribution of nuclear marker [HP2O6]- at m/z 158.9056 is

mapped in blue, and PI 34:4 at m/z 885.5500 is mapped in red. The nuclear marker

intensity distribution is more closely correlated to the phospholipids that the

glycerides, indicating that a proportion of these lower intensity former species are

generated from cells.
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Figure 6.4. Chemical imaging of tissue sample.

a) View of the area where OrbiSIMS optical ion images were acquired (area of 450
µm × 450 µm). (b–d) 3D OrbiSIMS ion images were recorded in the negative ion
mode, (b) total ion image, (c) ion image of the sum of phospholipid specie ions
including PA, PS, PE and PI which are divided by total intensity. d) The main ion of
PI (38:4), showing the contribution of PI (38:4) ion are the signature fragments of PI
head group, two fatty acids fragments (FA 18:0 and FA 20:4) and e) RGB ion images
showing PA 34:4 (red) and nuclear marker (blue).
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6.4.5. Amino acid ion intensities are higher for M2 polymer implants

The loading plot in Figure 6.2b indicated that the intensity of amino acid ions were

strongly associated with the M2 polymer implant shown in Figure 6.5a. A total of 52

amino acid fragments were assigned from the tissue sample presented in Table A6.8.

Those differentiating between the samples are plotted in Figure 6.5a, with the M2-

polymer implant exhibiting the highest intensities. Comparing the ions versus distance

from the implant in Figure 6.5b-d it was apparent that for the M1 polymer implant, the

highest amino acid ion intensities were at the subcutaneous adipose tissue abutting the

interface with the implant or the dermis.

The amino acid intensities were more similar with distance for the PDMS and M2-

polymer implants (Figure 6.5b and d). The characteristic amino acid ions seen are

consistent being fragments from proteins. Kotowska et al.162 gathered lysozyme

fragments in spectrum from a protein monolayer sample, with the Arginine -Glycine

(RG) amino acid pairs of lysozyme detected at m/z 214.1295 [C8H16N5O2]+. Then we

assigned this protein fragment with tissue sample, the peak intensity comparison and

found that M1-polymer had lower intensity than PDMS and M2-polymer as shown in

Figure 6.5e-g and Table A6.9. Thus, the trends seen appear to relate to the production

of protein-it may relate to the observation that the M1 polymer induced the thinnest

collagen FBR layer.



139

Figure 6.5. Characteristic amino acid fragments were detected in tissue section in
positive ion mode.

a) The normalized intensity of amino acid fragments in each sample, PDMS (blue),
M1-polymer (orange) and M2-polymer (red). The normalized intensity of amino acids
with further away the implant in each sample b) PDMS, c) M1-polymer and d) M2-
polymer, implant (black), mid-point (pink) and dermis (sky blue). e-g) The spectrum
of amino acids with RG sequences from each tissue sample.
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6.4.6. Other small molecules

We compared the tissue sample result with unique metabolites of single cell

macrophage subsets, which our previous work that used the Human Metabolome

Database to assign non lipid and amino acid molecules found to be significantly altered

by cytokine stimulation.177 We found that for single cells, pyridine (C5H6N+) and

pyrimidine (C4H5N2
+) had high ion intensity after M2 polarisation. This is consistent

with our findings that pyridine moieties are intense in tissue adjacent to M2-polymer

while being much lower in intensity for tissue adjacent to M1-polymer implants

(Figure 6.6a and b). The in vitro intensity versus the ex vivo intensity of pyridine and

pyrimidine were compared and were shown to be highly correlative (simple linear

regression curves: R2 = 0.9125 for pyridine; R2 = 0.8237 for pyrimidine), indicating

that in vitro studies are able to predict ex vivo pyridine and pyrimidine intensities.



141

Figure 6.6. Metabolites detected in tissue significantly affected by M2-polymer.

a) and b) Comparing the compounds pyridine and pyrimidine in tissue sample and
single cell macrophages were similarly trend. c) Histamine and d) Purine are
represented uniquely in tissue adjacent to M2-polymer.
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The compounds histamine (C5H10N3
+) and purine (C5H5N4

+) were detected uniquely

tissue from M2-polymer implantation (Figure 6.6c and d) They are both connected to

cellular reactions that are anti-inflammatory. Histamine can promote wound healing

in skin lesions, inhibit tumour growth, and modulate inflammation in models of colitis

and experimental autoimmune encephalomyelitis (EAE).287 Purine, a common

substrate in living organisms, is essential for cellular proliferation and a key regulator

of the immune system. Multiple enzymes carefully regulate the purine de novo and

salvage pathways, and malfunction in these enzymes results in excessive cell

proliferation and immunological imbalance, which leads to tumour growth.288

Furthermore, purine has antioxidant and anti-inflammatory properties, as well as a role

in cell energy homeostasis.289 These correlations between single cell analysis and ex

vivo tissues stimulated by implanted polymers support the use of molecular

characterisation to link and predict in vivo performance from in vitro observation;

highlighting the important role of molecular characterisation in probing molecular

mechanistic understanding.

6.5. Conclusions

We report a new label-free direct analysis strategy to provide molecular insight into

the host-implant interface using 3D OrbiSIMS. This study provides a detailed

molecular characterization of tissue sections, allowing information on the distribution

of metabolites, lipids and amino acids. A silicone catheter section coated with different

immune-instructive polymers was used as an example medical device in a rodent

model of foreign body response. Novel M1-polymer and M2-polymer implants

correlated with distinct tissue metabolite profiles revealed by 3D OrbiSIMS. These

were found to correlate with single cell analysis of polarised macrophages highlighting

the power of this approach in elucidating cell responses in complex biological context.

This approach will be beneficial in the design of novel bio-instructive materials that

present positive interactions with the immune system to induce a pro-healing

macrophage response following implantation.
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Chapter 7

7.1. Summary

This thesis developed the first in situ method for single-cell macrophage metabolomic

profiling and identified characteristic metabolites on ex vivo tissue sections using an

Ar3000
+ cluster primary ion beam and related the species to implant induced

inflammation using 3D OrbiSIMS. This is relevant for studies of the functional

phenotypes of macrophage cells in culture136 and examining the response of tissue

surrounding novel implants and the foreign body reaction.79 If we understand the

functional phenotype at the single-cell level using molecular signatures the enables the

cell-cell variation to external stimuli such as materials, drugs, vaccines and their

delivery vehicles to be studied as well as biomarkers of disease. The ability to obtain

molecular information from the response of the human body to implanted devices will

support the development of immune-instructive biomaterials for application in the

medical device and regenerative medicine fields.

The methods that were developed during this PhD to achieve direct analysis of the

metabolic profiles of human monocyte derived M0, M1 and M2 macrophage

phenotypes at the single cell level and host response to implanted bio-instructive

polymers in vivo using 3D OrbiSIMS are presented in detail in Chapter 4 and Chapter

6. Characteristic metabolites can be detected by direct analysis of single macrophages

using 3D OrbiSIMS. This technique allows the identification of lipids, amino acids

and small molecules without liquid extraction and destructive sample preparation

compared with LC-MS techniques. Conceptually, this allows the distribution of the

metabolites to be imaged, although this was not explored due to the low signal intensity

of most of the metabolites. This is a significant methodological advance/advantage as 

3D OrbiSIMS requires millions fewer cells than the traditional mass spectrometry

approaches. Another advantage is that the cells do not require removal from the

substrate. Furthermore, 3D OrbiSIMS is a direct surface analysis technique that allows

for the analysis of a non-chemically fixed cell without the use of antibody-based cell

markers.
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The mass resolving power of OrbiSIMS and the resulting molecular specificity of ions

assigned by this approach allowed the assignment of metabolic signatures and by

comparison, the identification of common peaks in the spectra of different macrophage

subsets. The results were compared between cytokine induced macrophage

phenotypes. The assignments of prominent lipids were confirmed by the MS/MS

capability of the 3D OrbiSIMS. We have also successfully investigated the sample

preparation and technique using 3D OrbiSIMS for identification, resulting in

identification of the metabolite profiling of macrophage phenotypes approach an

optimum (Chapter 3).

To investigate the effect on tissue of implants, first investigated polymers identified to

induce pro- or anti-inflammatory phenotypes in human macrophages in vitro

(Chapter5).79 Commercially available methacrylate monomers were first synthesized

into copolymers via a thermal polymerization method and subsequently coated onto

coverslips. A total of 5 polymers were assessed for their ability to polarise towards the

M1 or M2 phenotype. Analysis of in vitro macrophage phenotype using

immunohistochemical analysis after 6 days of culture on the polymers, confirmed the

ability of each polymer to polarise macrophages. PolyCHMA-co-DMAEMA

consistently induced macrophage polarisation towards an M1-like phenotype. On the

other hand, polyCHMA-co-iDMA promoted a higher amount of M2-like macrophage

phenotype. Then we tested these immune-instructive polymers using an in vivo

experiment using a foreign body mouse model (Chapter 6). pCHMA-co-DMAEMA

(referred to as M1-polymer) and pCHMA-co-iDMA (referred to as M2-polymer) were

coated on clinical-grade silicon catheters using a dip coater. The different tissue

reactions to polymer coated silicone tubing is consistent with the pro- and anti-

inflammatory responses of macrophages in vitro.79

Catheters coated with the copolymers were implanted subcutaneously into a mouse

model of foreign body response for 28 days. To investigate the response to the

polymers, silicon catheter sections were explanted and analysed using both standard

immunohistochemical methods and 3D OrbiSIMS in situ metabolite profiling to assess

the immune response of tissue surrounding the implanted foreign body site. We

utilised the 3D OrbiSIMS depth profile analysis mode on ex vivo mouse samples which
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regions surround the foreign body site in both positive and negative polarity. Targeted

phospholipid analysis and untargeted signatures (glycerolipid and amino acids) for

each sample were detected in the spectra of the tissue section. PCA was used to identify

differences between the different sample locations. The score plot showed that the

molecular signals from the tissue adjacent to each polymer set did cluster and were

separated from each other, with exploration of the loadings identifying that these were

due to significant differences in their glycerol lipid and amino acid identity. To

understand the meaning of this chemical signature identity, the literature studying

macrophage metabolome responses was surveyed, with the most notable finding being

lipids were associated in M1-like (polymer-M1) and amino acids in M2-like (polymer-

M2).

It has been illustrated that the 3D OrbiSIMS technique can provide a detailed

molecular characterization of ex vivo mouse tissue, with this seen to induce chemically

specific reaction to different implanted immune-instructive polymers. This approach

will allow the in situ characterization of ex vivo tissue sections to help understand the

immune response to medical implants to inform the design of immune-instructive

biomaterials for clinically as therapeutics and immune dysregulation.

Findings from this thesis demonstrate the capability of metabolomic analysis by 3D

OrbiSIMS to achieve unbiased insight into cellular phenotype at the resolution of a

single cell in culture. This is also possible with explanted devices to improve

understanding of their response to various implanted biomaterials.

7.2. Further work

Further development of the methodology of single cell preparation should include

investigation of the limits of detection in both spectral and imaging modes. Cryogenic

conditions could be used to improve signal intensity, which would increase metabolite

detection at the single cell level. Zhang et al., 122 showed this by identifying the

characteristic biomolecules in the frozen-hydrated state yields a 10000-fold enhance

in signal intensity for polar molecules. Extension of the reference point of metabolites
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studied in this work, such as lipids and amino acids, together with computational data

analysis of the 3D OrbiSIMS datasets by molecular formula prediction (MFP)290 for

chemical software to improve automated annotation of the peaks detected and quantify

the confidence in the formula predicted.

3D OrbiSIMS is a significantly advanced of qualitative analysis direct surface

technique with high sensitivity, but the main drawback of this technique is that it is not

a quantitative analysis; i.e. it is not possible to readily achieve quantification of

concentration measurement on cell and tissue sections, and relative intensities may be

misleading due to vastly different ionisation of different species, plus the local matrix

may significantly effect intensity of identical species. Comparison with LC-MS to

build standards for quantitative analysis of molecules distribution on tissue sections

would be beneficial in improving the understanding of the limits in quantification.
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Appendix
Appendix 4:

Table A4.1. Putative annotation of lipid compounds in negative ion spectrum of M0, M1 and M2 macrophages, (* detect in THP- macrophages

polarisation by LC-MS methods, ++ detect in tissue section by 3D OrbiSIMS methods, 15 lipid ion in common)

Name Exact
mass
(m/z)

Formula

[M-H]-

Structure Information M0 macrophage M1 macrophage M2 macrophage

Mass
error
p.p.m

Area
(AU)

Mass
error
p.p.m

Area
(AU)

Mass
error
p.p.m

Area
(AU)

Fatty acids (FA)

FA 14:0++ 227.2029 C14H27O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010100
14?LMID=LMFA0
1010014

-0.3 11520.55

FA 15:0* 241.2180 C15H29O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010100
15?LMID=LMFA0
1010015

0.2 1009 -0.1 10743.61

FA
16:0*,++

255.2331 C16H31O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010100
01?LMID=LMFA0
1010001

0.6 27104.51 0.6 35229.2 0.4 279005.29

FA 16:1++ 253.2175 C16H29O2 https://www.lipidm
aps.org/databases/l

0.7 3711.72 0.3 31572.26
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msd/LMFA010201
33?LMID=LMFA0
1020133

FA 17:0* 269.2500 C17H33O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010100
17?LMID=LMFA0
1010017

1.6 1471.17 0.8 14539.28

FA 17:1 267.2324 C17H31O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010202
03?LMID=LMFA0
1020203

0.8 3760.23

FA 18:0++ 283.2645 C18H35O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010100
18?LMID=LMFA0
1010018

0.1 36410 0.1 92587.99 0.1 276538.49

FA18:1*,++ 281.2486 C18H33O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010300
02?LMID=LMFA0
1030002

-0.1 24011.28 0.0 61453.28 0.1 258961.75

FA18:2*,++ 279.2330 C18H31O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010301
10?LMID=LMFA0
1030110

-0.2 4568.31 -0.2 22519.37

FA 20:3++ 305.2487 C20H33O2 https://www.lipidm
aps.org/databases/l

0.2 1964.59 0.1 18144.56
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msd/LMFA010301
57?LMID=LMFA0
1030157

FA 20:4++ 303.2330 C20H31O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010301
73?LMID=LMFA0
1030173

0.1 13466.62 0.2 17907.53 -0.2 97974.75

FA 20:5 301.2155 C20H29O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010301
80?LMID=LMFA0
1030180

-1.2 1101.58 -0.7 4707.33

FA 22:4++ 331.2659 C22H35O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010301
77?LMID=LMFA0
1030177

-0.4 1367.55

FA 22:5++ 329.2483 C22H33O2 https://www.lipidm
aps.org/databases/l
msd/LMFA010301
82?LMID=LMFA0
1030182

-0.1 2114.64 -0.4 13811.97

10,11-
Dihydro-
12R-
hydroxy-
leukotriene

E4

457.2513 C23H39NO6S https://www.chems
pider.com/Chemica
l-
Structure.30776621
.html?rid=38c09e7f
-61b7-4979-ab22-

2.0 4412.21 1.8 86282.52 2.0 163681.7
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a819af4f8fc9&page
_num=0

Acyl carnitines (CAR)

CAR
13:0;O4

420.2605 C20H38NO8 https://www.chems
pider.com/Chemica
l-
Structure.29332391
.html?rid=d3f9c4dc
-e823-49a3-89b1-
6764b5d8a075&pa
ge_num=0

-0.9 2857.85 -0.3 4585.07

CAR
30:1;O4

656.5096 C37H70NO8 https://www.chems
pider.com/Chemica
l-
Structure.9356447.
html?rid=b7c87349
-3c4d-4500-a83d-
65fe8798c905

-1.6 3556.00 -1.0 1675.98

Phosphatidylinositol (PI)

PI(18:0/0:0
)

599.3216 C27H52O12P https://www.lipidm
aps.org/databases/l
msd/LMGP060500
04?LMID=LMGP0
6050004

0.1 4145.31 0.7 1782.87

PI 18:0-
20:3*

887.5661 C47H84O13P https://www.lipidm
aps.org/databases/l
msd/LMGP060101
92?LMID=LMGP0
6010192

0.9 1467.16 0.4 3557.49
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PI 34:1*,++ 835.5353 C43H80O13P https://www.lipidm
aps.org/databases/l
msd/LMGP060100
01?LMID=LMGP0
6010001

0.1 5002.39 -0.4 8495.28

PI 36:1* 863.5556 C45H84O13P https://www.lipidm
aps.org/databases/l
msd/LMGP060100
74?LMID=LMGP0
6010074

-0.4 14522.95 -0.4 18920.7

PI 36:2* 861.5484 C45H82O13P https://www.lipidm
aps.org/databases/l
msd/LMGP060100
75?LMID=LMGP0
6010075

-0.5 4305.54 -0.2 10060.63

PI 38:3*,++ 883.5316 C47H80O13P https://www.lipidm
aps.org/databases/l
msd/LMGP060101
93?LMID=LMGP0
6010193

1.1 1727.55 -0.4 2419.38

PI 38:4*,++ 885.5498 C47H82O13P https://www.lipidm
aps.org/databases/l
msd/LMGP060100
10?LMID=LMGP0
6010010

0.0 5922.51 -0.3 18814.16 -0.2 61319.66

PI 40:5* 911.5749 C49H84O13P https://www.lipidm
aps.org/databases/l
msd/LMGP060103
07?LMID=LMGP0
6010307

0.1 1651.6
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Phosphatidylserine (PS)

PS 36:1*,** 788.5419 C42H79NO10P https://www.lipidm
aps.org/databases/l
msd/LMGP030100
25?LMID=LMGP0
3010025

-0.4 11220.87

Phosphatidylphosphates (PA)

PA 18:0 437.2686 C21H42O7P https://www.lipidm
aps.org/databases/l
msd/LMGP100500
05?LMID=LMGP1
0050005

-0.9 3121.27 -0.7 9217.13

PA 36:2++ 701.5123 C39H74O8P https://www.lipidm
aps.org/databases/l
msd/LMGP100100
37?LMID=LMGP1
0010037

-0.6 3262.63 0.0 4862.41 0.0 21753.07

CPA(16:0)
*

391.2230 C19H36O6P https://www.lipidm
aps.org/databases/l
msd/LMGP000000
57?LMID=LMGP0
0000057

0.3 1864.02

CPA(18:1) 417.2409 C21H38O6P https://www.lipidm
aps.org/databases/l
msd/LMGP000000
56?LMID=LMGP0
0000056

-2.0 1259.00 0.1 2988.96

CPA(18:0) 419.2567 C21H40O6P https://www.lipidm
aps.org/databases/l

-0.3 4362.96 0.0 17874.25 0.1 47590.02
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msd/LMGP000000
55?LMID=LMGP0
0000055

Phosphosphingolipids

SM(d16:1/
17:0)*

687.5443 C38H76N2O6P https://www.lipidm
aps.org/databases/l
msd/LMSP030100
37?LMID=LMSP0
3010037

-0.5 3554.85 0.1 2446.42

Sterol lipids

ST
25:3;O5;G

474.2855 C27H40NO6 https://hmdb.ca/met
abolites/HMDB001
4907

-1.4 8322.27 -1.0 200400.3
4

-0.9 399983.97

ST
24:4;O5;G*

458.2537 C26H36NO6 https://www.chems
pider.com/Chemica
l-
Structure.60759728
.html?rid=05e4d48
b-63f7-477a-8156-
da70419dd935

-0.5 18364.54 -0.5 33536.62

ST
20:0;O4;He
x

499.2868 C26H43O9 https://hmdb.ca/met
abolites/HMDB001
4554

1.3 1014.16 1.8 10687.51

ST
22:0;O3;S

443.2328 C22H37NO6S https://www.chems
pider.com/Chemica
l-
Structure.3350310.
html?rid=130191b8
-3c36-46d9-b3d4-

1.4 1886.76
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296830171ba3&pa
ge_num=0

ST
22:1;O3;S

441.2198 C22H35NO6S https://www.chems
pider.com/Chemica
l-
Structure.58170237
.html?rid=037a593
e-79b6-4af1-a59c-
6390522403f6&pa
ge_num=0

1.0 2408.43

ST
24:0;O3;S

471.2636 C24H41NO6S https://www.chems
pider.com/Chemica
l-
Structure.4409329.
html?rid=bfff8ff0-
bfb2-4dce-a96c-
3e3ae452f9b4&pag
e_num=0

0.5 1474.87

ST
21:0;O6;T

490.2467 C23H40NO8S https://www.chems
pider.com/Chemica
l-
Structure.9180690.
html?rid=094670ed
-8195-4a32-b287-
aa54719e317d

0.9 2238.07

ST
24:1;O4;T*

498.2899 C26H44NO6S https://www.lipidm
aps.org/databases/l
msd/LMST050400
05?LMID=LMST0
5040005

0.8 1886.64 0.1 17797.04
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Oxidized glycerophosphoglycerols

POV-PG 581.3093 C27H50O11P https://www.lipidm
aps.org/databases/l
msd/LMGP200600
15?LMID=LMGP2
0060015

-0.3 10462.39 -0.4 17074.60

Neutral glycosphingolipids

HexCer
31:0;O3

674.5200 C37H72NO9 https://www.chems
pider.com/Chemica
l-
Structure.8592531.
html?rid=741950d8
-7717-4e0c-8da7-
d5ad707948b4&pa
ge_num=0

-1.8 5835.93 -1.2 3370.13 -1.7 6039.87

HexCer
32:1;O4

702.5152 C38H72NO10 https://www.chems
pider.com/Chemica
l-
Structure.8093797.
html?rid=1d47af1c-
9779-475d-b311-
e2257580b65b&pa
ge_num=0

0.3 1225.62

Hex2Cer
33:6;O2

836.5296 C45H75NO13 http://www.chemsp
ider.com/Chemical-
Structure.8661076.
html?rid=efc8a648-
46ce-45c7-81ef-
93db23a492c3&pa
ge_num=0

-0.4 1629.11 -1.1 2151.49
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HexCer
42:6;O6

864.5605 C44H82NO12 http://www.chemsp
ider.com/Chemical-
Structure.58989989
.html?rid=76203e1
0-d373-481f-a6c1-
ea3ac92770e5

-0.3 8612.37 -0.4 8940.41

Hex2Cer
31:3;O5

862.5459 C43H76NO16 http://www.chemsp
ider.com/Chemical-
Structure.34524087
.html?rid=5e63d25
4-76da-42fd-bad5-
2925cb83a702

-0.5 2467.17 -0.7 2598.76

Hex2Cer
36:2;O2

886.5529 C48H88NO13 http://www.chemsp
ider.com/Chemical-
Structure.24765751
.html?rid=de2bc5ec
-b095-4640-b2c8-
ea5bc80867cd&pag
e_num=0

0.1 10416.22 -0.3 28614.61



Table A4.2. Summary of phospholipids identified in macrophage phenotype by 3D

OrbiSIMS MS/MS in a negative ion mode.

Phosphatidylinositol PI 38:4 (P-18:0/20:4)

m/z Formula ID

241.0118 C6H10O8P
- Head group

283.2642 C18H35O2

-
FA[18:0-H]

-

303.2327 C20H31O2

-
FA[20;4-H]

-

885.5498 C47H82O13P
-

M-H
-

Phosphatidylinositol PI 36:2 (18:0/18:2)

m/z Formula ID

241.0118 C6H10O8P
- Head group

281.2486 C18H33O2

-
FA[18:1-H]

-

861.5494 C45H82O13P
-

M-H
-

Phosphatidylphosphate CPA 18:0

m/z Formula ID

152.9950 C3H6O5P
- Head group

283.2642 C18H35O2

-
FA[18:0-H]

-

419.2567 C21H40O6P
-

M-H
-

Sphingomyelin SM(d16:1/17:0)

m/z Formula ID

168.0430 C4H11NO4P
- Head group

269.2486 C17H33O2- FA[17:0-H]
-

687.544 C38H76NO4P
-

M-H
-



Table A4.3. Characteristic fragments of lipids class in spectra both of positive and negative ions.

Exact
mass
(m/z)

Assignment Amino acids M0 macrophage M1 macrophage M2 macrophage

Mass

error

p.p.m

Intensity
(AU)

Mass

error

p.p.m

Intensity
(AU)

Mass

error

p.p.m

Intensity
(AU)

PA

122.0007 C2H5NPO3
- Phosphoethanolamine 0.0 13284.48 -0.3 10267.38 0.4 16141.54

PC

124.9998 C2H6PO4
+ Phosphocholines -0.4 1967962.06 -0.1 383873.28 -0.5 824104.54

184.0739 C5H13NPO4
+ Phosphocholines -0.5 1857923.96 -0.4 383873.23 -0.8 588869.19

168.0429 C4H11NPO4
- Phosphocholines -1.1 3488.00 1.2 3643.00 -0.8 17622.00

PG

152.9957 C3H6PO5
- Phosphatidylglycerols -0.9 6709.45 -0.7 18474.48 -0.8 46522.86

PI

241.0119 C6H10PO8
- Phosphatidylinositol 0.3 6709.00 0.2 18518.00 0.3 46586.00

Sulfatide

96.9660 HSO4
- Sulfatide -0.9 950273.38 -1.1 249561.18 -1.1 291906.45

Sphingolipids

104.1070 C5H14NO+ Sphingolipids -0.1 955132.00 -0.7 53874.00 -0.6 29350.00

122.9830 C2H4PO4
- Sphingolipids 2.3 227.00 -0.3 18497.00 -0.4 49393.00
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Table A4.4. Characteristic molecular ion and fragments of amino acid in 3D OrbiSIMS spectra.

Exact

mass

(m/z)

Assignment Amino acids M0 macrophage M1 macrophage M2 macrophage

Mass

error

p.p.m

Intensity (AU) Mass error

p.p.m

Intensity (AU) Mass error

p.p.m

Intensity (AU)

Positive

86.0966 C5H12N+ Leucine 2.0 4268839.21 2.0 1029255.17 1.6 2445367.60

81.0449 C4H5N2
+ Histidine 2.4 428865.21 2.4 146241.30 2.0 392938.68

82.0527 C4H6N2
+ Histidine 1.9 81132.91 2.0 23550.63 1.8 48841.26

83.0606 C4H7N2
+ Histidine 2.2 905324.65 2.3 275942.28 1.9 784924.33

93.0448 C5H5N2
+ Histidine 1.2 1677517.08 1.3 563937.95 0.9 1561973

94.0526 C5H6N2
+ Histidine 0.7 9340.83 0.5 1942.23 1.0 6855.31

95.0604 C5H7N2
+ Histidine 0.7 293808.21 0.8 91140.71 0.5 240892.58

84.0446 C4H6NO+ Glutamic acids 2.0 360845.09 2.2 80797.67 1.8 303815.74

84.0810 C5H10N+ Lysine 2.1 683779.2 2.1 187785.78 1.8 754508.03

96.0808 C6H10N+ Lysine 0.5 35752.77 0.6 12291.68 0.4 31007.58
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98.0965 C6H12N+ Lysine 1.1 8394.46 0.1 2693.80 -0.3 7228.64

86.0601 C4H8NO+ Hydroxyproline 1.6 5974.06 2.6 954.91 1.0 4416.48

118.0650 C8H7O+ Phenylalanine -0.2 504576.41 -0.3 151938.27 -0.7 458877.85

120.0807 C8H10N+ Phenylalanine -0.5 1989542.7 -0.5 599777.58 -0.9 2235680.19

121.0647 C8H9O+ Phenylalanine -0.7 8243.94 -0.4 2368.80 -0.9 7618.23

98.0237 C4H4NO2
+ Asparagine 1.5 6988.88 0.0 1600.15 0.1 5574.41

100.0869 C4H10N3
+ Arginine 0.3 8686.98 0.6 2413.67 0.1 9960.78

110.0712 C5H8N3
+ Arginine -0.5 1014232.03 -0.5 264559.98 -0.9 943230.8

112.0868 C5H10N3
+ Arginine -0.9 28856.67 -0.9 8970.61 -1.3 17015.06

127.0978 C5H11N4
+ Arginine -0.9 8731.00 -0.4 2034.00 -0.9 7716.00

107.0491 C7H7O+ Threonine -0.4 530421.32 -0.4 187460.56 -0.9 564306.94

117.0572 C8H7N+ Tryptophan -0.8 475079.27 -0.8 174457.23 -1.2 370176.13

120.0444 C7H6NO+ Tryptophan -0.3 31388.02 -0.4 13576.44 -0.7 31572.26

130.0651 C9H8N+ Tryptophan -0.3 2692601.54 -0.4 2692601.54 -0.7 2794719.52

132.0806 C9H10N+ Tryptophan -0.6 396541.56 -0.6 396541.56 -1.1 337720.8

157.0759 C10H9N2
+ Tryptophan -0.7 31002.22 -0.6 11047.56 -1.0 20794.57
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158.0836 C10H10N2
+ Tryptophan -1.0 15252.33 -0.3 4563.37 -1.1 12266.31

159.0916 C10H11N2
+ Tryptophan -0.7 156283.59 -0.7 39548.78 -1.1 148183.53

170.0599 C11H8NO+ Tryptophan -0.7 147148.99 -0.8 37508.96 -1.2 142721.79

131.0491 C9H7O+ Tyrosine -0.8 14207.59 -0.6 6063.81 -1.1 10037.3

136.0757 C8H10NO+ Tyrosine -0.3 307949.99 -0.3 71204.87 -0.7 292039.96

143.0729 C10H9N+ Tyrosine -0.5 156282.11 -0.5 65032.31 -0.9 143203.51

80.0497 C5H6N+ Leucine 2.4 143515.88 2.4 50761.58 1.8 105975.73

89.0387 C7H5
+ Generic fragment 1.6 285219.17 1.6 128542.2 1.2 203516.01

91.0499 C7H7
+ Generic fragment 1.4 2867598.83 1.5 1089582.69 1.1 2445367.60

102.0464 C8H6
+ Generic fragment 0.2 257110.43 0.2 109913.98 -0.3 176507.47

103.0542 C8H7
+ Generic fragment 0.0 3401198.8 0.0 1289107.03 -0.4 2824757.5

105.0698 C8H9
+ Generic fragment -0.3 143062.27 -0.4 54402.24 -0.7 92956.82

117.0572 C8H8N+ Generic fragment -0.9 291934.15 -0.9 107415.65 -1.3 252342.79

Negative

81.0455 C4H5N2
- Generic -3.7 13447.05 -4.3 6158.27 -4.5 5764.27

82.0295 C4H4NO- Multiple amino acids -3.9 42953.75 -4.1 24967.88 -4 26289.81
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87.0086 C3H3O3
- Generic -2.5 19349.63 -3 13630.85 -2.9 12496.62

93.0344 C6H5O- Multiple amino acids -1.6 221874.12 -1.6 143277.52 -1.6 172089.69

93.0457 C5H5N2
- Multiple amino acids -1.5 152901.43 -1.5 64905.94 -1.8 86316.64

97.0083 C8H- Generic -0.9 139922.84 -1 102640.84 -1.1 128993

98.0247 C4H4NO2
- Multiple amino acids -0.8 156072.36 -0.6 30090.86 -1 39461.92

99.0087 C4H3O3
- Generic -0.7 9056.85 -1.2 3475.35 -0.6 2379.78

99.0563 C4H7N2O- Multiple amino acids -0.4 15224.83 -0.6 6868.53 -0.4 9753.44

100.0404 C4H6NO2
- Multiple amino acids -0.4 10370.05 -0.5 4504.56 -0.6 4189.82

108.0455 C6H6NO- Multiple amino acids 0.2 27212.24 0 19465.43 -0.1 20992.92

108.0567 C5H6N3
- Histidine 0.1 31897.4 0.1 11492.48 0 9320.24

110.0248 C5H4NO2
- Multiple amino acids 0 80874.52 -0.3 39262.47 -0.2 48553.79

112.0404 C5H6NO2
- Multiple amino acids 0 50993.13 0 20200.69 -0.1 17039.8

113.0357 C4H5N2O2
- Generic 0.2 69892.94 0 29246.45 0.1 40773.6

116.0506 C8H6N- Multiple amino acids -0.2 450076.59 -0.3 298477.35 -0.3 365321.71

118.0662 C8H8N- Multiple amino acids 0 59255.9 -0.3 41356.12 -0.3 49696.81

119.0502 C8H7O- Generic -0.6 1244476.29 -0.6 549492.19 -0.7 621331
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128.0353 C5H6NO3
- Multiple amino acids -0.4 56823.82 -0.4 5812.54 -0.9 21709.08

134.0611 C8H8NO- Generic -0.6 85468.4 -0.6 95478.63 -0.7 96558.98

Table A4.5. Show unique lipids signature for each phenotype; 7 unique for M1 and 4 unique for M2.

Mass m/z Name Formula Structure Information Mass
error

p.p.m

Area

(AU)

M1

331.2659 Fatty acids FA (22:4) C22H35O2 https://www.lipid
maps.org/database
s/lmsd/LMFA040
00050?LMID=L
MFA04000050

-0.4 1367.55

391.2230 CPA(16:0)

1-hexadecanoyl-sn-glycero-2,3-cyclic-

phosphate

C19H36O6P https://www.lipid
maps.org/database
s/lmsd/LMGP000
00057?LMID=L
MGP00000057

0.3 1864.02

441.2198 ST 22:1;O3;S

icosatetraenoyl]amino}ethanesulfonate

C22H35NO6S https://www.chem
spider.com/Chemi
cal-
Structure.5817023
7.html?rid=037a5
93e-79b6-4af1-

1.0 2408.43
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a59c-
6390522403f6&p
age_num=0

443.2328 ST 22:0;O3;S

4-(Hexadecyloxy)-3-
nitrobenzenesulfonic acid

C22H37NO6S https://www.chem
spider.com/Chemi
cal-
Structure.3350310
.html?rid=130191
b8-3c36-46d9-
b3d4-
296830171ba3&p
age_num=0

1.4 1886.76

471.2636 ST 24:0;O3;S

3-Nitro-4
(octadecyloxy)benzenesulfonic acid

C24H41NO6S https://www.chem
spider.com/Chemi
cal-
Structure.4409329
.html?rid=bfff8ff0
-bfb2-4dce-a96c-
3e3ae452f9b4&pa
ge_num=0

0.5 1474.87

490.2467 ST 21:0;O6;T

(1S)-2-Amino-1,5-anhydro-2-deoxy-
3,4,6-tris-O-(2,2-dimethylpropanoyl)-1-
[(S)-ethylsulfinyl]-D-glucitol

C23H40NO8S https://www.chem
spider.com/Chemi
cal-
Structure.9180690
.html?rid=094670
ed-8195-4a32-
b287-
aa54719e317d

0.9 2238.07
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702.5152 HexCer 32:1;O4

Tetradecanamide

C38H72NO10 https://www.chem
spider.com/Chemi
cal-
Structure.8093797
.html?rid=1d47af1
c-9779-475d-
b311-
e2257580b65b&p
age_num=0

0.3 1225.62

M2

227.2029 Fatty acid FA (14:0) Tetradecanoic acid C14H27O2 https://www.lipid
maps.org/database
s/lmsd/LMFA010
10014?LMID=L
MFA01010014

-0.3 11520.55

267.2324 Fatty acid FA (17:1) 2-heptadecylenic
acid

C42H79NO13P https://www.lipid
maps.org/database
s/lmsd/LMFA010
30059?LMID=L
MFA01030059

0.8 3760.23

788.5419 PS (36:1) 1-octadecanoyl-2-(9Z-
octadecenoyl)-sn-glycero-3-
phosphoserine

C42H79NO13P https://www.lipid
maps.org/database
s/lmsd/LMGP030
10025?LMID=L
MGP03010025

-0.4 11220.87
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911.5749 PI (40:5) 1-(9Z-octadecenoyl)-2-
(7Z,10Z,13Z,16Z-docosatetraenoyl)-
glycero-3-phospho-(1'-myo-inositol)

C49H84O13P https://www.lipid
maps.org/database
s/lmsd/LMGP060
10307?LMID=L
MGP06010307

0.1 1651.6
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Table A4.6. Metabolite M0, M1 and M2 macrophages search by human metabolome data base

Name Mass

m/z

Adduct Structure Human

metabolome

data base (ID)

M0 macrophage M1 macrophage M2 macrophage

Mass

error

p.p.m

Area (AU) Mass

error

p.p.m

Area (AU) Mass

error

p.p.m

Area

(AU)

Pyridine 80.0496 [M+H] C5H6N HMDB

0000926

2.4 144905.32 2.4 51158.97 1.8 106529.3

7

Pyrimidine 81.0449 [M+H] C4H5N2 HMDB0003361 2.4 431385.01 2.4 147450.11 2.0 396498.0

9

N-Nitroso-

pyrrolidine

83.0605 [M+H-H2O] C4H7N2 HMDB0031642 2.2 907701.19 2.3 276877.39 1.9 787296.8

8

1Aminocyclopr

opanecarboxylic

acid

84.0445 [M+H-H2O] C4H6NO HMDB0036458 2.0 363612.61 2.2 81270.59 1.8 306227.1

5

Piperidine 86.0965 [M+H] C5H12N HMDB0034301 2.0 4294975.4

7

2.0 1035148.9

9

1.6 1425026.

04
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Methcathinone 91.0543 [M+H+NH4] C10H13NO HMDB0041927 1.4 2888641.0

7

1.5 1099076.4

6

1.1 2469613

5-

Bromopyrimidi

ne

180.9374 [M+Na] C4H3N2Na

Br

HMDB0062280 1.3 1340.51 3.6 0 0.9 3084.15

Alanylasparagin

e

204.0977 [M+H] C7H14N3O

4

HMDB0028682 -0.7 6796.17 -0.3 2872.9 6.0 0

SM(d18:1/16:0) 725.5558 [M+Na] C39H79N2

O6PNa

HMDB0010169 -1.3 3805.42 -1.0 1118.04 5.7 0



Figure A4.1. a) The concentration of the cytokines for M0, M1 and M2 macrophages

activation. Fluorescent images of macrophages stained for calprotectin and mannose

receptor. b) Calprotectin (red), and mannose receptor (green), images were taken

under 20 x magnification and scale bar = 50 µm. c) The intensity of calprotectin per

cell in macrophage images. d) The intensity of mannose receptor per cell in

macrophage images. Comparison of cytokines production by different macrophage

subsets, supernatants of each macrophage subsets cultured for 6 days were measured

by the enzyme-linked immunosorbent assay. e) TNF-α and f) IL-10; N=3. The intensity 

of cell on each slide was quantified using CellProfiler.
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Figure A4.2. 3D OrbiSIMS MS image of the macrophage single cell a) before and b)

after analysis. Images were taken over the area 500 x 500 µm and scale bar = 200

µm.

Figure A4.3. a) Venn diagram comparison of the number lipid compounds which

detected in single cell macrophages subsets and tissue sample using 3D OrbiSIMS. b)



190

Comparison the number of lipids compounds in M0, M1 and M2 macrophages using

3D OrbiSIMS and macrophages using LC-MS. Abuawad et al identified, 212 lipids in

THP-1 macrophages cell line extracts using LC-MS. The number of lipids were

identified in macrophages polarisation using 3D OrbiSIMS, the lipids was mainly

number of M0 macrophage (12), M1 macrophage (43) and M2 macrophage (39).

Seventeen of lipids compound was the same species in 3D OrbiSIMS and LC-MS

protocol. Negative ion mode 3D OrbiSIMS MS/MS spectrum of the precursor ion [M-

H]- at m/z 419.2567, [C21H40O6P]- recognized as CPA (18:0) c) and SM at m/z

687.5444, [C38H76NO4P]- d)

Figure A4.4. 3D OrbiSIMS of lipid class from a single cell macrophage. Normalised

spectra of lipids in macrophage polarisation with comparison of each phenotypes in

positive polarity. a) C5H14NO+ (sphingolipids, SP, m/z 104.1070), b) C2H6PO4
+

(phosphocholines, PC, m/z 124.9998) and c) C5H15NPO4
+ (phosphocholines, PC, m/z

184.0739).
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Figure A4.5. 3D OrbiSIMS spectrum of amino acids from a single cell macrophage.

Normalised spectral of amino acids in macrophage polarisation with comparison of

each phenotype in positive polarity a) leucine (C5H12N+), b) histidine (C5H7N2
+), c)

lysine (C6H12N+), d) phenylalanine (C8H10N+), e) arginine (C5H11N4
+), f) tyrosine

(C8H10NO+), g) tryptophan (C10H11N2
+).
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Positive polarity

Figure A4.6. a) A bar chart showing the proportion of total data variance that is

explained by the principal components of positive polarity 3D OrbiSIMS datasets. b)

PC3 and PC4 scores.
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Negative polarity

Figure A4.7. A bar chart showing the proportion of total data variance that is

explained by the principal components of negative polarity 3D OrbiSIMS datasets.
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Scores of PC1 and PC2

Figure A4.8. Principal component analysis on 3D OrbiSIMS negative polarity

datasets. a) Scores of the first two principal components (PC). b) Loadings of PC1

and c) Loading of PC2. We attributed the C16H31O2
- as a larger lipid fragment due to

its structural similarity to the larger lipid fragments, however we note it may also arise

from fatty acids too.
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Figure A4.9. 3D OrbiSIMS spectrum of metabolite from a single cell macrophage

each cell type in positive polarity. a) Pyridine [M+H]+ at m/z 80.0497, b) Pyrimidine

[M+H]+ at m/z 81.0449, c) 5-bromopyridine [M+Na]+ at m/z 180.9374, d)

Alanylsparagine [M+H]+ at m/z 204.0978, e) SM(d18/16:0) [M+Na]+ at m/z

725.5567.
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Appendix 5:

Figure A5.1. The NMR spectra of iDMA monomer.

Figure A5.2. The NMR spectra of PhMA monomer.
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Figure A5.3. The NMR spectra of CHMA monomer

Figure A5.4. The NMR spectra of DMAEMA monomer.
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Figure A5.5. GPC result of copolymer EGDMA-co-HDFDMA

Figure A5.6. GPC result of copolymer CHMA-co-DMAEMA
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Figure A5.7. GPC result of copolymer tBCHMA

Figure A5.8. GPC result of copolymer CHMA-co-iDMA



200

Figure A5.9. GPC result of copolymer PhMA-co-iDMA
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Appendix6:
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Figure A6.1. Histological analysis of tissue sections following 28 days implantation

of polymer coated catheter sections in a murine model of foreign body response.

Representative H&E staining images, showing a well-defined inflammatory reaction

fibroblast (F), blood vessels (BV), macrophage (M) and catheter (C) captured at × 40 

magnification the scale bar = 20 µm. MTC staining image of each tissue section slide

for identifying collagen thickness, captured at × 10 magnification. Scale bar = 

100 μm. (a-c) show the infiltration count of macrophages, neutrophils and collagen 

thickness from the site surrounding the foreign body. All data are presented as the

mean with ±s.d (N=2, n=3). Significance was calculated by one-way ANOVA with

Tukey’s post-hoc analysis: *p<0.05, ** p<0.01, *** p<0.001. d). Representative,

phenotype markaer images show tissue section stained for the M1 marker iNOS in

green and M2 marker arginase1 in magenta and C represents the catheter site.

(Images were acquired on confocal). Scale bar = 25 µm. d) The ratio of M2-like

macrophages to M1-like macrophages for each polymer. All data are presented as the

mean with ±s.d (N = 2 and n = 5). Significance was calculated by one-way ANOVA

with Tukey’s post-hoc analysis: *** <0.0001
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Figure A6.2. The mean fluorescescence intensity of iNOS and ARG-1 expression in
tissue images. M2-polymer shown high level of the Arg-1 expression.
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Figure A6.3. MS/MS product spectrum of lipids [M-H]-. a) The structure of CPA

(18:0) at m/z 419.2517 was confirmed based on the detection of the PA head-group

ions, [C6H10PO8]- at m/z 241.0, and fatty acid moieties from these lipids are F18:0,

[C18H35O2]- at m/z 283.2642. b) The precursor PI (36:2) ion is the signature fragments

of PI headgroup, [C6H10PO8]- and two FA18:1 fatty acid moieties are represented by

[C18H33O2]-. and other MS/MS of PI (38:4) and (36:4) lipids are reported in Figure c

and d).



Table A6.1. Chemical structure of the monomers and synthesis of copolymers, CHMA-co-DMAEMA and CHMA-co-iDMA.

Code Monomer 1
name/structure (66%)

Monomer 2
name/structure (33%)

Copolymers

M1-like

Cyclohexyl methacrylate
(CHMA)

Dimethylamino-
ethylmethacrylate

(DMAEMA) CHMA-co-DMAEMA

M2-like

Cyclohexyl methacrylate
(CHMA)

Isodecyl methacrylate

(iDMA)

CHMA-co-iDMA
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Table A6.2 Hematoxylin and Eosin (H&E) staining schedule

1. Water rinse to remove OCT 5 min

2. Haematoxylin solution 5 min

3. Water rinse 1 min

4. 1 % acetic acid in alcohol 30 s

5. Water rinse 1 min

6. Alkine Scott’s 1 min

7. Water rinse 1 min

8. Eosin 2 min

9. Water rinse 1 min

10. 50 % alcohol 30 s

11. 70 % alcohol 30 s

12. 90 % alcohol 30 s

13. 100 % alcohol × 2 30 s each 

14. Xylene × 2 2 min each 

15. Mounting media onto tissue slide and covered with a thin coverslip
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Table A6.3. Masson Trichrome Stain Kit (Light Green) Masson 1929 schedule.

1. Fixing, 4 %PFA 1 h

2. Water rinse 5 min

3. Haematoxyling, mixing equal volumes of Weigerts solution A & B (1:1) as required 20 min

4. Water rinse 1 min

5. 1 % acetic acid in alcohol 30 s

6. Water rinse 1 min

7. Ponceau fuchsin Masson solution for 5 min

8. Rinse in distilled water 2 min

9. The light green solution 3 min

10. Water rinse 30 s

11. 50 % alcohol 30 s

12. 70 % alcohol 30 s

13. 90 % alcohol 30 s

14. 100 % alcohol × 2 30 s each 

15 Xylene × 2 2 min each 

16. Mounting media onto tissue slide and covered with a thin coverslip
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Table A6.4. Sequential antibody staining for macrophage marker schedule.

1. Washing in 0.2% Tween 20 in PBS × 3 5 min

2. 0.1% Triton X-100 in PBS 10 min

3. Washing in 0.2% Tween 20 in PBS × 3 5 min

4. 5% BSA and plus 5% donkey serum in PBS 1 h

5. 0.2% PBS-Tween 20 rinse × 3 5 min

6. Add diluted primary antibody with 1:50 of rabbit anti-mouse iNOS (Abcam) and 1:50 of goat anti-
mouse Arg-1 (Thermo Fisher Scientific) in 5% goat serum at 4oC

Overnight

7. Washing in 0.2% Tween 20 in PBS × 3 5 min

8. Add diluted secondary antibodies, donkey anti-goat IgG (H + L), and donkey anti-rabbit IgG (H +
L) labeled with Alexa Fluor-594 and -488 (1:200; A11058 and A21206, Thermo Fisher Scientific),

1 h

9. Washing in 0.2% Tween 20 in PBS × 3 5 min

10. 4’,6 Diamidino-2-Phenylindole (DAPI, 20000 ng/ml) 5 min

11. Washing in 0.2% Tween 20 in PBS × 2 5 min

12. Final, washing in distilled water 5 min

13. Mounting media onto tissue slide and covered with a thin coverslip
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Table A6.5. Glycerolipid fragments in 3D OrbiSIMS at surrounding implants in each sample. PDMS, M1-polymer and M2-polymer.

Monoglycerides (MG), diglycerides (DG)

Mass m/z Assignment Glycerolipid Average normalises
Intensity (4 areas)

Average p.p.m
(4 areas)

PDMS

551.504 C35H67O4
+ MG 32:2 1.18×10-2 1

575.5038 C37H67O4
+ MG 34:4 5.79×10-2 0.6

577.5193 C37H69O4
+ MG 34:3 3.92×10-2 0.4

601.5195 C39H69O4
+ DG 0-36:5 4.94×10-2 0.6

M1-polymer

551.504 C35H67O4
+ MG 32:2 1.42×10-2 0.9

575.5038 C37H67O4
+ MG 34:4 6.53×10-2 0.8

577.5193 C37H69O4
+ MG 34:3 4.53×10-2 0.7

601.5195 C39H69O4
+ DG 0-36:5 5.35×10-2 0.8

M2-polymer

551.504 C35H67O4
+ MG 32:2 7.50×10-3 0.6

575.5038 C37H67O4
+ MG 34:4 3.83×10-2 0.3

577.5193 C37H69O4
+ MG 34:3 2.93×10-2 0.1

601.5195 C39H69O4
+ DG 0-36:5 3.75×10-2 0.3



Table A6.6. Show unique lipids signature for each phenotype; 8 unique for PDMS,
16 unique for M1-polymer and 4 unique for M2-polymer.

Mass m/z Formula [M-H]- Name

PDMS

467.2567 C25H41O6P- LPA O-22:6

476.2784 C23H44NO7P- LPA 15:2

655.4709 C37H69O7P- LPA 34:3

679.4712 C39H69O7P- PA O-36:5

681.4867 C39H71O7P- PA O-36:4

719.4662 C41H69O8P- PA 38:6

738.5083 C41H74NO8P- PE 36:4

745.4819 C43H71O8P- PA 40:7

M2-polymer

795.5743 C45H85NO8P- LPI O-33:0

795.6271 C47H89O7P- PA O-44:3

836.5446 C46H80NO10P- PS O-40:6;O

859.534 C45H81O13P- PI O-36:4;O

M1-polymer

421.2728 C21H43O6P- LPA O-18:1

475.3195 C25H49O6P- LPA O-22:2

537.32 C26H51O9P- LPG 20:1

571.2891 C25H49O12P- LPI 16:0

577.2787 C27H47O11P- LPI O-18:4

585.3048 C26H51O12P- PG 21:0;O

670.5186 C38H74NO6P- LPC O-30:3

729.5445 C41H79O8P- PA 38:1

730.5395 C40H78NO8P- PE 35:1

736.5294 C42H76NO7P- LPC 34:5

747.5172 C40H77O10P- PG 34:1

758.4981 C40H74NO10P- PS 34:2
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773.533 C42H79O10P- PG 36:2

791.5433 C42H81O11P- LPI O-33:2

793.559 C42H83O11P- LPI O-33:1

833.5917 C45H87O11P- PG 39:1;O

837.5489 C43H83O13P- PI 34:0

839.5643 C43H85O13P- LPI 34:0;O

868.608 C48H88NO10P- PS 42:3



Table A6.7. Targeted phospholipid analysis in 3D OrbiSIMS spectra.

Mass m/z Assignment

[M-H]-

Phospholipids Area1 Area 2 Area 3 Area4

Mass
error
p.p.m

Norm.

intensity

Mass
error
p.p.m

Norm.

intensity

Mass
error
p.p.m

Norm.

intensity

Mass
error
p.p.m

Norm.

intensity

PDMS

673.4821 C37H71O8P PA 34:1 0.3 1.54×10-4 -0.1 5.52×10-5 0.8 5.66×10-05 1.0 5.79×10-05

747.498 C43H73O8P PA 40:6 0.7 4.57×10-4 0.3 7.92×10-5 1.2 9.79×10-05 0.8 1.10×10-04

751.5291 C43H77O8P PA 40:4 0.3 2.57×10-4 0 4.07×10-5 0.9 5.80×10-05 0.7 7.03×10-05

786.5294 C42H78NO10P PS 36:2 0.4 5.42×10-4 -0.2 1.18×10-4 0.9 1.40×10-04 0.8 1.65×10-04

788.5451 C42H80NO10P PS 36:1 0.5 6.03×10-4 -0.1 1.37×10-4 1.3 1.55×10-04 1.0 1.69×10-04

838.5609 C46H82NO10P PS 40:4 0.6 3.10×10-4 0.2 5.82×10-5 1.2 7.27×10-05 1.0 8.50×10-05

764.5244 C43H76NO8P PE 38:5 0.4 2.47×10-4 0 4.27×10-5 1.1 5.37×10-05 0.8 5.98×10-05

766.5401 C43H78NO8P PE 38:4 0.4 8.32×10-4 0.1 1.81×10-4 1.1 2.31×10-04 0.7 2.49×10-04

790.5402 C45H78NO8P PE 40:6 0.4 4.20×10-4 0 7.67×10-5 0.9 8.64×10-05 0.7 9.93×10-05

857.5196 C45H79O13P PI 36:4 0.5 0.87×10-4 0.2 1.79×10-4 1.2 2.28×10-04 1.0 2.66×10-04

861.5511 C45H83O13P PI 36:2 0.5 1.10×10-3 0.3 2.11×10-4 1.3 2.37×10-04 1.0 2.87×10-04

885.5508 C47H83O13P PI 38:4 0.3 8.80×10-3 0.2 1.54×10-3 1.1 1.89×10-03 0.9 2.04×10-03
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M1-polymer

673.4821 C37H71O8P PA 34:1 0.7 8.89×10-05 0.3 2.82×10-05 0.7 5.38×10-05 0.6 5.68×10-05

747.498 C43H73O8P PA 40:6 0.9 9.41×10-05 0.9 3.33×10-05 1.0 5.92×10-05 1.1 6.99×10-05

751.5291 C43H77O8P PA 40:4 0.7 1.23×10-04 0.6 4.20×10-05 0.6 6.79×10-05 0.8 7.18×10-05

786.5294 C42H78NO10P PS 36:2 0.7 3.88×10-04 0.6 1.68×10-04 0.9 2.59×10-04 0.8 2.88×10-04

788.5451 C42H80NO10P PS 36:1 0.7 4.45×10-04 0.8 1.87×10-04 1.0 2.91×10-04 0.9 3.26×10-04

838.5609 C46H82NO10P PS 40:4 1.0 1.55×10-04 1.0 6.06×10-05 1.1 9.17×10-05 1.1 1.05×10-04

764.5244 C43H76NO8P PE 38:5 0.6 1.64×10-04 0.7 7.38×10-05 0.9 1.26×10-04 0.8 1.47×10-04

766.5401 C43H78NO8P PE 38:4 0.6 4.80×10-04 0.6 2.41×10-04 0.9 3.54×10-04 0.8 4.04×10-04

790.5402 C45H78NO8P PE 40:6 0.5 1.64×10-04 0.7 7.06×10-05 0.7 1.07×10-04 0.7 1.22×10-04

857.5196 C45H79O13P PI 36:4 0.8 5.39×10-04 0.7 2.49×10-04 1.0 3.66×10-04 1.1 4.02×10-04

861.5511 C45H83O13P PI 36:2 0.8 7.32×10-04 0.9 3.43×10-04 1.0 5.06×10-04 1.0 5.52×10-04

885.5508 C47H83O13P PI 38:4 0.5 4.77×10-03 0.6 2.11×10-03 0.7 3.18×10-03 0.7 3.42×10-03

M2-polymer

673.4821 C37H71O8P PA 34:1 0.2 5.44×10-05 0.2 8.07×10-05 0 8.54×10-05 0.3 9.54×10-05

747.498 C43H73O8P PA 40:6 0.4 9.36×10-05 0.6 1.54×10-04 0.3 1.70×10-04 0.6 2.70×10-04

751.5291 C43H77O8P PA 40:4 0.1 1.04×10-04 0.2 1.72×10-04 0 1.77×10-04 0.2 2.22×10-04
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786.5294 C42H78NO10P PS 36:2 0.1 1.36×10-04 0.3 2.39×10-04 0.2 2.32×10-04 0.3 3.36×10-04

788.5451 C42H80NO10P PS 36:1 0.3 7.07×10-05 0.5 1.26×10-04 0.3 1.11×10-04 0.4 1.65×10-04

838.5609 C46H82NO10P PS 40:4 0.3 1.42×10-04 0.4 2.05×10-04 0.4 2.08×10-04 0.5 2.61×10-04

764.5244 C43H76NO8P PE 38:5 0.2 2.29×10-05 0.1 4.06×10-05 0 4.36×10-05 0.2 7.48×10-05

766.5401 C43H78NO8P PE 38:4 0.3 2.31×10-04 0.3 3.72×10-04 0.1 3.65×10-04 0.3 5.03×10-04

790.5402 C45H78NO8P PE 40:6 0.3 9.42×10-05 0.3 1.62×10-04 0.1 1.65×10-04 0.3 2.10×10-04

857.5196 C45H79O13P PI 36:4 0.3 1.33×10-04 0.3 2.31×10-04 0.1 2.52×10-04 0.4 4.50×10-04

861.5511 C45H83O13P PI 36:2 0.4 1.80×10-04 0.4 3.33×10-04 0.2 3.45×10-04 0.5 4.93×10-04

885.5508 C47H83O13P PI 38:4 0.4 1.76×10-03 0.3 2.97×10-03 0.1 3.04×10-03 0.3 4.78×10-03



Table A6.8. Characteristic molecular ion and fragments of amino acid in 3D
OrbiSIMS spectra (positive polarity)

Mass m/z Assignment Amino acids
80.0498 C5H6N+ Leucine
86.0967 C5H12N+ Isoleucine
81.045 C4H5N2

+ Histidine
82.0528 C4H6N2

+ Histidine
93.0449 C5H5N2

+ Histidine
94.0527 C5H6N2

+ Histidine
95.0605 C5H7N2

+ Histidine
110.0713 C5H8N3

+ Histidine
156.0768 C6H10N3O2

+ Histidine
100.087 C4H10N3

+ Arginine
112.0869 C5H10N3

+ Arginine
114.1026 C5H12N3

+ Arginine
120.0444 C7H6NO+ Tryptophan
130.0652 C9H8N+ Tryptophan
131.073 C9H9N+ Tryptophan
132.0808 C9H10N+ Tryptophan
143.073 C10H9N+ Tryptophan
157.0761 C10H9N2

+ Tryptophan
158.0839 C10H10N2

+ Tryptophan
159.0917 C10H11N2

+ Tryptophan
84.0447 C4H6NO+ Glutamic acid
84.0811 C5H10N+ Lysine
86.0603 C4H8NO+ Hydroxyproline
87.0555 C3H7N2O+ Asparagine
120.0808 C8H10N+ Phenylalanine
166.0863 C9H12NO2

+ Phenylalanine
101.071 C4H9N2O+ Glutamine
130.0499 C5H8NO3

+ Glutamine
136.0758 C8H10NO+ Tyrosine
104.053 C4H10NS+ Methionine
116.0706 C5H10NO2

+ Proline
82.0654 C5H8N+ Multiple amino acids
83.0607 C4H7N2

+ Multiple amino acids
88.0396 C3H6NO2

+ Multiple amino acids
96.0809 C6H10N+ Multiple amino acids
98.0966 C6H12N+ Multiple amino acids
100.0394 C4H6NO2

+ Multiple amino acids
102.055 C4H8NO2

+ Multiple amino acids
107.0492 C7H7O+ Multiple amino acids
114.055 C5H8NO2

+ Multiple amino acids
117.0573 C8H7N+ Multiple amino acids
118.0651 C8H8N+ Multiple amino acids
119.0492 C8H7O+ Multiple amino acids
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128.0706 C6H10NO2
+ Multiple amino acids

121.0648 C8H9O+ Multiple amino acids
77.0389 C6H5

+ Generic fragment
80.0624 C6H8

+ Generic fragment
89.0388 C7H5

+ Generic fragment
91.0545 C7H7

+ Generic fragment
102.0465 C8H6

+ Generic fragment
103.0543 C8H7

+ Generic fragment
105.0699 C8H9

+ Generic fragment



Table A6.9. Peak exported from SurfaceLab positive mode from each tissue sample, consisting of ions detected in the spectrum and assigned as
RG sequences of lysozyme [M-H]+ C8H16N5O2+, m/z 124.1298

.

Sample Area1 Area 2 Area 3 Area4

Mass error
p.p.m

Norm.

intensity

Mass error
p.p.m

Norm.

intensity

Mass error
p.p.m

Norm.

intensity

Mass error
p.p.m

Norm.

intensity

PDMS 0.4 2.51×10-05 0.6 4.09×10-06 -0.1 2.30×10-06 0.2 2.67×10-05

M1-polymer 0.2 1.42×10-06 0.3 5.59×10-05 8.7 0 -6 0

M2-polymer 0.2 1.03×10-04 -0.3 8.89×10-05 -0.1 1.03×10-04 0.2 1.43×10-04
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Table A6.10. Other small molecules in each sample and search by human metabolome data base

Mass m/z Assignment

[M-H]-

Metabolites Area1 Area 2 Area 3 Area4

Mass
error
p.p.m

Norm.

intensity

Mass
error
p.p.m

Norm.

intensity

Mass
error
p.p.m

Norm.

intensity

Mass
error
p.p.m

Norm.

intensity

PDMS

80.0497 C5H6N+ Pyridine 4.1 9.77×10-05 4.1 1.46×10-05 3.9 2.67×10-05 3.7 9.44×10-05

81.0449 C4H5N2
+ Pyrimidine 3.9 1.20×10-04 4.2 2.19×10-05 3.9 5.30×10-05 3.6 1.22×10-05

112.0869 C5H10N3
+ Histamine -0.1 5.95×10-04 -0.2 1.90×10-04 -0.2 1.96×10-04 -0.4 5.76×10-04

121.051 C5H5N4
+ Purine 0.2 4.49×10-05 0.4 5.31×10-06 0.0 2.26×10-05 -0.1 6.79×10-05

M1-polymer

80.0497 C5H6N+ Pyridine 4.5 5.89×10-05 4.5 2.57×10-05 4.0 5.71×10-05 3.5 1.08×10-05

81.0449 C4H5N2
+ Pyrimidine 4.0 5.87×10-05 3.7 6.67×10-05 4.1 5.03×10-05 3.9 1.27×10-05

112.0869 C5H10N3
+ Histamine 0.0 1.70×10-04 -0.1 7.32×10-05 4.2 6.78×10-05 4.0 3.03×10-05

121.051 C5H5N4
+ Purine -0.1 2.13×10-06 0.2 3.34×10-06 - 0 - 0

M2-polymer

80.0497 C5H6N+ Pyridine 3.4 1.75×10-04 3.2 9.20×10-05 0 1.80×10-04 0.3 2.61×10-04
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81.0449 C4H5N2
+ Pyrimidine 3.1 2.39×10-05 3.2 1.35×10-04 3.3 3.36×10-04 3.3 3.67×10-04

112.0869 C5H10N3
+ Histamine -0.9 1.54×10-03 -0.9 1.14×10-03 -0.7 1.79×10-03 -0.8 2.07×10-03

121.051 C5H5N4
+ Purine -0.5 6.25×10-05 -0.6 7.19×10-05 -0.4 1.67×10-04 -0.4 1.09×10-04


