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Abstract

In this thesis we explore methods for controlling and protecting quantum pro-
cesses in a QED system. We begin with an explanation of how topology can arise
in physics before deriving the quantum optical master equation of identical two-
level atoms coupled to a one-dimensional nanofiber waveguide. We analyze the
topological and dynamical properties of a system formed by placing the atoms
in two chains, whose interactions with the guided modes of the nanofiber induce
all-to-all excitation hopping. We find that, in the single excitation limit, the bulk
topological properties of the Hamiltonian that describes the coherent dynamics
of the system are identical to the ones of a one-dimensional Su-Schrieffer-Heeger
(SSH) model. We confirm this in the short-range interacting limit by showing
the bulk-boundary correspondence - the emergence of robust edge states in the
topologically non-trivial phase of the model. Upon extending the range of inter-
actions however, we find weakening of this bulk-boundary correspondence. This
is illustrated by the variation of the localization length and mass gap of the edge
states encountered as we vary the lattice constant and offset between the chains.
Most interestingly, we analytically identify parameter regimes where edge states
arise which are fully localized to the boundaries of the chain, independently of the
system size. These edge states are shown to be not only robust against positional
disorder of the atoms in the chain, but also subradiant, i.e., dynamically stable
even in the presence of inevitable dissipation processes. Furthermore we show
how the population of an edge excitation can be transported from one end of the
chain to the other and how one can engineer different dynamical properties of the
edge excitations, such as superradiant decay.

We next examine the guided emission properties of the atoms coupled to the
nanofiber waveguide via weak laser-driving. We first investigate the effects of
varying the spacing between atoms in the same and different chains and find
that the fiber coupling efficiency, as well as the flux of the guided emission are
maximised when neighbouring atoms are separated by a multiple of the wave-
length of the light in the nanofiber, satisfying the modified Bragg condition.
These two observables increase with the system size before saturating for large
enough atom numbers. Moreover, we find that placing the two chains on opposite
sides of the nanofiber allows us to enhance both the FCE and the guided photon
flux even further. Moreover, these observables are optimized further by choosing
an appropriate value of the detuning between the laser and atomic frequency.
Next we study the correlation properties of the photon emission into the guided
modes. For a system of two atoms driven by a resonant laser on the same side
or opposite sides of the fiber, we find that by varying the distance between the
atoms the same-time photon correlation functions can exhibit photon bunching or
anti-bunching. Furthermore, the time-separated correlation functions of photons
emitted by atoms above the nanofiber may exhibit persistent quantum beat be-
haviour for fixed atomic separation between the atoms. No such beats are found
when the atoms are on opposite sides of the fiber. The overall size of the photon
bunching and anti-bunching effects exhibited by same-time correlations are found
to reduce with increased system size, suggesting that large system sizes may only
exhibit coherent photon emission.
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Chapter 1

Introduction

Quantum mechanical processes can be, almost by definition, difficult to con-
trol. Even when closed off from the outside world, the non-deterministic nature
of quantum mechanics means that we cannot predict with certainty what the
outcome of a process will be. What’s more, once we open that system to the
influence of its environment it is very difficult to retain the ‘quantum nature’ of
these processes long enough to make practical use of them. Interactions with the
surrounding environment can cause a quantum system to lose the coherence that
made it a quantum system in the first place. This is known as decoherence [1].
Difficulties in controlling quantum processes and prolonging decoherence make
it extremely challenging to design and construct quantum technologies on any
sort of commercial scale. At the time of writing, IBM’s quantum processor “Os-
prey” currently boasts the most qubits at 433 yet the processor must be kept at
ultra-low temperatures and isolated from the outside environment, not something
achievable in an everyday setting. The numerous fields that pose possible solu-
tions or at least improvements to controlling quantum processes are sure to play
a part in the advancements of quantum technologies. One such field is quantum
electrodynamics.

1.1 Quantum Electrodynamics

The field of quantum electrodynamics (QED) has come a long way since Dirac
explained how emission and absorption properties of a single atom interacting
with an electromagnetic field may be solved with quantum mechanics [2]. With
such fundamental processes explained, the building blocks were provided for close
to a century of exploration into systems of ever-growing complexity within the
QED field.

In the 1940s Purcell showed that the environment of a two-level emitter could
significantly reduce the relaxation time of said two-level system [3]. This became
the next major step in the complexity-building of QED systems. Now scientists
knew that the introduction of different media (i.e. not just electromagnetic field
in free space) could change the fundamental properties of, in this case, a two-level
atom. This gave some degree of control over a quantum process and it inspired
research into how other forms of media could alter atomic properties like dielectric
surfaces, cylindrical nanofibers and nuclear-magnetic media [4–7].

In the 1950s Dicke showed that instead of introducing different media into

1
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the environment of emitters, one could alter the emission properties collectively
i.e. by introducing more emitters. It was shown that the radiation properties
of molecules in a gas could be enhanced due to their collective interactions [8].
The ‘strong’ radiation of the gas due to coherence was coined superradiance and
could not be explained simply by the sum of the individual emitter properties.
Although only hinted at by Dicke, there also existed a prescription for collective
suppression of emitter radiation now referred to as subradiance. Superradiance
and subradiance add another degree of control to systems in QED which has been
widely expanded on in the last half-century [9–13].

The separate research paths of single emitters with different media and col-
lective emitters inevitably merged. A seminal example of this came in 2005 when
Le Kien et al. investigated the coupling of two distant atoms via interactions
mediated by a nanofiber waveguide [14]. This waveguide QED approach has
resulted in new levels of control over quantum emitter processes from suppres-
sion and enhancement of emission of radiation into the waveguide [15–23] to the
control of the directionality of the radiation emitted into the waveguide [23–29]
and provide promise in the context of designing quantum networks and quantum
gates [30–32]. Recently these waveguide QED systems have also been shown to
exhibit correlated photon emission. Calculation of the second order coherence
function has revealed the facilitation of photon bunching [33, 34] where the emis-
sion is expected in short pulses, photon anti-bunching [29, 35] where the emission
is expected to be well separated in time, and the emergence of quantum beats
[19, 36, 37] which causes the correlation functions to oscillate.

1.2 Topological Protection

In the early 1980’s, unbeknownst to Tsui and Gossard [38], and Klitzing, Dorda
and Pepper [39] they had just found the first experimental observation of topol-
ogy in physics. The unmistakable quantised Hall conductance plateaus of the
integer quantum Hall effect (IQHE), where the system exhibits an insulated bulk
but allows for a charge current on the boundary, were first explained by Laughlin
[40] and Thouless et al. [41]. The latter showed that the integer quantisation was
an invariant, often called the TKNN invariant, which could not change unless
the energy band gaps of the model close. It was not until the seminal work of
Berry [42] that the true topological nature of the TKNN invariant was realised in
that it is equivalent to the geometric phase of the system. Berry showed that if a
state depends on some collection of parameters, and during adiabatic evolution
of that state the parameters evolve and return to their original values (creating a
closed loop in parameter space), that state may obtain a measurable phase which
is quantised to an integer multiple of 2π. This integer was precisely that of the
TKNN invariant. The geometry of the parameter space on which the closed loop
formed dictated the existence of this phase. Thus it was shown that the intrinsic
geometry of a system’s parameter space can have observable physical effects on
the system itself. As a result of the impact of Berry’s research this geometric
phase is often referred to as the Berry phase and it has been observed in a num-
ber of settings [43–45]. In a reversed situation, Kane and Mele predicted the
existence of the quantum spin Hall effect (QSHE) [46], where the system exhibits
an insulating bulk but allows for a spin current on the boundary, after adapting
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work previously done by Haldane [47]. Bernevig and Hughes predicted this phe-
nomenon independently [48] before it was later observed in HgTe quantum wells
[49]. The calculation of the Berry phase (or equivalent topological invariants)
became the tell-tale step in the search for non-trivial topological states of matter.

Topological phases of matter have been researched in a wide range of set-
tings from cold atoms [50–52] and photonics [53–57] to resonators and quantum
dots [58, 59], with experiments continuously finding and verifying the existence
of these topological states [49, 60–63]. One of the main appealing features of
these topological states is their robust nature. As Thouless et al. alluded to,
these topological invariants which classify the topological state of matter cannot
change unless the energy band gaps of the system close. This means that these
gapped topological states have an inherent defence against local noise, pertur-
bation and disorder which does not close the energy gap. Information encoded
using these intrinsically robust states of matter would have a natural tolerance
against environmental disorder and thus have been proposed for use in quantum
computing and information processing [64–67].

Much of the topological matter has been classified by Schnyder and Ryu et
al. into topological insulators and topological superconductors [68, 69]. Given a
system’s dimensionality and the presence or absence of certain symmetries, the
possible topological invariants constituting topological phases of matter can be
determined. Topological insulators are named for their insulating bulk properties
and zero-energy conducting boundary modes often referred to as edge states [70–
73]. The correspondence between the topological invariant of a system’s insulating
bulk and the existence of the zero-energy conducting edge states is known as the
bulk-boundary correspondence [74, 75]. This classification of topological insulators
and superconductors, referred to as the tenfold way classification, is limited to
systems with interactions much shorter than the size of the system. Much work
has been done on the theory of the effects that long-range1 interactions have on
the topological states of matter and the bulk-boundary correspondence which has
included the emergence of massive edge states [76–84], however the topological
nature of systems with interactions which do not decay with distance have not
been studied either theoretically or experimentally.

One of the simplest examples of a topological insulator is that of the Su-
Schrieffer-Heeger (SSH) model, originally used as a model for the transport prop-
erties in a polyacetylene chain [85]. The SSH model is a one-dimensional (1D)
nearest-neighbour staggered-hopping model that we now know belongs to the
BDI symmetry class of the tenfold way classification. 1D systems were thought
not to exhibit non-trivial topology until 1989 when Zak showed how 1D solids
may exhibit a non-zero (although now quantised to integer multiples of π) Berry
phase [86]. Now the SSH model is a benchmark example for those both new and
experienced in the field of topological insulators thanks to the zero-energy majo-
rana edge states exhibited in the topological insulator phase [87, 88]. The SSH
model has even been theoretically [89] and experimentally [90] realised using the
emitter-waveguide QED systems described above and has even been researched
in the context of formulating quantum gates [91].

The topological edge states of the SSH model have been observed in experi-

1‘Long-range’ in the literature can range from next-nearest neighbour interactions in the
context of hopping models, to almost all-to-all interacting systems.
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ment only for very few systems [92, 93]. This is in part due to the difficulty of
neglecting further than nearest-neighbour interactions in real physical systems.
There have been a few research efforts to investigate the extension to long-range
interactions in a toy SSH model approach [81, 82], but very few experimental
efforts [90] or theoretical efforts which take experimental realisation into consid-
eration [94]. Further efforts have focused on the addition of more sites to the
typical two-site unit cell of the SSH model, but this does not explore the effects
of long-range interactions [95, 96].

1.3 Thesis Structure

In this thesis we aim to further develop methods of controlling the processes
occurring in waveguide quantum electrodynamical systems in two main ways; by
investigating the topological properties of the system and by investigating the
degree of control over photons emitted in the system via system engineering.
In Chapter 2 we begin by detailing how topology is found in physics and how
one can calculate the topological invariant of a system. Next we introduce the
mathematical framework used to derive the quantum optical master equation in
general, before showing further derivations specific to a system of atoms coupled
to a cylindrical nanofiber waveguide. Lastly we detail some of the methods used
in simulating the dynamics of such a system.

In Chapter 3 we show in detail how an atom-waveguide QED system can be
used to simulate the one-dimensional SSH model with all-to-all interactions. We
then detail the topological characteristics of this SSH model in the short-range
interaction limit before extending to long-range interactions and investigating
whether any of these characteristics are retained. Next we examine the dynamics
of this long-range SSH model to see if our results persist in time or whether
dissipative effects dominate the dynamics. We finish the chapter by giving our
conclusion from the findings and discussing possible future research avenues from
the chapter results.

In Chapter 4 we explore the emission properties of a similar atom-waveguide
QED system via laser-driving. We specifically focus on how the spacing between
atoms placed in two chains, as well as the offset between these chains affects
the flux of photons emitted into the waveguide as well as the fraction of total
emission which is into the waveguide. Different arrangements and sizes of the
atomic chains are compared before the effects that an off-resonant laser has on
these emission properties is examined. We then investigate the correlations of the
emitted photons in a search for quantum signatures of light. We end this chapter
with our conclusion from this research and a discussion on future research which
could improve the results we have found.

We note that throughout this thesis we have set h̄ = 1.



Chapter 2

Theoretical Background

This chapter provides the mathematical framework used in this thesis for the
analysis of the topological characteristics of matter and the collective emission of
many-body QED systems.

Sec. 2.1 details how the topology of a system’s phase space can have real
implications on the physics we see in said systems. We derive in general the con-
ditions necessary for these topological effects to be present and give an intuitive
explanation as to how these effects arise, finding parallels with electromagnetism.
We then explain how these topological characteristics, if any, can be classified via
the symmetries that are present (or absent) in a system. We go on to explain
the correspondence between this classification and the existence of topological
boundary modes or edge states, known as the bulk-boundary correspondence. Fi-
nally we show the exact method we use to detect the topological characteristics
in our research.

In Sec. 2.2 we outline the derivation of the Lindblad master equation consid-
ered throughout this thesis. We first derive the Redfield equation for a general
quantum system before applying and justifying the approximations typically used
in quantum optical systems. The derivation then becomes less general as we in-
troduce the specifics of the QED system we are looking to research. We specify
the structure of the atoms considered as well as deriving the structure of the
different modes of the electromagnetic field specific to the system at hand. These
specifications along with the usual approximations of quantum optical systems
lead us to refine the Redfield equation into a master equation specific to our re-
search which is in Lindblad form. We illustrate some examples of the collective
nature of the emission from this many-body system in order to highlight the key
properties we will search for later in the thesis.

In Sec. 2.3 we discuss the difficulties faced when trying to solve for the dynam-
ics of a quantum system obeying the Lindblad master equation, either analyti-
cally or numerically. We detail the methods used to overcome these difficulties,
allowing us to efficiently simulate the dynamics of the many-body QED system.
Finally we briefly discuss the limitations of these methods.

2.1 Topology in Physics

In this section we present a detailed derivation of the geometric phase associated
with non-trivial topological phases of matter. We give an intuition as to how

5
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one can think about this geometric phase and explain the important details for
the general classification of the topological nature of system Hamiltonians before
introducing and explaining the winding number method for this classification that
will be used in Chapter 3.

2.1.1 Time-dependent Hamiltonians and Adiabaticity

Here, we will combine analysis of instantaneous eigenstates of time-dependent
Hamiltonians with the adiabatic theorem to show the emergence of the geometric
phase also known as the Berry phase. Our starting point is a Hamiltonian H(R)

parameterised by any number of parameters R =
(
R1, R2, · · · , RN

)
which

span an arbitrary vector space RN . This Hamiltonian satisfies the eigenvalue
equation [97]

H(R) |ψn(R)⟩ = En(R) |ψn(R)⟩ (2.1)

for any set of parameters R. This equation must hold even if the parameters

themselves depend on time R = R(t) =
(
R1(t), R2(t), · · · , RN(t)

)
since any

evolution of the parameters will remain in the parameter space. This leads to the
instantaneous eigenvalue equation

H[R(t)] |ψn[R(t)]⟩ = En[R(t)] |ψn[R(t)]⟩ . (2.2)

Here |ψn[R(t)]⟩ are the instantaneous eigenstates of H[R(t)] with eigenvalues
En[R(t)]. We assume that each |ψn[R(t)]⟩ is single-valued such that no two dif-
ferent points in RN map to the same eigenstate. We note that the instantaneous
eigenstates |ψn[R(t)]⟩ are not solutions to the time-dependent Schrödinger equa-
tion (TDSE), since at each instant in time we will have an entirely new set of
eigenstates along with an entirely new Hamiltonian.

At this point we build an ansatz with the motivation that some superposition
of these instantaneous eigenstates will solve the TDSE. We take our ansatz to be

|Ψ[R(t); t]⟩ =
∑
n

fn[R(t); t] |ψn[R(t)]⟩ (2.3)

where fn[R(t); t] is some system-parameter-dependent function associated with
the nth eigenvector. Note that these functions can in principle have explicit time
dependence even when the Hamiltonian and thus the eigenstates do not. We now
substitute this into the TDSE

i∂t |Ψ[R(t); t]⟩ = H[R(t)] |Ψ[R(t); t]⟩ , (2.4)

where ∂t = ∂
∂t

. Attempting to solve for the functions fm[R(t); t] yields

i∂tfm[R(t); t] =

[
Em[R(t)] − i ⟨ψm[R(t)]| d

dt
|ψm[R(t)]⟩

]
fm[R(t); t]

− i
∑
n̸=m

fm[R(t); t] ⟨ψm[R(t)]| d
dt

|ψn[R(t)]⟩ , (2.5)

for some m in the range of values of n. In this form we see the term in the square
brackets contains only information concerning the mth eigenstate, and the last
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term contains information on the coupling of the mth eigenstate with all of the
other instantaneous eigenstates at time t.

It is at this point we would like to restrict our analysis to systems with approx-
imately adiabatic evolution such that we can neglect the last term of (2.5). The
adiabatic theorem, in short, states that Hamiltonians which vary ‘slowly’ in time
will be subject to adiabatic transformation [98–100]. More precisely, if a Hamil-
tonian H[R(t)] varies for times 0 ≤ t ≤ T then a wavefuntion in the system
initially in an instantaneous eigenstate of H[R(t)], |Ψ[R(0); 0]⟩ = |ψm[R(0)]⟩,
will remain in that instantaneous eigenstate with error∥∥|Ψ[R(t); t]⟩ − |ψm[R(t)]⟩

∥∥∼O(
1

T
), (2.6)

where ∥a∥ =
√
aa∗ is the norm of a. Note that Born and Fock proved this

theorem assuming a non-degenerate system [98], Tosio proved this theorem with
a more general eigenstructure of the system [99].

We can see this more explicitly by differentiating (2.2)

⟨ψm[R(t)]| d
dt

|ψn[R(t)]⟩ =
⟨ψm[R(t)]| d

dt
H[R(t)] |ψn[R(t)]⟩

En[R(t)] − Em[R(t)]
. (2.7)

This implies that the timescale defining how slowly the Hamiltonian is varying is
determined by the separation of each of the energy levels En[R(t)] − Em[R(t)].
It is not enough to simply say that ⟨ψm[R(t)]| d

dt
H[R(t)] |ψn[R(t)]⟩ will be small,

but more formally we require

⟨ψm[R(t)]| d
dt
H[R(t)] |ψn[R(t)]⟩

En[R(t)] − Em[R(t)]
≪ 1. (2.8)

If we use the convention that En[R(t)] > Em[R(t)] (in order not to have to worry
about flipping the inequality) we see the requirement for slow evolution of the
Hamiltonian is

⟨ψm[R(t)]| d
dt
H[R(t)] |ψn[R(t)]⟩ ≪ En[R(t)] − Em[R(t)]. (2.9)

When this adiabatic approximation condition is met we consider the effect of each
⟨ψm[R(t)]| d

dt
|ψn[R(t)]⟩ to be negligible when n ̸= m.

Solving the now simplified version of (2.5) we find

fm[R(t); t] ≈ fm[R(0); 0]e−iθm[R(t)]eiγm[R(t)], (2.10)

where we define

θm[R(t)] =

∫ t

0

Em[R(t′)]dt′ (2.11a)

γm[R(t)] =

∫ t

0

i ⟨ψm[R(t′)]| d
dt′

|ψm[R(t′)]⟩ dt′ (2.11b)

to be the usual dynamical phase and the geometric or Berry phase of the instanta-
neous eigenstate |ψm[R(t)]⟩ respectively. We know that θm[R(t)] is a real number.
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We now show that the same is true for γm[R(t)] as ⟨ψm[R(t)]| d
dt
|ψm[R(t)]⟩ must

be a purely imaginary number for all t. Using the chain rule we show

⟨ψm[R(t)]| d
dt

|ψm[R(t)]⟩ =
d

dt
⟨ψm[R(t)]|ψm[R(t)]⟩−

(
⟨ψm[R(t)]| d

dt
|ψm[R(t)]⟩

)∗
.

Since at any instant in time ⟨ψm[R(t)]|ψm[R(t)]⟩ = 1 this implies

⟨ψm[R(t)]| d
dt

|ψm[R(t)]⟩ +
(
⟨ψm[R(t)]| d

dt
|ψm[R(t)]⟩

)∗
= 0.

For any complex number z, z+ z∗ = 2Re[z] and so ⟨ψm[R(t)]| d
dt
|ψm[R(t)]⟩ must

be purely imaginary. Finally we write our approximate adiabatic solution to the
TDSE as

|Ψ[R(t); t]⟩ ≈ e−iθm[R(t)]eiγm[R(t)] |ψm[R(t)]⟩ , (2.12)

assuming the system began in the mth instantaneous eigenstate i.e. |Ψ[R(0); 0]⟩ =
|ψm[R(0)]⟩.

2.1.2 Physical Nature of Berry’s Phase

We now focus on the main results obtained by Berry in the seminal work [42]
regarding the geometric phase γm[R(t)]. It was this work that motivated the
naming of the Berry phase. We will refer to this phase as the Berry phase from
here on in. The integrand of Eq. (2.11b) can be re-written using the chain rule

⟨ψm[R(t)]| d
dt

|ψm[R(t)]⟩ = ⟨ψm[R(t)]| ∇R |ψm[R(t)]⟩ · dR(t)

dt
. (2.13)

Where ∇R |ψm[R(t)]⟩ is the gradient of each component of |ψm[R(t)]⟩ with re-
spect to the parameter space. We can now write the Berry phase as

γm[R(t)] =

∫ R(t)

R(0)

i ⟨ψm[R(t′)]| ∇R |ψm[R(t′)]⟩ · dR(t′), (2.14)

which can instead be written purely in terms of a path traced in parameter space
χ

γm(χ) =

∫
χ

Am(R) · dR, (2.15)

where
Am(R) = i ⟨ψm(R)| ∇R |ψm(R)⟩ (2.16)

is known as the Berry connection of the mth band. Thus we find that the Berry
phase does not depend on time, but rather on the path traced via adiabatic
evolution in parameter space.

We now want to check if the Berry phase is gauge invariant and thus ob-
servable. Beginning with the Berry connection we let |ψm(R)⟩ → |ψ′

m(R)⟩ =
e−iϵ(R) |ψm(R)⟩, where ϵ(R) is some real function of the parameters of the sys-
tem. We find the Berry connection transforms as

A′
m(R) = Am(R) + ∇R ϵ(R). (2.17)
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So the Berry connection is not gauge invariant, and it transforms just like a vector
potential from Maxwell’s equations of electromagnetism.

With this result now we find that the Berry phase transforms in general as

γ′m(χ) = γm(χ) + ϵ(Rf ) − ϵ(Ri), (2.18)

where Ri(f) is the initial (final) point of the path χ in parameter space. Finally
we conclude that the Berry phase is only gauge invariant, and thus observable, if
Rf = Ri. The path χ must form a closed loop in parameter space for the Berry
phase to be a physical quantity.

In general the Berry phase will be zero for one-dimensional systems since to
obtain a closed path one must always double back on the path itself. An exception
to this case was shown to exist in 1-D solids where their crystalline structures
allow eigenstates of the system to be written as Bloch states [86]. In this case the
crystalline momentum k becomes a good quantum number and a non-trivial path
can be traversed in the first Brilluoin zone (FBZ). Since the FBZ is topologically
equivalent to a torus, and in 1-D solids we have a Hamiltonian parameterised
by k such that H(k) |ψm(k)⟩ = En(k) |ψm(k)⟩, one can obtain a non-zero Berry
phase for the mth energy band as

γm =

∮
FBZ

i ⟨ψm(k)| ∂
∂k

|ψm(k)⟩ dk. (2.19)

The perturbation needed for the Hamiltonian to evolve in time may be introduced
by some external vector potential that depends on time. This will lead to a time
dependence in the ks such that the FBZ may be ‘swept over’. It was J. Zak that
first wrote down the Berry phase in 1-D solids and so it is often also referred to
as the Zak phase in this case.

Now let us try and visualise the Berry phase. Using a 3D parameter space
for illustration sake, we first re-write the Berry phase as a surface integral using
Stokes’ theorem

γm =

∫
S

(∇R ×Am(R)) · n dS. (2.20)

Here ∇R ×Am is the curl of Am. The integrand in (2.20) is known as the Berry
curvature

Bm(R) = ∇R ×Am(R). (2.21)

The Berry curvature is a ‘magnetic field’ in parameter space attributed to the
mth band. With this thinking, the Berry phase is the flux of this magnetic field
normal to the surface enclosed by the adiabatic path χ [see Fig. 2.1] (a)-(c).
Treating an infinite flux-tube as a puncture in the parameter space we see that
the loop χ in Fig. 2.1 (a) cannot be contracted to a trivial point. A similar (but
not necessarily equivalent) example is illustrated further in (d) where the loop in
red is seen as a non-trivial loop on a torus geometry. In Fig. 2.1 (b) we take the
case where the flux-tube remains in the parameter space, however the loop χ no
longer encircles it. In this case the loop is trivial, as is the loop shown in (e),
and can be contracted to a point. The precise distinction between the loops of
Fig. 2.1 (a) and (b) is that their corresponding mappings from this space to say
eigenspace belong to a different homotopy class. A homotopy class constitutes
all mappings from one space to another which can be smoothly deformed into
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Figure 2.1: Visualisation of the Berry Phase and Berry Curvature. (a)-
(c): Three sample loops (red dashed and arrows) in a three-dimensional parameter
space enclosing a surface S (blue shading). In (a) the loop encloses a flux (the
Berry curvature), in (b) the loop does not enclose a flux but a flux exists in the
parameter space and in (c) there is no flux present for the loop to enclose. (d)-(f):
A (similar but not exact) representation of the loops in (a)-(c) respectively on a
torus or sphere geometry. The case of (a) and (d) has a loop which cannot be
smoothly contracted to a point (non-trivial loop) whereas the loop in the case of
(b) and (e), and (c) and (f) can be continuously deformed into a point (trivial
loop).

one another. Different homotopy classes can be distinguished by their winding
numbers, something we will explore in more detail in Sec. 2.1.4. Finally if we
remove the flux from the system entirely as we have done for Fig. 2.1 (c), we find
that there are no non-trivial loops possible in the parameter space [see similar
example in Fig. 2.1 (f)]. This is expected as we will later see the correspondence
between winding numbers of non-trivial loops and the existence of a non-zero
Berry phase.

In the interest of understanding the Berry phase further, we note that the
magnetic flux in parameter space is not generated by the adiabatic evolution of
an eigenstate. Instead we should think of the Berry phase as simply a way of
detecting the existence of the magnetic flux. As an illustrative example, let us
take the Aharanov-Bohm effect [101]. In one setup1 we take a particle in a box
and adiabatically move it around a flux-tube perpendicular to the plane of motion
until it returns to its original position. The wavefunction of the particle gains a
phase

γ =
qΦ

c
, (2.22)

where q is the charge of the particle, c is the speed of light and Φ is the flux in
the tube. The flux in this case already existed in the tube and the Berry phase
was generated as a result of its existence. We have other ways of measuring the

1Note this is not the original idea of Aharanov and Bohm. Their idea was to split a beam
of particles around a localised flux and measuring the difference in phase of these split beams.
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flux due to a real magnetic field, but the Berry phase gives us a way to measure
the magnetic flux in a more abstract parameter space.

2.1.3 Symmetry Classes and the Bulk-Boundary Corre-
spondence

Probably the most important part of the Berry phase analysis is the assumption
of approximate adiabatic evolution. So long as this assumption is valid, the mth

eigenstate of a Hamiltonian will have a Berry phase γm associated with it. This
means that the only way the Berry phase of a given eigenstate can change is
if the adiabatic approximation breaks down. We know that according to Eq.
(2.7) this breakdown happens when the energy gap between eigenstates closes.
If one Hamiltonian can be smoothly deformed into another Hamiltonian without
closing the energy gap between the eigenstates then the same Berry phase must
be attributed to the corresponding eigenstates of the new Hamiltonian. This
elucidates the fact that the Berry phase is a topological invariant that can be
attributed to the eigenstates of classes of Hamiltonians. These Hamiltonians are
classified via the presence or absence of a series of symmetries. It is useful to note
that the following are not symmetries of the model in the sense that they imply
the conservation of some quantity. Despite the use of the word ‘symmetry’ in
the literature, ‘reality conditions’ is probably a more accurate description as they
impose conditions on the entries and structure of the Hamiltonians in a given
class.

Time-reversal symmetry (TRS)

A system with TRS behaves identically whether we run the clock forwards or
backwards. It is defined by an anti-unitary operator T such that

TH(R)T † = H(R′), (2.23)

where T † is the Hermitian conjugate of T [72]. R′ comprises the parameters that
do not change under time-reversal, for example x → x, and the time reversed
version of those that do transform under the time reversal operator, for example
k → −k. The anti-unitary nature of this operator means it must take the form
T = UTK where UT is a unitary operator UTU

†
T = 1 and K is the operator of

complex conjugation KOK† = O∗ where O is an arbitrary operator and we also
note that K† = K.

Depending on the operator UT , we can have either T 2 = ±1. In both cases it
can be shown that for H |ψn(R)⟩ = En |ψn(R)⟩,

H(R′)T |ψn(R)⟩ = TH(R) |ψn(R)⟩ = En(R)T |ψn(R)⟩ . (2.24)

This means that for each eigenstate |ψn(R)⟩ of H(R), there is a state T |ψn(R)⟩ =
|ψn(R′)⟩ with the same energy [see Fig. 2.2(a)]. In order for T |ψn(R)⟩ to also be
an eigenstate of H(R) it must be orthogonal to |ψn(R)⟩. The anti-unitarity of
T implies that for states |α⟩, |β⟩, ⟨α|T †T |β⟩ = ⟨α|β⟩∗ = ⟨β|α⟩, i.e. anti-unitary
operators preserve the complex conjugate of the inner product. With this we find

⟨ψn(R)|T |ψn(R)⟩ = ⟨ψn(R)| (T †)2 T |ψn(R)⟩ . (2.25)
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Figure 2.2: Symmetries of Hamiltonians. Illustration of effects of (a) TRS,
(b) PHS and (c) chiral symmetry on fabricated one-dimensional, two-band, energy
spectra that depend on wavevector k. (a) shows Kramer’s degeneracy E(k) =
E(−k), in (b) we have E(k) = −E(−k) and in (c) E(k) = −E(k). We can work
out from the sketches that if we have any two symmetries present, the third must
also be present.

If T 2 = 1, there is no guarantee that the above states will be orthogonal and
more work may be needed in order to ensure this. However if T 2 = −1, the
above states are guaranteed to be orthogonal and the energy eigenstates will be
at least doubly degenerate, this is known as Kramer’s degeneracy [72]. It is worth
noting that T 2 = 1 for integer-spin particles and T 2 = −1 for half-integer-spin
particles.

Particle-Hole Symmetry (PHS)

A system with PHS, also known as charge-conjugation symmetry, behaves iden-
tically (up to a minus sign) under the replacement of particles with their corre-
sponding holes - oppositely charged quasi-particles at positions where the particle
were. PHS, like TRS, is defined by an anti-unitary operator C = UCK with UC
unitary. A Hamiltonian with PHS transforms as

CH(R)C† = −H(R′). (2.26)

Similar to the case of TRS, R′ comprises the parameters left unchanged by
the particle-hole operation and those that do transform under particle-hole in-
terchange for example k → −k. There are also two options for the square
of the PHS operator C2 = ±1. Once again noting the eigenvalue equation
H |ψn(R)⟩ = En |ψn(R)⟩ we find

H(R′)C |ψn(R)⟩ = −CH(R) |ψn(R)⟩ = −En(R)C |ψn(R)⟩ . (2.27)

So for every eigenstate |ψn(R)⟩ of H(R), there is an eigenstate C |ψn(R)⟩ =
|ψn(R′)⟩ with the same but negative energy [see Fig. 2.2(b)]. This implies
the eigenenergies of a Hamiltonian with PHS will be symmetric with respect
to the axes of parameters that remain unchanged, and will be central-symmetric
through the origin for the parameters that are reversed (i.e. pick up a minus
sign). The difference between C2 = ±1 is not as illustrative as that in the
TRS case. C2 = 1 corresponds to a triplet pairing Bogoliubov-de Gennes (BdG)
Hamiltonian whereas C2 = −1 corresponds to a singlet pairing BdG Hamiltonian
[68].
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Figure 2.3: Tenfold Way Classification. The labels of the ten ‘symmetry
classes’ are in the first column. The presence (±1) or absence (0) of each symme-
try is what separates the Hamiltonians into these classes, with the ±1 correspond-
ing to whether the operator of the given symmetry squares to ±1 respectively.
The symmetry class and dimension then dictate whether the boundary modes are
protected by a Z-type or a Z2-type topological insulator/superconductor. A zero
in the latter columns indicates no topological protection of the boundary modes.
This table was re-created from [69].

Chiral symmetry

Chiral symmetry, also known as sublattice symmetry, is the product of TRS and
PHS, S = TC. It is possible for a Hamiltonian that does not exhibit TRS or
PHS to instead be invariant (up to a minus sign) under the action of reversing
time and swapping particles with their corresponding holes. The chiral symmetry
operator S is unitary and transforms the Hamiltonian as

SH(R)S† = −H(R). (2.28)

We can see that for every eigenstate |ψn(R)⟩ of H(R), there is an eigenstate
S |ψn(R)⟩ with the same but negative energy [see Fig. 2.2(c)]. The unitarity of S
implies that S2 = 1 only. The name sublattice symmetry is in relation to systems
with a sublattice structure. For these systems, changing the sign of the eigenstate
components on one of the sublattices does not affect the overall system.

This symmetry classification was first done in the context of random matrix
theory [102, 103] and is often referred to as the tenfold way classification due to the
ten allowed combinations of the TRS, PHS and chiral symmetry, see Fig. 2.3. The
classification table was extended to the context of topology, specifically fermionic
topological insulators and superconductors, by Schnyder et. al. [68, 69]. Here
the problem was posed as one of Anderson localisation [104], the phenomenon of
delocalised eigenstates becoming increasingly localised with increasing disorder.
With the knowledge that topological insulators/superconductors in d-dimensions
have robust2 (d − 1)-dimensional delocalised boundary modes, the problem be-
comes one of finding out if the (d − 1)-dimensional system can evade Anderson

2Robust here means against the addition of any sort of local disorder.
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localisation or not. It turns out that in order to evade Anderson localisation,
one must be able to add a term to the action of the model which is free from
any system parameters. These terms can either be of Z2 or Z form, or sim-
ply not exist at all for a given symmetry class and dimension. The resulting
Z2 or Z term from the (d − 1)-dimensional boundary problem, if it exists, thus
characterises the possible non-trivial topology of a d-dimensional topological in-
sulator/superconductor. Further methods for calculating the same classification
table were found by Kitaev [105] and Qi et. al. [106].

This work of of Schnyder and Ryu et al. used the assumed existence of robust
boundary modes in order to calculate the nature of the topological invariant of
the system. In practice this method is usually reversed. If we first calculate a
non-zero topological invariant of the d-dimensional bulk of a fermionic material,
then we expect the existence of (d− 1)-dimensional boundary modes, also known
as edge states, which have energies that are well separated or gapped from other
energy levels and are robust against any sort of disorder that does not force the
Hamiltonian to another symmetry class. This correspondence between non-trivial
topology of the bulk of a material and the existence of robust, gapped edge states
is known as the bulk-boundary correspondence.

2.1.4 Winding Number and the Berry Phase

The tenfold way classification is valid only for irreducible Hamiltonians, i.e. the
Hamiltonian cannot be decomposed into a direct sum of lower-dimensional Hamil-
tonians. Since we do not always start with a Hamiltonian in an irreducible repre-
sentation, we often need to find this first before classifying the topological nature
of the system. For the scope of this thesis we always deal with Hamiltonians that
can, in the context of topological classification, be reduced to a 2 × 2 diagonal
block structure. We now show that for Hamiltonians with such a block structure
the problem of calculating the Berry phase for each eigenstate can be reduced to
solving for a winding number ν [87]. As we had alluded to in Sec. 2.1.2 [Fig.
2.1], the winding number of a closed, oriented curve in phase space is the net
number of non-trivial loops traced by the curve in a counterclockwise direction.
The general structure of the 2 × 2 reduced Hamiltonian found in our research
looks like

H(R) =

(
n0(R) n∗(R)
n(R) n0(R)

)
, (2.29)

where n0(R) is a real number and n(R) = nx(R) + iny(R) is in general a com-
plex number. As the Berry phase has been shown to be time-independent, here
we suppress the possible time-dependence of the parameters. Solving for the
eigenstates of this system we find

|ψ+(R)⟩ =
1√
2

(
e−i arg[n(R)]

1

)
(2.30a)

|ψ−(R)⟩ =
1√
2

(
−e−i arg[n(R)]

1

)
, (2.30b)
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with corresponding eigenvalues E±(R) = n0(R) ±
∣∣n(R)

∣∣. Using equations
(2.30a) and (2.30b) we can calculate the Berry connection

A±(R) =
1

2
∇R arg[n(R)]. (2.31)

Note we used the fact that ∇R{ei arg[n(R)]} = i ei arg[n(R)] ∇R{arg[n(R)]}. Thus
we can now write down the Berry phases

γ± =
1

2

∮
∇R arg[n(R)] · dR, (2.32)

where the closed integral is used such that γ± may be an observable quantity.
This integral is easily evaluated as the variation of the argument of n(R) around
a closed curve. This variation of arg[n(R)] increases by 2π each time it encircles
the origin in a counterclockwise direction. This variation of arg[n(R)] is thus the
winding number of the closed path traced by the complex number n(R) times 2π

γ± =
1

2
(2πν) = πν. (2.33)

The Berry phase in this case is thus quantized to integer values of π. Furthermore
it is a topological invariant as it depends only on the global properties of the path
traced by n(R), i.e. how may times it winds around the origin, and not the local
properties of the path itself. Since there is a one-to-one correspondence between
the Berry phase and winding number in this case, we only concern ourselves
with calculating the winding number when classifying the underlying topology.
This concludes the mathematical framework needed for investigating topological
phases of matter in this thesis. Next we must derive the equations describing the
QED system that we will apply this framework to.

2.2 Quantum Optical Master Equation

In this section we will derive the master equation for a system of two-level atoms
interacting with a cylindrical nanofiber waveguide. We follow the main steps
described in [107] in order to derive the Redfield equation before deriving ex-
pressions that are unique to the system at hand. Finally the general Lindblad
master equation is found and briefly studied by refining the Redfield equation to
the form that will be used throughout all chapters of this thesis.

2.2.1 The Density Matrix

We begin this derivation with the most general Hamiltonian of a system inter-
acting with a bath as depicted in Fig. 2.4(a). The possibly infinite-dimensional
Hilbert space of such a system can be written as H = HS ⊗HE where HS is the
Hilbert space of the system alone and HE is the Hilbert space of the environment
alone with ⊗ denoting the Kronecker product. With this the total Hamiltonian
can be written as

H = HS ⊗ 1E + 1S ⊗HE + αHSE, (2.34)
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Figure 2.4: System and Environment. (a) Depiction of the spaces attributed
to the system (governed by HS), the environment (governed by HE) and the
interaction between them (governed by αHSE). (b) A more detailed view of a
system comprised of a collection of 2-level atoms each with transition energy ω0.

where HS (HE) is the Hamiltonian of the system (environment) alone acting on
the Hilbert space HS (HE) and 1S (1E) is the identity operator acting on HS (HE).
Finally HSE acts on the full Hilbert space H = HS⊗HE and encodes the interac-
tion between the system and environment with α being a dimensionless quantity
describing the strength of the interactions.

The Schrödinger equation for the evolution of an arbitrary state |ψ(t)⟩ of the
full system yields the solution

|ψ(t)⟩ = U(t− t0) |ψ(t0)⟩ , (2.35)

where U(t − t0) = e
−i

∫ t
t0
dt′H(t′)

is the unitary evolution operator for a time-
dependent Hamiltonian. Without loss of generality we will set t0 = 0 and drop
the t0 symbol. Typically one is interested in the dynamics of the subsystem
S which can be difficult to single out in the Hamiltonian formulation. Instead
it is common to use the density operator formulation which allows us to view
the dynamics of S alone, under the influence of the environment. The density
operator, usually denoted by ρ, is defined as

ρ(t) =
∑
i

pi |ψi(t)⟩ ⟨ψi(t)| (2.36)

where {|ψi(t)⟩} is the set of possible quantum states that can be produced at time
t and {pi} is the set of classical probabilities associated with the production of
the quantum state |ψi(t)⟩. We can derive the conditions that the density operator
must obey in order to represent a physical system. Taking the trace of Eq. (2.36)
and using the cyclic properties of the trace we find

tr{ρ(t)} =
∑
i

pi tr{|ψi(t)⟩ ⟨ψi(t)|} =
∑
i

pi ⟨ψi(t)|ψi(t)⟩ =
∑
i

pi = 1, (2.37)

where ⟨ψi(t)|ψi(t)⟩ = 1 if |ψi(t)⟩ is normalised. So tr{ρ(t)} = 1 is the equivalent
of state normalisation in the density matrix language. Next, for an arbitrary

state |ϕ(t)⟩ we find ⟨ϕ(t)| ρ(t) |ϕi(t)⟩ =
∑

i pi
∣∣⟨ϕ(t)|ψ(t)⟩

∣∣2. Interpreting this as
the probability of the system being in the state |ϕ(t)⟩ given that the density
matrix is ρ(t), we require this to be non-negative i.e.

⟨ϕ(t)| ρ(t) |ϕ(t)⟩ ≥ 0. (2.38)

This is the condition of ρ(t) being positive semi-definite and is often denoted by
ρ(t) ≥ 0. It is an equivalent statement to require all eigenvalues of ρ(t) to be
non-negative.
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2.2.2 The Redfield Equation

The dynamics of the density operator is found via the Liouville-von Neumann
equation [108]

ρ̇ = −i[H, ρ] (2.39)

where the dot denotes the time derivative Ȯ = d
dt
O and [A,B] = AB−BA is the

commutator of A and B. We may now write this out as

ρ̇(t) = −i[HS ⊗ 1E + 1S ⊗HE + αHSE, ρ(t)]. (2.40)

It is at this point that we rotate from the Schrödinger picture in which operators
are stationary, to the interaction picture in which the density matrix as well as
the interaction Hamiltonian will depend on time. This is done via the unitary
operator UI(t) = ei(HS⊗1E+1S⊗HE)t such that

ρI(t) = UI(t)ρ(t)U †
I (t). (2.41)

The equivalent of (2.40) for the interaction picture reads

ρ̇I(t) = −iα[HI
SE(t), ρI(t)], (2.42)

where HI
SE(t) = U †

I (t)HSE(t)UI(t). Formally integrating (2.42) we find

ρI(t) = ρI(0) − iα

∫ t

0

[HI
SE(t′), ρI(t

′)]dt′. (2.43)

Inserting (2.43) into (2.42) we get

ρ̇I(t) = −iα[HI
SE(t), ρI(0)] − α2[HI

SE(t),

∫ t

0

[HI
SE(t′), ρI(t

′)] dt′]. (2.44)

This equation is in general hard to solve as it requires the integration of the
density operator over all previous times up to t. To overcome this, first we repeat
this process of integration and substitution such that we find

ρ̇I(t) = −iα[HI
SE(t), ρI(0)] − α2[HI

SE(t),

∫ t

0

[HI
SE(t′), ρI(t)] dt

′] + O(α3). (2.45)

It is at this point we make our first approximation. We assume that the system
and environment coupling is weak such that terms in (2.45) of order O(α3) and
above are negligible. This is known as the Born approximation and leaves us with

ρ̇I(t) = −iα[HI
SE(t), ρI(0)] − α2[HI

SE(t),

∫ t

0

[HI
SE(t′), ρI(t)] dt

′]. (2.46)

We now want to focus on the dynamics of S. The partial trace operation
allows us to ‘trace out’ the environment degrees of freedom and leave us only
with the degrees of freedom of S. For an operator O acting on a composite space
HS ⊗HE, the partial trace of O is defined as

trE{O} =
∑
e

(1S ⊗ ⟨e|)O(1S ⊗ |e⟩) (2.47a)
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trS{O} =
∑
s

(⟨s| ⊗ 1E)O(|s⟩ ⊗ 1E) (2.47b)

over the subspaces HE and HS respectively. Here {|e⟩} span HE and {|s⟩} span
HS. If O can be written as a product of operators acting only on the individual
subspaces O = S ⊗ E then trE{O} = S tr{E} and trS{O} = tr[S]E.

Taking the partial trace over the environment and defining trE{ρI(t)} = ρSI (t)
we get

ρ̇SI (t) = −iα trE{[HI
SE(t), ρI(0)]} − α2 trE{[HI

SE(t),

∫ t

0

[HI
SE(t′), ρI(t)] dt

′]}.

(2.48)
Let us now work with the first term. We assume that at t = 0 the full system is
in a separable state ρI(0) = ρSI (0) ⊗ ρEI (0), that is, we assume at t = 0 that the
system and environment have not begun to interact. Next we assume that the
environment is initially in a thermal state ρEI (0) = e−HEkBT/tr{e−HEkBT} with
T being the temperature and kB is the Boltzmann constant. Without loss of
generality we can write [109]

HI
SE(t) =

∑
β

Sβ(t) ⊗ Eβ(t), (2.49)

where Sβ are operators acting on the Hilbert space of S and Eβ are operators
acting on the Hilbert space of the environment. This allows us to write the first
term of (2.48) as

trE{[HI
SE(t), ρI(0)]} =

∑
β

(
Sβ(t)ρSI (0) trE

{
Eβ(t) ρEI (0)

}
−ρSI (0)Sβ(t) trE

{
ρEI (0)Eβ(t)

})
. (2.50)

If trE
{
Eβ(t) ρEI (0)

}
= trE

{
ρEI (0)Eβ(t)

}
= ⟨Eβ(t)⟩ is not zero already, one can

always add and subtract the term α
∑

i ⟨Eβ(t)⟩Sβ from H resulting in an energy
shift of HS which does not change the system dynamics, and we find

trE{[HI
SE(t) − α

∑
β

⟨Eβ(t)⟩Sβ, ρI(0)]} =
∑
β

[
Sβ(t)ρSI (0)

(
⟨Eβ(t)⟩ − ⟨Eβ(t)⟩

)
−ρSI (0)Sβ(t)

(
⟨Eβ(t)⟩ − ⟨Eβ(t)⟩

)]
.

(2.51)

As a result we can always neglect the first term of Eq. (2.48).
We now take the weak-coupling approximation one step further. With the

assumption that α is small, we can assume that the correlation time scales and
relaxation times of the environment are much shorter than that of the typical
observable timescale. We thus assume we may always represent the environment
as a thermal state decoupled from S such that ρI(t) = ρSI (t) ⊗ ρEI (0). Under this
strong assumption we now have an equation of the form

ρ̇SI (t) = −α2

∫ t

0

dt′trE{[HI
SE(t), [HI

SE(t′), ρSI (t) ⊗ ρEI (0)] ]}, (2.52)

where the integral has been taken outside the trace. Next we note that the kernel
of integration decays very quickly with time. That is to say the correlations
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between system and environment are so short in time the environment is often
said to be ‘memory-less’, so that the dynamics of the system only depend on the
current time and not on previous times. This allows us to extend integrals over
time to infinity without significantly impacting the calculations. This is known
as the Markov approximation. Changing the integration variable to τ = t − t′

and extending the upper limit of τ to infinity we arrive at the well-known Redfield
equation [109]

ρ̇SI (t) = −α2

∫ ∞

0

dτ trE{[HI
SE(t), [HI

SE(t− τ), ρSI (t) ⊗ ρEI (0)] ]}. (2.53)

The dynamics one obtains from the Redfield equation does not ensure the posi-
tivity of the density matrix [Eq. (2.38)] for all times. As a result there is need
for further approximation of the Redfield equation which will be detailed in Sec.
2.2.5.

2.2.3 Atom-Electric Field Interactions in the Dipole Ap-
proximation

We will now derive the interaction Hamiltonian in Eq. (2.53) of interest to us
using the prescription set out in [110]. We are interested in studying the inter-
actions between an ensemble of identical 2-level atoms, see Fig. 2.4(b), and an
external electric field. We begin by examining a single atom with a nucleus at
position r and an orbiting electron of mass me and charge e at position re relative
to the nucleus. Assuming the electron is bound by a potential V (re), we initially
let its Hamiltonian take the form

H0 =
p2

2me

+ V (re), (2.54)

where p = −i∇r is the momentum operator. The wavefunction of the electron
ψ(R, t), where R = r + re is the position of the electron with respect to the
origin, evolves according to the Schrödinger equation

H0ψ(R, t) = i
∂

∂t
ψ(R, t). (2.55)

This equation is invariant with respect to global gauge transformations i.e

ψ(R, t) → ψ(R, t)eiξ, (2.56)

where ξ is a constant phase, however it is not invariant with respect to gauge
transformations

ψ(R, t) → ψ(R, t)eiξ(R,t), (2.57)

where the phase ξ(R, t) is local in space and time. The requirement of local
gauge invariance of the Schrödinger equation gives rise to the following necessary
modifications of the Hamiltonian (2.54)

p → p + eA(R, t), (2.58a)

H0 → H0 − eϕ(R, t), (2.58b)
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where A(R, t) and ϕ(R, t) are the vector and scalar potentials respectively. Un-
der local gauge transformations we find that these potentials must transform as
A(R, t) → A(R, t)+∇rξ(r, t) and ϕ(r, t) → ϕ(r, t)−∂tξ(r, t) where ∇rξ(r, t) is
the gradient of ξ(r, t). The potentials themselves are not gauge invariant quan-
tities but are directly related to the gauge invariant electric and magnetic fields
via

E(R, t) = −∇rϕ(R, t) − ∂tA(R, t), (2.59a)

B(R, t) = ∇r ×A(R, t), (2.59b)

respectively. The Hamiltonian of the electron which ensures local gauge invari-
ance is

H =
(p + eA(r, t))2

2me

− eϕ(r, t) + V (r). (2.60)

Choosing A(R, t), ϕ(R, t) and ξ(R, t) is known as fixing the gauge of the problem.
One convenient choice is the Coulomb gauge in which we let ϕ(R, t) = 0 and
∇r ·A(R, t) = 0. Maxwell’s equations yield the wave equation

∇2
rA(R, t) − 1

c2
∂2

∂t2
A(R, t) = 0, (2.61)

where c = 1/
√
ϵ0µ0 is the speed of light in a vacuum with ϵ0, µ0 the vacuum

permittivity and permeability respectively. The solution to this equation for a
multi-mode field in a vacuum is the superposition of plane waves

A(R, t) =
∑
k

[
A−

k ϵke
−iωkt + A+

k ϵke
iωkt

]
eik·R. (2.62)

Here A±
k are the amplitudes of the waves with wavevector k, frequency ±ωk where

|k| = ωk

c
, and ϵ is the unit vector specifying the direction of polarisation of the

wave.
Typically re has a magnitude of the order of a few Ångström and λ = 2π

|k| is
of the order of a few hundred nanometers such that k ·re ≪ 1. Taylor expanding
(2.62) around k · re = 0 and neglecting terms above zeroth order in k · re we
arrive at the solution

A(r, t) =
∑
k

[
A−

k ϵke
−iωkt + A+

k ϵke
iωkt

]
eik·r. (2.63)

This approximation is known as the dipole approximation. It assumes that the
nucleus and electron are so close that they experience the same external field.
The next step is to choose our gauge function to be

ξ(r, t) = −eA(r, t) · re. (2.64)

Filling all of this information back in to the locally gauge invariant Schrodinger
equation we arrive at

[H0 − d ·E(r, t)]ψ(R, t) = i
∂

∂t
ψ(R, t), (2.65)

where d = ere is known as the dipole operator of the atom.
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Examining Eq. (2.65) we find that the interaction between an atom and
external electromagnetic field is contained entirely within the d · E(r, t) term.
Taking the atom as the system S and the external field as the environment, this
means that the interaction Hamiltonian of the previous section (in the Schrödinger
picture) is

αHSE = −d ·E(r, t). (2.66)

The derivation above can be easily extended to include an ensemble of M atoms

H =
M∑
i=1

H i
0 −

M∑
i=1

di ·E(ri, t), (2.67)

where H i
0 is the bare atom Hamiltonian for atom i and we have introduced the

operator representations of the dipole transitions and electric field. Using Dirac
notation we can write the dipole operator as di =

∑
jiki

|ji⟩ ⟨ji|di |ki⟩ ⟨ki| where

di = eri and {|ji⟩} and {|ki⟩} are the eigenstates of H i
0. In our 2-level atom

system we have that |ji⟩, |ki⟩ ∈ {|gi⟩ , |ei⟩}, where |gi⟩ and |ei⟩ are the ground
and excited state of atom i respectively, so we may write

di = d eg
i |ei⟩ ⟨gi| + d ge

i |gi⟩ ⟨ei| , (2.68)

where d eg
i = ⟨ei|di |gi⟩ is the transition dipole matrix element associated with

the transition from the ground state to the excited state of the ith atom. The
components d ee

i = d gg
i = 0 due to selection rules [111].

We define now σ+
i = |ei⟩ ⟨gi|, the raising operator associated with the transi-

tion from the ground state to the excited state of the ith atom, and σ−
i = |gi⟩ ⟨ei|

as the lowering operator associated with the transition from the excited state to
the ground state of the ith atom. Since the atoms only have one excited and
ground state we add that σ+

i |ei⟩ = 0 and σ−
i |gi⟩ = 0. Finally we write the dipole

operator as
di = d eg

i σ
+
i + d ge

i σ
−
i . (2.69)

We will use this form of the dipole moment operator along with the quantised
electric field operator which is defined later in Sec. 2.2.5.

2.2.4 EM Field Around a Cylindrical Nanofiber

We will now derive the electromagnetic (EM) field induced by the presence of a
cylindrical nanofiber waveguide of refractive index n1 in free space (n2 = 1). As
depicted in Fig. 2.5 the waveguide is chosen to lie along the z-axis with radius
rf .

In order to derive the electromagnetic field we follow the prescription set out
in [112], using the cylindrical polar coordinate basis. We can write the electric
and magnetic field of frequency ω in a medium of refractive index n as

Eω(r, t) = Ẽ(r, ϕ)ei(ωt−βz), (2.70a)

Bω(r, t) = B̃(r, ϕ)ei(ωt−βz), (2.70b)

respectively where β = nk cos θ is the propagation constant of the mode with
k = |k|. Here θ is the angle between the projection of k onto the z-axis and k
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Figure 2.5: Cylindrical Waveguide. The cylindrical waveguide of radius rf and
uniform refractive index n1 is surrounded by media of uniform refractive index
n2 and oriented along the z-axis.

itself and runs from θ ∈ [0, π]. Maxwell’s equations for a homogeneous dielectric
medium read

∇r ×Eω(r, t) = −µ ∂
∂t

Bω(r, t), (2.71a)

∇r ×Bω(r, t) = ϵ
∂

∂t
Eω(r, t), (2.71b)

where µ and ϵ are the permeability and permittivity of the medium respectively
and are related to the free space values by µ = µ0 and ϵ = ϵ0n

2 with n the
refractive index of the medium. ∇r specifies the curls are taken over the cylindri-
cal polar coordinates3. We know that the electric and magnetic fields must also
satisfy the wave equations4

(∇2
r + n2k2)Eω(r, t) = 0, (2.72a)

(∇2
r + n2k2)Bω(r, t) = 0. (2.72b)

Inputting our electric and magnetic fields into Maxwell’s equations (and drop-
ping the subscript ω) we find

1

r

∂Ez
∂ϕ

+ iβEϕ = −iωµ0Br (2.73a)

−iβEr −
∂Ez
∂r

= −iωµ0Bϕ (2.73b)

1

r

∂

∂r
(rEϕ) − 1

r

∂Er
∂ϕ

= −iωµ0Bz (2.73c)

1

r

∂Bz

∂ϕ
+ iβBϕ = iωϵ0n

2Er (2.73d)

−iβBr −
∂Bz

∂r
= −iωϵ0n2Eϕ (2.73e)

1

r

∂

∂r
(rBϕ) − 1

r

∂Br

∂ϕ
= iωϵ0n

2Ez. (2.73f)

3In cylindrical polar coordinates ∇r × A(r, ϕ, z) =

(
1
r
∂Az

∂ϕ − ∂Aϕ

∂z

)
r +

(
∂Ar

∂z − ∂Az

∂r

)
ϕ +

1
r

(
∂
∂r (rAϕ)− ∂Ar

∂ϕ

)
z.

4In cylindrical polar coordinates ∇2
r = ∂2

∂r2 + 1
r

∂
∂r + 1

r2
∂2

∂ϕ2 + ∂2

∂z2 .
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Combining these equations we show that Er, Eϕ, Br and Bϕ can be expressed
in terms of Ez and Bz alone. As we assume homogeneity along the fiber, the
refractive index must be uniform along the fiber, and may only vary with respect
to the radial component i.e. n = n(r) where we use the bipartite function

n(r) =

{
n1 r ≤ rf
n2 r > rf

. (2.74)

Using the above equations we find

Er =
i

β2 − k2n2(r)

[
β
∂Ez
∂r

+
ωµ0

r

∂Bz

∂ϕ

]
(2.75a)

Eϕ =
i

β2 − k2n2(r)

[
β

r

∂Ez
∂ϕ

− ωµ0
∂Bz

∂r

]
(2.75b)

Br =
i

β2 − k2n2(r)

[
β
∂Bz

∂r
− ωϵ0n

2(r)

r

∂Ez
∂ϕ

]
(2.75c)

Bϕ =
i

β2 − k2n2(r)

[
β

r

∂Bz

∂ϕ
+ ωϵ0n

2(r)
∂Ez
∂r

]
. (2.75d)

Since these equations only depend on Ez and Bz, solving the wave equations
reduces to the following equations[

∂2

∂r2
+

1

r2
∂2

∂ϕ2
+

1

r

∂

∂r
+
(
k2n2(r) − β2

)]
Ez = 0 (2.76a)[

∂2

∂r2
+

1

r2
∂2

∂ϕ2
+

1

r

∂

∂r
+
(
k2n2(r) − β2

)]
Bz = 0. (2.76b)

These equations can be solved if we assume the functions Ez and Bz are separable
i.e. Ez = e(r)g(ϕ)ei(ωt−βz) and Bz = b(r)f(ϕ)ei(ωt−βz). Focusing only on Ez and
forcing g(ϕ) to be a single-valued function yields the solution g(ϕ) = eimϕ where
m ∈ Z. Naturally the function f(ϕ) is of exactly the same form.

The solutions to the radial functions depend on the sign of q2 = k2n2(r)−β2.
If q2 > 0, the solutions (one for each m) are that of a general Bessel equation
[113]

em(r) = C1Jm(qr) + C2Ym(qr), (2.77)

where Jm(qr) is the mth order Bessel function of the first kind, Ym(qr) is the mth

order Bessel function of the second kind and C1 and C2 are constants. In the
case that q2 < 0 the solutions are now those of the equivalent modified Bessel
equation

em(r) = C3Im(pr) + C4Km(pr), (2.78)

where p2 = β2 − k2n2(r), Im(qr) is the mth order modified Bessel function of the
first kind, Km(qr) is the mth order modified Bessel function of the second kind
and C3 and C4 are again some constants. One can relate the Bessel functions and
modified Bessel functions by

Jm(x) = imIm(−ix), (2.79a)

−πYm(x) = imKm(ix) + (−i)mKm(−ix). (2.79b)

We will now split the solutions above into two classes of electromagnetic modes,
namely those that are confined to the nanofiber, the guided modes, and those
which are not confined to the nanofiber, the unguided modes.



CHAPTER 2. THEORETICAL BACKGROUND 24

The Guided Modes

The cylindrical nanofiber waveguide is known to host a range of guided (g) optical
modes. Inside the fiber (r ≤ rf) the electric and magnetic field must remain finite
in the limit of r → 0. Given the divergence of Ym(qr) and Km(pr) in this limit
we must set C2 and C4 to zero

egm(r) = C1Jm(qr), q2 > 0 (2.80a)

egm(r) = C3Im(pr), p2 > 0. (2.80b)

Next, we expect the guided modes to be localised withing the vicinity of the
waveguide and so we impose the condition that egm(r) and bgm(r) must vanish in
the limit of r → ∞. This condition means that for r > rf we must have C3 = 0.
So outside the fiber

egm(r) = C ′
1Jm(qr) + C2Ym(qr), q2 > 0 (2.81a)

egm(r) = C4Km(pr), p2 > 0. (2.81b)

Due to the expected evanescent decay profile of the electric and magnetic fields
outside the fiber we find that only Km(pr) can be a valid solution for r > rf .
Finally we find that the Im(pr) solution inside the fiber becomes problematic
when the continuity conditions are applied at the boundary of the fiber. To
remedy this we set C3 = 0.

Our solutions are now

egm(r) = C1Jm(qr), r ≤ rf , q2 > 0 (2.82a)

egm(r) = C4Km(pr), r > rf , p2 > 0. (2.82b)

In exactly the same way we get the solutions for the magnetic field for inside and
outside the fiber

bgm(r) = D1Jm(qr), r ≤ rf , q2 > 0 (2.83a)

bgm(r) = D4Km(pr), r > rf , p2 > 0, (2.83b)

where D1 and D4 are constants analogous to C1 and C4. Let us note that these
solutions also mean we can only have q2 > 0 inside the fiber, and we can only
have p2 > 0 outside of the fiber. We now index the q and p terms such that
q2i = k2n2

i − β2 and p2i = β2 − k2n2
i for i = 1, 2. We know that the guided modes

are restricted to travel along the nanofiber, which means that θ = 0, π only. In
turn β = fβg where f = ±1 denoted the z-direction of propagation and βg = kn.

For now we will work only with the guided modes travelling in the positive
z-direction. Our solutions are only in terms of q1 and p2 which in turn restricts
the possible values for the waveguide propagation parameter within the fiber to
β2
g < k2n2

1 and outside the fiber to β2
g > k2n2

2. Note that we have introduced βg
as the propagation constant of the guided modes only. We can now say that the
propagation constant of a guided mode must lie within the range kn2 < βg < kn1.

We now substitute our results for Eg
z,m = egm(r)eimϕei(ωt−βgz) and Hg

z,m =
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bgm(r)eimϕei(ωt−βgz) into (2.75). Inside the fiber (r ≤ rf) we find

Eg
r,m =

−i
q21

[
C1βgq1

∂Jm(q1r)

∂(q1r)
+D1

iωµ0m

r
Jm(q1r)

]
eimϕei(ωt−βgz) (2.84a)

Eg
ϕ,m =

−i
q21

[
C1
imβg
r

Jm(q1r) −D1ωµ0q1
∂Jm(q1r)

∂(q1r)

]
eimϕei(ωt−βgz) (2.84b)

Eg
z,m = C1Jm(q1r) e

imϕei(ωt−βgz) (2.84c)

Bg
r,m =

−i
q21

[
D1βgq1

∂Jm(q1r)

∂(q1r)
− C1

iωϵ0n
2
1m

r
Jm(q1r)

]
eimϕei(ωt−βgz) (2.84d)

Bg
ϕ,m =

−i
q21

[
D1

imβg
r

Jm(q1r) + C1ωϵ0n
2
1q1

∂Jm(q1r)

∂(q1r)

]
eimϕei(ωt−βgz) (2.84e)

Bg
z,m = D1Jm(q1r) e

imϕei(ωt−βgz). (2.84f)

Similarly outside the fiber (r > rf) we find

Eg
r,m =

i

p22

[
C4βgp2

∂Km(p2r)

∂(p2r)
+D4

iωµ0m

r
Km(q2r)

]
eimϕei(ωt−βgz) (2.85a)

Eg
ϕ,m =

i

p22

[
C4
imβg
r

Km(p2r) −D4ωµ0p2
∂Km(p2r)

∂(p2r)

]
eimϕei(ωt−βgz) (2.85b)

Eg
z,m = C4Km(p2r) e

imϕei(ωt−βgz) (2.85c)

Bg
r,m =

i

p22

[
D4βgp2

∂Km(p2r)

∂(p2r)
− C4

iωϵ0n
2
2m

r
Km(p2r)

]
eimϕei(ωt−βgz) (2.85d)

Bg
ϕ,m =

i

p22

[
D4

imβg
r

Km(p2r) + C4ωϵ0n
2
2p2

∂Km(p2r)

∂(p2r)

]
eimϕei(ωt−βgz) (2.85e)

Bg
z,m = D4Km(p2r) e

imϕei(ωt−βgz). (2.85f)

The final step in this derivation is to impose continuity at the boundary r = rf
in the tangential field components Eg

z,m, Eg
ϕ,m, Bg

z,m and Bg
ϕ,m. At r = rf , these

conditions allow us to solve for each of the constants C1, C4, D1 and D4. This
leaves us with an equation for the propagation constant entirely in terms of the
system parameters

m2
β2
g

k2

[(
1

q1rf

)2

+

(
1

p2rf

)2]2
=[

J ′
m(q1rf)

q1rfJm(q1rf)
+

K ′
m(p2rf)

p2rfKm(p2rf)

][
n2
1J

′
m(q1rf)

q1rfJm(q1rf)
+

n2
2K

′
m(p2rf)

p2rfKm(p2rf)

]
. (2.86)

There are a discrete number of solutions to the above equation that lie in the range
kn2 < βg < kn1, each of which correspond to a different set of possible guided
modes. Finally we recall that the solutions we have derived for the electric and
magnetic field of the guided modes are not all of the solutions. In the above work
we fixed the direction of guided mode propagation to be in the positive z-direction
however there also exist the set of solution for a guided mode travelling in the
negative z-direction, i.e. when βg → −βg.

The Fundamental Guided Modes

We can simplify the task of solving for the electromagnetic field by restricting
the number of modes in the fiber. We have already seen how the possible values
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of βg are limited by kn2 < βg < kn1. Now along with (2.86) we find that βg can
only take on a finite number of values within this range. It turns out that we can
limit the waveguide to only host a single set of fundamental modes, also known
as the HE11 modes. This condition is met when

2πrf
λf

√
n2
1 − n2

2 < 2.4, (2.87)

where λf is the wavelength of the light inside the fiber. Meeting this condition
restricts the mode orders to m = ±1. In order to be consistent with the no-
tation found in the literature we label the restricted values of m by l = ±1,
which correspond to clockwise and anticlockwise polarisation of the HE11 modes
respectively.

Dropping the mode order subscript we find that the electric field polarised in
the clockwise direction and travelling in the positive z-direction has components

Eg
r = −iC4

βg
2q1

K1(p2rf)

J1(qrf)

[
(1 − s)J0(q1r) − (1 + s)J2(q1r)

]
eilϕei(ωt−βgz) (2.88a)

Eg
ϕ = C4

βg
2q1

K1(p2rf)

J1(q1rf)

[
(1 − s)J0(q1r) + (1 + s)J2(q1r)

]
eilϕei(ωt−βgz) (2.88b)

Eg
z = C4

K1(p2rf)

J1(q1rf)
J1(q1r) e

ilϕei(ωt−βgz) (2.88c)

inside the fiber.5 Whereas outside the fiber the components simplify to

Eg
r = −iC4

βg
2p2

[
(1 − s)K0(p2r) + (1 + s)K2(p2r)

]
eilϕei(ωt−βgz) (2.89a)

Eg
ϕ = C4

βg
2p2

[
(1 − s)K0(p2r) − (1 + s)K2(p2r)

]
eilϕei(ωt−βgz) (2.89b)

Eg
z = C4K1(p2r) e

ilϕei(ωt−βgz), (2.89c)

where we have defined the constant

s =

(
1
q1rf

)2
+
(

1
p2rf

)2
n2
2

p2rf

K′
1(p2rf)

K1(p2rf)
+

n2
1

q1rf

J ′
1(q1rf)

J1(q1rf)

(2.90)

Now we can write down the guided electric field that will be of interest to us
in this thesis

Eg(r, t) = e(µ)(r)eilϕei(ωt−fβgz), (2.91)

where l = ±1 once again denotes the clockwise and anticlockwise polarisation
of the mode and f = ±1 denote the z-direction propagation of the fundamental
guided mode. We use the notation µ = ωfl to denote the guided mode, i.e. e(µ) =(
egr , legϕ, fegz

)
is the electric field profile function of a guided fundamental mode

where each egj , j = r, ϕ, z, is just the corresponding Eg
j without the factor of

eilϕei(ωt−βgz). The constant C4 is found through normalisation of the field.

5We have used the following identities ∂Jm(x)
∂x = 1

2

(
Jm−1(x) − Jm+1(x)

)
, ∂Km(x)

∂x =

− 1
2

(
Km−1(x)+Km+1(x)

)
and 2mJm(x) = x

(
Jm−1(x)+Jm+1(x)

)
, 2mKm(x) = −x

(
Km−1(x)−

Km+1(x)
)
.
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The Unguided Modes

The unguided modes, or radiation modes, are defined as the modes that are not
restricted to the waveguide. As a result there is no restriction on the direction
of propagation of the modes and so β = n2kcos θ runs continuously in the range
[−n2k, n2k]. Inside the fiber, the same physical conditions apply as for the guided
modes. We will use the label u for parameters explicitly to do with the unguided
modes. Inside the fiber we find

Eu
r,m =

−i
q21

[
A1βq

∂Jm(q1r)

∂(q1r)
+B1

iωµ0m

r
Jm(q1r)

]
eimϕei(ωt−βz), (2.92a)

Eu
ϕ,m =

−i
q21

[
A1
imβ

r
Jm(q1r) −B1ωµ0q

∂Jm(q1r)

∂(q1r)

]
eimϕei(ωt−βz), (2.92b)

Eu
z,m = A1Jm(q1r) e

imϕei(ωt−βz), (2.92c)

where A1 and B1 are constants. When we move outside the waveguide now we
do not need the fields to decay exponentially from the boundary. We may still
neglect the modified Bessel function of the first kind solution as it diverges in
the limit of r → ∞. Now we can write compact solutions of the electric field for
of the unguided modes outside the fiber and in the allowed range of propagation
constants as

Eu
r,m =

−i
q22

∑
j=1,2

[
Cjβq2

∂H
(j)
m (q2r)

∂(q2r)
+Dj

iωµ0m

r
H(j)
m (q2r)

]
eimϕei(ωt−βz) (2.93a)

Eu
ϕ,m =

−i
q22

∑
j=1,2

[
Cj
imβ

r
H(j)
m (q2r) −Djωµ0q2

∂H
(j)
m (q2r)

∂(q2r)

]
eimϕei(ωt−βz) (2.93b)

Eu
z,m =

∑
j=1,2

CjH
(j)
m (q2r) e

imϕei(ωt−βz), (2.93c)

where H
(j)
m (x) = Jm(x) − (−1)j Ym(x) is the Hankel function of the jth kind for

j = 1, 2. Once again imposing the continuity equations at the boundary of the
waveguide we find

Cj = (−1)j
iπq22rf
4n2

2

[
iµ0cBVj + ALj

]
(2.94a)

Dj = (−1)j−1 iπq
2
2rf

4

[
iϵ0cAVj −BMj

]
(2.94b)

where we have defined

Vj =
mβk

rfq21q
2
2

(
n2
2 − n2

1

)
Jm(q1rf)H

(j)∗
m (q2rf) (2.95a)

Lj =
n2
1

q1
J ′
m(q1rf)H

(j)∗
m (q2rf) −

n2
2

q2
Jm(q1rf)H

′(j)∗
m (q2rf) (2.95b)

Mj =
1

q1
J ′
m(q1rf)H

(j)∗
m (q2rf) −

1

q2
Jm(q1rf)H

′(j)∗
m (q2rf). (2.95c)

Note that we used the result H
(1)
m (q2rf)H

′(2)
m (q2rf) −H

(2)
m (q2rf)H

′(1)
m (q2rf) = 4i

πq2rf

from [114]. We have also suppressed the m index which should be included in the
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Figure 2.6: Atom-Waveguide QED. Ensemble of identical two-level atoms in
the vicinity of the nanofiber waveguide. Also drawn is zi, the z-component of the
position of atom i and ϕi the azimuthal angle of atom i defined by the angle of
the projection of ri in the x − y plane. In general the atoms will interact with
one another through both the waveguide and through free space.

expressions defined in equations (2.94)-(2.95) for neatness. The final step here
is to let B1 = ilηA1 where the l = ±1 corresponds to clockwise/anticlockwise
polarisation of the mode respectively where

η = ϵ0c

√√√√ n2
2

∣∣Vj∣∣2 +
∣∣Lj∣∣2∣∣Vj∣∣2 + n2

2

∣∣Mj

∣∣2 . (2.96)

The normalisation of the electric field operators allows us to find the final constant
as it imposes the condition

8πω

q22

(
n2
2

∣∣Cj∣∣2 +
µ0

ϵ0

∣∣Dj

∣∣2 ) = 1. (2.97)

We introduce a labelling here for the radiation modes ν = ωβml such that we
can write the electric field of the unguided mode with frequency ω as

Eu
m(r, t) = e(ν)(r)eimϕei(ωt−βz), (2.98)

where e(ν)(r) =
(
eur , euϕ, euz

)
is the electric field profile function of the unguided

modes and each euj , j = r, ϕ, z, is just the corresponding Eu
j without the factor

of eimϕei(ωt−βgz).

2.2.5 Master Equation for Atoms Coupled to a Cylindri-
cal Waveguide

We are now in a position to derive the master equation specific to our research,
namely that of an ensemble of identical two-level atoms surrounding the optical
nanofiber [see Fig. 2.6]. The electric field operator can be split into the compo-
nents corresponding to the guided modes of the fiber and those corresponding to
the radiation modes

E(ri, t) = Eg(ri, t) + Eu(ri, t). (2.99)
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As is done in [14, 115] the electric field operator is found by quantising the
bosonic field in both the guided and unguided modes in the cylindrical coordi-
nate basis. The guided and unguided components of the electric field can also
be split into their positive and negative frequency parts where Eg(u)(ri, t) =

E
g(u)
+ (ri, t) + E

g(u)
− (ri, t) and E

g(u)
+ (ri, t) =

[
E
g(u)
− (ri, t)

]†
. The solutions for the

positive frequency parts of the electric field, with n2 = 1, in the interaction picture
are

Eg
+(ri, t) = i

∫ ∞

0

dω
∑
fl

√
ωβ′

g

4πϵ0
aµe

(µ)(r)e−i(ωt−βgfzi−lϕi), (2.100a)

Eu
+(ri, t) = i

∫ ∞

0

dω

∫ k

−k
dβ
∑
ml

√
ω

4πϵ0
aνe

(ν)(r)e−i(ωt−βzi−mϕi). (2.100b)

Here aωfl is the bosonic annihilation field operator of a guided photon which obeys

the continuous-mode bosonic commutation relations [aµ, a
†
µ′ ] = δ(ω − ω′)δff ′δll′ .

e(µ)(r) is the electric field profile function of the guided modes derived in Sec.
2.2.4, β′

g = dβg
dω

, zi is the z-position of atom i and ϕi is the azimuthal angle of
atom i. In the case of the radiation modes the mode order m = 0,±1,±2, ...,±∞.
aν is the bosonic annihilation field operator of an unguided photon of order m
which also obeys the continuous-mode bosonic commutation relations [aν , a

†
ν′ ] =

δ(ω − ω′)δ(β − β′)δmm′δll′ . e(ν)(r) is the electric field profile function of the
unguided modes derived in Sec. 2.2.4.

Returning to the atom-field interaction Hamiltonian, we will assume that each
of the atomic dipoles are aligned such that in the interaction picture we find6

αHI
SE(t) = −

N∑
i=1

(d∗σ−
i e

−iω0t + dσ+
i e

iω0t) ·E(ri, t), (2.101)

where we have used the fact that d eg = (d ge)∗ = d. It is convenient to write our
expressions using a generalised sum

∑
η =

∑
µ +
∑

ν where
∑

µ =
∫∞
0
dω
∑

fl

and
∑

ν =
∫∞
0
dω
∫ k
−k dβ

∑
ml such that we can re-write (2.101) as

αHI
SE(t) = −i

N∑
i=1

∑
η

[
G̃ηiσ

−
i aηe

−i(ω0+ω)t + G̃∗
ηiσ

+
i a

†
ηe
i(ω0+ω)t

+Gηiσ
+
i aηe

i(ω0−ω)t +G∗
ηiσ

−
i a

†
ηe

−i(ω0−ω)t
]

(2.102)

where we have let

Gµi =

√
ωβ′

4πϵ0

[
di · e(µ)

]
ei(fβgzi+lϕi), (2.103a)

Gνi =

√
ω

4πϵ0

[
di · e(ν)

]
ei(βzi+mϕi). (2.103b)

6Note that the transformation of σ±
i is found using the Baker–Campbell–Hausdorff formula

eaABe−aA = B + a[A,B] + a2

2! [A, [A,B]]] + ...
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In order to get G̃µi or G̃νi one simply replaces the dipole moment with its
complex conjugate in the above expressions. Since the atomic and field oper-
ators commute, when (2.102) is substituted into the Redfield equation (2.53)
we can collect the atomic degrees of freedom and the environment degrees of
freedom separately. Furthermore we can now take the partial trace operation
over just the environment as we need. We end up with terms of the form
trE{aηaη′ρEI (0)} = ⟨aηaη′⟩, trE{a†ηa

†
η′ρ

E
I (0)} = ⟨a†ηa

†
η′⟩, trE{a†ηaη′ρEI (0)} = ⟨a†ηaη′⟩

and trE{aηa†η′ρEI (0)} = ⟨aηa†η′⟩ where ⟨O⟩ is the expectation value of the oper-
ator O in the environment. Since we assumed the environment is in a thermal
equilibrium state in Sec. 2.2.2 this means that

⟨aηaη′⟩ = ⟨a†ηa
†
η′⟩ = 0, (2.104a)

⟨a†ηaη′⟩ = n̄ηδηη′ , (2.104b)

⟨aηa†η′⟩ =
(
n̄η + 1

)
δηη′ , (2.104c)

where n̄η is the average photon number. Close to zero temperature n̄η tends to

zero and so the only expectation value that survives is ⟨aηa†η′⟩ = δηη′ . Note that
the functions δηη′ include both continuous and discrete Dirac delta functions as
seen in the commutation relations above. Substituting this result and (2.102)
into the Redfield equation (2.53), and applying the secular approximation, in
which we assume that the ‘fast-oscillating’ terms, those with factors of e±i2ω0t,
will average to zero in the timescales we are interested in. We find

ρ̇SI (t) =
∑
ijη

∫ ∞

0

dτ

[
G̃ηiG̃

∗
ηjσ

−
i σ

+
j ρ

S
I (t)ei(ω+ω0)τ − G̃∗

ηiG̃ηjσ
+
i ρ

S
I (t)σ−

j e
−i(ω+ω0)τ

− G̃∗
ηiG̃ηjσ

+
i ρ

S
I (t)σ−

j e
i(ω+ω0)τ + G̃ηiG̃

∗
ηjρ

S
I (t)σ−

i σ
+
j e

−i(ω+ω0)τ

+GηiG
∗
ηjσ

−
i σ

+
j ρ

S
I (t)e−i(ω−ω0)τ −G∗

ηiGηjσ
−
i ρ

S
I (t)σ+

j e
i(ω−ω0)τ

−G∗
ηiGηjσ

−
i ρ

S
I (t)σ+

j e
−i(ω−ω0)τ +GηiG

∗
ηjρ

S
I (t)σ−

i σ
+
j e

i(ω−ω0)τ

]
.

(2.105)

The dynamics generated by the above master equation does ensure the positivity
of the density matrix which was lacking from the Redfield equation. This is
known as the Lindblad master equation.

Our next step is to perform the integral over τ noting that
∫∞
0
dτeixτ = ζ(x) =

πδ(x) + iP 1
x

where ζ(x) is the Heitler zeta function [116] and P is the Cauchy
principal value. Collecting the terms with or without tildes and swapping indices
i and j where needed we find

ρ̇SI (t) =iP
∑
ijη

[
GηiG

∗
ηj

ω − ω0

[σ+
i σ

−
j , ρ

S
I (t)] +

G̃ηjG̃
∗
ηi

ω + ω0

[σ−
j σ

+
i , ρ

S
I (t)]

]
−
∑
ijη

GηiG
∗
ηjπδ(ω − ω0)

[{
σ+
i σ

−
j , ρ

S
I (t)

}
− 2σ−

j ρ
S
I (t)σ+

i

]
. (2.106)

Next we examine the commutation relations of the spin operators [σ+
i , σ

−
j ] = δijσ

z
i .

In this thesis we will only concern ourselves with ensembles of atoms which are
all at the same radial height from the surface of the nanofiber. As a result we
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can absorb the potential coming from each of the σzi terms into the bare atomic
frequency. This allows us to write the Lindblad master equation in the form

ρ̇SI (t) = −i
∑
i ̸=j

Vij[σ
+
i σ

−
j , ρ

S
I (t)]+

∑
ij

Γij
(
σ−
j ρ

S
I (t)σ+

i −
1

2

{
σ+
i σ

−
j , ρ

S
I (t)

})
, (2.107)

where we have defined

Vij = −P
∑
η

[
G∗
ηjGηi

ω − ω0

+
G̃ηjG̃

∗
ηi

ω + ω0

]
, (2.108a)

Γij = 2π
∑
η

GηiG
∗
ηjδ(ω − ω0). (2.108b)

We note that V ∗
ij = Vji and Γ∗

ij = Γij. The first term of the Lindblad master
equation describes the induced coherent dipole-dipole interactions mediated by
exchange of virtual photons, which occur at a rate Vij between the i-th and j-th
atom. The second term describes the dissipative dynamics of the system, in our
case this describes how photons are emitted into the environment. We note that
the Lindblad master equation is often written in terms of the superoperator L as
ρ̇SI (t) = LρSI (t).

We now look in more detail at the Vij and Γij coefficients. When the fiber is
not present and the atoms are in free space only, these coupling coefficients take
the form

V 0
ij =

3Γ0

4

[
y0(k0rij) −

y1(k0rij)

(k0rij)
+ y2(k0rij)(d · rij)2

]
, (2.109a)

Γ0
ij =

3Γ0

2

[
j0(k0rij) −

j1(k0rij)

(k0rij)
+ j2(k0rij)(d · rij)2

]
, (2.109b)

where Γ0 =
d2k20
3πϵ0

is the single-atom spontaneous decay rate in a vacuum with

d = |d|, k0 = ω0

c
, rij =

∣∣rij∣∣ =
∣∣ri − rj

∣∣ and jm(x), ym(x) are the spherical Bessel
functions of the first and second kind of order m respectively. In the limit of
zero separation between atoms (rij → 0) the coherent interactions diverge since
we can not physically place one atom on top of another. In this limit we also
retain the single-atom spontaneous decay rate from the dissipative interactions.
In the limit of infinite separation between atoms (rij → ∞) both coherent and
dissipative interactions decay to zero and, as one might expect, the atoms behave
as though they were alone.

When the atoms are placed in the vicinity of the nanofiber, the quantised
electric field solutions, Eqs. (2.100), allow us to split the coefficients into their
guided and unguided components [see Fig. 2.7] i.e.

Vij = V g
ij + V u

ij , (2.110a)

Γij = Γgij + Γuij. (2.110b)

First we will look at the Γij coefficients. The guided contribution when the general
sum is expanded looks like

Γgij = 2π
∑
fl

∫ ∞

0

dω GµiG
∗
µjδ(ω − ω0). (2.111)
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Figure 2.7: Interaction Schematics. (a): A depiction of the coherent dipole-
dipole interactions between atom i and j through both the guided modes (V g

ij)
and the unguided modes (V u

ij ). (b): A depiction of how atom i and j collectively
emit photons into the guided modes of the nanofiber at a rate Γgij and into the
unguided modes of the environment at a rate Γuij.

As we work only in the domain of ω ≥ 0 this integral yields the solution

Γgij = 2π
∑
fl

Gµ0iG
∗
µ0j
, (2.112)

where Gµ0i = Gµi

∣∣
ω=ω0

. The Γuij components cannot be fully solved analytically.
Evaluating the integral over ω we find

Γuij = 2π
∑
ml

∫ k0

−k0
dβ Gν0iG

∗
ν0j
, (2.113)

where Gν0i = Gνi

∣∣
ω=ω0

. Note that the sum over the mode order m theoretically
extends from −∞ to ∞, however in practice we apply a suitable truncation
such that higher order modes do not contain any significant contributions to Γuij.
Finally the integral over β is performed numerically in order to calculate Γuij.

Now we look at the coherent dipole interaction coefficients Vij. Taking only
the guided contributions we find

V g
ij = −P

∑
fl

∫ ∞

0

dω

[
G∗
µjGµi

ω − ω0

+
G̃µjG̃

∗
µi

ω + ω0

]
. (2.114)

We make use of the relation −G̃ωflj G̃
∗
ωfli = G−ω,f,−l,iG

∗
−ω,f,−l,j which follows from

the fact that β(−ω) = −β(ω) and e(−ω,f,−l) = e(ωfl)∗. This allows us to re-write
the integral as

V g
ij = −P

∑
fl

∫ ∞

−∞
dω

G∗
µjGµi

ω − ω0

. (2.115)

As is done in [115], we assume that the main ω dependence of the G∗
µjGµi term is

within the eifβzij factor, where zij = zi − zj. We can then apply contour integral
methods to solve for

V g
ij = −iπ

∑
fl

sgn(fzij)G
∗
µ0j
Gµ0i, (2.116)
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where sgn(fzij) accounts for the contour being in the upper-half or lower-half
plane. The last term left to calculate is V u

ij . Despite the fact an exact numerical
calculation for this has been used, for example, in [117, 118], here we make use
of the approximation

V u
ij ≈

Γuii
Γ0
V 0
ij , (2.117)

where Γuii is the single atom decay rate into the radiation modes from Eq. (2.113).
This approximation works well when the atoms are sufficiently far from the
nanofiber surface.

It is convenient to write the second term of the Lindblad master equation in
the diagonal form

∑
n Γn

(
J−
n ρ(t) J+

n − 1
2

{
J+
n J

−
n , ρ(t)

})
where the J±

n are the oper-
ators of the natural decay modes of the system with a decay rate Γn. These oper-
ators are defined as a superposition of the single-atom operators J−

n =
∑

j Dnjσ
−
j

and J+
n =

∑
j D

∗
jnσ

+
j where the matrix of Dij values diagonalises the matrix con-

taining the values Γxy. Each of the decay processes involve all of the atoms in
the system and so we refer to J±

n and Γn as the collective jump operators and
collective decay rates respectively. If the matrix containing the Γij decay rates
is already a diagonal matrix then the collective decay rates are simply equal to
the single-atom decay rate Γii = γ. This implies that the collective nature of the
emission is encoded in the off-diagonal elements Γij (where i ̸= j) - the larger
the off-diagonal values of the matrix, the more pronounced the collective charac-
ter of the emission. A collective decay mode can in principle have a decay rate
which is larger than the single-atom decay rate Γn > γ. This is referred to as a
superradiant mode. In the reverse situation a collective decay mode can have a
decay rate smaller than the single-atom decay rate Γn < γ. This is referred to
as a subradiant mode. In the most extreme case collective modes may have zero
decay rates Γn = 0. In much the same way, the coherent interactions between
atoms are also naturally collective.

We will now use a simple system of two atoms in the vicinity of the nanofiber
to illustrate how the introduction of the nanofiber alters the free space coherent
and dissipative interactions between the atoms, as well as how the separation
between atoms affects their interactions. We will do this (separately) for atomic
dipole moments that are linearly polarised, as seen in Fig. 2.8 (a), and circularly
polarised, as seen in Fig. 2.8 (b). In Fig. 2.8 (c) we find that the coherent interac-
tions are reduced when the atoms are near the fiber for both dipole polarisations.
As the atoms move far away from the surface of the nanofiber we see the fiber
has less of an effect on the coherent interactions as they converge towards their
corresponding free space values. Interestingly the imaginary part of of the coher-
ent interactions for circularly polarised dipoles is only present when the atoms
are near the fiber, suggesting the nanofiber induces more complex interactions
between the atoms. In Fig. 2.8 (d) we find that the dissipative interactions be-
tween pairs of atoms with either dipole orientation increase dramatically when
the atoms are near to the nanofiber surface. As the atoms move further from
the surface of the nanofiber the dissipative interactions tend towards their corre-
sponding free space values. Since the collective decay rates in this simple system
take the form γ± = γ ±|Γ12| we can see, for example, that when the atoms are
placed close to the surface of the nanofiber the decay from the atoms becomes
more collective inherently.
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Figure 2.8: Two Interacting Atoms. (a) and (b): Two-atom setups with linear
and circularly polarised dipole moments respectively. The atoms are placed at a
height h above the surface of the nanofiber and are separated by a distance b. (c)
and (d): Coherent and dissipative interactions respectively between the atoms as
a function of their height above the fiber in units of the fiber radius. The atoms are
separated by b/λf = 1.2. The different colours match the differing dipole moments
in (a) and (b) and the solid (dotted) lines are the real (imaginary) part of the
interactions which are both scaled by the corresponding vacuum interactions. (e)
and (f): Coherent and dissipative interactions respectively between the atoms as
a function of their separation distance in units of the wavelength of guided light
when placed at a height of 90nm above the surface of the nanofiber. The colouring
and line styles match that of (c) and (d). The interactions are scaled by the single-
atom spontaneous decay rate in the same position above the fiber. In all plots
we have used a fiber of radius 250nm and atoms with transition wavelengths
λa = 852.347nm.
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Now let us focus on how the separation (in the z-direction) between two atoms,
which we call b, in the vicinity of the nanofiber affects the interactions between
them. In Fig. 2.8(e) we find that as the separation between the atoms goes to
zero, the coherent interactions diverge irrespective of their dipole orientations.
This is no surprise as we approximated the unguided contribution to the inter-
actions in terms of the free space coherent interactions which we have already
stated diverge in this limit. When the atoms are well separated we find a large
reduction in the strength of the coherent interactions, interestingly however they
do not decay to zero. This is evidence of the long-range interacting capabilities
of the atom-waveguide QED system. Next, in 2.8(f) we see that the dissipative
interactions tend to the single-atom decay rate γ in the limit b → 0 for both
dipole orientations. As such, when the atoms are close together we expect the
collective nature of the decay processes to be enhanced compared to when the
atoms are well separated. In the case when the atoms become very well separated
we see a large reduction of the strength of Γ12 however it too does not decay to
zero. The fiber also induces long-range dissipative interactions between atoms.

2.3 Simulating Dynamics

As many in this field will have discovered, the Lindblad master equation (2.107)
can rarely be easily (or at all) solved analytically. As a result one must turn
to simulating the dynamics of quantum systems by numerical methods. This is
a notoriously difficult thing to do on a classical computer however due to the
exponential increase of the quantum system’s Hilbert space with the number of
emitters. The corresponding exponential increase in storage needed to simulate
the system makes it impractical to consider systems with more than 6 atoms in
our case. In this section we will briefly discuss the methods we used to truncate
the Hilbert space, allowing us to investigate large system sizes and also how we
turned Eq. (2.107) into a solveable matrix equation. We note that we drop the
interaction subscript I, system superscript S and time argument from the derived
density operator for ease of notation.

2.3.1 Choi-Jamio lkowski Isomorphism

Solving the dynamics described by the Lindblad master equation (2.107) analyti-
cally often becomes too difficult when there is more than one atom present in the
system. Even if one can derive the system of differential equations constituted by
the Lindblad master equation, they will often be equations for different coupled
to one another in such a way as to make even numerical differential equation solv-
ing techniques impractical. It is often then useful to use the Choi-Jamio lkowski
isomorphism [119, 120] (also known as vectorisation) which is defined by a map
V : Cn×n → Cn2

, where V
(
|ei⟩ ⟨ej|

)
= |ei⟩ ⊗ |ej⟩. Some useful properties of this

mapping include

V (A+B) = V (A) + V (B), (2.118a)

V (ABC) = (CT ⊗ A)V (B), (2.118b)

tr{A†B} = V (A)†V (B), (2.118c)
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for arbitrary operators A, B and C. These properties allow us to write the
Lindblad master equation (2.107) under this isomorphism as

V (ρ̇(t)) = LV (ρ(t)), (2.119)

where the dynamics generated by the super-operator L are now represented by a
matrix

L = −i(1 ⊗H −HT ⊗ 1) +
∑
n

Γn

[
(J−
n )∗ ⊗ J−

n − 1

2
1 ⊗ J+

n J
−
n − 1

2

(
J+
n J

−
n

)T ⊗ 1

]
.

(2.120)
As a result we know the solution to the dynamics given by Eq. (2.119)

V (ρ(t)) = eLt V (ρ(0)). (2.121)

Importantly, since V is an isomorphism it must have a unique inverse V −1 such
that V

(
V −1

)
= V −1

(
V
)

= 1. This means that we can solve the dynamics of the
system in the ‘vectorised space’ and then map back to the original space with the
solution still intact. Furthermore we can find the evolution of operators in the
vectorised space using Eq. (2.118c)

tr[A†ρ(t)] = V (A)†eLtV (ρ(0)). (2.122)

If we then define V (A(t))† = V (A)†eLt then this means V (A(t)) = eL†tV (A).
Thus we can in principle solve for the dynamics of all observables using this
method.

A caveat with this method however is the size of the vectors and matrices in
the vectorised space. For a density matrix ρ(t) of dimensions M ×M , V (ρ(t))
will have dimensions M2 × 1 and L will have dimensions M2 ×M2. We could
only use this method for a small number of atoms as a result.

Spectral Properties of L

The Choi-Jamio lkowski isomorphism offers us more than just the ability to turn
the Lindblad master equation into a matrix equation. We now examine the spec-
tral properties of L and what they might tell us. Assuming L is diagonalisable it
will have different right and left eigenvectors since in principle it is not Hermitian

L |xm⟩ = λm |xm⟩ , (2.123a)

⟨ym|L = ⟨ym|λm. (2.123b)

Here λm is the mth eigenvalue corresponding to the mth right eigenvector |xm⟩
and the mth left eigenvector |ym⟩. The spectral decomposition allows us to the
write L as a diagonal matrix

L =
∑
m

λm |xm⟩ ⟨ym| , (2.124)

simplifying things greatly when writing down the required matrix exponential
eLt =

∑
m e

λmt |xm⟩ ⟨ym|. We can combine this result with the knowledge that
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all density operators are trace preserving to find some necessary conditions on
the right and left eigenvectors. First we note that using Eq. (2.118c), the trace
preserving property of a density matrix tr{ρ(t)} = 1 is equivalently written in
the vectorised notation as V (1)†V (ρ(t)) = 1. Using Eq. (2.119) this means that

d

dt
V (1)† V (ρ(t)) = V (1)† LV (ρ(t)) = 0. (2.125)

Since this is true for all density operators ρ(t), it is required that

V (1)† L = 0, (2.126)

which means the vectorised identity V (1) must be a left eigenvector of L with
eigenvalue 0, we will call them |y1⟩ and λ1 respectively.

The right eigenvector corresponding to the zero eigenvalue, when written down
as

L |x1⟩ = 0, (2.127)

is clearly seen to be the stationary state of V (ρ(t)). Thus for all trace-preserving
density operators, the corresponding vectorised evolution matrix L must have at
least one zero eigenvalue with a left eigenvector corresponding to the vectorised
identity matrix, and right eigenvector corresponding to the vectorised stationary
state of the density operator |x1⟩ = V (ρss). We note that in principle the station-
ary state may not be unique, i.e. there exists more than one zero eigenvalue of L,
however in practice we do find a unique stationary state of the density operator.

2.3.2 Single-Excitation Regime

Systems with a master equation of the form Eq. (2.107) can be well approximated
to be in the single-excitation regime when driven by a weak laser field [121]. In
this regime the Hilbert space of M two-level atoms is spanned by the ground
state |G⟩ = |g1⟩ ⊗ |g2⟩ ⊗ · · · ⊗ |gM⟩ and the excited states |e⟩n = |g1⟩ ⊗ |g2⟩ ⊗
· · · ⊗ |en⟩ ⊗ · · · ⊗ |gM⟩.

In this truncated Hilbert space we find the following equations of motion for
the components of the density operator

⟨G| ρ̇ |G⟩ =
∑
ij

Γijρeiej , (2.128a)

⟨ei| ρ̇ |ej⟩ = −i
∑
β

[(
Viβ −

i

2
Γiβ

)
ρeβej −

(
Vβj +

i

2
Γβj

)
ρejeβ

]
, (2.128b)

where ρeiej = ⟨ei| ρ |ej⟩. This allows us to write the equation of motion for the
single-excitation subspace

ρ̇ee = −i[Heff , ρee], (2.129)

where in this case [Heff , ρee] = Heffρee − ρeeH
†
eff . The trace of ρee does not need

to be one here, if it was then an excitation would never decay to the ground
state. In this way the trace of ρee tells us about the ‘leakage’ from the excited
subspace to the ground state. We note here that Heff is an M ×M matrix with
components H ij

eff = Vij − i
2
Γij acting only on the single-excitation subspace. Any
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state of the system in the single-excitation regime can be written as |ϕ(t)⟩ =
cG(t) |G⟩+

∑
i c
i
e(t) |e⟩i with the coefficients cG(t), cie(t) encoding the information

of where the population of a state lies at a given time. Naturally the normalisation

of these states requires
∣∣cG(t)

∣∣2 +
∑

i

∣∣cie(t)∣∣2 = 1 where i ranges from 1 to M .
We already know the solution for the dynamics of an equation of the form Eq.

(2.129), i.e. |ϕ(t)⟩ = e−iHeff t |ϕ(0)⟩. Under the weak laser-driving approximation
we can solve for the stationary state of this truncated system, more precisely the
stationary state values of the coefficients cie(t). This is done by solving [122](

∆1 +Heff

)
css = E, (2.130)

where ∆ is the laser detuning, i.e. the difference between the atomic transition
frequency and the laser frequency (∆ = ω0 − ωL) and css is the vector of cie(t)
values in the stationary state. E is a vector of the electric field of the laser at
each atom site with ΩeikL·ri being the ith component. Here kL is the wavevector
of the single-mode laser field, ri is the position of the ith atom and Ω is the Rabi
frequency of the laser defined as Ω = d · E0 where E0 is the amplitude of the
electric field of the laser.



Chapter 3

Topology in Waveguide QED

3.1 Introduction

In this results chapter we will use a waveguide QED system in order to investigate
the topological characteristics of the SSH model in both short and long-range
interaction regimes. Without any research or experiment done in the area of
long-range topology we hope that this research can open the door to a fuller
understanding of topology in physics.

In Sec. 3.2 we provide a detailed illustration of the extended SSH model
that will be used throughout the chapter. The precise coherent and dissipative
coupling coefficients are then stated and the mathematical representation of the
system particles is explained. We examine the role that TRS, PHS and chiral
symmetry play in the topological characterisation of the extended SSH model
and thoroughly examine the winding number for the system, outlining how we
simplify its calculation and how we can analytically predict in which regimes it
will change.

In Sec. 3.3 we demonstrate the precise SSH nature of the system when inter-
actions are restricted to only nearest-neighbour atoms. We probe the topological
phases of the system by varying controllable parameters of the model. We next
examine in great detail the topological edge states which appear in the topologi-
cal insulator phase of the model. We then test the topological protection of these
edge states against atomic positional disorder.

Sec. 3.4 we begins the exploration of extending the number of interactions.
We investigate how the introduction of next-nearest-neighbour interactions, that
break the PHS and chiral symmetry of the system, affect the edge states found
in the nearest-neighbour limit. We then test the robustness of these states again
against local disorder.

In Sec. 3.5 we allow all interactions that do not break the chiral symmetry
of the model to be present, allowing us to investigate how the bulk-boundary
correspondence is altered for the long-range interacting SSH model. We search
for signatures of topologically non-trivial eigenstates, testing any findings against
varying levels of local disorder.

Next in Sec. 3.6 we re-introduce the interaction terms which break chiral
symmetry such that we truly have a fully connected model. We follow the same
prescription as in the previous sections to search for possible topologically non-
trivial states of matter in this long-range interacting system.

39
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In Sec. 3.7 we then turn our attention to the dynamical properties of the QED
system. Opening the system to dissipation we investigate whether the candidates
for long-range topological edge states can also be resistant to these dissipative
effects. Furthermore we investigate the full range of decay profiles achievable by
edge states in this long-range SSH model. We finish this chapter with a conclusion
based on our results and a discussion on the possible future research paths one
could take from these findings in Sec. 3.8.

3.2 Extended SSH Model in Waveguide QED

We now detail the atom-waveguide setup as seen in Fig. 3.1. All atoms are
placed at the same radial distance from the centre of the nanofiber, at a height
h above the fiber. They are arranged in a bipartite lattice structure with the
atoms of one sublattice placed at the azimuthal angle ϕA, labelled sublattice A,
and the atoms of the other sublattice placed at the azimuthal angle ϕB, labelled
sublattice B. Without loss of generality we will always let ϕA = 0. The unit cell
of the lattice consists an atom from either sublattice [see Fig. 3.1(b)]. We will
always use an even number of atoms M distributed into M/2 unit cells. The unit
cells are separated by the lattice constant a and only atoms in the same unit cell
are offset by a distance b along the z-axis (In Fig. 2.8 and Fig. 4.2 it was the
distance between each consecutive atom). Finally, the nanofiber is chosen to be
made of silica and all atoms are chosen to have dipole moments pointing in the
radial direction. In polar coordinates

d =
(
d 0 0

)
, (3.1)

where d is the magnitude of the dipole moment. We will see that this choice of
the dipole moment guarantees real guided interactions such that V g

ij = V g
ji which

is a necessary condition of the SSH model.
This information allows us to further derive the guided components of the

coherent and dissipative coefficients derived in general in Eq. (2.112) and Eq.
(2.116) respectively

V g
ij =

γ

2
sgn(zij) sin(βgzij) cos(ϕij), (3.2a)

Γgij = γ cos(βgzij) cos(ϕij). (3.2b)

Here we have defined

γ =
2d2ω0β

′
g

ϵ0
|egr|

2 (3.3)

as the single atom decay rate in the presence of the nanofiber, recall that egr is
the radial component of the electric field profile function of the guided modes
of the nanofiber. We will only consider the effects of the guided modes in this
chapter. This is a good approximation when the distances a and b are comparable
to or larger than that of the transition wavelength associated to the |g⟩ → |e⟩
transition since both radiation coefficients decay as (λa

z
)3 where λa = 2πc

ω0
and z

is the separation between the two atoms. We will look more into relaxing this
approximation in the next chapter.
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UNIT 
CELL

Figure 3.1: Sublattice Atom-Waveguide QED. (a) shows the atoms in sub-
lattice A (red) and B (blue) with lattice constant a offset in the z-direction by a
distance b, and offset by azimuthal angle ϕB. All atoms are at the same height
h = 190nm above the fiber in the radial direction. (b) is a representation of the
system once the fiber degrees of freedom have been traced out and a hopping
model becomes evident.

Without the radiation modes, the Hamiltonian governing the coherent inter-
actions between atoms takes the form

H =
∑
ij

V g
ijσ

+
i σ

−
j , (3.4)

and the Γgij interactions alone describe the dissipative processes from the atoms.
The coherent Hamiltonian in Eq. (3.4) contains all of the information on the
geometry of the system parameters and thus it is all we need to look at when
investigating the topological characteristics of the system. We will re-introduce
the dissipative interactions later in this chapter when we consider the dynamical
properties of the system. In order to classify the coherent Hamiltonian using
the tenfold way classification, which is explicitly for fermionic particles, we must
first make the following Jordan-Wigner transformation from the current spin
representation [123]

σ+
i = e−iπ nic†i , (3.5a)

σ−
i = eiπ nici, (3.5b)

where c†i , ci are creation and annihilation operators satisfying the fermionic anti-
commutation relations {c†i , cj} = δij, {c†i , c

†
j} = {ci, cj} = 0 and we have defined

ni =
i−1∑
k

c†kck. (3.6)

Restricting our analysis to the single-excitation regime only, this transformation
yields a quadratic Hamiltonian of spinless fermions

H =
∑
ij

J|i−j|c
†
icj, (3.7)
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where we have let J|i−j| = V g
ij as the sign of zi − zj plays no part in V g

ij . We can
interpret J|i−j| as the hopping amplitude for one of these fermions to hop from
site j to i.

It is useful to label the fermionic operators by the sublattice they create or
annihilate a particle in. We let c2p−1 = ap and c2p = bp to reflect the operators of
sublattice A and B respectively. Here p ∈ 1, 2, ...,M/2 is the cell index. We also
use the following labelling for the hopping amplitudes

J|i−j| =


J2p |i− j| even
J2p−1 |i− j| odd; i even
J ′
2p−1 |i− j| odd; i odd

, (3.8)

such that the same-sublattice hopping amplitudes are separated from the different
inter-sublattice hopping amplitudes [see Fig. 3.1 (b)]. This labelling convention
allows us to write the Hamiltonian as

H =

M/2∑
q=1

M/2−q∑
p=1

[
J2p−1b

†
qaq+p + J ′

2p−1a
†
qbq+p−1

+J2p
(
a†qap+q + b†qbp+q

)]
+ J ′

M−1a
†
1bM/2 + h.c., (3.9)

where we can also re-write the hopping coefficients in terms of the sublattice
distance parameters and the guided mode parameters

J2p =
γ

2
sin (βgap), (3.10a)

J ′
2p−1 =

γ

2
sin
[
βg((p− 1)a+ b)

]
, (3.10b)

J2p−1 =
γ

2
sin
[
βg(ap− b)

]
. (3.10c)

We see that in this system the hopping rates are real and are restricted to the
interval [−γ

2
, γ
2
]. The form of the hopping parameters (3.10a)-(3.10c) mean that

the hopping interactions do not decay with the distance between sites. Instead
they can facilitate all-to-all interactions in the system. When we only consider
the J1 and J ′

1 hopping parameters the Hamiltonian (3.9) is exactly that of the
well-known SSH model. In this way we have an ‘extended’ SSH Hamiltonian
which is not limited to just nearest neighbour interactions, but instead includes
all-to-all interactions.

The topological phases of the bulk of this model are examined in the ther-
modynamic limit. We can achieve this by setting periodic boundary conditions
(PBC) on the lattice, which can be engineered in the atom-waveguide QED sys-
tem as we will show later. Enforcing PBC on (3.9) makes it a real symmetric
2×2 block-circulant matrix which allows us to diagonalise it in the basis of Bloch
states of the external degrees of freedom, i.e. cell index, such that

Hbulk =
∑
k

Ψ†
kh(k)Ψk, (3.11)
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with k ∈
[
0, 2π

a

]
. Here, we have introduced the eigenvectors

Ψk =

(
ãk
b̃k

)
=

1√
M/4

M/4∑
q=1

eikqa

(
aq
bq

)
. (3.12)

The 2 × 2 irreducible blocks h(k) is known as the reduced Hamiltonian. It is
convenient to write the reduced Hamiltonian as

h(k) = he(k) + ho(k) (3.13)

where we separate the intra-sublattice hoppings

he(k) =

(
n0(k) 0

0 n0(k)

)
(3.14)

with

n0(k) = 2

M/2∑
p=1

J2p cos kpa, (3.15)

and the inter-sublattice hoppings,

ho(k) =

(
0 n(k)

n∗(k) 0

)
(3.16)

with

n(k) =

M/2∑
p=1

[
J2p−1e

ikpa + J ′
2p−1e

−ik(p−1)a
]
. (3.17)

The two energy bands of the reduced Hamiltonian are then determined byE±(k) =
n0(k) ±

∣∣n(k)
∣∣.

As discussed in detail in Sec. 2.1.3, the topological nature of the bulk of the
system is classified via the symmetries of the irreducible system Hamiltonian.
TRS, PHS and chiral symmetry are determined in our case by the operators T =
K, C = σzK and S = T ·C = σz, respectively, where K is the conjugation operator
and σz is the usual spin-1/2 Pauli-z matrix. In general, for real hopping coeffi-
cients, ho(k) exhibits time-reversal symmetry Tho(k)T−1 = ho(−k), particle-hole
symmetry Cho(k)C−1 = −ho(−k) and chiral symmetry Sho(k)S−1 = −ho(k).
he(k) possesses time-reversal symmetry but, most importantly, its presence makes
the full Hamiltonian break PHS and chiral symmetry. This system is therefore
to be attributed to the AI symmetry class, for which there is no topological in-
variant in one dimension. On the other hand, when n0(k) = 0 (e.g., when the all
even hoppings J2p = 0 ∀p) the system is attributed to the BDI symmetry class,
which has a Z-type topological invariant in one dimension. In real space, the
consequence of chiral symmetry is that if a pair of degenerate eigenstates have
zero energy, each eigenstate can be rewritten such that they have support only
on sublattice A and B, respectively. Conversely, if an eigenstate has support only
on one sublattice, its energy must be zero [80]. The existence or absence of chiral
symmetry will play a key part in our analysis in this chapter.
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Figure 3.2: Winding number. The winding number ν, depicted here as a
function of a/λf and b/a, takes only the values 0 and 1. The red solid lines
represent the analytical predictions (3.22) and (3.21) for the phase boundaries.

As we showed in Sec 2.1.4, Hamiltonians of the form of the reduced Hamilto-
nian have a geometric phase which can be calculated via the winding number of
n(k). Using (2.32) we can write down the winding number of the bands

ν =
1

2π
∆θ(k), (3.18)

where ∆θ(k) is the variation of the argument of n(k) = nx(k) + iny(k) through
the FBZ where

nx(k) =

M/2∑
p=1

(
J2p−1 cos(kpa) + J ′

2p−1 cos[k(p− 1)a]
)

ny(k) =

M/2∑
p=1

(
J2p−1 sin(kpa) − J ′

2p−1 sin[k(p− 1)a]
)
.

The evaluation of the winding number can be performed numerically for very
large system sizes, where we find that it only takes the values ν = 0 and 1 [see
Fig. 3.2]. By fixing the guided propagation constant βg, we probe the topological
phases of the system by varying the offset distance b between the sublattices at
a range of values for the lattice constant a.

The values of b and a at which the system changes from a topologically trivial
to non-trivial phase and vice versa can be obtained analytically by analyzing the
symmetries of n(k): as a consequence of time-reversal symmetry, nx(k) and ny(k)
are symmetric and anti-symmetric, respectively, with respect to k = π/a. Hence,
the closed path of n(k) in complex space within the FBZ is symmetric about the
real axis. In order to determine the winding number, we need to verify whether
the closed path of n(k) encloses the origin (ν = 1) or not (ν = 0). Since at
the time reversal invariant momenta k = 0 and π/a, n(k) crosses the real axis,
i.e., ny(k) = 0, it is enough to determine whether there is a change of sign in

nx at the two momenta. In particular, if sgn(nx(π/a)
nx(0)

) = 1, then ν = 0, and if
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sgn(nx(π/a)
nx(0)

) = −1, then ν = 1. This can be summarised by

ν =
1

2

[
1 − sgn

(
nx(π/a)

nx(0)

)]
. (3.19)

We can determine the phase boundaries analytically using that

sgn

[
nx(π/a)

nx(0)

]
= sgn

tan

[
β

(
b− a

2

)]
tan

[
βa

2

] . (3.20)

Here, one easily obtains that the winding number changes at the values

a

λf
=
m

2
where m ∈ Z, (3.21)

where λf = 2π
βg

is the wavelength of the light propagating in the waveguide. Note,

that due to the presence of all-to-all interactions, the gap between the two energy
bands also closes whenever a/λf = n/M for any n ∈ Z. However, only when
condition (3.21) is satisfied is this gap closing accompanied by a change in the
topological invariant of the system. Finally, fixing a, we also find a change from
ν = 0 to ν = 1 and vice versa when

b

λf
=

1

2

a

λf
+
n

4
, with n ∈ Z. (3.22)

These phase boundaries correspond exactly with our numerical calculation of
the winding number [see red lines in Fig. 3.2]. Note, that when only J1 and J ′

1

are different from zero, we obtain exactly the winding number classification of
the SSH model as expected, for which ν = 1 when |J1| > |J ′

1| while ν = 0 when
|J1| < |J ′

1| [124]. Interestingly, we find that the winding number for our extended
SSH model (Fig. 3.2) coincides with the one of the original SSH model, i.e., the
topological invariant of the system bulk does not change as the connectivity of
the problem is increased.

3.3 Nearest-Neighbour Interaction Limit

We now make clear the exact SSH nature of our model in the nearest-neighbour
interaction limit. Setting ϕB = 0, unless otherwise stated, we recover the expected
bulk-boundary correspondence of the SSH chain with open boundary conditions
(OBC) and give a detailed account of the resulting gapped, robust edge states.

In this limit we use a system of 100 atoms such that the translationally in-
variant bulk of the chain is very large in comparison to the edge of the chain and
set a/λf = 1.0511. We vary the sublattice offset distance b a total of one lattice
constant a, i.e b ∈ [0, a]. Recall J1 and J ′

1 vary according to (3.10c) and (3.10b)
respectively.

The variation of the sublattice offset distance allows us to find two low-energy
eigenstates in the regimes where ν = 1, corresponding to the case when |J1| >
|J ′

1|, and no low-energy eigenstates when ν = 0, corresponding to the case when
|J1| < |J ′

1|. This is the bulk-boundary correspondence of the SSH model and it is
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Figure 3.3: SSH Topological Insulator. (a)-(c): Dispersion relation of the
chain with periodic boundary conditions for b/a = 0.4, 0.5 and 0.6 respectively.
(d): Energy levels of the chain with open boundary conditions with the bulk
topologically trivial (ν = 0) and non-trivial (ν = 1) regimes superimposed. Zero-
energy eigenstates exist in the open boundary system when the bulk of the chain
is in a topological insulator phase (ν = 1).

more illustratively seen in Fig. 3.3(d). This figure also shows how the low-energy
characteristics of the topological eigenstates in a chiral symmetric system can
instead be characterised by their mass gap ε.

We show in Fig. 3.3(a)-(c) that the bulk is always in an insulating phase,
which is guaranteed by the symmetric dispersion relation about zero, except for
when |J1| = |J ′

1| which is where the topological phase transitions. And so we
distinguish that when ν = 1 the bulk of the system is in a topological insulator
phase whereas when ν = 0 the bulk is in a regular insulating phase.

As mentioned in the introduction, topological insulators are known for their
insulating bulk properties and conducting edge states. We have seen the insulat-
ing bulk properties so now we examine the edge states in more detail. These edge
states are very often referred to as zero-energy edge states despite their energy
often only being approximately zero. We will try to always refer to eigenstates
with exactly zero energy as exact zero-energy edge states to distinguish.

The chiral symmetry present in the model allows eigenstates with zero energy
to have support in only one sublattice. Conversely, eigenstates which can be
written with support in only one sublattice must have zero energy. This can
be seen clearly if we use exact diagonalisation of a general nearest-neighbour
SSH Hamiltonian. Assuming the existence of a zero mass gap we find that the
population of the pair of edge states must obey

|Ai|2 = |A1|2 e
(

1−i
ξ

)
, (3.23)

|Bi|2 = |B1|2 e
(

i−1
ξ

)
, (3.24)
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where ξ is the localisation length of each sublattice

ξ =
1

2

(
ln
∣∣J ′

1

∣∣− ln|J1|
)
, (3.25)

in units of the lattice constant a. Here we also see the exponential localisation
of the exact zero-energy edge state population which is synonymous with these
topologically non-trivial states of matter. So we could have the entire population
of one zero energy edge state exponentially localised to the edge of sublattice
A, and the entire population of the other zero energy edge state exponentially
localised to the edge of sublattice B, or we could have a hybridised solution with
edge states with population in both sublattices. When the mass gap is not exactly
zero the edge states must hybridize as we will see.

In practice, we find that the energy eigenvalues of a system of M sites will be
the roots of an equation of the form

λ2f(J ′
1, J1, λ) +

(J ′
1)
M

(J1)M−2
= 0, (3.26)

where f(J ′
1, J1, λ) is a real polynomial in powers of J ′

1, J1 and λ. We thus find
that a zero mass gap can only exist with an infinitely long chain and |J ′

1| < |J1|
(which is obviously impractical) or in the dimerized limit when J ′

1 = 0 and J ′
1 ̸= 0.

This becomes evident in Fig. 3.4 where we look in more detail at the edge states
found in our model. Comparing the numerically fitted localisation length of the
population profile of the system edge states with the localisation length of the
population profile of the exact zero-energy edge states in Fig. 3.4(a), we see
that ‘deeper’ into the topological phase, i.e. as |J ′

1| /|J1| becomes smaller, the
numerical and exact zero-energy edge state localisation lengths become smaller
and get much closer together, indicating that the mass gap reduces ‘deeper’ into
the topological phase which is exactly what we see in Fig. 3.3(d).

In Fig. 3.4(b) we see an example of an edge state population profile that is
in the topological insulator phase but is still close to the topological transition
point. In this case the hybridized edge state population does not match very
well to the corresponding population of an exact zero-energy edge state, and the
population is spread along the chain due to the relatively large localisation length.
In Fig. 3.4(c) however we see that ‘deeper’ into the topological phase the edge
state populations become much more localised to the edge of the chain due to
their comparatively smaller localisation lengths, stemming from their eigenvalues
being much closer to zero.

Eventually the localisation lengths do coincide at zero localisation length in
Fig. 3.4(a) when b ≈ 0.476a at which point J ′

1 = 0, which is the topological dimer-
ized limit with all atoms dimerized except for the first and last atom. Eigenstates
localised entirely on these sites of the chain must have zero energy as there is no
onsite potential in the system.

Next we test the robust nature of the topological edge states against disorder
in the system. We introduce disorder as an uncertainty in the position of the
atoms in the chain. We do this by letting the positions of the atoms zi in the
chain have a Gaussian distribution around their non-disordered positions z

(0)
i , i.e.

zi → z
(0)
i + σR, (3.27)
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Figure 3.4: Edge State Localisation. (a): Numerically calculated localisation
length of the edge states assuming exponential profile (red dashed lines) and the
localisation length of the exact zero-energy edge states (black line) as a function
of the offset distance b/a. (b) and (c): Edge state population profiles for regime
where b/a is near a topological phase transition (b/a = 0.281) and a regime where
b/a is deep into the topological phase (b/a = 0.4) respectively. In both cases the
numerically fitted exponential profile of the edge population is shown (dark red
line) along with the corresponding population profile of an exact zero-energy
eigenstate (black diamonds).

where R is a number randomly generated form a normal distribution centred
around zero and σ is the standard deviation of the normal distribution that is
used to control the level of disorder applied. In order to examine the effects of
this disorder we plot the mass gap of the system ε introduced previously, and the
fidelity between disordered and non-disordered edge states, defined as

Fσ =
∣∣∣〈Ψσ|Ψ+

〉∣∣∣2 , (3.28)

as a function of the average hopping parameter fluctuation δJ resulting from the
addition of disorder i.e. J → J + δJ . These simulations are averaged over 5000
samples of disorder. We compare results for the case when we are deep into the
topological phase (ε ≈ 0) and also for the case when ε is noticeably greater than
zero. Fig. 3.5(a) shows that in the regime where ε ≈ 0, corresponding to the
edge states seen in Fig. 3.4(c), even for increases of up to 10% in the average
fluctuations (note that the maximum value δJ could take is γ/2) the mass gap
remains approximately zero. The inset shows that the bulk state energies have
also remained well separated from the edge state energies even for large δJ so we
expect there to be little change in the population profile of the edge state. This
is indeed what we see in Fig. 3.5(b) where the fidelity remains very high despite
the high levels of disorder. The inset shows a rather unchanged population profile
for the edge state at a significant level of disorder.

As we expected, the edge states as seen in Fig. 3.4(b) do not exhibit the same
level of robustness as the previous case. Fig. 3.5(c) shows an increase the mass
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Figure 3.5: Nearest Neighbour Robustness Against Disorder. (a) and
(c): The mass gap ε of the chiral-symmetric system of M = 100 atoms as the
average fluctuations of the hopping parameters are increased for a/λf = 1.0511
and b/a = 0.4, 0.281 respectively. (b) and (d): Fidelity F of Eq. (3.28) of the
in-gap eigenstates in the presence of disorder with respect to the corresponding
state in the absence of disorder in the same parameter regimes as (a) and (c)
respectively. In all figures, the red line represents the average value and the blue
shaded area the standard deviation after 5000 realizations of disorder.

gap of the edge states as the level of disorder is increased. The inset shows the
destructive effect the disorder has on the gapped nature of the edge state energies
from the bulk energies in the topological phase. With this closing of the gap we
would not expect the edge states to maintain their population profiles. This is
precisely what we find in Fig. 3.5(d). The fidelity is significantly reduced such
that very little of the unperturbed population profile is expected to remain. The
inset confirms this as any semblance of the exponential localisation of the edge
state population is lost, even at a lower level of average fluctuations than for the
case in 3.5(c).

3.4 Next-Nearest-Neighbour Interactions

We now investigate what happens when we start to extend the range of atomic
interactions to include next-nearest-neighbour (NNN) hoppings. As we have seen,
NNN hopping means our bulk Hamiltonian now belongs to the AI symmetry class
in which there is no topological invariant associated with 1D systems. We will
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explore the destructive effect the NNN hoppings have on the topological insulator
phases we found in Sec. 3.3.

To begin we note that the winding number calculation will not change as it
does not depend on the same-sublattice hoppings, however we may not expect
the same bulk-boundary correspondence due to the NNN interactions. This sug-
gests that the destructive effects of the NNN hoppings are not in the underlying
geometry of the bulk Hamiltonian but rather in the insulating properties of the
bulk bands. Of course there is now no guarantee that the bulk bands will be
symmetric around zero energy and so we define the following possible band gaps:
A direct gap (DG) occurs when the minimum of the conduction band is larger
than the maximum of the valence band, and they occur at the same value of k.
An indirect gap (IG) also means the minimum of the conduction band is larger
than the maximum of the valence band, but they occur at different values of
k. No gap (NG) occurs when the minimum of the conduction band is smaller
than the maximum of the valence band, in other words this is a metal [see Fig.
3.6(a)-(c) for examples of each band gap respectively]. These band gap phases
are characterised by the system’s hopping coefficients as follows

DG: J2 <
|J−

1 |−|J+
1 |

4
,

IG:
|J−

1 |−|J+
1 |

4
< J2 <

|J−
1 |+|J+

1 |
4

,

NG:
|J−

1 |+|J+
1 |

4
< J2,

(3.29)

where we have defined J±
1 = J ′

1 ± J1.
In Fig. 3.6(d) we plot these band gap phases as a function of the sublattice

offset distance and superimpose the energy eigenvalues for the NNN interaction
system. We use the same parameters as the NN limit, however this time due to
the periodicity in the interactions we only plot the results in the range b ∈ [0, a

2
].

From here on out we will only plot quantities that are a function of b in this
range.

We find that the NNN interactions significantly reduce the gapped nature of
the edge states found in the NN limit. As PHS and chiral symmetry are now
broken, these states no longer need to have zero energy and become massive.
We see that when J2 is large enough to force the bulk into a metallic phase,
all semblance of gapped energy eigenstates is lost even if the winding number is
non-zero. This is not surprising since a topological insulator phase requires the
bulk to exhibit both a topologically non-trivial phase and an insulating phase.
These results agree with those obtained by Pérez-González et al. [82].

Now let us take a closer look at how the exponential profiles of the NN edge
states have changed due to the NNN interactions when the bulk remains in an
insulating phase. With chiral symmetry broken, we can not assume that the
population of an edge state in each sublattice will be exponentially localised
to different ends of the chain. We thus attribute a localisation length to both
sublattices. We plot the numerically fitted localisation length of the population
in sublattice A (red diamonds) and sublattice B (blue squares) along the first half
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Figure 3.6: NNN SSH Model Band Structures. (a)-(c): The PBC bulk
bands corresponding to those in Fig. 3.3 (a)-(c) respectively now impacted by
the addition of NNN interactions. (d): The OBC energy level diagram corre-
sponding to Fig. 3.3 (d) now only shown for half of the chain and with NNN
interactions included, superimposed on top of the bulk band gap phase diagram.
A smaller range of energy levels are shown in order to see the effects of NNN on
the previously gapped zero-energy eigenstates.

of the chain (as we still expect there to be a symmetry about the midpoint of the
lattice) in Fig. 3.7(a). We also plot the localisation lengths associated with the
NN zero-energy analytical solutions and, as we did for the energy eigenvalue plot,
these results are superimposed onto the band gap phase diagram. In Fig. 3.7(b)
we plot the r2 value associated to each of the exponential fits as a rudimentary
method of checking whether the fits are of good quality. The r2 value is defined
as

r2 = 1 − RSS

TSS
(3.30)

where RSS is the sum over all of the squared residuals of the fit, and TSS is
the sum over all of the squared residuals if the fit was simply a line equal to the
mean of all of the data. If r2 = 1 this implies the fit perfectly accounts for all of
the variance in the data, and if r2 = 0 this implies the fit accounts for none of
the variance in the data.

Interestingly we find a very similar behaviour in the localisation lengths de-
spite the introduction of NNN hoppings in Fig.3.7(a). Far into the topological
insulator phase the localisation lengths of the NNN eigenstate is almost exactly
equal to that of the NN limit. The striking difference now is the divergence of
the localisation lengths as the bulk approaches the metallic phase. Fig. 3.7(b)
shows us that when the localisation lengths converge towards the NN zero-energy
localisation lengths, the fits are in fact good quality fits. As one would expect, as
the localisation lengths diverge approaching the metallic transition, the fits are
found to be of very bad quality.
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Figure 3.7: Localisation Length Fits. (a): The localisation length of the
assumed exponential profile of the eigenstate (those highlighted in red in Fig.
3.6(d)) sublattice population corresponding to the zero-energy eigenstates of the
NN model. The analytical zero-energy state localisation length (black line) is
compared to the localisation lengths of sublattice A (red diamonds) and sublattice
B (blue squares) for the sublattice offset b/a ∈ [0.25, 0.5]. (b): The r2 value of
the numerical exponential fits of sublattice A (red dash) and B (blue dash-dot).

Next we investigate these exponential fits of the edge states in more detail.
We plot the NNN population of the states at each of the dashed lines found in Fig.
3.7(a) [see Fig. 3.8(a) and Fig. 3.8(b)]. These correspond to the states in 3.4(a)
and Fig. 3.4(b) respectively. This time however we only plot the population of
the first half of the chain due to the symmetry in the populations about the mid
point of the lattice. If we were to rotate the chain by π and swap sublattice A
with B we would have an identical chain, hence the symmetry in the eigenstate
population. This symmetry is preserved irrespective of the TRS, PHS or chiral
symmetry classification of the Hamiltonian.

The first thing we note from Fig. 3.8(a) and Fig. 3.8(b) is that the exponential
fit is not as accurate as in the NN limit, even far into the topological insulator
phase. Despite this we consider it to be accurate enough to inform us on the edge
localisation of the eigenstate population. We find that adding NNN interactions
for the case when b/a = 0.281 (Fig. 3.8(a)) increases the population in sublattice
B on the left edge of the chain. There is also a reduction in the population
in sublattice A on the left edge of the chain and a further mismatch with the
analytically calculated zero-energy eigenstate. When b/a = 0.4 (Fig. 3.8(b))
we find that the edge state population remains highly localised to the edge of
the chain not just for one sublattice, but for both. The localisation of both
populations on the same side of the chain is a phenomena that is not seen in the
NN limit an is solely due to the introduction of NNN interactions.

We have demonstrated that we can retain some semblance of the NN edge
states by only weakly breaking the PHS and chiral symmetry of the original SSH

model. So long as J2 <
|J−

1 |+|J+
1 |

4
[see Eq. (3.29)] we can still have insulating

properties necessary for a topological insulating phase of matter.
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Figure 3.8: NNN Edge States and Disorder. (a) and (b): The non-
disordered population equivalent of the NN eigenstates of Fig. 3.4(b) and (c)
with b/a = 0.281 and b/a = 0.4 respectively. Exponential numerical fits of sub-
lattice A (dark red line) and B (dashed light-blue line) are included alongside the
zero-energy analytical fit of the NN model (black diamonds). (c) and d: The
same eigenstate populations seen in (a) and (b) respectively but with a signifi-
cant level of disorder included such that δJ = 0.025γ.

Despite this we do not expect the approximately exponentially localised edge
states of the NNN hopping model to be as robust against disorder as the NN
counterparts. This is because these states have energies that are not as well-
separated (or gapped) from the energies of the bulk states. We confirm this by
adding disorder in exactly the same way as we did in the NN case (see Eq. (3.27)).
Fig. 3.8(c) and (d) show that even a moderate level of average fluctuations in
the hopping parameters such as δJ = 0.025γ can almost completely destroy any
approximately exponential edge localisation of the eigenstates regardless of how
’deep’ into the topological phase we might get.

Already we can see the destructive effects of the PHS and chiral symmetry
breaking interactions on the topological protection of the edge state population.
In the discussion at the end of this chapter we outline a mechanism for ’switching
off’ these PHS and chiral symmetry breaking terms as a possibility for future
research.

3.5 Long-Range Interactions Retaining Symme-

tries

As we have seen, the introduction of NNN interactions breaks the PHS and chiral
symmetry of the SSH model and can destroy the topological insulating phases
it exhibits. This is true for the inclusion of any of the J2p hopping coefficients.
Analogous to Sec. 3.3 we will begin our exploration of long-range interactions
by first retaining the PHS and chiral symmetry of the Hamiltonian by manually
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(a) (b)

(c) (d) (e)

(f) (g) (h)

Figure 3.9: Weakened Bulk-Boundary correspondence. (a): Mass gap ε
for a system of M = 10 sites as a function of a/λf and b/a. The dark blue shaded
area represents the region where ν = 0. The horizontal dashed, solid white,
and black dotted lines indicate where |J ′

M−1| = |J1|, J ′
M−1 = 0, and J ′

1 = 0,
respectively. (b): Spectrum at a/λf = 1.25 varying b/a. The mass gap is exactly
zero at b/a = 0.4. (c): Sketch of the (chiral) system’s couplings at a/λf = 1.2
and b/a = 0.4444 (|J ′

M−1| = |J1|). (d): The system is translationally symmetric,
as reflected in the population of one of the eigenstates, and (e): the gap in k-
space is closed. (f): Sketch of the (chiral) system’s couplings at a/λf = 1.2375
and b/a = 0.4444 (J ′

M−1 = 0). (g): Near zero-energy states are exponentially
localized to the edges of the system. (h): Localization length along one of the
J ′
M−1 = 0 lines. The black solid line represents the length obtained from a fitting

while the red dashed line is the analytical approximation given by (3.33). The
green dotted line is the ratio |J ′

1/J1|.

setting all J2p = 0. The Hamiltonian (3.9) in this case reduces to

H =

M/2∑
q=1

M/2−q∑
p=1

[
J2p−1b

†
qaq+p + J ′

2p−1a
†
qbq+p−1

]
+ J ′

M−1a
†
1bM/2 + h.c. (3.31)

The closer we get to the inclusion of all-to-all interactions, the more we lose the
distinction between the bulk and boundary of the chain and thus the less we
expect the bulk-boundary correspondence to hold. We find that for all-to-all
interactions with all J2p = 0 the bulk-boundary correspondence is not completely
lost but is only weakened. We identify two parameter regimes that give rise to
eigenstates that are of interest to us, namely flat states and localised states.

3.5.1 Flat States

In this case, we find a parameter regime where the first particle can hop to its
nearest neighbor and to the last site of the chain with the same hopping rate i.e.
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|J ′
M−1| = |J1|. Moreover, the specific form of the rates (3.10b-3.10c), imposing

that |J ′
M−1| = |J1| automatically implies that |J ′

M−2p+1| = |J2p−1| for all p [see Fig.
3.9(c)]. Here, not only the bulk but also the finite open system are translationally
symmetric. Since all cells are equivalent, the concept of boundary becomes ill-
defined. As a consequence, as one can observe in Fig. 3.9(d), all eigenstates
of the Hamiltonian are such that all sites are uniformly occupied, reflecting the
translational symmetry. Note, that the condition |J ′

M−1| = |J1| is satisfied when
a/λf = m/M with m ∈ N. So when M increases, there are more values of a/λf
within a given interval that constitute these flat states. In the limit of M → ∞
every value of a/λf would exhibit flat states at all values of b. It is for this reason
we have carried out the fully connected analysis with a chain of M = 10 atoms.

We point out that the bulk gap in momentum space closes [see Fig. 3.9(e)]
when we impose the condition |J ′

M−1| = |J1| as this is a topological transition
point. Hence, even though this gap closing does not come accompanied by a
change in the topological invariant, specifically in this parameter regime [hori-
zontal dashed lines in Fig. 3.9(a)] the winding number is not well defined and
hence the flat states are not topologically protected states.

3.5.2 Localised States

The translational symmetry is broken whenever |J ′
M−1| ≠ |J1|, as one can again

distinguish the boundaries from the bulk. The extreme case here occurs when
J ′
M−1 = 0, i.e., when the first and the last atom in the chain are not coupled to

each other [see Fig. 3.9(f)]. This occurs whenever the parameters satisfy

b

λf
=
M − 2

2

a

λf
+
m

2
m ∈ N. (3.32)

In the topologically non-trivial region and along this line in parameter space [solid
white lines in Fig. 3.9(a)], one finds two approximately zero energy [mass gap
ε ≈ 0] eigenstates.

While usual topologically protected edge states are exponentially localized
on one of the two boundaries, we find here that the population is concentrated
on both boundaries of the chain [cf. Fig. 3.9(g)], such that the occupation
probability of the sites in the p-th cell in sublattice A and B, respectively, can be
written as

|AM/2−p+1|2 = |AM/2|2e−
pa
ξ ,

|Bp|2 = |B1|2e−
pa
ξ ,

for p = 2, . . . ,M/2 − 1, and |A1|2 = |BM/2|2. Where ξ, as in Sec. 3.3, is the
localization length of the edge state for each sublattice. As we can observe in
Fig. 3.9(h), the localization length is smaller (i.e. edge states more localized in
the edges of the lattice) the smaller the ratio J ′

1/J1. One can obtain that the
localization length is approximately given by

ξ ≈ − a

log
∣∣∣J ′

1

J ′
3

∣∣∣ . (3.33)
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As one can see in Fig. 3.9(h), this simple expression yields indeed an excellent
approximation to the localization length, particularly for small values of the ratio
|J ′

1/J1|.
The edge states become completely localized on the edges when J ′

1 = 0. It
can be easily shown that this occurs when

a

λf
=

m

M − 2
,

b

λf
=
m′

2
, (3.34)

with m and m′ being natural numbers. Here, the edge states can be analytically
obtained, and they read

|Ψ±⟩ =
1

2

[
a†1 ± b†1 + (−1)n

(
a†M/2 ± b†M/2

)]
|0⟩ , (3.35)

with n = ⌊M/4⌋, and |0⟩ being the state with no fermions. Note, moreover, that
at this point these edge states have exact zero energy, and that the spectrum be-
comes doubly degenerate [see Fig. 3.9(b)]. This structure is reminiscent of what
occurs in the presence of a so-called strong zero mode [125–131]. Indeed, here

there exists an operator Ψ =
∑

p i(−1)p
(
a†pbp − b†pap

)
that anticommutes with

a symmetry of the Hamiltonian D =
∑

p

(
a†pbp + b†pap

)
. Due to the long-range

character of the hopping rates, though, in our case the strong zero mode Ψ is
not concentrated on the edges of the lattice, as it is usually the case consider-
ing systems with short range interactions. Moreover, the Hamiltonian exactly
commutes with Ψ for all system sizes (cf. [131]), instead of doing so only in the
thermodynamic limit.

3.5.3 Robustness of Localised States

We now test the robustness of these localised states by adding disorder in the
form of uncertainty in each of the atomic positions [see Eq. (3.27)], as was done
in Sec. 3.3 and Sec. 3.4.

For each realization of disorder, we calculate the mass gap εσ of the edge state
|Ψσ⟩, and the fidelity [see Eq. (3.28)] between the measured edge state and the
state with zero disorder. After many realizations, we extract the corresponding
average fluctuations of the hoppings, J → J+δJ , and the average mass gap ε and
fidelity F , shown in Fig. 3.10 (a) and (b), respectively, for the fully localized case,
where both J ′

1 and J ′
M−1 are equal to zero [where in the absence of disorder ε = 0

and the edge states are exactly given by (3.35)]. As one can observe, as we increase
the average fluctuations up to more than 10% (note that the maximum value δJ
could take is γ/2) the mass gap increases linearly with the disorder, remaining
much smaller than the gap between the bulk bands in all cases. Moreover, the
fidelity of the edge state with respect to the no-disorder case remains above 0.99.
In Fig. 3.10 (c) and (d) we show the same results for a parameter regime where
J ′
M−1 = 0 but J ′

1 ̸= 0 [cf. Fig. 3.9(f-g)]. One can easily observe that the deviation
of the mass gap and fidelity from their no-disorder values remain small. Finally,
let us point out that the size of the system, M , does not affect the results. Hence,
we have established that the edge states along the full line J ′

M−1 = 0 are indeed
extremely robust against external disorder.
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(a) (b)

(c) (d)

Figure 3.10: Robustness against local disorder. (a) and (c): Mass gap ε
for a system of M = 10 sites as a function of the average fluctuations of the
coupling constants δJ . (b) and (d): Fidelity F of the edge state in the presence
of disorder with respect to the corresponding state in the absence of disorder.
In all figures, the red line represents the average value and the blue shaded area
the standard deviation after 5000 realizations of disorder. The parameters are
a/λf = 1.25 and b/a = 0.4 for (a) and (b) and a/λf = 1.2375 and b/a = 0.4444
for (c) and (d).

3.6 Long-Range Interactions Breaking Symme-

tries

Up until now we have studied a system where the chiral symmetry is not broken,
i.e., where the intra-sublattice hoppings J2p have been put to zero. In a real
atom-waveguide system, these cannot be generally put to zero unless a/λf = m/2
[see Eq. (3.10a)]. Unfortunately, this regime is also precisely where the bulk gap
closes (horizontal lines in Fig. 3.2), and hence no topological invariant can be
defined. In this section, we will explore a situation where, even though the chiral
symmetry is not strictly conserved, states with energy close to zero appear in the
gap between the bulk bands which, moreover, are localized to the edges of the
chain and are robust to local disorder.

We focus on the situation where the number of atoms is even but not a multiple
of four, i.e. M = 4n+ 2 for n ∈ N. Here, when a/λf = m/(M − 2) one can make
half of the even couplings zero, such that

J2p =

{
0 if p even

γ
2
(−1)

p−1
2 if p odd.

(3.36)

Moreover, as it can be observed in Fig. 3.11(a), the spectrum becomes symmetric
around E = 0 at the point determined by condition (3.34). Here, the eigenstates
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(a)

(b) (c)
Figure 3.11: Non-chiral edge states. (a): Spectrum for a system of M = 10
atoms with a/λf = 1.25. (b): At b/a = 0.4, the spectrum is symmetric around
E = 0 and some of the zero-energy eigenstates are strongly localized to the
edges. (c): At b/a = 0.44 the degeneracy is lifted, but the edge states are still
present. The lower panels in (b) and (c) represent the edge state in the presence
of disorder, averaged over 5000 realizations.

of the Hamiltonian can be obtained analytically. In particular, we find that there
is a manifold of M/2 + 1 eigenstates with zero energy. Some of these eigenstates
are indeed localized in the edge, such as

|S±⟩ =
1

2

[
a†1 + b†1 ±

(
a†M/2 + b†M/2

)]
|0⟩ (3.37)

|A⟩ =
1

2

[
a†1 − b†1 + (−1)n

(
a†M/2 − b†M/2

)]
|0⟩ . (3.38)

These states are, moreover, robust in the presence of local disorder, in the sense
that they stay localized to the edges, not spreading into the bulk [Fig. 3.11(b)].
However, note that the mixing with the rest of eigenstates of the quasi-degenerate
manifold lead to small variations in the populations of the edge sites involved.

To avoid this mixing, one may move away from this particular symmetric
point. As we can observe in Fig. 3.11(a), both to the right and left of this
point (larger and smaller b/a, respectively), the zero-energy degeneracy is indeed
lifted. However, the eigenstates with energies now slightly different from zero are
still localized on the edges and extremely robust to the addition of local disorder
[see, e.g. Fig. 3.11(c)]. Moreover, again the structure of the spectrum and the
eigenstates, including the existence of robust edge states, are independent of the
number of atoms in the system, M . Note, however, that strictly speaking we
have no reason to believe these localized states are topologically protected states,
as the chiral symmetry is here broken and hence there is no topological invariant
associated with the corresponding Hamiltonian.
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(a)

(b) (c)

Figure 3.12: Non-equilibrium dynamics. (a): Collective decay rates for a
system of M = 10 atoms with a/λf = 1.25. The insets show the probability
amplitudes of the two superradiant states for b/a = 0.4. (b) and (c): Survival
probability P (t) of a single excitation as a function of the reduced time τγ,
with the initial state being given by

∣∣Φ(0)
〉

(see main text) for b/a = 0.4 and
0.44, respectively. The lower panels show the same quantities in the presence of
disorder, at δJ = 0.05γ, for 5000 realizations. Each inset shows the occupation
probability at the final time t = 10γ. For comparison, the decay of a single atom
excited next to the waveguide is depicted in all panels.

3.7 Non-Equilibrium Dynamics

Up until now, we have studied only the static properties of the atom-waveguide
system in the absence of dissipation. While this has offered us the possibility to
study the topological properties of the system and demonstrate the existence of
edge states, one can see from the expressions of the coherent and dissipative cou-
pling V g

ij and Γgij, in Eqs. (3.2a) and (3.2b), respectively, that the two mechanisms
are inevitably intertwined, i.e., the dissipation in general cannot be neglected. In
this Section, we study the out-of-equilibrium subradiant dynamics of the system
in the presence of dissipation via the effective Hamiltonian, Heff , approach defined
in Eq. (2.129) but only using the guided interactions, focusing in particular on
the lifetime of the edge states found in the previous sections.

3.7.1 Subradiance

Since the dissipation coefficients Γgij = γ cos (βzij) do not decay with the distance
between the atoms, the dissipation in this system has a collective character.
We establish this by calculating the dissipation channels |ψn⟩ and corresponding
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decay rates Γn in the single-particle sector as the eigenstates and eigenvalues of
the matrix Γgij, respectively. Independently of the parameter regime, there are
only two superradiant modes with decay rates Γ1,2 much larger than γ. The rest
of the states forms a subradiant manifold with zero decay rate [121], as one can
observe in Fig. 3.12(a) for a/λf = 1.25. Along this line in parameter space, one
can see that one of these two eigenstates has no support on the lattice edges, while
the other one does. However, the latter has an alternating phase profile, similarly
to the state |A⟩ given in Eq. (3.38). Any initial state that one chooses to excite
in this system that does not have a large overlap with these two superradiant
states will be, thus, subradiant.

If, moreover, we are in a parameter regime where an edge state has been pre-
dicted to exist in the previous Section, we expect an initial state with large sup-
port on the edge to remain localized in the edge during the dynamics determined
by (2.107). This is indeed what we observe in the upper panels of Figs. 3.12(b)

and (c) by measuring the survival probability, P (t) =
∑M/2

p=1

(
|Ap(t)|2 + |Bp(t)|2

)
for two values of the parameter b/a: the initial symmetric superposition localized
state, ∣∣Φ(t = 0)

〉
=

1√
2

(
a†1 + b†1

)
|0⟩ (3.39)

(i.e., A1 = B1 = 1/
√

2, Ap = Bp = 0 for all p = 2, . . .M/2) remains localized,
and the excitation has an extremely long lifetime. In particular, for b/a = 0.4 the
initial state is an eigenstate of both the coherent interactions (i.e. a zero-energy
edge state), and of the dissipation (belonging to the subradiant manifold). Hence,
as expected, the state remains completely unchanged throughout the dynamics.
In the lower panels of Figs. 3.12(b) and (c) we show how this dynamics is also
extremely robust against local disorder.

3.7.2 Excitation Transport

We have seen that in the case when chiral symmetry is broken we can find eigen-
states localised on one side of the chain that remain as such for long times even
in the presence of the dissipative dynamics. We now present the results of the
same out-of-equilibrium dynamical investigation but in the case where each J2p
remains zero. Letting a/λf = 1.25 and b/a = 0.4 again we take the initial state
(3.39) localised on one end of the chain and see how it evolves. Fig 3.13 (a) shows
us that once again the total population of the excited state does not decay for
very long times but Fig 3.13 (b) shows us that the initial excitation is not static,
as the excitation was when we broke chiral symmetry. In fact we find that the
excitation population is completely transferred from one end of the chain to the
other periodically and seemingly without propagating through the middle of the
chain. These results are very similar to those obtained in [59].

3.7.3 Beyond Subradiance

We now turn our attention to engineering the waveguide QED system in order
to change the dynamical decay properties of the edge state. We will use the
setup a/λf = 1.25 and b/a = 0.4 with the initial excitation again being |Φ(t)⟩
from (3.39). We no longer restrict the azimuthal angle ϕB between sublattice A
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Figure 3.13: Excitation Population Transfer. (a): Dynamic (non-)decay of
overall population of initial state

∣∣Φ(0)
〉

(red line) for b/a = 0.4 compared to the
dynamic population decay of a single atom in the vicinity of the nanofiber (blue
dashed). (b): A heat-map of the population contained in each unit cell (indexed
by p) as

∣∣Φ(0)
〉

evolves.

and sublattice B to zero and show that varying this angle can lead to different
decay properties than the case of ϕB = 0. To aid our analysis we introduce the
normalised instantaneous decay rate of the state in question

Γ(t) =

∑M
i Γi

∣∣⟨Φ(t)|ψi⟩
∣∣2∑M

i

∣∣⟨Φ(t)|ψi⟩
∣∣2 , (3.40)

where the |ψi⟩ are the eigenstates of the decay matrix.
Firstly we note that in Fig. 3.14(c) and (d) when ϕB = 0 we simply recover

the results of Fig. 3.12(a) and (b), namely the two highly superradiant decay
modes have zero overlap with the excitation |Φ(t)⟩ and so it does not decay in
time. Fig. 3.14(e) reassures this result showing |Φ(t)⟩ has a zero effective decay
rate for very long times.

As we increase ϕB, Fig. 3.14(d) shows that two of the previously zero-decay
modes lift from the degenerate manifold. This coincides with a decrease of the
population of |Φ(t)⟩ over time, as seen in Fig. 3.14(c). As ϕB increases to π we
see that the population of |Φ(t)⟩ decays more rapidly. When ϕB = π we find that
the decay of the excited state population is, at early times, faster than that of
the single-atom excitation population decay. We note that when ϕB = π/2 the
sublattices are completely decoupled and act as independent and identical chains.
As a result there is at least a two-fold degeneracy in each of the energy levels.

The effective decay rates in Fig. 3.14(e) show us that |Φ(0)⟩ has a higher
overlap with the superradiant decay modes the closer ϕB gets to π. This is
because when atoms are separated by an azimuthal angle of π, then it is the anti-
symmetric superposition state which becomes subradiant, and the symmetric
superposition state becomes highly superradiant as seen in Fig. 3.14(a) and (b).
As time increases the effective decay rates always become subradiant which is
evident in the slowing down of the dynamical decay of the population in Fig.
3.14(c). P (t) only slowly approaches zero for each value of ϕB.

As ϕB increases we also find more fluctuations in the effective decay rate of
|Φ(t)⟩. The change between decreasing and increasing decay rates, which are
most pronounced for ϕB = π, explain the fluctuating rates of population decay
P (t). On the other hand, say for ϕB = π/8 the effective decay rate is almost
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Figure 3.14: Edge state decay vs ϕB. (a) and (b): Probability amplitudes of
the superradiant decay modes when ϕB = π. (c): The population of the initial
excitation

∣∣Φ(0)
〉

remaining at unit-less time tγ for ϕB = 0, π/8, π/4, 3π/8, π/2
and π. Each represented by a different colour. The dynamic population decay
of a single atom in the vicinity of the nanofiber (blue dashed) has been included
for comparison. (d): Decay rates of the decay channels as a function of ϕB.
(e): Normalised effective decay rate of

∣∣Φ(t)
〉

for the same values of ϕB (colours
matching) as in (c). The effective decay rate of a single atom in the vicinity of
the nanofiber (blue dashed) has been included here also for comparison.

constant in time. Since it is also non-zero we therefore see an approximately
constant loss of excitation population.

3.8 Conclusions and Outlook

In this chapter we have used an atom-waveguide QED system in order to probe the
topological characteristics of long-range interacting systems as well as their decay
properties. We restricted our analysis to the guided coherent and dissipative
interactions throughout.

We have demonstrated that the waveguide QED system is exactly the same
as the original SSH model in the nearest-neighbour interaction limit, exhibiting
non-trivial topological insulator phases which give rise to zero-energy edge states
that are naturally robust against disorder. Building on this we showed that the
introduction of next-nearest-neighbour interactions can destroy the topological
insulating phases of the model due to the breaking of chiral symmetry in the
bulk Hamiltonian. As a result bulk-boundary correspondence can be lost and the
robust edge states of the nearest-neighbour model no longer need to be present.
In agreement with [82] we found that there were parameter regimes in which the
bulk-boundary correspondence was retained. Here we find some semblance of the
edge states of the nearest-neighbour limit remain when next-nearest-neighbour
interactions were introduced. These states were not found to be as robust as their
nearest-neighbour counterparts.

We then took advantage of the naturally long-range interactions of the waveg-
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uide QED model to move to the fully connected regime. At first we manually
retained the chiral symmetry of the bulk Hamiltonian. Here we found two note-
worthy parameter regimes. The first guaranteed a completely periodic chain of
atoms in which the eigenstates of the Hamiltonian are Fourier modes. The Fourier
modes which had zero-energy were found to have equal population on each site
of the chain. The bulk bands of this model were not found to be gapped however
and thus we concluded that these flat Fourier states were not states in a topo-
logical insulator phase. The second noteworthy regime engineered zero coupling
between the first and last atom. In this case we found zero-energy eigenstates
of the Hamiltonian which were almost completely localised in the first and last
cell of the atom chain. We finally showed that these localised eigenstates are
extremely robust against external disorder. These states portray all of the static
characteristics of topologically protected states.

We then re-introduce the interaction terms that break chiral symmetry of the
bulk Hamiltonian to the fully connected model. Interestingly we once again find
zero-energy eigenstates which are highly localised to the first and last cell of the
atom chain. Once more we test the static robustness of these states against disor-
der and find that they are extremely robust. Furthermore we test this robustness
against the dynamics of a state excited on one of the edges of the fully connected
chain. We find that not only does the excitation remain at the boundary of the
atom chain despite the introduction of disorder in the atomic position, but it is
also a highly subradiant state. Even more interestingly we find that the Hamil-
tonian does not need to have an exact zero-energy eigenstate in order for this
behaviour to be observed. These states portray all of the static characteristics of
topologically protected states despite the fact we do not retain chiral symmetry in
the bulk Hamiltonian and thus do not expect any bulk-boundary correspondence
to hold.

Next we briefly investigated the dynamical properties of the edge excitation
in the chiral symmetric system and found that the excitation population could
be entirely transferred from on end of the chain to the other seemingly without
any propagation through the middle of the chain. Theoretically, if one had a
’switch’ which could turn on and off the chiral symmetry, the population could
be transferred from one end of the chain to the other when chiral symmetry is
retained, and then ‘trapped’ on either end by breaking the chiral symmetry at
the right time.

Finally we explored the full range of decay characteristics of the edge state ex-
citation mentioned previously. We found that by simply increasing the azimuthal
angle ϕB between sublattices we can tune the effective decay of the excitation
from being highly subradiant, in which the population of the state does not de-
cay, to being highly superradiant, in which the population of the state decays
rapidly.

We foresee difficulties in verifying these results experimentally. The main
problem will be suppressing the interactions of the system coming from radiation
channels, namely V u

ij (see eqn. (2.117)) and Γuij (see eqn. (2.113)). However,
if this problem is overcome we see these results contributing to the search for
efficient storage and transportation methods for quantum information.

Since the publication of [132] we have come up with a way to engineer the
system such that all of the J2p interactions which destroy the topological insulator
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phase are zero, and there is still some freedom in the J ′
2p−1 and J2p−1. Previously

we had tried setting a = 2π/βg or a = π/βg which made each J2p = 0, however

this also restricted
∣∣∣J ′

2p−1

∣∣∣ =
∣∣J2p−1

∣∣ such that the system would always be at

a topological phase transition point. Recently we have thought to also use the
azimuthal angle of the atoms in order to engineer J2p = 0. On paper we have
done this by setting a = π/(2βg) and ϕij = |i− j|π/4, where ϕij is found in Eq.
(3.2a) and (3.2b). With the lattice constant set to half of the wavelength of the
light in the fiber, and each nearest atom separated by an azimuthal angle π/4 we
find that

J2p =
γ

2
sin

(
p
π

2

)
cos

(
p
π

2

)
. (3.41)

Now if p is odd cos
(
pπ
2

)
= 0 and if p is even sin

(
pπ
2

)
= 0 such that we always

have J2p = 0. Importantly we find that

J ′
2p−1 ∝ sin

[
βgb+

π

2
(p− 1)

]
, (3.42a)

J2p−1 ∝ sin

[
βgb−

π

2
p

]
, (3.42b)

such that now the amplitude of the two types of hoppings can differ. We have not
investigated whether different topological phases can be probed using this setup
as of yet.



Chapter 4

Photon Emission and Photon
Correlations

4.1 Introduction

In this chapter we turn our attention to the degree of control one can achieve
over the atomic emission of photons in similar atom-waveguide systems to that
used in the previous chapter. In this case however we include the guided and
unguided decay modes of the nanofiber and compare the emission into each. With
the eventual aim of producing efficient quantum networks, we look to maximise
the total fraction of the emission propagating into the guided modes whilst also
investigating the flux and chirality (directionality) of this emission. We begin
by briefly introducing the model for the system in Sec. 4.2, mainly outlining
the differences between the system in this and in the previous chapter. We then
investigate how two different atomic ensembles coupled to the waveguide emit
radiation collectively when driven by a weak laser in section 4.3. We first do this
for the case of resonant laser-driving and then we investigate the effects of driving
with an off-resonant laser. In Sec. 4.4 we examine the correlations between
emission of pairs of photons for the different atomic systems with resonant laser-
driving. We examine these correlations as a function of atomic separation for for
small system sizes. Lastly, we examine the effects of off-resonant laser-driving on
the correlation functions of a system of two atoms. We find that we can engineer
the system such that a large fractions of the emission from the atoms propagate
into the fiber. For resonant driving there is a critical system size above which
this fraction is larger for an ensemble of atoms with half on one side of the fiber
and the other half on the opposite side, compared with an ensemble with all
atoms on one side of the fiber. Interestingly we find that off-resonant driving for
large system sizes produces large increases in this fraction of overall emission into
the guided modes in both atomic ensembles. Finally we find correlated emission
of photon pairs into the guided modes of the nanofiber. The nature of these
correlations, i.e. bunched or anti-bunched photon emission, can be chosen by
tuning the system parameters.

65
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+-

Figure 4.1: System Setup. Sublattice A (red) and B (blue) of two-level atoms
with atomic transition wavelength λa = 852.347nm coupled to optical nanofiber
of radius rf = 250nm. The sublattices are at a radial height h = 190nm above
the fiber and are offset by azimuthal angle ϕB and a distance b in the z direction.
The electromagnetic field of a laser with wavevector kL confined to the y-z plane
(represented by the grey arrow) and at an angle ϕL causes emission of photons
into the fiber in ±z direction which we see using detectors placed at the left(−)
and right(+) ends of the nanofiber.

4.2 Model

As we see from Fig. 4.1, in this chapter we take a very similar system to that of the
previous chapter. Once again we couple a sublattice array of M two-level atoms
to a silica nanofiber waveguide of radius rf with the atoms all at a radial height h
above the nanofiber surface. The atoms in the same sublattice are separated by a
distance a. The sublattices are offset in the z-direction by a distance b and by an
azimuthal angle ϕB. A major difference from the previous chapter is that we will
now include both the guided and unguided decay modes of the nanofiber in our
calculations in order to describe a system closer to realistic experimental setups.
We will aim to find parameter regimes where the emission into the guided modes
is maximised compared to the emission into the unguided modes such that the
photons are emitted into the nanofiber with a high probability instead of being
lost to the radiation field. We still only consider the fundamental guided modes
of the nanofiber. As well as this the atoms in this chapter are chosen to have
circularly polarised dipole moments

d =
d√
2

(
i 0 −1

)
, (4.1)

where we recall that d = |d|. As a result the coupling between the atoms and the
electric field of the fiber will differ to that of Chapter 3. The guided decay rates
for example now take the form

V g
ij = i

d2ωβ′
g

8ϵ0

∑
lf

sgn(fzij)

[
|egr|

2 cosϕicosϕj + (egz)
2

− iegze
g
rf(cosϕj + cosϕi)

]
eifβgzijeilϕij , (4.2a)
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Γgij =
d2ωβ′

g

4ϵ0

∑
lf

[
|egr|

2 cosϕicosϕj + (egz)
2

− iegze
g
rf(cosϕj + cosϕi)

]
eifβgzijeilϕij , (4.2b)

where we recall zij = zi− zj and ϕij = ϕi− ϕj. The radiation decay rates cannot
be simplified analytically and so are calculated numerically from Eqs. (2.117)
and (2.113).

As discussed in Chapter 2, in order to probe the collective nature of the
emission of this system we must first diagonalise the decay matrix Γ containing the
components Γij. Recall the eigenvalues of Γ give us the rate of the emission from
collective eigenstates of the system. Let us also briefly recall that if this collective
emission rate is faster (slower) than that of a single atom in the vicinity of the
optical fiber, γ, the corresponding eigenstate is called superradiant (subradiant).
We will now investigate how the parameters of two different ensembles of M = 20
atoms coupled to the nanofiber affect the collective decay rates of the system.
The atomic ensembles we focus on are that with both sublattices placed above
the fiber (ϕB = 0) and that with the sublattices on opposite sides of the fiber
(ϕB = π) [see schematics in Fig. 4.2(a) and (b) respectively].

In Fig. 4.2(a) we see that for a regular array of atoms placed above the
nanofiber, as the separation between atoms increases above half the wavelength
of the light in the fiber a highly superradiant state emerges (light blue line). The
black lines show that, of the two guided modes of the nanofiber, one is superra-
diant whilst the other is highly subradiant. The rest of the decay rates (coloured
lines) decay quickly towards the single-atom decay rate as the atomic separation
grows. We know from [23] that this is precisely how the free space decay modes
behave, meaning that the presence of the nanofiber causes the emergence of the
highly superradiant mode. We also know from [23] that the superradiant guided
mode is that of the right moving mode in the fiber, and that the highly superra-
diant mode of the entire system has a high overlap with this guided mode. This
is not surprising as the decay rates of the guided modes do not decay with the
increased atomic separation, so it is specifically the presence of the guided modes
of the nanofiber that cause the emergence of the highly superradiant mode.

In Fig. 4.2 (b) we see that when we alternate the position of the atoms above
and below the fiber we get very similar results to the ensemble of atoms above
the nanofiber. What differs is that there are, for the most part, two superradiant
modes that split from the rest as the atomic z-separation is increased. We also
see that the collective guided decay rates are very close to the single-atom decay
rate except for when the atoms are separated by half-integer or integer numbers
of the wavelength of light in the fiber. Interestingly, the guided modes do not
simply split into the left- and right-propagating modes of the nanofiber. Instead
they are (approximately) the equal symmetric and anti-symmetric superposition
of the left- and right-propagating modes of the nanofiber. Once again we must
attribute the persistent superradiant decay modes to the presence of the guided
modes of the nanofiber.

In Fig. 4.2 (c) and (d), we observe that the highly superradiant decay modes
in both systems are extremely sensitive to the radial height at which the atoms are
located relative to the fiber surface. In either system we see that the separated,
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Figure 4.2: Collective Decay Rates. (a) and (c): Total collective decay rates
(coloured lines) and collective guided decay rates (black lines) of a system of 20
atoms with circularly polarised dipole moments placed in a regular array above
the fiber (see schematic in (a)) as the separation between atoms b and the height
of the atoms above the fiber h are varied respectively. The colouring of the atoms
represent a sublattice structure which will be more important in the coming
chapters. (b) and (d): Same plots as in (a) and (c) but for a regular array of
atoms which alternate above and below the fiber (see schematic in (b)). In all
cases we have used a fiber of radius rf = 250nm and identical circularly polarised
atomic dipole moments with transition wavelengths λa = 852.347nm. In (a) and
(b) the atoms were placed at a radial height h/rf = 0.36(90nm) from the fiber
and in (c) and (d) the atoms were separated by a distance b/λf = 0.8(596nm).

highly superradiant decay modes that exist for small h merge with the manifold
of other decay modes at a height above the surface less than that of the fiber
radius. As a result, we must be careful when choosing h in the rest of this thesis
to ensure that the atoms are not too close to the fiber, which would invalidate the
approximation used in Eq. (2.117), nor too far away, so that we can investigate
the dynamics of highly superradiant modes of the system. Finally we note that
Fig. 4.2 (c) and (d) show a similarity in the decay of the highly superradiant
decay rates and that of the guided decay rate. This also hints towards a guided
nature of the highly superradiant modes. In the rest of this chapter we will
focus on comparing the stationary state emission properties of the two atomic
ensembles mentioned above, namely that when ϕB = 0 and that when ϕB = π,
when driven by a weak laser.
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4.3 Fiber coupling efficiency and directionality

in the weak driving limit

Introducing another electromagnetic field in the form of a single-mode laser mod-
ifies the Lindblad master equation (2.107) such that the coherent interactions
become ∑

i ̸=j

Vijσ
+
i σ

−
j →

∑
i ̸=j

Vijσ
+
i σ

−
j +HL (4.3)

where
HL =

∑
i

(
Ω[eikL·riσ+

i + h.c.] + ∆σ+
i σ

−
i

)
(4.4)

is the Hamiltonian of the laser. Recall Ω is the Rabi-frequency of the laser, kL
is the wavevector of the light emitted from the laser, ri is the position of atom i
and ∆ = ω0−ωL the detuning between the atomic transition and laser frequency.
Throughout this chapter we confine the laser momentum to the yz-plane at an
angle ϕL = π/2, with Rabi-frequency Ω = 0.01γ. With Ω ≪ γ we can say
the laser is in the weak-driving limit which allows us to assume that at most
one excitation can be present in the system at any given time. In this limit
we can once again apply the effective Hamiltonian method from Eq. (2.129) to
numerically solve for the dynamics of the system.

In order to quantify the emission properties of the system we will use the
photon flux [14]

NP =
∑
ij

Γij ⟨σ+
i σ

−
j ⟩ss , (4.5)

where ⟨O⟩ss refers to the expectation value of the operator O in the stationary
state (see Sec. 2.3.2 for details). We can split this total photon flux into its
guided and unguided contributions, NP = N g

P+Nu
P , where the guided or unguided

photon fluxes are isolated by simply replacing the full decay rates Γij with the
corresponding guided or unguided decay rates Γgij or Γuij respectively. We can even
split the guided photon flux further into the right-moving(+) and left-moving(−)
photons by using the directional decay rates of Γgij = Γ+

ij + Γ−
ij. The right- and

left-moving guided decay coefficients are Eq. 4.2b when f = ±1 respectively.
With this photon flux we can now calculate the fiber coupling efficiency(FCE)

β =
N g
P

N g
P +Nu

P

, (4.6)

i.e. fraction of the overall expected photon decay which propagates into guided
modes. Finally we define the chirality of the guided emission as

C =
N g+
P −N g−

P

N g+
P +N g−

P

, (4.7)

such that C = −1 means all guided emission propagates to the left, C = 1 means
all guided emission propagates to the right and C = 0 means there is equal
emission propagating to the left and right along the nanofiber.
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4.3.1 Resonant Driving (∆ = 0)

In Refs. [22, 23], among others, it has been shown that for a single regular chain
of atoms on the same side and in the vicinity of the nanofiber that this FCE
can be dramatically enhanced when the angle of incidence of the laser and the
lattice constant satisfy a so-called modified Bragg relation. In our case, where
the laser momentum is perpendicular to the atoms, this condition is met when
a/(2λf) = b/λf is an integer. This can be understood as constructive interference
between the light scattered by all of the atoms in the chain, leading to a maximum
guided photon flux N g

P . Since the wavelength of the unguided light is not exactly
that of the guided light, rather a continuous range of values, this maximum
constructive interference does not occur for Nu

P in the same parameter regime as
for N g

P and so we observe an enhancement in the FCE.
Here, we aim to find alternate configurations to the regular array of atoms

that further enhance the FCE. First, we consider a bipartite lattice when all of the
atoms are at the same azimuthal angle ϕB = 0. For a system of M = 20 atoms we
plot the FCE and the guided photon flux in Fig. 4.3(a) and (c) respectively as a
function of a/λf and the offset distance between sublattices in units of the lattice
constant b/a. As predicted by the Bragg condition we find a large enhancement
of β and N g

P at the same value of a/λf = 2 and b/a = 0.5 (this enhancement
repeats for each integer value of a/(2λf)). Furthermore, this happens to be the
maximum β and N g

P achievable in our parameter space for this configuration of
atoms.

We next consider a bipartite sublattice with the chains of atoms on opposite
sides of the fiber i.e. ϕB = π. In Fig. 4.3(b) and (d) we plot β and N g

P respectively
for the configuration of atoms alternating on either side of the nanofiber. In this
configuration we find that these quantities are enhanced not only for a/(2λf) an
integer, but also for half integer values. This can be interpreted as each atomic
chain independently satisfying the Bragg condition and the interactions between
the chains cause the modulation of β and N g

P with b/a. When a/λf = 2 and
b/a = 0.5, the individual chains and the full bipartite lattice satisfy the Bragg
condition leading to the maximum values of N g

P and β. In the situation with
a/λf = 1 however, only atoms separated by two or more sites can satisfy the
Bragg condition and thus the enhancement of N g

P and β is not as pronounced
compared to when a/λf = 2. For a system of M = 20 atoms we see that we can
achieve a little over 40% guided emission when ϕB = 0 and a little less than that
when ϕB = π.

We find that the chirality of the emission when ϕB = 0 is C = 0.844, which is
exactly the single-atom chirality found in [23] for ϕL = π/2 and a/λf an integer.
Thus we expect a large percentage of the guided emission to propagate in the
+z-direction. When ϕB = π on the other-hand, the chirality C is always zero
and so we always have equal emission into guided modes propagating in opposite
directions. This is because any chirality exhibited by the atomic chain above
the fiber will be canceled out by the exact negative chirality of the atomic chain
below the fiber. This is always true when all atoms have the same transition
dipole moments and ϕB = π.

As we expect (for resonant driving) that the maxima of β and N g
P occur

when the modified Bragg condition is met, we now fix this atomic separation
and investigate the effects of the system size on the emission properties for the
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Figure 4.3: Emission Properties of M = 20 Atoms. (a) and (b): β and
N g
P (scaled by the approximate total emission of one atom Ω2/γ) respectively for

ϕB = 0. (c) and (d): β and N g
P/(Ω

2/γ) respectively for ϕB = π. All quantities
are calculated as a function of the lattice constant a, scaled by the wavelength of
the light in the fiber λf , and the sublattice offset distance a, scaled by the lattice
constant a.

different atomic configurations. We find in Fig. 4.4(a) that when the number of
atoms increases above M = 32 the FCE of the atomic arrangement with ϕB = π
becomes larger than the arrangement with ϕB = 0. We also find that the FCE
when ϕB = 0 plateaus at β ≈ 0.542 for as few as M = 50 atoms, whereas for
ϕB = π the FCE has not plateaued even as M approaches 150. We have not
been able to adequately fit β as a function of M and so we cannot currently
accurately predict the behaviour for larger values of M . We speculate that β
will plateau before reaching 1 for ϕB = π in the infinite system size limit as we
calculated β = 0.675 for M = 300 atoms, only a 0.3% increase from the FCE at
M = 148 despite over doubling the number of atoms. We remark that for large
system sizes, both atomic arrangements produce FCEs far larger than that of the
single-atom FCE of β1 ≈ 0.036. More precisely we see the FCE increase by a
factor of over 15 when ϕB = 0 and by a factor of over 18 when ϕB = π (calculated
for M = 148).

We find very similar results for the guided photon flux in Fig. 4.4(b). Once
more there are a number of atoms, M = 20, above which N g

P becomes larger when
ϕB = π. When ϕB = 0 we see N g

P also plateaus for a relatively small number of
atoms at a value of N g

P/(Ω
2/γ) ≈ 30.12. For the arrangement with ϕB = π we
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Figure 4.4: Emission Properties vs System Size. (a): The fiber coupling
efficiency as a function of the system size for the arrangement with all of the atoms
above the fiber (blue solid line) and the arrangement with atoms alternating above
and below the fiber (red dashed line). β1 is the single-atom β-factor. (b): The
flux of guided photons emitted, scaled by the Rabi-frequency of the laser and
single atom decay rate for the arrangement with all of the atoms above the fiber
(blue solid line) and the arrangement with atoms alternating above and below
the fiber (red dashed line). N g is the single-atom guided photon flux (scaled by
Ω2/γ). We have satisfied the Brag condition using the parameters b/a = 0.5 and
a/λf = 2.

see that, like β, N g
P has not yet plateaued even for M approaching 150 atoms.

As is the case for β, N g
P could not be fit to a suitably accurate function and so

we can only speculate whether the N g
P value for ϕB = π does plateau. We expect

it will plateau as for M = 300 atoms we find that N g
P/(Ω

2/γ) ≈ 60.74 which is
an increase of only 0.66% - a very small variation from M = 148 atoms.

If it is the case that N g
P does plateau for the collective setups of ϕB = 0

and ϕB = π then it is interesting to note from Fig. 4.4(b) that the guided
emission from M independent emitters will, for large enough M , increase above
both the guided photon flux of both collective atomic arrangements. Of course
the unguided photon flux of the independent emitters will also increase such that
the FCE in the independent system will remain very small at β1.

4.3.2 Laser-driven superradiant emission

We provide here an attempt to explain the drastic enhancement of the FCE and
guided photon flux seen above. We do this by first assuming that the collective
state of the atoms that is excited by the weak laser takes the form [18]

|ψ⟩ =
M∑
i=1

ψi |e⟩i , (4.8)

where ψi = eikL·ri/
√
M . Since we choose the laser momentum to be perpendicular

to the array of atoms we get eikL·ri = 1 such that |ψ⟩ is a symmetric superposition
of all excited atom states. We can then calculate the effective decay rate of this
excited state as

Γ|ψ⟩ =
∑
k

Γk

∣∣∣∣∑
i

Dikψi

∣∣∣∣2, (4.9)
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Figure 4.5: Laser-Driven superradiant States. (a): Decay rates (black lines)
of a system of M = 100 atoms with the effective decay rates of the laser-driven
state (blue dots) for ϕB = 0 as a function of the offset distance b in units of a.
(b): Same as plot (a) but for ϕB = π. In both plots a/λf = 2 and the decay rates
are scaled by the single atom decay rate γ.

where the matrix of Dik values diagonalises the dissipation matrix Γ with cor-
responding collective decay rates Γk. Taking a system size of M = 100 atoms,
a/λf = 2 and varying b/a we superimpose the effective decay rate of the laser-
driven state on top of the true decay channel rates for ϕB = 0 in Fig. 4.5(a) and
ϕB = π in Fig. 4.5(b).

Despite the fact that the emission properties in Fig. 4.3 have been calculated
with M = 20 one can see for a/λf = 2 that in both atomic arrangements the
peaks in β and N g

P occur when the effective decay rate of the laser-excited state
matches the highly superradiant decay rate of the decay channels. Furthermore,
in Fig. 4.5(a) we see that the regimes where the effective decay rate of |ψ⟩ matches
the decay rates of the manifold of eigenstates with much smaller decay rates, are
precisely the regimes where the minima of the emission quantities β and N g

P

occur. As the waveguide only has two guided modes we thus conclude that, in
these regimes, the laser must be driving decay into the unguided modes. In Fig.
4.5(b) we find that when ϕB = π, the effective decay rate of the laser-excited
state matches that of one of the superradiant decay modes irrespective of b. This
behaviour would explain the ‘strip’ of increased β and N g

P seen in Fig. 4.3(c) and
(d) when a/λf = 2. We can understand this as each chain of atoms on either
side of the fiber satisfying their own modified Bragg condition irrespective of b,
and the interactions between the chains collectively enhancing this effect when
b/a ≈ 0.5. The regimes where β and N g

P decrease in Fig. 4.5(b) correspond to
the values of b/a for which the decay rate of the driven state is closest to the
multitude of decay rates corresponding to unguided decay.

Such large values of β and N g
P , when the effective decay rate of |ψ⟩ matches

the decay rates of the highly superradiant decay modes, leads us to conclude that
these particular decay modes have a high overlap with one (ϕB = 0) or an equal
superposition of both (ϕB = π) of the guided modes of the nanofiber. Expecting
to drive an equal superposition of the left- and right-propagating guided modes
when the atomic chains are on opposite sides of the nanofiber is another way to
see why the chirality is zero for this system.
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Figure 4.6: Coherent Eigenvalues vs System Size. Coherent energy eigen-
values V |ψi⟩ = vi |ψi⟩, where V is the matrix of Vij rates, show a splitting which
is more pronounced for the ϕB = 0 setup (blue dots) compared to when ϕB = π
(red circles).

4.3.3 Off-Resonant Driving (∆ ̸= 0)

In this section we will alter the detuning of the laser, ∆, such that it is no longer
on-resonance with the atomic transition frequency. Since the highly superradiant
states in Fig. 4.5(a) and (b) are eigenstates of Γ, but not necessarily eigenstates
of Heff , we do not expect that the energy of the resonant laser will match the
energy of the guided modes. This is because the energy of these eigenstates split
from the rest of the energy eigenstates [see Fig. 4.6]. By varying ∆ we can change
the energy of the laser in an attempt to match more closely the energy of the
guided modes.

We will once again focus on the regime with atoms regularly spaced by λf
(a/λf = 2 and b/a = 0.5) and investigate how the emission quantities for different
system sizes change now that ∆ can be non-zero. We see in Fig. 4.7(a) and (b)
that upon varying the detuning of the laser from −3γ to 3γ, the FCEs found in
Fig. 4.4(a) can be greatly enhanced when the laser in no longer on-resonance
with the atomic transition for both atomic ensembles, compared to that when
the laser is resonant. Interestingly, a significant enhancement in the FCE with
increased detuning, in both ensembles, only occurs above a particular system size
which differs for the ensembles. When ϕB = 0 these effects begin for system
sizes around M ≈ 24 atoms but for a much larger M ≈ 50 when ϕB = π. We
see that for system sizes above these particular numbers β continues to increase
the further away the laser frequency is from resonance. A FCE of approximately
0.871 is achievable for ϕB = 0 and 0.837 for ϕB = π.

In the case when ϕB = 0, we find a ‘valley’ of β values around ∆ = 0 i.e.
we find a very sharp increase in β (in the ∆ direction) either side of ∆ = 0.
This valley widens with increasing system size, thus the larger the system size,
the more off-resonant the laser would need to be to see this sharp increase in β.
When ϕB = π we also see a valley about ∆ = 0 however it is not as deep (β is not
as small) as the ϕB = 0 case. Interestingly it also does not widen as much with
increased system size compared to when ϕB = 0. As a result, probing the high
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Figure 4.7: Emission Properties with Detuning and System Size (a) and
(b): β and the scaled guided photon flux N g

P/(Ω
2/γ) respectively as a function of

the system size M and detuning of the laser ∆ in units of the single-atom decay
rate γ for ϕB = 0, b/a = 0.5 and a/λf = 2. (c) and (d): Same plots as (a) and
(b) respectively but for ϕB = π.

FCE dynamics of the ϕB = π ensemble would require a smaller laser detuning
than the ensemble with ϕB = 0. In realistic atomic systems, a larger detuning
usually constitutes a higher probability that the ground state will couple with
more than one excited state. Since we have modelled a system of two-level atoms
here it is advantageous to keep the detuning as small as possible.

The guided photon flux exhibits similar behaviour to β as we find in Fig.
4.7(c) and (d). We find a valley of N g

P values around ∆ = 0 which widens with
system size more when ϕB = 0 compared to when ϕB = π. Once again this
valley is not as deep when ϕB = π. As one might expect, larger system sizes
have the capability to emit more guided photons but we also find that a larger
guided photon flux of N g

P/(Ω
2/γ) ≈ 75 is achievable for the ϕB = π ensemble

when ∆ ≈ γ in comparison to N g
P/(Ω

2/γ) ≈ 67 for the ϕB = 0 ensemble when
∆ ≈ 2γ.

Unlike in the case of β, as we continue to increase |∆| we eventually see a very
large reduction in the guided photon flux. These resulting peaks of N g

P in the
∆-M parameter space have also been observed in [18]. The eventual reduction
in emission flux as |∆| increases occurs because when the laser is very far off-
resonant the atoms are much less likely to be excited. This reduction occurs at a
smaller value of |∆| when ϕB = π. In this way, for a large number of atoms, one
could choose ∆ based on a desired flux of guided photons, knowing that these
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Figure 4.8: Emission Properties with Detuning and Sublattice Offset.
(a) and (b): β and the scaled guided photon flux N g

P/(Ω
2/γ) respectively as a

function of the sublattice offset b, in units of a, and detuning of the laser ∆ in
units of the single-atom decay rate γ for ϕB = 0. (c) and (d): Same plots as (a)
and (b) respectively but for ϕB = π.

photons would make up the vast majority of the total emission. Depending on the
required directionality of the emission one can also choose between the ϕB = 0
and ϕB = π ensembles of the atoms. The chirality of the ensemble of atoms all
above the fiber can be reversed by placing all of the atoms below the fiber1.

In Fig. 4.8 we take a system of M = 100 atoms and allow the offset between
atomic chains to vary as well as the laser-atom detuning. We find that the FCE
for the ensembles with ϕB = 0 and ϕB = π, plotted in Fig. 4.8(a) and (b)
respectively, peak around b/a = 0.5. As we have already seen, β increases with
increased detuning around b/a = 0.5. Interestingly, when all of the atoms are
placed above the fiber one can tune the sublattice offset distance such that no
guided emission occurs when b/a is around 0.25. At this offset value we have
seen in Fig. 4.5(a) that the effective decay rate of the laser-excited state matches
with the decay rates of the unguided modes. This is because when b/a = 0.25 the
superradiant decay mode is an anti-symmetric superposition of the atom excited
states compared to the symmetric superposition of atom excited states found
when b/a = 0.5 which matches the phase pattern of the laser-excited state.

In Fig. 4.8(c) we once again see the peaks in N g
P around b/a = 0.5 for ϕB = 0

1It is equivalent to reverse the circular polarisation of the atomic dipole moments for the
ensemble with all atoms above the nanofiber.
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when the laser becomes off-resonant however we also see two smaller peaks when
the laser is on-resonant which were not visible for a system of M = 20 atoms
(see Fig. 4.3(b)). Previously the maximum N g

P value for M = 20 atoms for an
on-resonant laser was found at b/a = 0.5, suggesting a splitting of this peak which
occurs with increasing system size. As one would expect the sublattice offset at
which β = 0 shows no guided photon flux. Lastly, we find in Fig. 4.8(d) that
when ϕB = π the peaks of N g

P (at ∆ ≈ γ) are almost independent of b/a. In
fact there is an increase in the guided photon flux when b/a moves slightly away
from 0.5. Since the modified Bragg condition is satisfied by the individual atomic
chains, when they are above the nanofiber they must interfere destructively, in the
context of significantly reducing the guided photon flux, at the offset distances in
which N g

P is very low. We do not see such drastic destructive interference when
the chains are on the opposite sides of the fiber, meaning that the reduction in β
around b/a = 0.5 is likely caused by a significant increase in the unguided photon
flux Nu

p .

4.4 Photon-photon Correlations

So far in this chapter we have seen how varying levels of control are achievable
over the collective emission from atomic chains in the vicinity of a nanofiber
waveguide in the single-excitation regime. In particular we have seen how the
relative position of the chains, and the separation between the atoms can have
a significant impact on the fiber coupling efficiency as well as the chirality of
the guided emission. In this section we will investigate the correlations between
pair photon emission in both of the atomic ensembles studied so far. In order
to do this we go beyond the single-excitation limit used so far, allowing for the
possibility of having two excitations in the system at any given time. In the
two-excitation limit the Hilbert space for M atoms has a dimension of (M2 +
1) × (M2 + 1) compared to a dimension of (M + 1) × (M + 1) in the single-
excitation limit. Furthermore the effective Hamiltonian method used to simulate
the stationary state dynamics in the single-excitation regime is no longer valid
when two excitations are allowed because the single- and two-excitation subspaces
couple to one another. In order to simulate the dynamics of the atom-waveguide
QED system in the two-excitation limit we will employ the Choi-Jamio lkowski
isomorphism detailed in Sec. 2.3.1. As this method requires matrices that scale
as (M2 + 1)2 × (M2 + 1)2 we will only investigate the correlations of photons
emitted from a small number of atoms.

The normalised two-time second order correlation function is defined as

g(2)(τ) =
⟨a†(t)a†(t+ τ)a(t+ τ)a(t)⟩ss

⟨a†(t)a(t)⟩ss ⟨a†(t+ τ)a(t+ τ)⟩ss
(4.10)

where in our case a(†) is the annihilation (creation) operator for a photonic mode in
the fiber and the expectation values are calculated for the system in the stationary
state. In simple terms, g(2)(τ) is a measure of how correlated the emission of a
photon at time t is with the emission of a photon at time t+ τ , normalised by the
uncorrelated emission of a photon at time t and t+ τ such that for uncorrelated
photon emission g(2)(τ) = 1. In the long-time limit we always expect uncorrelated
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photon emission i.e. g(2)(τ → ∞) = 1. An important quantity to consider is
g(2)(0), the same-time photon emission correlation function. In the literature
g(2)(0) is used for a three-fold classification of the emission of photons;

g(2)(0) > 1 : Photon bunching, (4.11a)

g(2)(0) = 1 : Uncorrelated photons, (4.11b)

g(2)(0) < 1 : Photon anti-bunching. (4.11c)

As the names suggest, photon bunching implies the photons are most likely to
be emitted in short pulses whereas photon anti-bunching implies delayed single
photon emission. In the classical view of light one finds 1 ≤ g(2)(0) < ∞ [111]
which means that photon anti-bunching is a strictly quantum phenomenon. If the
g(2)(τ) function evolves monotonically towards one, the above classification is all
one needs to capture the behaviour of the emitted photon correlations, however
this is not always the case. A generalisation of this classification is to say that
one observes photon bunching when g(2)(0) > g(2)(τ) and photon anti-bunching
when g(2)(0) < g(2)(τ).

We can express the photonic operators in terms of a sum over all contributing
modes as a(†)(t) =

∫
dω
∑

lf a
(†)
ωfl(t) where a

(†)
ωfl(t) is the annihilation (creation)

operator for a photonic mode with frequency ω specifically propagating in the
direction f and of polarisation l (recall we denoted this a

(†)
µ (t) in Chapter 2).

The equation of motion for these operators is [115]

ȧωfl(t) =
∑
i

G∗
ωfliσ

−
i (t)ei(ω−ω0)t +

∑
i

G̃∗
ωfliσ

+
j (t)ei(ω+ω0)t. (4.12)

As is done in [118], we assume that the atoms only have a significant optical
response to modes with frequency in such a narrow bandwidth centred around
the transition frequency ω0 that we can approximate ω ≈ ω0, such that

ȧfl(t) =
∑
i

G∗
ω0fli

σ−
i (t) +

∑
i

G̃∗
ω0fli

σ+
j (t)ei2ω0t, (4.13)

where the afl(t)(a
†
fl(t)) operators now only annihilate(create) photonic modes of

frequency ω0. The cosine and sine terms of ei2ω0t approximately average to zero
in the typical emission timescales we consider, leaving us with the solution

afl(t) =
∑
i

G∗
ω0fli

∫ t

t0

dt′σ−
i (t′), (4.14)

By summing (4.14) over l only we obtain the annihilation operator for a photonic
mode propagating in the f = ± z-direction i.e. af (t) =

∑
l afl(t). We are

interested in correlations between directional emission of the photons (not total
emission) and so by replacing the terms in Eq. (4.10) with their directional
counterparts (af (t)) we find the correlation between photons emitted in the f
and f ′ direction to be

g
(2)
ff ′(τ) =

∑
ijkn ΓfinΓf

′

jk ⟨σ
+
i (t)σ+

j (t+ τ)σ−
k (t+ τ)σ−

n (t)⟩
ss∑

ijkn ΓfinΓf
′

jk ⟨σ
+
i (t)σ−

n (t)⟩ss ⟨σ
+
j (t+ τ)σ−

k (t+ τ)⟩
ss

, (4.15)

where Γfij are the components of the right(f = +) or left(f = −) propagating
guided decay matrix.
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4.4.1 On-Resonant Driving

M = 2 Atoms

First we will examine the directional same-time correlations (g
(2)
ff ′(0)) for a system

of M = 2 atoms as a function of b, the z-separation between between them. In
Fig. 4.9(a) we find that when the atoms are placed above the nanofiber, one can
observe photon bunching, photon anti-bunching or uncorrelated emission for each
combination of directional emission by varying the atomic separation.

We find extreme photon bunching for each of the directional correlation func-
tions when b/λf ≈ 1/2, 3/2 which is reminiscent of that found by Zheng and
Baranger when they too consider Markovian dynamics [36]. We also find that
the right-left photon correlations exhibit extreme anti-bunching when b/λf ≈
1/4, 3/4, 5/4, 7/4. The correlation functions coincide when the atoms are sepa-
rated by integer wavelengths of the guided light, at which points they all exhibit
anti-bunching behaviour. There exist values of b/λf at which g

(2)
++(0), g

(2)
−−(0) and

g
(2)
+−(0) behave as though the atoms were not interacting, however this never hap-

pens simultaneously for all of the directional correlation functions. Since we are
examining the emission of simultaneous photons we note that g

(2)
+−(0) = g

(2)
−+(0).

In Fig. 4.9(b) we plot the correlation functions now with the atoms on the
opposite side of the nanofiber. Once more we see, for both of the directional
correlation functions, photon bunching, anti-bunching and uncorrelated emission
effects for different atomic z-separations. Once again we see the photon bunching
peaking around b/λf ≈ 1/2, 3/2 however not to the same extent as the configura-
tion with ϕB = 0. Interestingly, when the atomic separation satisfies the modified
Bragg condition (b/λf ∈ Z) we observe photon anti-bunching in both the right-
right and right-left photon correlations with the former exhibiting more extreme
photon anti-bunching than the latter. The non-interacting g

(2)
ff ′(0) functions dif-

fer for the different direction combinations when ϕB = π, and once more we see
atomic separations at which the interacting correlations behave as though the
atoms were not interacting, but again this does not happen for both functions at
the same atomic separation distance. We note that when ϕB = π we always find
g
(2)
++(0) = g

(2)
−−(0).

In Fig. 4.10 we see how the correlated emission changes over time for different
z-separations of the two atoms. In (a) and (c) we find that when the atoms
are above the nanofiber, and the separation between them becomes less than
about a quarter of the guided light wavelength, quantum beats emerge in both
of the directional correlation functions. These quantum beats appear due to the
interference between the transitions to the ground state from the symmetric and
anti-symmetric superpositions of the two excited atoms, which are defined as

|ϕ+⟩ =
1√
2

(
|e⟩1 + |e⟩2

)
, (4.16a)

|ϕ−⟩ =
1√
2

(
|e⟩1 − |e⟩2

)
, (4.16b)

respectively (see for example Ch.1 Sec. 4 of [110]). In the superposition basis the
symmetric and anti-symmetric states have energy eigenvalues ω0 ±|V12| (recall
h̄ = 1) respectively [36] and since we are driving with a resonant laser we see
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Figure 4.9: Directional Same-time Photon Emission Correlations. (a):
Log-scaled same-time right-right (red dot-dashes), left-left (green dashes) and
right-left (blue line) correlations for two atoms above the fiber (see schematic) as
a function of the atomic z-separation relative to the guided photon wavelength.
The correlations for the corresponding non-interacting(NI) system of atoms is
plotted (purple dashes) for comparison. When both atoms are above the fiber
the non-interacting correlations are independent of the emission direction. (b):
Same-time directional photon correlations for a system of two atoms now on
opposite sides of the fiber (see schematic). The non-interacting correlations for
the right-right (red light dashes) and right-left (blue thick dashes) are plotted to
match the colour of the corresponding interacting correlations. In both plots the
uncorrelated limit g(2)(0) = 1 (black dashes) is included for comparison.

the interference between these two states. The quantum beats become more
persistent and their frequency increases as the atoms get closer to one another.

In contrast, Fig. 4.10 (b) and (d) show that when the atoms are placed on
opposite sides of the nanofiber, quantum beats do not emerge irrespective of the
z-separation of the atoms. When the atoms are separated by less that λf/4 we
only find photon anti-bunching behaviour which relatively quickly becomes un-
correlated emission. Since the guided decay rates only depend on the z-separation
between the atoms, we speculate that the unguided interactions must play a ma-
jor role in the emergence of the quantum beats. In this way the atoms on opposite
sides of the nanofiber never get close enough to one another (in absolute distance
not just z-separation) in order to see quantum beats emerge from the interference
between superposition states of the two atoms. This would also offer an expla-
nation as to why the quantum beats found when ϕB = 0 only emerge when the
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Figure 4.10: Directional Photon Emission Correlations. (a) and (c): Log-
scaled right-right and right-left emission correlations respectively for two atoms
above the fiber (see schematic) with different separation distances, as a function
of the unit-less time τγ. (b) and (d): Right-right and right-left emission cor-
relations respectively for two atoms on opposite sides of the fiber for the same
z-separations. Coherent emission limit g(2)(0) = 1 (black dashes) included for
comparison.

atoms are close enough together. Preliminary results suggest that isolating the
atomic system from the environment (thus removing the unguided interactions)
eliminates the quantum beats found for ϕB = 0 when b < λf/4.

M > 2 Atoms

We now increase the number of atoms in each sublattice and examine the effects
of the sublattice offset distance on the g(2)(0) function. In Fig. 4.11(a) and (b)
we find that when ϕB = 0 one can achieve either photon bunching, photon anti-
bunching or uncorrelated emission for both the right-right and right-left emission
patterns by varying the sublattice offset as a function of a for a system of M =
4, 6, 8, 10 atoms. These photon bunching and anti-bunching effects are always less
or equally as pronounced as those for a system of M = 2 atoms. As in the M = 2
case, we know that g

(2)
+−(0) = g

(2)
+−(0). Interestingly we find that the system of

M = 4 atoms exhibits perfect perfect photon anti-bunching (g
(2)
++(0) = 0) when

b/a ≈ 0.18.
Fig. 4.11(c) and (d) show the same-time right-right and right-left correlations

respectively for ϕB = π. For M = 4, 6, 8, 10 we find, irrespective of b/a, that only
photon anti-bunching is possible for a pair of photons emitted in the +z-direction.
We also find that g

(2)
++(0) increases with system size, which in fact reduces the
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Figure 4.11: Directional Same-time Photon Emission Correlations. (a)
and (c): Log-scaled same-time right-right and right-left photon emission correla-
tions respectively for ϕB = 0 as a function of the sublattice offset b in units of a.
(b) and (d): Scaled same-time right-right and right-left photon emission correla-
tions respectively for ϕB = π as a function of the sublattice offset b in units of a.
All same-time correlations are calculated for a system of M = 4 (red line), M = 6
(yellow dot-dashes), M = 8 (purple dots) and M = 10 (green dashes) atoms. The
uncorrelated limit g(2)(0) = 1 (black dashes) is included for comparison.

anti-bunching effects no matter the offset between atomic chains.
On the other hand one can achieve photon bunching, anti-bunching or uncor-

related emission of a pair of right and left moving photons by tuning b/a. As

in the case of g
(2)
++(0), we notice that as the system size increases, the photon

bunching and anti-bunching effects of g
(2)
+−(0) become less pronounced. We spec-

ulate that adding more atoms to the system suppresses the correlations between
simultaneously emitted photons and that for very large system sizes one would
find the emission of simultaneous photon pairs to be random.

4.4.2 Off-Resonant Driving

We now examine how the introduction of detuning between laser and atomic
transition frequencies affects the correlation functions g

(2)
ff ′(τ) of a system of M =

2 atoms. We will first choose b/λf = 1 such that each of the directional same-time

photon correlations show anti-bunching behaviour in g
(2)
ff ′(0).

Once again we see in Fig. 4.12(a)-(d) that when the system is driven by a
resonant laser, the anti-bunching behaviour for each of the directional photon-
emission combinations persist with τ since g

(2)
ff ′(τ) > g

(2)
ff ′(0). However when

we introduce the atom-laser detuning we see the emergence of quantum beat
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Figure 4.12: Initial Photon Anti-Bunching. (a) and (c): Right-right and
right-left time-separated photon emission correlations respectively for ϕB = 0.
(b) and (d): Right-right and right-left time-separated photon emission corre-
lations respectively for ϕB = π. In all plots the atoms are separated in the
z-direction by a distance b = λf . We calculated the correlations for different
values of the laser detuning (see labels in plots) and compared them to the un-
correlated limit g(2)(τ) = 1 (black dashed line).

behaviour in the g
(2)
ff ′(τ) functions. In all cases the frequency and amplitude of

the quantum beats increase as the detuning is increased. This makes sense since
an increase in detuning would increase the effective Rabi-frequency of the laser.
These oscillations in the directional photon-emission correlations caused by the
quantum beats suggest that pairs of photons have preferred ‘wait times’ between
emissions i.e. the times at which the peaks occur.

Finally we examine how the photon correlations depend on time in a regime
where they are extremely bunched namely b/λf = 1/2. In Fig. 4.13(a) and
(c) we find that a resonant laser with ϕB = 0 always initially produces extreme
photon bunching for the right-right and right-left emission respectively. For long
time separations (τ up to 10/γ) the introduction of laser detuning does not alter
the bunching behaviour of the photon correlations as they decay approximately
exponentially in these times. Eventually however, quantum beats do emerge for
the off-resonant driven correlations when the atoms are on the same side of the
fiber. We would expect photon pairs in this system to emit very close together
in time.

In a similar manner, when ϕB = π we find in Fig. 4.13(b) that a resonant
laser initially produces photon bunching behaviour in the right-right emission.
The resonant right-right photon emission correlations for ϕB = π in Fig. 4.13(d)
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Figure 4.13: Photon Bunching and Quantum Beats. (a) and (c): Log-scaled
right-right and right-left time-separated photon emission correlations respectively
for ϕB = 0. (b) and (d): Right-right and right-left time-separated photon emis-
sion correlations respectively for ϕB = π. In all plots we have used an atomic
separation of b/λf = 1/2 and the uncorrelated limit g(2)(τ) = 1 is included (black
dashed line) for comparison. We calculated the correlations for different values
of the laser detuning as labelled in each plot.

also exhibits clear photon bunching.
Quantum beats also emerge for b/λf = 0.25 and ϕB = π when detuning

is introduced to the laser. Unlike the case when b/a = 0.5, we find that the

oscillation of g
(2)
++(τ) and g

(2)
+−(τ) are out of phase with one another. This means

that at times where we expect bunching behaviour from g
(2)
++(τ), we expect anti-

bunching behaviour from g
(2)
+−(τ) and vice-versa.

4.5 Conclusion and Discussion

In this chapter we have studied the guided emission properties of two chains
of weakly laser-driven atoms coupled to a waveguide and found that for varying
chain size and different arrangements of the atomic chains the flux and fraction of
emission into the waveguide can be significantly enhanced or reduced. Introduc-
ing detuning between the laser and atomic transition frequency, we showed one
could further enhance these guided emission properties. The weak-driving laser
limit allowed us to focus on the single-excitation regime of the system, making
numerical calculations of large systems possible.

Going beyond the single excitation limit allowed us to then examine directional
two-photon guided correlation functions for photons emitted from systems with
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Figure 4.14: Unguided Photon Flux. The unguided photon flux for a system
of M = 20 atoms alternating above and below a nanofiber waveguide identical to
that used in Fig. 4.3, calculated as a function of the lattice constant a in units of
the atomic transition wavelength λa and the sublattice offset distance b in units
of a. The dotted lines represent the values of a at which maxima of N g

P were
found in Fig. 4.3(d).

a small number of atoms where we found this emission to exhibit both photon
bunching and anti-bunching behaviour depending on the relative position of the
atoms. Furthermore we found quantum beats emerging by moving two atoms
on the same side of the fiber within a z-separation of λf/4. For two atoms on
opposite sides of the fiber quantum beat behaviour emerged in the correlations
only when the laser was off-resonance with the atomic transition.

In this analysis the atomic system was open, i.e. in contact with the envi-
ronment, meaning these analyses are much closer to what is expected in real-life
experiments compared to considering a closed atomic system. Further research
in this area will be to investigate other atomic chain arrangements in a bid to
enhance the guided emission properties even further. Using atoms of a different
atomic transition frequency or having more than two chains of atoms are ways in
which this may be possible.

There has been little work done here on the robustness of the FCE against
disorder in either the position of the atoms or partial filling of the atomic chains.
This would be valuable information for knowing what to expect in experiments
where partial filling is common and the position of trapped atoms is never exact.

A natural extension for the results found here would be to increase the number
of atoms in the system, both for the single-excitation regime calculations and for
the correlation function analysis although the latter would require either more
efficient numerical methods or far more computing power than we had access to.

Further to this, it could be insightful to explore in more detail the flux of
the unguided radiation as a function of the system parameters. In Fig. 4.14
for example we plot the unguided flux for the M = 20 atom system explored in
4.3(d). We found that the guided photon flux was increased when a/λf = 1, 2 and
we now see that the unguided photon flux is small at these values of a/λf . N

u
P is

not minimised at these values however. This happens when the lattice constant is
a multiple of the atomic transition wavelength. Thus one could look to engineer
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the system such that the minimum of Nu
P and the maximum of N g

P occur for the
same lattice spacing. This may be achievable with a hollow nanofiber, as is done
in [5], such that λf = λa although the complicated nature of Γuij makes it difficult
to say for sure.



Chapter 5

Conclusion and Outlook

In this chapter we will state the main results of the research in this thesis and
discuss how these results could be used for future research. We began by realis-
ing an SSH model in a closed atom-waveguide QED system where we recovered
the expected bulk-boundary correspondence in the nearest-neighbour interacting
limit and showed the resulting topological edge states are robust against local
disorder in the atomic position. We then elucidated the destructive effects of
breaking chiral symmetry and particle-hole symmetry of the model by introduc-
ing NNN interactions and how some edge states can be retained but are not as
robust against disorder as their NN limit counterparts. In extending the system
to long-range interactions we first manually retained chiral symmetry for the (al-
most) all-to-all interacting system of M = 10 atoms and discovered flat states
which we concluded were not topological in nature due to closed bulk energy
bands. Promising localised states at the edge of the system were then found and
their robustness tested against disorder in the atomic position. To our surprise
these states were found to be even more robust against this disorder than the
NN system of M = 100 atoms. We then retained the symmetry breaking inter-
actions and to our amazement we again found highly localised edge states which
were shown to be highly robust against local disorder. What’s more, when we
opened the system up to the guided dissipation channels, we found that an ex-
citation initially excited at one end of the chain would not dissipate at all, and
its population will remain where it was initially excited. Even when disorder was
introduced to the system the excitation population was retained for long times
- matching each of the characteristics of topologically protected edge states. We
then found that these same dynamics, once applied to the long-range system with
chiral symmetry retained, also showed no signs of excitation population decay.
Interestingly however, this time the population would move from one end of the
chain to the other, seemingly without propagating through the fiber. Finally we
investigated the effects of offsetting the sublattices by different azimuthal angles.
We found that we could engineer varying ‘speeds’ of excitation population decay
from the system into the dissipation channels.

Due to the omission of the unguided radiation in Chapter 3, in Chapter 4
we looked to investigate the emission properties of the atom-waveguide QED
system without restrictions on the type of radiation present. We showed how
we can probe the emission properties of two different atomic ensembles, namely
that with all atoms above the nanofiber and that with atoms alternating above

87
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and below the nanofiber, in the stationary state via weak laser-driving. After
illustrating the collective nature of the decay in these system we investigated the
effects that the lattice constant a and the sublattice offset b had on the emission
properties of a system of M = 20 atoms driven by a resonant laser. We found
that the fiber coupling efficiency parameter β and the guided photon flux N g

P

were maximised in both atomic ensembles when the atoms were all separated by
multiples of the wavelength of the guided light.

We found that a greater FCE was achievable when all of the 20 atoms were
above the fiber, however there was a critical system size above which the ensemble
of alternating atoms exhibited a larger FCE. More than 65% of the of the photon
emission could be expected to propagate into the nanofiber for large systems of
alternating atoms driven by a resonant laser.

We then showed how well the effective decay rates matched that of the dis-
sipation matrix Γ but explained how this does not guarantee driving exactly the
decay modes of the full system. In order to do this we drove the system with an
off-resonant laser. Varying the level of detuning between the laser and atomic
transition frequencies we found a large increase in the possible FCEs of both
atomic ensembles for large system sizes. We found that the ensemble of alternat-
ing atoms required a smaller detuning in order to reach these large FCE values.
Varying the detuning was also shown to allow control over the flux of photons
propagating into the nanofiber. In addition we wound that the large guided
photon flux attainable via laser detuning was much more robust to changes in
the offset between sublattices when the atoms alternated above and below the
nanofiber.

Finishing out this chapter we find that the QED system in question, for
both atomic ensembles, for a small number of atoms exhibit bunching and anti-
bunching behaviour in the correlations between guided directional photon emis-
sion. For certain arrangements of the atoms one can also observe persistent
quantum beats in these correlations.

A natural extension of this research would be to search for topologically non-
trivial states of matter in this atom-waveguide QED system when the interactions
through the radiation modes are included. In Fig. 4.14 we see that we can
expect little to no radiation into the guided modes when the lattice constant is
a multiple of the atomic transition wavelength and the atoms alternate above
and below the fiber. For these lattice constants we have shown that non-trivial
topological states of matter are possible albeit for a system with V u

ij = 0 (and
different dipole moments were chosen for the atoms). Investigating the emission
properties of atoms with linear dipole moments would in itself be interesting,
however if one was to find that the radiation photon flux from these atoms could
also be approximately zero for some value of a which still allowed topological
transitions, this would be a step closer to realising the topological states found
in Chapter 3. It would be insightful to perform the same analysis of Chapter 3
without neglecting the V u

ij interactions. Should the robust edge states be retained
in this case, with the unguided photon flux eliminated, they would exist in a
system completely open to environmental effects and could be searched for in
experiments.

This research presents a step forward in the search for controllable quantum
systems. It provides the platform for possible future detection of topologically
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protected states of matter in a fully connected system, as well as enhanced control
over emission of radiation in a quantum system.
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man’s topological quantum gate based on the Su-Schrieffer-Heeger model,”
Physical Review B, vol. 100, p. 45414, 7 2019.

[92] E. Meier, F. An, and B. Gadway, “Observation of the topological soliton
state in the Su-Schrieffer-Heeger model,” Nature Communications, vol. 7,
2 2016.



BIBLIOGRAPHY 97

[93] L. Thatcher, P. Fairfield, L. Merlo-Ramı́rez, and J. M. Merlo, “Experimen-
tal observation of topological phase transitions in a mechanical 1D-SSH
model,” Physica Scripta, vol. 97, p. 035702, 3 2022.

[94] M. Bello, G. Platero, and A. González-Tudela, “Spin Many-Body Phases in
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