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## Abstract

The advent of massive-scale data-intensive applications from Internet-of-Things (IoT), Artificial Intelligence (AI), neural networks, cloud computing and its services, machine learning, and 21st century modern technology adoption coupled with the increasing environmental awareness of modern society has led to the demand for more digital devices with higher computing power and increased energy consumption efficiency. One of the widely used computing device is the Field-Programmable-Gate-Array (FPGA).

This PhD research aims to develop a nonvolatile FPGA (nvFPGA) as an evolution of the conventional complementary-metal-oxide-semiconductor (CMOS)-based volatile FPGAs. To achieve this, nonvolatility (NV) is implemented through the use of next-generation emerging memory devices called Resistive Random-Access Memories (ReRAMs).

An analysis of the conduction mechanisms behind multi-filamentary ReRAMs is first performed and a model based on oxygen vacancy ( $\mathrm{V}_{\mathrm{o}}$ ) migration and trap-assisted tunnelling (TAT) is developed. The model successfully demonstrates the contribution of each individual filament in the ReRAM's metal-oxide layer to the resistive switching (RS) behaviour. In addition to that, the model also shows that the barrier height between the conductive filaments (CFs) in the metal-oxide and the electrode is a strong factor in the CF formation/rupture process. The multi-filamentary switching ReRAM also enables multi-bit (MB) switching; increasing the number of bits that can be stored in the ReRAM cell. The model matches well with experimental results with the largest difference seen in the first intermediate resistive state (IRS) at $30.35 \%$. Compared to the single-filament ReRAM model, the current level of the multifilamentary ReRAM is $190 \%$ higher due to the extra conduction paths through the additional filaments.

NV is then implemented in two fundamental FPGA elements; the configurable logic block (CLB) which is responsible for the FPGA combinatorial logic and the switch block (SB) which is responsible for the FPGA routing configuration.

Inside the CLB are two important components, the lookup table (LUT) and the D flip-flop (DFF). An analysis of a single-bit NV LUT (SB-nvLUT) array and its controller is first performed and the SB-nvLUT successfully eliminates the sneak path problem that is common in ReRAM arrays. A voltage-mode sense-amplifier is then developed to raise the output voltages of the ReRAMs in the array from subthreshold voltages to voltage levels that are
detectable to a differential comparator. The voltage-mode sense-amplifier utilizes $20 \%$ lower transmission gates compared to conventional ReRAM sense-amplifier designs and shows $32 \%$ and $54 \%$ improvements in READ time and energy dissipation compared to an existing voltagemode design and $85 \%$ and $59 \%$ improvements in the same respective metrices compared to an existing current-mode design.

The MB NV LUT (MB-nvLUT) and its controller is then developed with 2-bit ReRAMs in the LUT array. The MB-nvLUT reduces the array size by 0.5 x and the number of controller gates by 0.25 x compared to the SB-nvLUT. Compared to the SB-nvLUT, the MB-nvLUT has an average of $2 x$ lower delay, $1.22 x$ lower energy consumption, and $2.46 x$ lower energy delay product (EDP) for WRITE $0 ; 2 \mathrm{x}$ lower delay, 2 x lower energy consumption, and 4.6 x lower EDP for WRITE 1; 2x lower delay, 1x lower energy consumption, and 2x lower EDP for WRITE $01 \rightarrow 10 ; 9.2 x$ lower delay, 128x lower energy consumption, and $153 x$ lower EDP.

Two NV electronic storage elements are developed alongside the NV DFF (nvDFF) which are the NV D latch (nvD latch) and the NV dynamic random-access memory (nvDRAM). Measurements of performance metrices such as Clk-to-Q delay, Q rise time/Q_b fall time, Q fall time/Q_b rise time, power dissipation, and WRITE0 and WRITE1 delay and power dissipations are performed. The NV storage elements demonstrate successful data retention during power disruption events, providing advantage over their CMOS-based counterparts; the nvDRAM does not require an energy consuming refresh operation compared to the CMOSbased DRAM and the nvD latch and nvDFF allows proper SLEEP modes and stores data in the event of power disruption. Although introduction of NV incurs a drawback in the aforementioned performance metrices, the NV designs nevertheless demonstrate comparable power consumptions and delay timings when compared to conventional electronic designs.

The nvFPGA made up of an nvCLB (comprising the MB-nvLUT and the nvDFF) and an nvSB (replacing the SRAM storage elements with the nvDRAM) is then presented. The NV properties of the nvCLB is demonstrated together with performance metrices such as the delay timing, energy dissipation, and EDP. The average WRITE delay and EDP of the nvLUT are respectively $73.463 \%$ and $99.79 \%$ higher than the SRAM LUT while the READ delay and EDP of the nvLUT are respectively $97.295 \%$ and $91.184 \%$ lower than the SRAM LUT. The improvements in READ performance metrices is advantageous for FPGA applications which typically have numerous READ operations after a single WRITE. The nvDFF implements NV with increase of $5.089 \%$ and $61.1045 \%$ respectively in the average delay and EDP. The average

WRITE delay and EDP of the nvSwB are 12253.17 ps and 7.588 ps nJ respectively while the average READ delay and EDP of the the nvSwB are 200 ps and $3.814 \times 10^{-2} \mathrm{ps} \mathrm{nJ}$ respectively. Although the nvSwB performance metrices are higher than SRAM-based SwBs, the nvSwB values are in picoseconds and are capable of operating at conventional high frequencies.
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## 1. Chapter One

## Introduction

Modern $21^{\text {st }}$ century society is highly driven and supported by electronics and technology. Ever since the discovery of semiconductors, electronic devices have impacted human culture and have become the solution or 'go-to' devices for a wide range of applications be it in communications, automotive, medical, entertainment, and many more fields. In the industrial sector, the past 10 years have seen the development of Internet-of-Things (IoT), industrial automation via the Fourth Industrial Revolution, cryptography, massive cloud-scale computing services, and neuromorphic computing amongst many others. These applications offer solutions to a wide variety of challenges but are common in their requirements of high computing power and low energy consumption or alternatively high energy efficiency. Correspondingly, these demands are expected to increase as these sectors continue to mature.

A promising solution to these challenges is to look beyond traditional central processing unit (CPU) and graphics processing unit (GPU)-based architectures; Field Programmable Gate Arrays (FPGAs) are highly flexible massive scale silicon circuits that are able to be configured down to their hardware configurations and routings. First, due to parallel processing ability FPGAs offer better efficiency in processing streaming data from inputs/outputs (I/Os) than CPUs and GPUs, leading to better throughput and latency [1], [2]. Second, FPGAs offer high reconfigurability at a fine granularity on a massive scale and can be adapted to best fit any algorithm; its high computational throughput allows acceleration of high-concurrency and high-dependency algorithms. Third, FPGAs consume an order of magnitude lower power than CPUs and GPUs and have two orders of magnitude in energy consumption efficiency for stream data processing and high-dependency task execution leading to savings in power consumption and costs [3], [4], [5]. The reconfigurability and high throughput of FPGAs are also highly desirable and have led to the development of embedded FPGAs [6], [7].

TABLE 1-1.Comparison of FPGA Technologies

|  | FPGA Technologies |  |  |
| :--- | :--- | :--- | :--- |
| Parameters | SRAM | Flash | Anti-fuse |
| Volatile | Yes | No | No |
| Reprogrammable | Yes | Yes | No |
| Area Utilization | High | Med | Low |
| Cell Size | $4-6$ transistors | 1 transistor | 0 transistor |

Current FPGAs in the market are mainly based on three different memory technologies to store the configuration bits; static random-access memories (SRAMs), Flash, and anti-fuse (TABLE 1-1) [8]. Amongst the three technologies SRAM-based FPGAs dominate the market share due to the maturity of its technology while Flash-based FPGAs are a close second. Antifuse FPGAs are a small percentage of the market as they cannot be reconfigured after the first programming but convey advantages in terms of NV, lower latency, smaller area utilization, and resistance to radiation.

SRAM-based FPGAs typically comprise of 4 to 6 complementary-metal-oxidesemiconductor (CMOS) transistors in a single SRAM cell. Metal-oxide-semiconductor (MOS) Transistors have been very successful for digital electronics but are facing limitations in terms of physical scaling. Moore's Law which predicts the doubling of transistors on a silicon wafer annually has slowed down in recent times due to the physical limits of CMOS technology as transistors reach $\sim 10 \mathrm{~nm}$ nodes [9]. At the time of writing, Intel, the largest CPU producers have announced setbacks on 7 and 10 nm manufacturing process [10], [11] while the second largest CPU producers, AMD are using TSMC's 7 nm node technology which has been shown to be marketing terminology and is actually similar to Intel's 10 nm node processes [12], [13]. SRAMs also use large silicon estate as the technology requires 4-6T per cell. This is a disadvantage when it comes to large high-density arrays, which is a hallmark and an increasing requirement of 21 st century computing devices. Another disadvantage of SRAM-based FPGAs is NV, as it can only retain data with power supply. As a result, they always consume power regardless if they are in active or idle states. They also need to be reprogrammed every time a computing device is started up and are therefore unable to be used as storage devices.

On the other hand, Flash memories are based on floating-gate transistors and are very stable devices (data retention of $>10$ years) [14]. They are therefore non-volatile, providing retention and energy efficiency advantages over SRAMs. Recent developments in the technology have seen the introduction of multi-level cells (MLC) where multiple bits can be stored in a Flash
cell to improve memory array density [15]. Flash technology-based FPGA however has multiple disadvantages. The stability of the stored charge in the cell results in high WRITE voltages and long WRITE times. READ times are also long due to the Flash architecture where a whole row in the memory array has to be read instead of just a single cell. Flash technology also has a drawback in terms of endurance as the cell can be written $\sim 10^{4}$ times; much lower than the SRAM cell which has an endurance of $>10^{16}$.

### 1.1 Next Generation Non-volatile FPGA

FPGAs host a large number of interconnected programmable configurable logic blocks (CLBs) which are made up of lookup tables (LUTs) and D Flip-flops (DFFs). Conventional FPGA LUTs consist of SRAM cells and together with DFFs are both non-volatile components. FPGAs therefore have to be reprogrammed at startup; either manually or by storing configuration bits in a separate storage device ie. Flash. Every CLB in the FPGA are connected to each other through programmable interconnects to account for design flexibility. The configurations of these interconnects are also stored in volatile SRAM cells and have the same startup requirements as the SRAM-based LUTs. As large-scale silicon circuits, SRAM-based FPGAs are energy inefficient due to the constant power supply requirements and volatility while Flash-based FPGAs are limited by slow WRITE/READ times and the technology's low cycling endurance, negating the reconfigurability advantage of the FPGA.

Due to these facts, there have been numerous attempts to introduce non-volatility (NV) into FPGAs through next-generation NV memory devices such as phase change memory (PCM) [16], [17], spin-torque-transfer magnetic random-access-memory (STT-MRAM) [18], [19], ferroelectric field-effect transistor (FeFET) [20], [21], and resistive random-access memories (ReRAMs) [22], [23]. A holistic implementation of NV into FPGAs through the use of ReRAMs is an aim of this research project. The components that make up the FPGA; LUTs, CLBs, switching blocks (SwBs), and the dynamic random-access memory (DRAM) are improved in this project with the introduction of ReRAMs.

The downscaling capabilities and electrical performances of ReRAMs coupled with their intrinsic NV makes them suitable candidates as the main memory technology for next generation non-volatile FPGAs. Since the FPGA is a very-large-scale-integration (VLSI) device made up of many subcircuits, there are multiple opportunities to introduce the ReRAM as the memory component to replace conventional memory devices and also implement NV.

Replacing the SRAM cells in the LUTs with multi-bit (MB) ReRAMs (MB-ReRAMs) would introduce NV to the LUT array and increase the array density due to the higher number of bits-per-cell of the MB-ReRAM cell compared to the SRAM cell. The MB-ReRAM is also a single device compared to the SRAM cell which typically consists of four or six transistors. Additionally, implementing ReRAMs into the DFF design would also introduce NV to the DFF thus producing a non-volatile CLB. The CLB interconnects can also be made to be non-volatile by replacing the SRAMs that store the interconnect configurations in the switch blocks (SBs) with ReRAMs. These changes would allow the FPGA to be non-volatile, removing the necessary programming at startup as well as negating the need for separate storage devices.

### 1.2 Next Generation Memory Device: Resistive Random-Access Memory

A solution to the challenges of the SRAM and Flash-based FPGAS exist in the ReRAM which are next generation memory devices. ReRAMs offer NV, low WRITE/READ voltages and latencies, low power consumption, and high retention and endurance. ReRAMs show high potential amongst the emerging next generation memory devices. They have fast switching ( $\sim 10 \mathrm{~ns}$ ), fast READ times ( $<10 \mathrm{~ns}$ ), low WRITE voltages ( $<3 \mathrm{~V}$ ), low WRITE energy ( $\sim 0.1$ pJ per bit), high retention ( $>10$ years), and high endurance ( $\sim 10^{12}$ ).

ReRAMs belong to a group of devices called memristors which were first reasoned by Leon Chua as a fourth fundamental circuit element for symmetry arguments (Fig. 1-1) [24]. At the time, there were six different mathematical relations used to connect the four fundamental circuit variables; the electric current $i$, the electric voltage $v$, the electric charge $q$, and the magnetic flux $\varphi$. The mathematical equation describing the relation between charge and flux


Fig. 1-1. The four fundamental circuit elements and their mathematical relations [25].


Fig. 1-2. The current-voltage (IV) hysteresis curve showing change of resistance according to applied voltage [25].
was missing and was presented as $\mathrm{d} \varphi=\mathrm{Md} q$, M being the memristance. He theorized that memristive devices would be the equivalent of resistors that have memory; hence the name memristor is a portmanteau of memory-resistor.

This discovery of memristors as physical devices occurred in 2008 in [25]. It was demonstrated that when M is a function of $\varphi$, the device shows a hysteresis curve (Fig. 1-2), a unique property irreproducible by any combination of nonlinear resistive, capacitive, and inductive components. The hysteresis is dependent on the frequency of the applied voltage and collapses into a straight line at high frequencies. The device is thus identical to a linear resistor at high frequencies.

The physical memristors were called ReRAMs as they functioned on the RS mechanism. The resistance of the device is dependent on the applied voltage and the device switches between two distinct resistance levels; a low resistance state (LRS) and a high resistance state (HRS). The most basic ReRAM configuration is a multilayer two-terminal device with two metal electrodes sandwiching an insulator layer made up of transition-metal-oxides (TMOs) to form a metal-insulator-metal (MIM) structure; the cross-section of an MIM ReRAM is given in Fig. 1-3.

When voltage is applied across the two terminals (top electrode, TE and bottom electrode, BE ), a conductive filament ( CF ) made up of mobile ions or oxygen vacancies $\left(\mathrm{V}_{\mathrm{O}} \mathrm{S}\right)$ is formed


Fig. 1-3. Cross-section of a MIM ReRAM cell.
in the insulator layer that shunts the two electrodes, achieving LRS. This CF can then be broken to increase the resistance of the device and switch the ReRAM into HRS. Due to the mobility of the ions/Vos in the CF, the CF can be partially broken by stopping the voltage supply to produce intermediate resistance states (IRS); IRS states exist in Fig. 1-3 when the fully formed $\mathrm{CF}(\mathrm{CF} 1+\mathrm{CF} 2+\mathrm{CF} 3+\mathrm{CF} 4)$ is partially broken into $\mathrm{CF} 1+\mathrm{CF} 2+\mathrm{CF} 3$ or $\mathrm{CF} 1+\mathrm{CF} 2$, LRS is achieved when the CF is fully broken (only CF1). The ReRAM therefore has an intrinsic ability to support MB switching and can store more than one-bit-per-cell. The MB-ReRAM increases the density of the memory cell and would provide an advantage in memory array sizes.

Continuous research and development into ReRAM technology has produced further enhancements on this basic device configuration; the addition of extra layers between the metal-insulator interface has led to metal-insulator-semiconductor-metal (MISM) ReRAMs and metal-insulator-graphene-metal (MIGM) or metal-graphene-insulator-semiconductormetal (MGISM) ReRAMs. These auxiliary layers have been shown to provide improvements in device retention and control over switching characteristics although the introduction of the nanometer-thick layers presents quantum behavioural and variation effects [26], [27].

### 1.3 Research Gaps in the Field and Research Motivations

The FPGA is made up of multiple components that are suitable for the introduction of NV, namely the LUTs and DFFs in the CLBs and the SwBs in the routing architecture. As these components are conventionally MOSFET-based, an opportunity exists to replace them with next-generational ReRAM devices. Advances in ReRAM devices have shown the existence of intrinsic MB capabilities which convey advantages in memory densities and array sizes, providing further benefits to the ReRAM-based LUT array structure. The implementation of
the MB-ReRAM into circuit designs requires study into the modelling and the physical phenomenon behind the device.

Although plenty of MB-ReRAM models based on single CF rupture/formation exist, there is only one model for multi-CFs ReRAMs [28]. The multi-filament formation is modelled in [28] using the drift/diffusion equation for $V_{O}$ migration, carrier continuity equation, and Fourier equation for Joule heating. There is however no model for multi-filament ReRAMs that consider the effects of the Schottky tunnel barrier that exists between the electrode and the TMO. The development of an electrical model based on this tunnelling barrier effects would contribute to further understanding of the ReRAM, especially the MB-ReRAM as well as a model that can be used in electronic design automation (EDA) circuit simulations. This is the contribution of the first stage of this research.

The next stage of the research looks at the implementation of ReRAMs in LUT arrays. ReRAM-based nonvolatile LUTs (nvLUTs) exist in literature in [29], [30], [31] but use singlebit (SB)-per-cell ReRAMs. The memory array density of the LUTs which make up the majority of layout area in FPGAs can be further improved by using MB-ReRAMs that can hold $>1$-bit-per-cell. Unlike the SB-ReRAM LUTs which can serve as a direct replacement for SRAM LUTs, MB-RERAM LUT arrays require specially designed controllers to store input data into the MB cells.

The D Latch and DFF serves as the register latch components in the FPGA's CLB. They are CMOS-based and are therefore volatile. The data in these devices are affected during power disruption events such as power cuts or when the FPGA is shut down and they have to be reprogrammed every time it happens. The power consumption from these requirements can be reduced with the implementation of NV and this is the third contribution of this research. The NV D Latch (nvD Latch) and NV DFF (nvDFF) would be robust to these events and serve as its own data storage device, negating the need for external configuration storage.

Dynamic random-access-memories (DRAMs) in FPGAs are used as storage block memories and consist of conventional one transistor and one capacitor per cell (1T1C) architecture. They are volatile memory devices and face massive scaling limitations as a result of the capacitor's leakage and retention variability [32]. The capacitor's charge leakage also means that DRAMs have to be refreshed after a certain time period during continuous operation. The fourth
contribution of this research addresses these drawbacks through the design of an NV DRAM (nvDRAM) by substituting the capacitor with the ReRAM

The final contribution of this research produces the holistic nvFPGA comprised of the discussed NV components. This holistic nvFPGA design based on ReRAMs is not available in literature to the author's knowledge. Inside the nvFPGA, the NV MB-RERAM LUT and nvDFF replaces their respective counterparts in the FPGA's CLBs As for the FPGA's SwBs, which are configurable and control the routing paths between CLBs and I/Os, the nvDRAMs store the routing configuration bits instead of the volatile SRAMs.

### 1.4 Aim and Objectives

### 1.4.1 Aim

The aim of this PhD project is to develop an nvFPGA architecture using ReRAM cells with better features than Flash-based and SRAM-based FPGAs.

### 1.4.2 Objectives

1. To design an electrical model of an MB-ReRAM with multi-filaments is first developed for use in EDA simulations. First, a literature review of the physics and mechanisms of ReRAM behaviour, the growth of multi-filaments, and the tunnelling barrier effects is conducted. The model is created for usage in EDA software LTSpice and is then verified on the same platform. To verify the model, the simulation result is analyzed for similarity with experimental results.
2. The study of existing nvLUTs is first carried out to look for gaps in the field. From that, a voltage-mode sense amplifier (SA) circuit design that is capable of sensing the low output voltages from reading a ReRAM cell in an array is developed.
3. To determine the potential for the introduction and study of MB-nvLUTs using MBReRAMs which provide improvements in array density, area utilization, and power consumption. The MB-nvLUT structure is then designed and verified through EDA. The established MB-nvLUT is found to require a novel controller design to account for the MB-ReRAMs in the array. A MB-controller is thus designed for the nvLUT.
4. To implement NV into the D latch and DFF, components that function as the register latch of the CLB with the introduction of ReRAMs. The nvD Latch and nvDFF are then tested for robustness during power disruption events.
5. To design a ReRAM-based nvDRAM that can be used in the FPGA's SwBs for FPGA routing configurations storage. The ReRAM-based nvDRAM is designed and tested as a next generation replacement for SRAM cells that have high area utilization ( 6 T per cell) and are volatile. The nvDRAM is a necessary design as the SwB requires continuous power during operation.
6. To design a holistic nvFPGA architecture comprised of the previous NV components which is then tested and compared with SRAM-based FPGA with parameters such as power consumption, energy delay product (EDP), and WRITE/READ latency timings.

### 1.5 Research Outcomes

1. An electrical model of a MB-ReRAM based on multi-filamentary conduction is developed. The model is tested for accuracy and the multi-filaments achieve MB-RS due to the difference of activation energy $\left(\mathrm{E}_{\mathrm{A}}\right)$ and is shown to match experimental results.
2. A low-voltage SA is developed that is capable of sensing low-voltage ( $\mathrm{nV}-\mathrm{mV}$ ) outputs of a ReRAM memory array.
3. A MB-nvLUT and its controller is developed. The operations for 4-bit-per-cell ReRAM arrays are demonstrated for 4,6 , and 8 -input LUTs. The results are then compared with SB-nvLUT and SRAM-based LUT arrays.
4. A nvDFF is developed with the incorporation of two ReRAMs which successfully demonstrates NV.
5. A nv D latch is developed as a replacement for SRAM cells in the FPGA SwB.
6. The parameters for a holistic nvFPGA architecture are measured and compared with SRAM-based FPGA.

### 1.6 Thesis Outline

Chapter 1: Introduction presents the background and preliminaries of the FPGA and the ReRAM and thus introduces the basis of this research work. The gaps and opportunities in the field are discussed followed by the aims and objectives of tackling them. The idea of a holistic nvFPGA using combinations of SB and MB-ReRAMs is introduced.

Chapter 2: Literature Review is a thorough analysis and discussion of the components that make up this research work. Current FPGA architectures are studied together with the fundamental FGPA components; namely the LUT and the DFF in the CLB which make up the
majority of FPGA cell area and are responsible for combinatorial and sequential logic and the SwB which stores and handles the FPGA's routing configuration bits. The SRAM and DRAM cell is analyzed, showing the benefits and limitations of their transistor-based technology. This is followed by the discussion of next generation memory devices that have potential to replace transistor-based memory devices. Focus is placed on the ReRAM as one of the more promising next generation memory devices with a discussion of its physics, behaviour, and modelling (analytical and electrical).

Chapter 3: Methodology demonstrates the flow of this research work. A description of the methods and tools used is provided in this chapter. The workflow of this project is also included here.

Chapter 4: Multi-bit ReRAM Model presents the electrical model of the MB-ReRAM based on multiple filaments. The model is verified with experimental results and is tested under different voltage input conditions.

Chapter 5: Non-volatile LUT is subdivided into three sections. The first is an EDA analysis of a ReRAM-based SB-nvLUT. The WRITE/READ disturb on unselected cells are measured as well as the performance of the LUT controller. It is then followed by a proposed design of a ReRAM array specific sense amplifier circuit capable of READ operation for subthreshold output voltages from ReRAMs and its analysis.

Chapter 6: MB-nvLUT presents the design of the MB-nvLUT and its controller circuit. A specific WRITE scheme to incorporate MB array cells and a controller capable of this scheme are designed and simulated. WRITE/READ delay, energy dissipation, and EDP performance metrices for the MB-nvLUT are measured and compared with the SB-nvLUT. Comparison amongst the MB-nvLUT, SB-nvLUT, and SRAM-based FPGAs performance benchmark tests rounds out the chapter.

Chapter 7: Non-volatile Memories presents the nvD latch, nvDFF, and the nvDRAM circuits. Detailed discussions of the EDA simulation results are provided for each circuit. Clk-to- Q delay, Q rise time/ $\mathrm{Q} \_\mathrm{b}$ fall time, Q fall time/ $\mathrm{Q} \_\mathrm{b}$ rise time, and power dissipation performance metrices are measured for the nvD latch and nvDFF design. These metrices are then compared with their SRAM-based circuits and with NV designs presented in other literatures. As for the nvDRAM, performance metrices for the

WRITE0/READ0/WRITE1/READ1 delay, energy dissipation, and EDP performance metrices are measured and compared with other works in literature.

Chapter 8: The Nonvolatile FPGA Architecture discusses the holistic nvFPGA design incorporating NV components from the previous chapters. The layout of the nvFPGA which consists of an nvCLB and an nvSwB are presented. An EDA analysis is performed for circuit parameters such as power consumption, EDP, and WRITE/READ latency timings.

Chapter 9: Conclusion provides a roundup of the thesis and the work carried out in this research project. A brief section discusses the possibilities and future work possibilities that emerges from this research project.

## 2. Chapter Two

## Literature Review

## Related Publications

1. Jagath, A.L., H.L. Chee, Kumar, T.N., and H.A. Almurib, "Insight into physics-based RRAM models - review," IET The Journal of Engineering, vol. 2019, no. 7, pp. 4644-4652, 2019. (This paper was co-authroed by A. Lekshmi Jagath and this thesis' author)

### 2.1 Field Programmble Gate Arrays

FPGAs are integrated silicon circuits that consist of programmable blocks of logic called CLBs which are interconnected through routings called configurable interconnects. The LBs are the main digital processing resources and can be programmed to perform combinatorial or sequential logic operations depending on the design. Inside the LB, LUTs are responsible for the combinatorial logic while DFFs are tasked with the sequential logic. New generation LUTs are capable of additional functions such as local storage (distributed RAM), Shift Register (SR), multiplexer, and adder/subtractor operations.

Modern FPGAs also consist of input/output (I/O) blocks which function as the FPGA's means of communication with external devices, memory blocks for block RAM memory, and arithmetic Digital Signal Processing (DSP) blocks for DSP specific applications. A generic structure of an FPGA with the features mentioned above is shown in Fig. 2-1 [33].


Fig. 2-1. Generic FPGA structure and internal components [33].

Created in the 1980s, FPGAs are mainly based on three types of programming technologies; static random-access-memories (SRAMs), FLASH, and fusible-link.

1. Static Random Acess-Memory (SRAM) FPGAs

SRAM FPGAs are the most commonly used FPGAs owing to the fact that SRAM devices are the most mature technologies. SRAMs are volatile memory cells consisting of six transistors (Fig. 2-2) and are the fastest memory cells in consumer
electronics. They can be commonly found in consumer electronics such as the processor in personal computers (PCs), mobile phones, etc.

As a result of wide market adoption, SRAMs are at the forefront of fabrication processes and have the smallest process nodes. As of the time of writing, industry SRAMs are fabricated in 10 nm process nodes. To achieve fast speeds, SRAMs use a 6-transistor (6T) layout as shown in Fig. 2-2 [34] at a cost to the cell area footprint.

Transistors M5 and M6 form the access transistors and are controlled by the wordline, WL. The WL is set to logic ' 1 ' (high) during READ and WRITE to enable passthrough of the bitline, BL voltages which carry the data to be written into the memory component of the SRAM cell. The WL is set to logic ' 0 ' (low) outside of READ and WRITE operations to disconnect the BL from the SRAM's memory component. Transistors M1-M4 are cross-coupled inverters and latch the stored data provided there is power supply from $\mathrm{V}_{\mathrm{dd}}$. The SRAM cell is therefore volatile and the FPGA loses stored data when the power supply is removed. SRAM FPGAs thus require external storage components or reprogramming after every power disruption event.


Fig. 2-2. The 6T SRAM [34].
2. Flash FPGAs

Flash memory technology is based on floating-gate transistors (Fig. 2-3). Compared to the standard metal-oxide-semiconductor (MOS) transistor, the floating-gate transistor has an isolated floating gate between the control gate and the drain-source channel. The floating gate is uncharged when it is unprogrammed and the control gate operates normally; control gate voltage that is larger than the


Fig. 2-3. Standard transistor (left) vs Flash transistor (right) [35].
threshold voltage of the transistor will switch the transistor on and allow current flow between the drain and source channels.

To program the transistor, high voltage $(\sim 12 \mathrm{~V})$ is supplied at the control gate to force electrons through the oxide into the floating gate through a process called hot electron injection. This induces a negative charge in the floating gate and the strong insulation of the surrounding oxide makes the floating gate very stable; under normal conditions the gate will not discharge for years. The charged floating gate now affects the operation of the control gate.
Fig. 2-4 shows an example of a Flash cell layout. The WL is connected to both the control and floating gate and is responsible for the WRITE operation. The BL which is the data line and its voltage levels are used to READ the stored data in the Flash transistor. Negative charge is stored in the floating gate during WRITE1 and the floating gate is discharged during WRITE0. The Worldline is brought high and a voltage is supplied at the the Columnline during READ operation. For stored data=0, the control gate's normal operation is unaffected so the transistor is switched


Fig. 2-4. Flash transistor layout [35].
on and a path to ground is created; the Columnline experiences a voltage drop. Alternatively for stored data $=1$, the control gate's operation is now blocked by the charged floating gate. The Wordline voltage does not switch on the transistor and no path to ground is created; the Columnline voltage thus does not change.

The high stability of the charged floating gate makes the Flash cell nonvolatile and the FPGA does not require reprogramming after power disruption. Flash cells are also more area efficient compared to SRAM cells. The disadvantages of Flash technology are higher WRITE and READ delays compared to SRAM, erasing is done by clearing the whole device or large portions thereof, non-standard CMOS fabrication, and limited number of reprogramming operations. For example, the Flash-based Microsemi IGLOO2 FPGA is rated for 500-1000 programming cycles.
3. Anti-fuse one-time programming

Anti-fuse FPGAs utilize programmable fuses that exist in every routing path and are high resistance in their unprogrammed state. These fuses can be broken to reduce their resistance and 'create' routing paths according to the required design. In contrast to the previously mentioned technologies, the fuses cannot re-programmed once broken and the device is thus one-time programmable (OTP). Anti-fuse FPGAs are nonvolatile and are faster and have smaller footprint compared to the previous mentioned technologies. Its massive drawback is the inability to be reprogrammed and the programming requires special devices to break the fuses.

### 2.1.1 Configurable Logic Blocks

CLBs are complex fundamental components in the FPGA where combinatorial and sequential logic operations are carried out. External inputs from the FPGA are stored in the CLBs which can implement any $K$ Boolean logic for $K$ inputs. The CLB output can be combinatorial or registered to the clock signal to make it sequential. There are two types of LBs; the multiplexer (MUX)-based LBs and LUT-based CLBs.

1. MUX

MUX-based LBs take advantage of the many possible functions available for a two input MUX shown in Fig. 2-5. More complex functions can be obtained by combining MUX inputs and outputs or by connecting the inputs to a constant or a signal. MUX-based LBs offer high functionality for a small number of transistors


Fig. 2-5. MUX-based LB [35].
but have high demands on routing resources and are not as efficient as LUTs for arithmetic processing.

## 2. LUT

LUTs are arrays of one-bit memory cells. Each cell in the array is programmed so that for a certain group of inputs into the array produces a desired output. The group of input signals function as index that is looked up in the programmed table. LUTs can be formed by SRAMs, antifuses, or FLASH cells and are the most commonly used architectures in commercial FPGAs [35]. Most common LUTs have $2^{n}$ SRAMs for $n$ number of inputs. An example of a SRAM-based array LUT is given in Fig. 2-6. In this array, an active transmission gate passes on the input signal to its output and a disabled transmission gate prevents the input signal from passing through to


Fig. 2-6. SRAM-based LUT [35].


Fig. 2-7. Xilinx Virtex-5 6-input LUT architecture [36].
the output. The array is programmed to allow the function:

$$
\begin{equation*}
y=(a \& b) \mid c \tag{1.1}
\end{equation*}
$$

A typical LB structure consists of an LUT for the combinatorial logic, a DFF for the sequential logic, and a MUX to interconnect the external input, LUT, and DFF. Fig. 2-7 and Fig. 2-8 are examples of a contemporary LB architecture from Xilinx [36] and Altera [37] respectively. Commercial industry FPGAs are mostly SRAM LUTbased due to the maturity and widespread use of SRAM technology. However, SRAMs are nonvolatile devices which require constant power supply and reprogramming every time the FPGA is turned on and contributes to high power usage over time. SRAMs cells also have a large area footprint as SRAMs are usually made up of 4T-6T. This is a drawback of the SRAM architecture and a newer next-


Fig. 2-8. Altera Stratix-II ALM LUT architecture [37].
generational architecture that uses fewer fundamental components has potential to bring down silicon area usage. In addition to that, transistor scaling according to Moore's Law has slowed down in recent decades due to physical limitations in the device. Charge leakage, etc. effects drastically increase when transistors are scaled down to single digit nanometer process nodes. A well-known industry case is the struggle Intel has had scaling down their i-series flagship processors below 14 nm .

### 2.1.2 Programmable Interconnects

As the FPGA is highly configurable, the routing or interconnects responsible for signal communications between LBs and I/Os in the FPGA matrix are also required to be programmable. The connections are controlled by programmable interconnect points (PIPs) in SwBs as shown in Fig. 2-9 [38]. The pathing in CMOS-based PIPs is controlled by single pass transistors or transmission gates which are made up of complimentary NMOS and PMOS transister pairs. The configurations of the pass transistors are stored in CMOS-based D-latch memory cells as shown in Fig. 2-9.

These D-latches memory cells are made up of CMOS inverters and face the same limitations as the SRAM-based LUTs, requiring constant power supply during operations and reprogramming every time the device is switched on. Operating power consumption is thus high and there is potential for improvement by introducing nonvolatility to the circuit.


Fig. 2-9. Switch blocks (C Box and S Box) form the configurable connections between CLBs [38].

### 2.1.3 Non-volatile FPGAs

One of the core next-generation approaches to FPGAs focuses on the addition of nonvolatility to the volatile fundamental components in the architecture. As previously discussed, SRAMs and Flash are the dominant technologies in current market FPGAs but face increasing limitations from the physical scaling, energy consumption, leakages, and operational performances. NV is implemented inside these components through the use of emerging nextgeneration memory devices which typically comes with intrinsic NV. More detailed discussions on these devices are presented in the following subsections.

PCM-based nvFPGAs were proposed in [16], [39], and [40] achieving improvements in cell area (1.7x smaller than FLASH), WRITE time (33.3x smaller than Flash), and programming energy consumption (4.1x smaller than FLASH). However, the drawbacks of the Joule Heating mechanism in PCM leads to $1.2 \times 10^{4}$ higher programming energy consumption compared to SRAMs.

A proposed solution using ReRAMs in [41] introduces a generic memristive structure (GMS) wherein two serially-connected ReRAMs form a single memory cell to replace SRAM and Flash cells in the FPGA LUT. The GMS structure shows x3 improvement in cell area, x16.6 improvement in WRITE time, x8.3 programming energy consumption compared to FLASH.


Fig. 2-10. (a) and (b) FeFET-based nvLUT with different logic configurations, (c) the LUT array, and (d) the 6-input power comparison for LUTs [20].

(b)


Fig. 2-11. Magnetic tunnel junction (MTJ)/CMOS-based LUTs in (a) [44] and (b) [45].

A study performed in [42] looked into the performance of 2 transmission gates 1 ReRAM (2TG1R)-based and 4 transistor 1 ReRAM (4T1R) as replacements for standard access transistors in SRAM-based FPGAs. Due to the additional components per cell (2TG and 4T) the cell areas were on average 1.4 x and 1.03 x larger than SRAM cells. WRITE delays were also higher by 1.6 x and 0.99 x . Further improvements on ReRAM-based architecture can be obtained by using faster switching and lower power consuming devices such as in [43].

Examples of NV implementation in the LUT array in literature are presented in Fig. 2-10Fig. 2-13 [20], [44], [45], [39], [46]. In [20] (Fig. 2-10), the LUT is made up of FeFETs as the


Fig. 2-12. Phase change memory (PCM)-based LUT from [39].


Fig. 2-13. CRS ReRAM-based six-input LUT [46].
memory cells. Hybrid STT-MRAMs or magnetic tunnel junction (MTJ) and CMOS designs are presented in [44] and [45] (Fig. 2-11). PCM memory cells are utilized in [39] (Fig. 2-12) while complementary resistive switching (CRS) ReRAM cells are used in [46] (Fig. 2-13). These designs demonstrate the feasibility of implementing NV in the LUT arrays through nextgenerational memory devices. However, these arrays are SB arrays and require combinations of CMOS circuits or peripheral circuits. In the case of the CRS ReRAM LUT, the CRS cell uses two ReRAMs per cell thereby increasing the array component count.

Improvements on the SB arrays have also been presented in literature. Since MB is an intrinsic property of ReRAMs, MB ReRAM LUTs were proposed in [47], [48], and [49]. However the presented LUT designs utilize a simplistic crossbar array which leaves the LUT array vulnerable to sneak path current effects [50]. These sneak path effects are amplified in MB cells due to the smaller resistance window between resistance levels.

### 2.1.4 The Volatile and Non-Volatile D Latch

The D latch is a basic digital memory element that takes in single bit input data (D) when the control signal is high. This control signal can be supplied by clock pulses (CLK) to control the D latch in electronic circuits. An example of a basic CLK-controlled D latch design is given in Fig. 2-14. The drawback of the conventional D latch is that they are comprised of SRAMs and are volatile memories, storing data temporarily as long as power is supplied ( $\mathrm{V}_{\mathrm{dd}}$ is high).

As they form the basic memory elements of digital circuits, the requirement of power supply and their inability to be fully switched off during SLEEP leads to high leakage power [51]. To improve the D latch design and reduce power consumption, there have been numerous attempts to introduce NV into the D latch architecture in literature. For example, in [52] NV is achieved by using a CRS configuration consisting of 2 anti-serially connected ReRAMs (MEM $M_{1}$ and


Fig. 2-14. A traditional D latch layout.
$M E M_{2}$ ) (Fig. 2-15). $M E M_{1}$ and $M E M_{2}$ are initially in HRS and LRS respectively. When In voltage increases above $M E M_{1}$ 's switching voltage threshold, $M E M_{1}$ becomes LRS leading to both $M E M_{1}$ and $M E M_{2}$ being in LRS states. Continuing voltage application then switches $M E M_{2}$ into HRS. The nvLatch is achieved by this design as data is stored in the CRS cells however, when the input voltage changes, this design requires the ReRAM pairs to switch; this takes roughly double the time required for a single ReRAM switching scheme.

A single ReRAM nvD-latch was proposed in [53] using a ReRAM, ME and Resistor, R R pair as a voltage divider (Fig. 2-16). CP is the CLK pulse and the D input is directly connected to the Q output through two inverters, INV2 and INV3. When CP is high, transistors M1 and M2 are on while P 1 is off; when D is logic ' 1 ' (logic ' 0 '), Q follows and is logic ' 1 ' (logic ' 0 '). At the same time, the output of Inv1 is logic ' 0 ' (logic ' 1 ') and the input at Inv2 is logic ' 1 ' (logic ' 0 '), leading to a voltage potential across ME and switching the ReRAM into Ron ( $\mathrm{R}_{\mathrm{OFF}}$ ). During CP low, $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ are off and P 1 is on, separating the D input from the Q output and enabling a current path for $V_{\text {SS. }}$. Depending on the resistance state of ME set during CP high, the input of Inv2 is logic ' 1 ' $\left(\mathrm{V}>\mathrm{V}_{\text {threshold, Inv2 }}\right)$ if $\mathrm{R}_{\mathrm{ME}}$ is RoN or logic ' 0 ' ( $\left.\mathrm{V}<\mathrm{V}_{\text {threshold, Inv2 }}\right)$ if



Fig. 2-15. nvD latch with CRS ReRAMs [52].
$\mathrm{R}_{\text {ME }}$ is $\mathrm{R}_{\text {OFF. }}$. However, when CP is high the threshold loss voltages across M1 and M2 reduces the voltage across ME which increases the switching time. Additionally, during CP low the $\mathrm{V}_{\text {SS }}$ is fed across ME to provide the Q output and the design relies entirely on ME's resistance; continuous voltage application across the ReRAM causes a resistance state drift leading to variances at Inv2's input.

A solution to the switching time problem was presented in [54], by replacing the transistors


Fig. 2-16. nvD latch design with single ReRAM cell [53].


Fig. 2-17. nvD latch design with T-gates single ReRAM cell [54].
with transmission gates (T-gates) (Fig. 2-17). The implementation of T-gates ensures a proper logic ' 0 ' and logic ' 1 ' through the use of complementary NMOS and PMOS transistors and eliminates the threshold voltage drop problem. The design is however similar to Fig. 2-16 and still relies fully on the resistance of ME during CP low.Examples of STT-MRAM latches are given in Fig. 2-18 [55]. These layouts achieve NV with the addition of additional circuitry


Fig. 2-18. Examples of STT-MRAM latches [55].
storage components, requiring additional STORE and RESTORE sequences. Combined with the increased cell footprint requirements of the technology, the STT-MRAM-based nvD latch incurs a significant cost increase in cell area.

### 2.1.5 The Volatile and Non-Volatile Flip-Flop

The D Flip-Flop or delay Flip-Flop is a Flip-Flop circuit that retains memory. They make up registers in the Processor where they receive logic calculation outputs from the Processor which are stored during a clock cycle and then released back to the Processor for further calculations in the next clock cycle. D Flip-Flops are however conventionally made up of SRAMs and are volatile so they do not retain the data if the supply power, $\mathrm{V}_{\mathrm{DD}}$ is removed.

The benefits of zero leakage power consumption have led to the development of nvDFF architectures. Fig. 2-19 shows an example of a nvDFF from [56]. Two ReRAMs are gated by two pass transistors that are controlled by SWL signals. NV data storage occurs when the CLK signal is high, achieving passive NV. The RESTORE sequence is however non-passive as a READ signal is required. The auxiliary signals are controlled by an OR gate leading to the addition of 6 transistors together with an additional CTRL signal line.

A similar approach is adopted in [57] by using an external signal to control the pass transistors on the ReRAM branch. This design removes the OR gate but introduces non-passive STORE and RESTORE sequences that increase the READ and WRITE time to the NV components. The NVFF in [30] only utilizes one ReRAM cell in the NV segment but introduces complex circuitry to implement READ and WRITE onto the NV component. In [31], NV is introduced by adding a NV block that consists of an input tri-state inverter, an output multiplexer, and the ReRAM branch in between which increases the number of components in the circuit as well as the footprint of the NVFF. Other approaches using ferroelectric transistors (FEFETs) which


Fig. 2-19. Nonvolatile D flip-flop using control CTRL and SWL signals from [56].
have NV properties also require NV blocks with additional components such as in [32].

### 2.1.6 The Non-Volatile DRAM

The nvDRAM cell has been previously proposed in [61], [62], [63], [64]. In [61], a novel metal-ferroelectric-metal (MFM) capacitor was proposed but ferroelectric materials experienced severe limitations in scaling. This was then improved on in [62] by using antiferroelectric materials. In [63] the capacitor is replaced by NV PCM. The performance metrics of the proposed DRAM storage components however lag behind ReRAMs [63], [65].

A ReRAM-based nvDRAM was proposed in [64]. The design utilizes a control access transistor for READ and WRITE operations into ReRAM. As a result, the cell structure contains four transistors, one gated diode and one ReRAM (4T1D1R) compared to the 1T1C volatile DRAM. The addition of the control access transistor also requires extra STORE/RESTORE operations in addition to the conventional READ and WRITE.

### 2.2 Emerging Non-Volatile Memory (NVM) Devices

As MOS transistors reach their scaling limits and Moore's Law appears to be slowing down, research has been done into new memory technologies. Devices operating on the concept of RS which was first brought up in the 1970s and 1980s [66], [67], [68] have been widely explored.

Unlike electrical charge-based MOS transistors that are susceptible to charge leakage effects that become more pronounced with device downscaling, RS devices operate on the manipulatable resistances of thin-layer materials. Switching between two different resistance values in a device represents binary 0 and 1 and the ability to retain those resistance values lead to digital memory devices. Emerging memory devices will have to contend with strict digital memory criteria in order to compete successfully with very-matured conventional transistor technology in the industry. Amongst the requirements for emerging memories are low operating voltages ( $<1 \mathrm{~V}$ ), long cycling endurance ( $>10^{17}$ cycles), large data retention duration ( $>10$ years), low energy consumption ( $\sim \mathrm{fj} / \mathrm{bit}$ ), and scalability ( $<10 \mathrm{~nm}$ ) [69].

This section will delve into promising emerging technologies; exploring their fundamental operating mechanisms and properties.

### 2.2.1 Suitability of NVM Device

Fig. 2-20 shows a taxonomy tree of memory technologies. From the previous discussed emerging NVM devices, each of them has 'pros' and 'cons' when compared to conventional MOS devices. Through a comparison of the operational properties of the devices listed in TABLE 2-1 [70], the ReRAM was chosen for this PhD research as it has shown advantages compared to the other emerging NVM devices.

The ReRAM operates on localized CF in the TMO layer and is not affected by cell width. It


Fig. 2-20. Memory taxonomy tree.

TABLE 2-1. Device characteristics of mainstream and emerging memory technologies.

|  | MAINSTREAM MEMORIES |  |  |  | EMERGING MEMORIES |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | FLASH |  |  |  |  |
|  | SRAM | DRAM | NOR | NAND | STT-MRAM | PCRAM | ReRAM |
| Cell Area | $>100 \mathrm{~F}^{2}$ | $6 \mathrm{~F}^{2}$ | $10 \mathrm{~F}^{2}$ | $<4 \mathrm{~F}^{2}(3 \mathrm{D})$ | $6 \sim 50 \mathrm{~F}^{2}$ | $4 \sim 30 \mathrm{~F}^{2}$ | $4 \sim 12 \mathrm{~F}^{2}$ |
| Multibit | 1 | 1 | 2 | 3 | 1 | 2 | 2 |
| Voltage | $<1 \mathrm{~V}$ | $<1 \mathrm{~V}$ | $>10 \mathrm{~V}$ | $>10 \mathrm{~V}$ | $<1.5 \mathrm{~V}$ | $<3 \mathrm{~V}$ | $<3 \mathrm{~V}$ |
| READ time | $\sim 1 \mathrm{~ns}$ | $\sim 10 \mathrm{~ns}$ | $\sim 50 \mathrm{~ns}$ | $\sim 10 \mu \mathrm{~s}$ | $<10 \mathrm{~ns}$ | $<10 \mathrm{~ns}$ | $<10 \mathrm{~ns}$ |
| WRITE time | $\sim 1 \mathrm{~ns}$ | $\sim 10 \mathrm{~ns}$ | $10 \mu \mathrm{~s}-1 \mathrm{~ms}$ | $100 \mu \mathrm{~s}-1 \mathrm{~ms}$ | $<10 \mathrm{~ns}$ | $\sim 50 \mathrm{~ns}$ | $<10 \mathrm{~ns}$ |
| Retention | N/A | $\sim 64 \mathrm{~ms}$ | $>10 \mathrm{y}$ | $>10 \mathrm{y}$ | $>10 \mathrm{y}$ | $>10 \mathrm{y}$ | $>10 \mathrm{y}$ |
| Endurance | $>1 \mathrm{E} 16$ | $>1 \mathrm{E} 16$ | $>1 \mathrm{E} 5$ | $>1 \mathrm{E} 4$ | $>1 \mathrm{E} 15$ | $>1 \mathrm{E} 9$ | $>1 \mathrm{E} 6 \sim 1 \mathrm{E} 12$ |
| WRITE energy (J/bit) | $\sim \mathrm{fJ}$ | $\sim 10 \mathrm{fJ}$ | $\sim 100 \mathrm{pJ}$ | $\sim 10 \mathrm{fJ}$ | $\sim 0.1 \mathrm{pJ}$ | $\sim 10 \mathrm{pJ}$ | $\sim 0.1 \mathrm{pJ}$ |

therefore, has much better potential for size downscaling ( $<4 F^{2}$ ) compared to PCM ( $\sim 4-20$ $F^{2}$ ) and spin-transfer torque magnetic random-access memory (STT-MRAM) ( $\sim 6-20 F^{2}$ ). PCM devices are limited by the requirement of the heating layer while STT-MRAM has three layers (free layer, tunnel barrier, fixed layer) between electrodes. All technologies however show improvement over conventional SRAM ( $>100 F^{2}$ ).

Compared to PCM, the ReRAM also demonstrates lower WRITE energy consumption (10 $\mathrm{pJ} / \mathrm{bit}$ vs $\sim 0.1 \mathrm{pJ} / \mathrm{bit}$ ) and higher cycling endurance ( $10^{9} \mathrm{vs} 10^{12}$ ). This is because the Joule heating-based RS of PCMs are energy intensive and degrade the endurance performance. ReRAMs also require less manufacturing processes to fabricate and are highly compatible with conventional CMOS fabrication [71].

### 2.2.2 Resistive Random-Access Memory

ReRAMs are nonvolatile memory devices that operate behind the RS mechanisms of transition metal-oxides (TMOs). ReRAMs are typically three- layered devices consisting of a TMO layer sandwiched between two metal electrodes. An example of a ReRAM cross section is given in Fig. 2-21 [72].

RS is achieved in the device by application of voltage across the electrode terminals. In this regard, there are two kinds of ReRAMs; bipolar ReRAMs switch between high and low resistances through application of opposite polarity supply voltages and unipolar ReRAMs switch between resistances through application of different amplitude but similar polarity voltages. Unipolar ReRAMs typically require higher voltage amplitudes and therefore have higher power consumption [73].

Depending on the TMO used, two differing physical mechanisms influence the RS properties of ReRAMs which are:

1) Forming/Destruction of conductive filaments (CFs)
2) Tunneling barrier modification

It has been shown that filamentary switching occurs with the existence of free moving metal ions or oxygen vacancies ( $\mathrm{V}_{\mathrm{OS}}$ ) in TMOs [74]. Application of voltage to the very-thin TMO layer creates a huge electrical field across the layer which causes a dielectrical breakdown of the TMO crystalline structure. In, the dielectric breakdown leads to drift-diffusion of copper ions that aggregate to form a CF in the TMO layer. A similar process occurs in Tantalum-oxide ReRAMs [75] but the CF is made up of Vos instead of metal ions. TABLE 2-2 [76] shows a


Fig. 2-21. Three-layer ReRAM. HfO2 is the TMO layer, Ti and TiN are the electrodes [72].

TABLE 2-2. Comparison between metal-oxide ReRAM and conductive bridge ReRAM [76]

| Parameter | Speed <br> $(\mathrm{ns})$ | Operation <br> voltage <br> $(\mathrm{V})$ | Operation <br> current <br> $(\mu \mathrm{A})$ | Endurance <br> $($ cycles $)$ | On/Off <br> Ratio | Retention@ $85^{\circ} \mathrm{C}$ <br> $(\mathrm{s})$ | Multilevel <br> Capacity | CMOS <br> compatible | Fabrication | Scalability |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Metal- <br> Oxide <br> ReRAM | 5 | $\sim 3$ | 5 | $10^{12}$ | $10^{7}$ | $10^{6}$ | Yes | Yes | Easy | Good |
| Conductive <br> Bridge <br> ReRAM | 1 | $\sim 7$ | 10 | $10^{6}$ | $10^{7}$ | $10^{6}$ | Yes | Yes | Easy | Good |

comparison of operational properties between metal ion-based ReRAMs and $\mathrm{V}_{\mathrm{O}}$-based ReRAMs. CBRAMs show good operation speeds due to the easier drift-diffusion of metal ions compared to $\mathrm{V}_{\mathrm{O}}$ but OxRAMs show better endurance and have lower operating voltages and currents.

The TMO layer is initially high resistance in its natural state and the localized formation of the CF that shunts the two metal electrodes leads to a drop in the ReRAM resistance. This formation process is called SET and switches the ReRAM into a low resistance state (LRS). Alternatively, the rupture of the CF removes this conduction path between the electrodes and switches the ReRAM into a HRS in a process called RESET.

### 2.2.3 Multibit ReRAM

As RS in ReRAMs operate behind the formation/rupture of CFs, it is possible to halt the process before the CF is fully formed/ruptured. This incomplete process leaves the ReRAM in an intermediate resistive state (IRS) and opens up the possibility for multiple-bits-per-cell

ReRAMs, also known as MB-ReRAMs. This increase in the number of bits per cell would lead to higher density ReRAM arrays and lower costs.

Another benefit is that no additional components are required to achieve MB storage in ReRAMs since the only requirement is to halt the RS process before the CF reaches the fully formed/ruptured thresholds. However, MB-ReRAMs require precise voltage control to ensure a wide margin between every resistance level in the cell to avoid data WRITE errors and a modified READ scheme or sense amplifying circuit which is a general requirement for all MB devices.

### 2.3 ReRAM Modelling

Scaling limitations of conventional non-volatile memory leads to the invention of emerging technologies like PCMs [77], ReRAMs, and STTRAMs. Amongst these devices, RRAMs have demonstrated potential for adoption as next generation solid state non-volatile memory devices because of its simple structure [24], compatibility with CMOS [78], high endurance, retention property and nanoscale dimension [25].

ReRAMs are two-terminal devices with a top and bottom electrode sandwiching a TMO layer in a metal-insulator-metal (MIM) structure. The TMO layer is capable of switching between stable oxidation states with different resistances, allowing data storage in the form of a high ' 1 ' and low ' 0 '. Typically, ReRAMs require a forming step to forms a conduction path in the TMO layer which shunts the two electrodes. The existence of this conductive filament (CF) lowers the resistance of the ReRAM and can be ruptured to raise the resistance. The rupture and formation of the CF is repeatable and the ReRAM is now able to switch between a LRS and HRS.

Further studies on engineering the material and structure of ReRAMs to finetune its performance have been performed [79], [80] and ReRAMs can now be further categorized by its structure and the RS characteristics. ReRAMs can be divided into two categories, oxidebased ReRAMs (OxRAM) [81] and conductive bridge ReRAMs (CBRAM) [82], [83] depending on the mechanism behind their RS behaviour. RS in OxRAMs stems from the driftdiffusion of oxygen vacancies $\left(\mathrm{V}_{\mathrm{O}}\right)$ while the migration of metal ions contributes to RS in CBRAMs [84], [85]. As the general RS mechanisms and the models for both are different, this section will focus on the modelling of OxRAMs. Any mention of ReRAMs will refer to OxRAMs in this section from here onwards.

To facilitate studies on the ReRAM behaviour in electronic circuits, different types of models have been developed namely electrical, analytical, mathematical, physics-based models and more general compact models [86]. Among these models, physics-based models explain device behaviour with physical concepts, which is more acceptable to define the working of the device [27], [87], [88], [89].

### 2.3.1 SET and RESET Switching Behaviour

The switching behaviour of the devices during state transitions from LRS to HRS (RESET) and from HRS to LRS (SET) can be either abrupt or gradual depending on the electric field strength, internal temperature, thermal conductivity, hopping distance, and various other properties of the ReRAM material. A high electric field across the filament gap length $(g)$ defines the abrupt SET and a low field across $g$ causes gradual RESET in [79] and [27] whereas temperature influences the rate of $\mathrm{V}_{\mathrm{O}}$ formation/recombination to control the changes in CF radii and gap length in [90]. Similarly, thermal feedback mechanisms affect SET and RESET switching in [91] and [92]. Positive feedback loops are generated from the self-acceleration of ions to cause a sharp SET process by enhancing the electric field and temperature of the filament tip while negative feedback is generated from the accelerated ionic migration and subsequent creation of the filamentary gap to form the basis of gradual RESET. The physical mechanism reported in [93] is the drift-diffusion of $V_{O S}$ in the filament with changes in field and temperature. In this case, gradual SET switching is a result of the electric field and temperature driven drift-diffusion processes acting in same direction whereas the opposing drift and diffusion fluxes produce a cancelling effect to account for gradual RESET. The model presented in [88] reports the abrupt SET and RESET switching governed by the change in the volume of $V_{O}$ doped region and its corresponding variation with Schottky barrier.

In addition to the electric field and temperature, the material properties such as hopping distance and thermal conductance are vital in predicting the abrupt and gradual changes in the switching behaviour. A smaller hopping distance yields analog switching characteristics while a larger hopping distance causes abrupt transition during switching. ReRAMs with high thermal conductivity electrodes tend to exhibit gradual switching behaviour by drawing more heat and thereby decreasing the temperature to impact the drift and diffusion.

### 2.3.2 Onset of the Origin of Gap Opening in the Conductive Filament

The modelling of ReRAM devices by adopting a physical approach provides an insight on the rupture of CF during RS. The prominent factors which affect the site of CF rupture are; the location of oxygen/metallic ion reservoir [94], temperature profile along the CF [91] and thermal properties of oxide and electrode.

The region near the oxygen/metallic ion reservoir layer provides favourable conditions for the growth and destruction of filaments as there are better chance of $\mathrm{V}_{0}$ recombination and release or migration of ions. For instance, filament rupture starts near top electrode in [95] and at interface between the switching and bulk layer in bi-layered structures [94], [96].

In temperature driven models, the location of the depletion gap starts at the point of highest temperature in the CF. The CF initially ruptures at middle of the CF is reported in [91] and at top electrode interface is given in [27] and [93]. The onset of gap can be determined by selecting the suitable materials for electrode and oxides. Since the metal electrodes are great heat conductors, they act as heat sinks. The thermal conductivities of both top and bottom electrodes play a role in the CF rupture site formation in single layered devices whereas the thermal properties of the electrode next to switching layer determines the location of gap formation in bi-layered devices. Therefore, to determine the change in temperature during RS, the heat flow in CF is calculated by taking the ratio of thermal conductivity of electrode and oxide [93], [97]. Moreover, in a few models, the Schottky contact formed at metalsemiconductor junction facilitates as an interface for the onset of CF rupture [79], [98], [99].

From the analyses above, it can be understood that CF formation or rupture is modelled based on two major physical mechanisms namely: drift-diffusion and reduction-oxidation (redox). Both mechanisms are driven by electric field or temperature or a combination of both. The following sections analyse the physics behind the two approaches in detail as well as the physical concepts adopted to model the current conduction.

### 2.3.3 RS Mechanisms in Analytical Models

1. Drift-diffusion Model:

In this approach, RS is modelled through defect migration induced by an electric field and an increase in the localized temperature during SET and RESET. The application of an electric field drives the migration of ions with migration direction dependent on the ionic charge and field strength direction. The ionic migration is a
result of the interaction between two fluxes; Fick's diffusion and ionic drift. Fick's diffusion is dependent on the concentration gradient while electric field induced barrier lowering influences ionic drift. These fluxes contribute to the change in $V_{O}$ concentration in the CF which is given by [92]:

$$
\begin{equation*}
\frac{\partial n_{D}}{\partial t}=\nabla \cdot\left(D \nabla n_{D}-\mu F n_{D}\right) \tag{2.1}
\end{equation*}
$$

where $D \nabla n_{D}$ and $\mu F n_{D}$ are the Fick's diffusion and ionic drift terms, respectively. $n_{D}$ is the doping concentration, $D$ is ion diffusivity, $\mu$ is the ion mobility, and $F=-\nabla \psi$ where $\psi$ is the local electrostatic potential demonstrating the relationship between drift and electric field. $D$ and $\mu$ are based on Mott-Gurney ion hopping law. The equation above can be solved with the carrier continuity equation (2.2) for electronic conduction to incorporate the temperature effect [92]:

$$
\begin{equation*}
\nabla \cdot \sigma \nabla \psi=0 \tag{2.2}
\end{equation*}
$$

where $\sigma$ is the electrical conductivity, and with the steady-state Fourier equation [92]:

$$
\begin{equation*}
-\nabla \cdot k_{t h} \nabla T=\sigma|\nabla \psi|^{2} \tag{2.3}
\end{equation*}
$$

where $k_{t h}$ is the thermal conductivity and $T$ is the local temperature. In [93] a fitting parameter $\gamma$ is added to the rightmost term to become $\gamma \cdot \sigma|\nabla \psi|^{2}$ where $\gamma=1$ and $\gamma=2$ are used for DC and AC programming conditions respectively, for the simulation. Solving theses expressions provide the change of $n_{D}, \psi$, and T during RS.

Additional physical terms included in (1) are incorporated in [93] and [75] to fine tune the model. In [75], the migration or generation of $V_{O}$ through thermally activated hopping during SET is considered termed $G$ :

$$
\begin{equation*}
\frac{\partial n_{D}}{\partial t}=\nabla \cdot\left(D \nabla n_{D}-\mu F n_{D}\right)+G \tag{2.4}
\end{equation*}
$$

As a result, the growth of the CF is considered proportional to the rate of ion migration and the generation term, $G$ is given by [75]:

$$
\begin{equation*}
G=A \exp \left(-\frac{E_{b}-q \beta E}{K T}\right) \tag{2.5}
\end{equation*}
$$

where $A$ is the pre-exponential constant, $E_{\mathrm{b}}$ is the energy barrier for ion hopping and $K$ is the Boltzmann constant. The $q \beta E$ term is the barrier lowering effect of the applied electric field, $E$ where $\beta$ is the simulation's mesh size. The addition of the

TABLE 2-3. Activation energy for RS models

| Parameter | Equation | Activation Energy $E_{\mathrm{A}}$ in eV |
| :---: | :---: | :---: |
| E1 | $\nabla \cdot\left(\mathrm{D} \nabla n_{D}-\mu F n_{D}\right)$ | $1^{*} / 0^{\#}[92]$ |
| E2 | $\nabla \cdot\left(\mathrm{D} \nabla n_{D}-\mu F n_{D}\right)+G$ | $0.052^{*} / 0.016^{\#}[75]$ |
| E3 | $\nabla \cdot\left(\mathrm{D} \nabla n_{D}-\mu F n_{D}\right)+D S n_{D} \nabla T$ | $-0.006^{*} / 0.05^{\#}[93]$ |
| Ea1 | $\exp \frac{-\left(E_{a 1}-Z q \alpha \mathrm{E}\right)}{K T}$ | $1.2[91],[95] 1.12^{\mathrm{a}} / 1.35^{\mathrm{b}}[90] 1.4^{\mathrm{c}} / 0.30^{\mathrm{d}}[94]$ |
| Ea2 | $\exp \frac{-E_{a 2}}{K T}$ | $1.2[91]$ |
| Ea3 | $\exp \frac{E_{a 3}+q(1-\alpha) \mathrm{V}_{\text {cell }}}{K T}$ | $0.70[101]$ |
| Ea4 | $\exp \frac{-E_{a 4}}{K T} \sinh \left(\frac{\gamma q a E}{K T}\right)$ | $1[79][95]$ |

*Denotes $\mathrm{E}_{\mathrm{A}}$ at minimum $\mathrm{n}_{\mathrm{D}}$; \# denotes $\mathrm{E}_{\mathrm{A}}$ at maximum $\mathrm{n}_{\mathrm{D}} ; \mathrm{a}, \mathrm{b}$ denotes values for SET and RESET respectively; $\mathrm{c}, \mathrm{d}$ denotes $\mathrm{E}_{\mathrm{A}}$ for $\mathrm{Ta}_{2} \mathrm{O}_{5}$ and $\mathrm{TaO}_{2}$ respectively.
$G$ term is shown in (E2) of TABLE 2-3. The $G$ term in (2.5) describes $\mathrm{V}_{0}$ generation during SET and is not applied during the RESET phase of the model.

A temperature influenced Soret's effect or thermophoresis term is added to (2.1) to account for the contribution from Joule heating in [93]. Thermophoresis which describes migration of vacancies along the temperature gradient is given as [93]:

$$
\begin{equation*}
\frac{\partial n_{D}}{\partial t}{ }_{\text {Soret }}=D S n_{D} \nabla T \tag{2.6}
\end{equation*}
$$

where S is the Soret coefficient. This term describes the tendency for $\mathrm{V}_{\mathrm{O}}$ to move toward a hotter region [93]. The revised form of (2.1) is given as (E3) in TABLE 2-3.

The change in $n_{D}$ during RS affects the electrical and thermal conductivity, $\sigma$ and $k_{t h}$ as well as the activation energy for conduction, $E_{\mathrm{AC}}$ through the thermally activated electrical conductance Arrhenius equation:

$$
\begin{equation*}
\sigma=\sigma_{0} e^{-\frac{E_{A C}}{K T}} \tag{2.7}
\end{equation*}
$$

where $\sigma_{0}$ is the preexponential factor, $E_{\mathrm{AC}}$ is the activation energy for conduction, and $k$ is the thermal conductivity. Both $\sigma_{0}$ and $E_{\mathrm{AC}}$ are dependent on $n_{D}$ as the increase in $V_{O}$ increases the device conductance and reduces the activation energy. The change in $\sigma_{0}$ and $E_{\mathrm{AC}}$ during RS are plotted in Fig. 2-22.


Fig. 2-22. Affect of $n D$ on the (a) electrical conductiance preexponential factor $\sigma 0$ and (b) activation energy for conduction EAC. The devices switch into LRS when $\mathrm{nD}=0.2 \times 1021 \mathrm{~cm}-3, \sigma 0=700 \Omega-1 \mathrm{~cm}-1$, and $\mathrm{EAC}=0.006 \mathrm{eV}$ for $\mathrm{TiN} / \mathrm{HfO} 2 / \mathrm{TiN}$, when $\mathrm{nD}=5 \times 1021 \mathrm{~cm}-3, \sigma 0=23$.

The PDEs from (2.1)-(2.3) should be solved for all layers including the electrode layers to account for the contribution of the entire device to RS. In [92], the electrode layers act as ideal heat sinks with boundary condition $T=T_{0}=300 \mathrm{~K}$. This is a reasonable assumption as the electrode area is generally large compared to the CF.
Since [92], [93], and [75] modelled a ReRAM with inert electrodes, they do not contribute to ion migration and therefore have constant $k_{t h}$ and no $\mathrm{V}_{\mathrm{O}}$ flux at the Top electrode (TE)/oxide and oxide/ bottom electrode (BE) interfaces. In [92] and [93] bi-layered RRAMs are modelled and the PDE is likewise solved for the bulk layer.


Fig. 2-23. Simulated I-V curves from (a) [92] showing different SET switching voltages as a result of different RESET stop voltages, (b) [93] showing the effect of different EA values, and (c) [75].

As the bulk layer acts as an $\mathrm{V}_{\mathrm{O}}$ reservoir, only Fick's diffusion was considered and the drift term, $\mu F n_{D}$ in (2.1) is zero.

The I-V curves generated from this approach in [92], [93], and [75] are shown in Fig. 2-23.
2. Reduction-Oxidation (Redox)-based Modelling Approach:

In this approach, redox mechanisms are applied to model defect evolution during CF formation and rupture. The redox mechanism is a result of the generation and recombination (G-R) of Vo with oxygen ions, oxide phase transition (P-T), as well as the hopping and migration of generated defects. The SET process comprises the P-T from semiconductor to metal phase and the generation of oxygen vacancies [94], [95] while the RESET process involves the reverse P-T from metal to semiconductor phase and the release and hopping of oxygen ions into the switching layer to recombine with $V_{O}$ [97], [100]. The variation of the filament gap is given as:

$$
\begin{equation*}
\frac{d g}{d t}=a . f .\left(\exp \frac{-E_{A}}{K T}\right) \tag{2.8}
\end{equation*}
$$

where $g$ is the gap length, $\alpha$ is the field enhancement factor, and $f$ is the attempt-toescape frequency. When a gap in the filament is present, the activation energy for conduction, $E_{\mathrm{A}}$ is lowered due to the Poole-Frenkel effect by the electric field in the gap given as:

$$
\begin{equation*}
E_{A}=E_{A 0}-\alpha_{0} q V_{g a p} \tag{2.9}
\end{equation*}
$$



Fig. 2-24. (a) I-V curve of model from [95]. (b) Schematic of CF growth.
where $\alpha_{0}$ is the activation energy barrier lowering factor, $E_{\mathrm{A} 0}$ is the barrier at zero field, and $V_{\text {gap }}$ is the voltage across the gap.

In addition to the field induced evolution of the filamentary gap, the redox models in [91], [95], [97] consider the change in filamentary radius during RS. The I-V curves and process schematic from [95] and [97] are shown in Fig. 2-24(a) and Fig. 2-25(a), and Fig. 2-24 (b), and Fig. 2-25(b) respectively.

The radii evolution is calculated as:

$$
\begin{equation*}
\frac{d r}{d t}=\left(\Delta r+\frac{\Delta r^{2}}{2 r}\right) f\left(\exp \frac{-\left(E_{A}-Z q \alpha_{0} E\right)}{K T}\right) \tag{2.10}
\end{equation*}
$$

where $r$ is the CF radius and $Z$ is the charge of ion/vacancy. The I-V curve generated is shown in Fig. 2-25(a).

Another physical mechanism governing RS is the Butler-Volmer redox reaction which considers the role of oxidation and reduction on material property. This reaction is given as [101]:


Fig. 2-25. (a) I-V curve of model from [97]. (b) Schematic of CF growth.

$$
\begin{equation*}
\frac{d r}{d t}=\frac{r_{\max }-r}{\tau_{\text {redox }}\left(\exp \frac{E_{\alpha}-q \alpha V_{\text {cell }}}{K T}\right)}-\frac{r}{\tau_{\text {redox }}\left(\exp \frac{E_{\alpha}+q(1-\alpha) \mathrm{V}_{\text {cell }}}{K T}\right)} \tag{2.11}
\end{equation*}
$$

where $r$ and $r_{\text {max }}$ are the changing radius and maximum radius of the CF respectively, $\tau_{\text {redox }}$ is the nominal redox rate, and $V_{\text {cell }}$ is the voltage across the device.

The RS process can be modelled with the same defect kinetics for both SET and RESET by considering the rate of migration of ionized defects from one part of filament to another with the Arrhenius rate expression (2.8) and (2.12) [91], [100]. Gap length variations due to migration can be modelled with (7) and the radial rate of growth can be implemented with (2.10) or (2.11). The movement of oxygen ions and G-R of vacancies can be included to form a single expression:

$$
\begin{equation*}
\frac{d g}{d t}=a \cdot f \cdot\left(\exp \frac{-E_{a}}{K T}\right) \sinh \left(\frac{\gamma q a E}{K T}\right) \tag{2.12}
\end{equation*}
$$

to model SET and RESET [100]. Similarly, the thin film growth rate is described with the concept of oxidation in the Mott-Gurney model in [79] which is utilized to model the CF gap length modulations during RS process.

From the expression, $\gamma$ can be considered as a constant or variable [79], [100] depending on the models. Since CF geometry determines the state during RS, the filament growth can be modelled three dimensionally by considering the volume of the CF [90] which takes the form (2.13) for SET process while RESET (2.14) is given as:

$$
\begin{gather*}
\frac{d V_{T C}}{d t}=-v_{0}\left(\exp \frac{-\left(E_{A}-Z q \alpha_{a} V\right)}{K T}\right)  \tag{2.13}\\
\frac{d V_{T C}}{d t}=-v_{0}\left(\exp \frac{-\left(E_{A}-Z q \alpha(g) V\right)}{K T}\right) \tag{2.14}
\end{gather*}
$$

where, $\alpha_{a}$ and $\alpha(g)$ are the electric field enhancement factors.

### 2.3.4 Required Parameters to Model RS in ReRAMs

1. Activation Energy:

A list of activation energies used in different models that differ according to the switching material are given in TABLE 2-3. It is found that the activation energy required for redox mechanism models are much higher than drift-diffusion models.
2. Contribution of Thermal Conductance of Electrode and Oxide Layers in ReRAM:

Thermal conductivity is a material property which captures the change of defect concentration in the gap length [91]. The change in vacancy concentration in CF affects the its thermal conductivity whereby the thermal conductivity at minimum vacancy concentration takes the value of the insulating oxide (e.g. $\mathrm{HfO}_{2}, \mathrm{Ta}_{2} \mathrm{O}_{5}$ ) which linearly increases to the conductivity of the metallic $\mathrm{CF}(\mathrm{Hf}, \mathrm{Ta})$ at maximum vacancy concentration. The enhancement of the thermal conductivity from the increase in vacancy concentration is a result of the free-carrier contribution to heat conduction. To solve (2.3), the change in thermal conductivity is modelled using Wiedemann-Franz law as [92]:

$$
\begin{equation*}
k_{\text {HfO/Ta2O5 }}=k_{H f O_{0} / \text { Ta205 }_{0}}\left(1+\lambda\left(T-T_{0}\right)\right) \tag{2.15}
\end{equation*}
$$

where $k_{H f O / T a 2 O 5}$ is the thermal conductivity of the oxide at $T=T_{0}=300 \mathrm{~K}$ and $\lambda$ is the linear thermal coefficient. The values for $k_{t h}$ differs according to the metal. The linear evolution of $k_{t h}$ is shown in Fig. 2-26.

In addition to thermal conductivity, resistivity of oxide material and CF forming material have an influence on the device characteristics. Resistivity of the oxide layer in the gap region directly affects Joule heating and influences $V_{\text {SET }}$ and thus $R_{\text {on }} / R_{\text {off }}$ ratio [102]. With an increase in resistivity of oxide layer, the device can achieve


Fig. 2-26. Thermal conductivity kth as a function of local doping density, $n_{D}$.
increase in $V_{\text {SET }}$ and decrease in the leakage current. These two electrical parameters significantly enhance device functionality and efficiency. Likewise, resistivity of base layer and electrodes also contribute to RS. Resistivity of base layer has direct dependency on providing self-compliance in bilayer devices [79], [94] during SET process by facilitating a large resistance series to low resistance of CF. In [90] the resistance of electrodes were considered in addition to the resistance of switching and bulk layers (Fig. 2-26).

## 3. Barrier Height Reduction Factor:

The lowering of potential barrier due to the application of electric field is shown to be an important parameter in RS approaches. The term $\alpha_{a} Z e E$ denotes general form of barrier reduction term. [91], [95], [97], [100] where $\alpha_{\mathrm{a}(\mathrm{hh})}$, is the field enhancement factor which can be a constant or variable quantity based on the models [91], [95]. A few models formulated variable enhancement factor for barrier lowering [90], [100]. $\alpha \mathrm{a}$ is function of g in [90], whereas in [100], enhancement factor $(\gamma)$ which depends on polarizability of the material [100]. $Z$ is the charge number of oxygen ions/vacancies [95].

## 4. CF Geometry Dependent Physical Parameters:

State of ReRAM devices are derived from RS process which is derived with variations in CF geometry as well as shape. Important physical parameters which facilitate RS are, namely, the gap length $(g)$ between top electrode (TE) and CF tip, the width $(w)$ or radius $(r)$ of CF and the rate of change of $g$ or $w,(\mathrm{~d} g / \mathrm{d} t$ or $\mathrm{d} w / \mathrm{d} t)$. The temporal evolution of $g$ [75] or the is the common state parameter in 1D models while the change in filamentary $r$ and/or $w$ is the state parameter adopted in 2D and 3D models [95], [97], [101]. The volume of the CF is also considered in the 3D model in [90]. The SET process in many models depends only on the gap length [100], while in a few models both radius (2.10) and conduction filament length are taken into account [95], [97]. The RESET process in most models are strongly dependent on $g$ [91], [95], [97], [100].
The shape of conduction filament is another factor to be considered while RS modelling. RS in the filamentary switching models in [91] is obtained by adopting a cylindrical shaped CF while a conical shaped CF with variable upper and lower radius is considered in [90].
5. Temperature:

RS in many models apply Fourier heat flow equations and its developed forms [90], [94], [95] to calculate the effect of temperature during RS. Major parameters required to implement these processes are; thermal conductivity and specific heat per unit volume of the oxide material. In [94], the local temperature for the $\mathrm{Pt} / \mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{\mathrm{x}} / \mathrm{Ta}$ ReRAM is calculated from

$$
\begin{equation*}
C \frac{\partial T}{\partial t}=\nabla(k \cdot \nabla T)+Q \tag{2.16}
\end{equation*}
$$

where $C$ represents the specific heat per unit volume of the $\mathrm{Ta}_{2} \mathrm{O}_{5}$ layer, $k$ is the thermal conductivity of $\mathrm{Ta}_{2} \mathrm{O}_{5}\left(9.6 \mathrm{~W} \mathrm{~K}^{-1} \mathrm{~m}^{-1}\right)$, and $Q$ is the Joule heat power density. Fig. 2-27 shows the simulated HRS and LRS transitions where A-H corresponds to the points in I-V curve. The structure layout is from left to right: top electrode, $\mathrm{Ta}_{2} \mathrm{O}_{5}, \mathrm{TaO}_{\mathrm{x}}$ (not shown), bottom electrode (not shown). The $\mathrm{TaO}_{2}$ layer exists as an intermediary layer between the $\mathrm{Ta}_{2} \mathrm{O}_{5}$ and $\mathrm{TaO}_{x}$ interfaces due to the migration of oxygen ions (Fig. 2-28).

The ReRAM is initially in a LRS state at A. Reset begins at B when the supplied voltage is increased and the temperature can be seen to rise along the entire CF. This induces $\mathrm{V}_{\mathrm{O}}$ migration toward the bottom electrode and the filament ruptures at C and the gap region increasing in D . The high temperature is now focused on the gap region as the electric field is concentrated there. The CF gap prevents high temperatures during SET (F) but enough thermal effect is present to induce $\mathrm{V}_{\mathrm{O}}$


Fig. 2-27. Simulated microscopic filament evolution during RESET-SET with (A)--(H) corresponding to the I-V curve in Fig. 2-24.


Fig. 2-28. Simulation result from [94].
migration and the reformation of the CF. The temperature profile in G is similar to $B$ from the current flowing through the now connected CF.
In [97], the localized temperature effect induces both vertical and lateral migration of $V_{o s}$ where the Joule heating effect on the local CF temperature is calculated as

$$
\begin{equation*}
T=T_{0}+I V R_{t h} \tag{2.17}
\end{equation*}
$$

where $T_{0}$ is the ambient temperature and $R_{t h}$ is the thermal resistance of the CF. During SET switching, the CF in this model grows vertically to connect the TE with the BE and laterally once the connection is formed (Fig. 2-24(b) and Fig. 2-25(b)).
The effect of temperature on RS is studied in [90] where a model with fixed


Fig. 2-29. Simulated result from [90]. No RS is observed when the temperature is fixed (red line).
temperature $(T=300 \mathrm{~K})$ is plotted against a model dependent on the heat equation [103] (Fig. 2-29). No RS occurs with fixed CF temperatures.

A simplified heat equation (2.20) is used to model the filament temperature variation in [79], [97], [100] while a 1D steady state Fourier equation given as

$$
\begin{equation*}
k_{t h} \frac{d^{2} T}{d z^{2}}+J^{2} \rho=0 \tag{2.18}
\end{equation*}
$$

where $z$ is the space coordinate along the CF ( $z=0$ at the injecting electrode and $t_{o x}=20 \mathrm{~nm}$ is the oxide thickness and total CF length), $k_{\mathrm{th}}$ is the thermal conductivity, $\rho$ is the resistivity, and $J$ is the current density is utilized to obtain the temperature variation in [91].

To obtain the temperature along CF, solution of 1D steady state Fourier equation is utilized in [91].

### 2.3.5 Current Conduction Mechanisms Adopted in Physics-based Models

Several electronic conduction mechanisms coexist in analytic models to facilitate current conduction characteristics, namely ohmic/metallic conduction [90], [91], [94], [95], [97], [101], tunnelling [79], [101], Schottky [79], hopping [95], [97], [100]. Among those, two major mechanisms have been analysed are; Schottky and generalized hopping model. The parameters used in these current conduction modelling are discussed in this section.

1. Schottky-based Current Conduction:

Several models followed Schottky current conduction for modelling the interface between metal-semiconductor layers [79], [98], [99]. Schottky current expression takes general form as [87]:

$$
I=A A^{*} T^{2} \exp \frac{\left(-\phi_{B i}(t)\right)}{k T}\left(\exp \left(\frac{V_{s c h}(t)}{\eta k T}\right)-1\right) \exp (-\sqrt{\xi} \delta)
$$

In the given expression, $A$ is area of the electrode, $\eta$ is the ideality factor, $k$ is the Boltzmann's constant, $T$ is the temperature, $V_{\text {sch }}$ is the voltage across the Schottky junction, $A^{*}$ is the Richardson constant. $\exp (-\sqrt{\xi} \delta)$ is the tunneling probability
parameter which includes the effect of tunnelling [104], $\xi$ is the effective barrier in eV and $\delta$ is the interface layer thickness, $\phi_{B i}$ is the effective barrier height which depends on barrier height modulation due to Vo doping effect ( $\phi_{B n 0}$ ) and barrier lowering due to image force and the electric field ( $\phi_{\text {del }}$ ) given as:

$$
\begin{equation*}
\phi_{B i}=\phi_{B n 0}-\phi_{d e l} \tag{2.20}
\end{equation*}
$$

Different approaches adopted in modelling the current conduction are RichardsonSchottky and Simmon's methods [105], [104], [106]. Richardson-Schottky conduction is state dependent and is well suited to models with the mean free path of electron comparable to the thickness of the oxide film [104].
2. Generalized Hopping Conduction:

To correlate the gap length with applied voltage, a generalized hopping current conduction is used in conduction models [90], [95], [97], [100]:

$$
\begin{equation*}
I=I_{0} \exp \left(\frac{-g}{g_{T}}\right) \sinh \left(\frac{V}{V_{T}}\right) \tag{2.21}
\end{equation*}
$$

where $g_{T}$ and $V_{T}$ are the characteristic length and voltage, $g$ is the hopping/tunneling length, $V$ is the applied voltage across the cell.
3. Parameters Required to Model Current Conduction Mechansims:

### 3.1 Barrier Height:

The barrier height is the most critical electrical parameter in the thermionic emission process [107] which is determined by the physical properties of the oxide layer, structure of ReRAM devices, image force lowering effect and electric field. Effective barrier height can be calculated using (2.20) by taking the effects of image force lowering and doping (TABLE 2-4).

TABLE 2-4. Parameters used in Schottky Modelling

| Parameter | Model from [88] | Model from [99] | Model from [87] | Model from [27] |
| :---: | :---: | :---: | :---: | :---: |
| Image force lowering effect $\phi_{\text {del }}$ | $\begin{gathered} {\left[\frac{q^{3} N \psi}{8 \pi^{2} \varepsilon_{S \phi b}{ }^{3}}\right]^{\frac{1}{4}}} \\ \psi=\phi_{B n o}-\phi_{n}-V_{S c h} \\ \varepsilon_{s \phi b}=\left[\sqrt[3]{\varepsilon_{i n s} * \varepsilon_{\infty}^{2}}\right] \end{gathered}$ | $\sqrt{\frac{q E_{m}}{4 \pi \varepsilon}}$ | $\left[\frac{q^{3} N \phi_{B 0}}{8 \pi^{2} \varepsilon_{S}{ }^{3}}\right]^{\frac{1}{4}}\left(1-\frac{V}{4 \phi_{B 0}}\right)$ | $\psi=\phi_{B n o}-\phi_{n} \pm V_{S c h} \frac{q}{}^{3} N \psi \varepsilon^{3}{ }^{\frac{1}{4}}$ |
| Dependence on channel doping effect ( $\phi_{\text {Bn0 }}$ ) | Not considered | $\phi_{B i}\left(\sqrt{\frac{l(t)}{L_{0}}}\right)$ | $\phi_{B i}\left(1-\sqrt{\frac{w(t)}{D}}\right)$ | $\phi_{B i} \frac{g(t)}{D}$ |
| Ideality factor | Not considered | $\eta=3$ | $\eta=1+\frac{D_{\text {its }}}{D_{\text {itm }}}$ | $\begin{aligned} & \eta \\ & =m\left[\eta_{L R S}\left(1-\frac{g(t)}{D}\right)\right. \\ & \left.+\eta_{\text {HRS }}\left(\frac{g(t)}{D}\right)\right] \end{aligned}$ |
| Electric field | $E=\frac{V_{s}}{w_{e f f}}$ | $E=E_{\text {max }}$ | $\begin{aligned} & E \\ & =\frac{1}{\epsilon_{s}}\left[n_{s} W_{d}+n_{d} w(t)\right] \end{aligned}$ | $E=\frac{V_{\text {undoped }}}{g(t)}$ |

### 3.2 Image Force Lowering Effect with Uniform Electric Field within the Depletion

 Layer:In the presence of an electric field, the opposite charges accumulated at the interface of the metal-dielectric have an effect of reducing the energy required for the carriers to overcome the barrier and is termed as image-force-lowering. Different methods are adopted to implement this concept as shown in TABLE 2-4, under the category of image force lowering [27], [88], [98], [99]. These models derive parameters based on different concepts. For example, the permittivity of the semiconductor layer $\left(\varepsilon_{S}\right)$ is obtained from the product of optical dielectric constant $\varepsilon_{\infty}$ and insulator dielectric $\varepsilon_{\text {ins }}$ in [88].

### 3.3 Temperature:

As a result of the strong current flow and electric field present in ReRAMs, Joule heating is responsible for the temperature variations in the CF. For example, the models in [88], [97] use a simple Joule heating temperature model controlled by electronic current in the filament region given in as [95]:

$$
\begin{equation*}
T=V_{e l} I_{e l} R_{t h}+T_{0} \tag{2.22}
\end{equation*}
$$

$$
\begin{equation*}
T=R I^{2} R_{t h}+T_{0} \tag{2.23}
\end{equation*}
$$

However, many Schottky-based models approximate room temperature for current conduction (300K) [79], [98], [99]. The model outputs for [98] and [99] are shown in Fig. 2-28 and Fig. 2-29 respectively. Models based on generalized hopping do not consider temperature variations for current conduction. In can thus be concluded that CF temperature variation does not play a significant role in ReRAM current conduction.

### 3.4 Physical Parameters of CF and Structure of Device:

Physical parameters like channel length, filament thickness, location of Schottky junction and $V_{O}$ doping concentration have significant impact on the variation in Schottky barrier height whereby influence electronic current. The length of the doped or un-doped section of the filament is spotted as a variable to control the Schottky barrier height in Schottky conduction models. The application of input voltage enables the oxygen vacancies to move towards the TE to form a CF and this channel doping effect $\left(\phi_{B n 0}\right)$ is the major factor for reducing the barrier height. To incorporate $\phi_{B n 0}$, several approaches are adopted in several models such as simply a constant value has been assigned on the basis of material property in [88] whereas $\phi_{B n 0}$ has been proportionally related to insulating volume, $l(t)$ in [99], to doped region length in [98] and to undoped tunnelling length (g) in [27], where, $L_{0}$ is the initial filament length and $\phi_{B i}$ is the initial barrier height, $w$ is the length of doped region, $D$ is the switching layer thickness.

Ideality factor $(\eta)$ is used in ReRAM current conduction models to assimilate the deviation of junction characteristics from its ideal behaviour. Different approaches are used to assign the ideality factor in models. A constant value is assigned in [99] while two distinct values are assigned to this parameter to show the trap effect in ON state and OFF state of device operation in [98] (TABLE 2-4), where $D_{i t s}$ and $D_{i t m}$ are interfacial trap densities in the semiconductor and insulator [98]. Value '1' for $\eta$ indicates an ideal Schottky junction and '2' represents non-ideal behavior due to interface traps. $\eta$ is used in [79] to represent the variation in trap charging and discharging throughout the cycles. In the same model, the tunneling probability factor (TPF) is introduced as a critical parameter which incorporates the effect of
tunneling in the model [79]. TPF depends on the thickness of the oxide layer while, other models with Schottky approach ignored this parameter.
Alternatively, current through the device is implemented with hopping conduction in [97], [100] models, with gap length $g$ and applied input voltage V as the control variables. However, in filamentary models, the total current in the device is associated with the shape of CF. In [90], a conical shape is approximated to the CF where the current is not only contributed by the top face of CF, but the lateral sides as well.

The position of Schottky contact in the device structure also has contribution in modeling approaches. Schottky junction concept can either applied to the interface between the top electrode and insulator layer [88], [98], [99], [101], [108]. However, Schottky barrier junction is assigned at the interface between the switching and bulk layers in $\mathrm{Pt} / \mathrm{Ta}_{2} \mathrm{O}_{5-\mathrm{x}} / \mathrm{TaO}_{2-\mathrm{x}} / \mathrm{Ta}$ device at HRS [96].

The position of Schottky junction in the device structure also has a contribution in modeling approaches. Schottky junction concept can either applied to the interface between the top electrode and insulator layer [88], [98], [99].

### 2.3.6 Comparison of Models with Experimental Results

This section compares the models discussed in the previous sections with experimental data to understand the efficiency of the previously discussed physical mechanisms to obtain the model.

The experimental results reported for $\mathrm{Pt} / \mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x} / \mathrm{Pt} \mathrm{ReRAM}$ with a 4 nm switching layer is given in Fig. 2-30(a) and the corresponding model curves are shown in Fig. 2-30 (b), Fig. 2-30(c), and Fig. 2-30(d). In Fig. 2-30(b) and Fig. 2-30(c), the current conduction mechanisms adopted for the models are the Shottky current conduction at HRS and ohmic conduction at LRS. The model in Fig. 2-30(d) further considers a state independent trap assisted tunnelling through the region around the CF along with Schottky at HRS. The Schottky barrier at the Pt and $\mathrm{Ta}_{2} \mathrm{O}_{5}$ interface produces the asymmetric current during forward and reverse biases at HRS. The HRS current is a result of both the doping effect of $V_{O S}$ and tunnelling in [27] while it is


Fig. 2-30. (a) Experimental [87] and (b) simulation results for $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x}$ ReRAM with Schottky conduction [87]. (c) Simulation result from [27]. (d) Simulation result from [98].


Fig. 2-31. (a) Experimental results for $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaOx}$ multilevel ReRAM device with Schottky conduction [99] b) Modeling multilevel for $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x}$ device taken from [99].
primarily dependent on the Schottky conduction in [98].
The multilevel capability of the $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x}$ has been proven experimentally as in Fig. 2-31(a) and theoretically modelled shown in Fig. 2-31(b) as given in [99]. The multiple resistance states are the reflections of variations in the insulating volume of conduction filament with Schottky barrier height. Hence, Schottky conduction is derived as the major current mechanism in the model, while the RS is resulting from the formation and rupture of CF originated from the


Fig. 2-32. Experimental result and model taken from [88].
physical mechanism modelled with a differential equation derived from the equation of motion of ions.

In [88], HRS and LRS are modelled by a Schottky contact with tunneling current and Poole Frenkel conduction areal current and the generated I-V are symmetrical as a result (Fig. 2-32). The simulation result is shown to match well with the experimental measurement as shown in Fig. 2-32. Meanwhile, the model presented in [88] defined the total current as the sum of state dependent Schottky current contributed by ionic and electronic components in addition to the state independent areal current that activated only at HRS. The state variable is considered as a function of average $\mathrm{V}_{0}$ concentration which determines the RS process in the model.

Alternatively, the experimental results and models based on $\mathrm{HfO}_{2}$ [100] are plotted in Fig. 2-33, while instead of adopting Schottky mechanism, different physical approaches are implemented such as hopping current conduction and redox based bipolar RS, where RS is demonstrated with the gap dynamics due to the generation recombination and migration based redox modelling approach. However, the gap evolution exponentially related to hopping conduction along with the hyperbolic sinusoidal function of applied voltage. Similarly, the characteristics

(a)

(b)

Fig. 2-33. (a) Experiment data and model data ploted for TiN/TiOx/HfOx/Pt device taken from [100]. (b) Experiment data and model data ploted for $\mathrm{TiN} / \mathrm{Hf} / \mathrm{HfAlOx} / \mathrm{TiN}$ device taken from [100].


Fig. 2-34. Experimental I-V characteristics of the device, measured data, and calculated data plotted in linear scale taken from [91].
of $\mathrm{AlO}_{\mathrm{x}} / \mathrm{HfO}_{2}$ is also modelled with the same physical concepts of generalized hopping conduction [100].

To validate the model presented in [91], the plot of measured and calculated data given in Fig. 2-36 is analyzed and found that the model is fitting well with experimental results where the current profile is derived by the temperature and material dependent current conduction model where the variable thermal conductivity of the gap region is achieved with exponential law and variable resistivity is derived from the Poole conduction law while constant values are assigned for resistivity and thermal conductivity of the metal. Further, the RS is modelled with thermally activated ion kinetics falling under the redox reaction mechanisms.


Fig. 2-35. (a) Typical linear I-V characteristics of $\mathrm{HfO}_{x}$-based device reported in [102], (b) and (c) show measured data and model simulation as reported in [92].


Fig. 2-36. Experimental I-V characteristics of $\mathrm{Pd} / \mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x} / \mathrm{Pd}$ device and corresponding model as given in [93].

Similarly, the model shown in Fig. 2-35, is based on the drift-diffusion RS mechanism and electronic current is represented with carrier continuity expression and Fourier equation is used for Joule heating. However, in contrast to above mentioned model, instead of resistivity, variable thermal conductivity as well as thermally activated electrical conductance has been utilized to model the electronic current where the magnitude of electronic current changes with transition of oxide material from insulator to metallic phase [102].

The simulation results of model based on $\mathrm{Pd} / \mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x} / \mathrm{Pd}$ structure is given in Fig. 2-36, where the current conduction is modelled with the basic current continuity approximation


Fig. 2-37. Experimental I-V characteristics of $\mathrm{Pd} / \mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x} / \mathrm{Pd}$ device and corresponding model as given in [101].

TABLE 2-5. Error Analysis of the Simulated Results against Experimental Measurements

| Model | $[98]$ | $[100]$ | $[100]$ | $[93]$ | $[88]$ | $[27]$ | $[91]$ | $[90]$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Error <br> Percentage <br> $(\%)$ | 19 | 12 | 24 | 9 | 23 | 20 | 8 | 3 |

where the variation of current is linear with the applied voltage and the RS is obtained by the drift diffusion-based approach. Even though the model describes the fine tuning of the hopping distance parameter (a) to select analog or digital switching behaviour, the measured data shown in Fig. 2-36 depicts analog switching characteristics while the model displays a digital switching behavior [93].

To validate the physics based compact model of $\mathrm{TiN} / \mathrm{HfO}_{2} / \mathrm{TiN}$ stack with real device characteristics, an analysis has been done and found that the model is in well agreement with the experimental data showing the suitability of applied physical mechanisms such as the redox-based RS and the modelling of co-existing current mechanisms such as tunnelling through the pristine oxide structure and the ohmic conduction through the conduction filament as well as sub oxide phase. Additionally, the model reports the importance of temperature on RS process and modelled with heat equation. In addition to the modelling of SET/RESET, the model given in [101] included the characterization of electroforming stage in which highly resistive pristine oxide is converted to conductive channel on the application of high bias and the concept has been modelled with the rate of growth of sub oxide defined with the redox mechanism (Fig. 2-37).

The models presented in this review have been compared with their respective experimental results. Due to the different materials and physical mechanisms adopted, a direct comparison between models is unfeasible. An error analysis is however carried out to determine each model's accuracy compared to the experiments. The results are listed in TABLE 2-5.

### 2.4 ReRAM Fabrication and Layout

As previously discussed, one of the main advantages of ReRAM technologies are their low cell footprint; $4 F^{2}$ where $F$ is minimum feature size of the fabrication lithography and their high BeoL compatibility with existing CMOS fabrication processes. This low footprint area can be truly exploited by packing ReRAMs into dense crossbar arrays (CBAs).


Fig. 2-38. ReRAM CBA array, ReRAM cells are located between wordlines, WL and bitlines, BL. Sneak path current is represented by dotted red line. Solid black line indicates desired READ current path [109].

An early example of a basic ReRAM CBA consists of ReRAM cells stacked between two orthogonal metal lines as shown in Fig. 2-38 [109]. The CBA density can be further increased to $4 F^{2} / n$ by stacking $n$ crossbars on top of each other [110]. An inherent problem with these layouts is the existence of sneak path currents, exhibited in Fig. 2-38. Unselected cells that are


Fig. 2-39. (a) $\mathrm{Pt} /$ solid electrolyte/Cu ReRAM and its I-V characteristic (b). (c) $\mathrm{Cu} /$ solid electrolyte/Pt ReRAM and its I-Vcharacteristic (d). (e) CRS resulting from the combination of ReRAMs in (a) and (b) and its I-V characteristic (f) [110].


Fig. 2-40. (a) Cross-sectional TEM image of a 4-layer 3D VReRAM array. (b) Magnified image of TiN/TiO $/ \mathrm{THfO}_{2} / \mathrm{Ru}$ 1S1R cell. [117]
connected to the metal BLs and WLs provide a current path which leads to resistance drift in the unselected devices as well as deteriorating READ and WRITE margins.

Approaches to mitigate this problem involve floating the unselected ReRAM cells or introducing nonlinearity to the ReRAM cell itself. Floating unselected ReRAM is a relatively simple approach; adding a transistor or a diode to each ReRAM cell to produce a 1T1R or 1D1R cell respectively [111]. This approach however severely reduces CBA density and negates the advantage of ReRAM's low cell footprint.

Altering the ReRAM cell's linearity is a preferable approach although it requires more complex refinements. A CRS where two ReRAMs are arranged antiserially was proposed in [110]. This antiserial configuration constitutes a voltage divider between the two ReRAMs and the cell is only 'turned on' when both ReRAMs are in LRS as shown in Fig. 2-39.

Another approach is the introduction of a selector layer to produce a 1 S 1 R cell; ie. 2D graphene in [112] or a RS selector layer [113]. The 1S1R configuration in effect increases the cell's threshold voltage and the cell is not turned on when low current is applied to it. Selector properties have to be optimally finetuned as the cell's READ margin is affected by HRS and LRS resistances [114].

In addition to individual cell improvements, new 3D CBA layouts using vertical ReRAMs (VReRAMs) have been proposed. A vertically stacked VRRAM_1 was proposed in [115] with high pillar density in the metal plane direction.

A 'VRRAM_2' CBA design from [115] was proposed where the memory cell is located between horizontal Wordlines and vertical Bitline pillars. This design was shown in [116] to achieve better READ margin than horizontal CBAs for large arrays ( $>400$ ) due to lower leakage and power consumption.

The benefits from 1S1R cells and 3D vertical ReRAM (3DVReRAM) layouts led to the combination of both in [117] (Fig. 2-40). Inter-layer leakage was shown to be eliminated with off-state leakage current of $0.1 \mathrm{pA}, \mu \mathrm{A}$ operating current, and high endurance ( $>107$ cycles) and retention.

Research into high density ReRAM arrays with good performance are ongoing as the ReRAM's nonvolatility and tunable linearity/nonlinearity shows potential for in-computing memories (ICM) in upcoming non-Von Neuman architectures as well as vector-matrix cells for neuromorphic computing.

### 2.5 Reseach Gaps in the Literature Review

The literature review of ReRAM modelling and nvFPGA leads to several gaps that currently exist in the field and an opportunity for this PhD project. They are:

1. Existing ReRAM models in the literature have addressed RS behaviour during HRS and LRS and account for gradual and abrupt RS characteristics. However, experimental results of gradual HRS (RESET) switching demonstrates current peaks and spikes. This can be attributed to the properties of the metal-oxide layer. Previous ReRAM models achieve RS through the equations that describe the ionic/Vo migration through a single CF or at the electrode/metal-oxide tunnel barrier. Studies on the grain boundaries in the metal-oxide's crystalline structure indicates that there is a preferable condition for the growth of more than a single filament in the metal-oxide in a strong electric field. There is therefore an opportunity to produce a ReRAM model that incorporates multifilamentary switching.
2. The FPGA is a widely used very large-scale integration (VLSI) circuit that was introduced in the 1980s. Since then, the design has advanced with transistor technology as SRAMs, DRAMs, and Flash cells provide a significant portion of FPGAs. The drawbacks of these transistor-based technologies have nonetheless become more serious as they scale down to single digit nanometer gate sizes. A next-generation memory technology that has shown potential to operate at or below these sizes would allow further advancement in

FPGA technologies. The ReRAM is a nominal candidate as it satisfies this criterion and has desirable performance advantages over competing next-generation memory devices.
3. LUTs perform combinational operations in the FPGAs and make up a significant percentage of FPGA circuitry. Conventional LUTs are made up of volatile SRAM cells that are each made up of six transistors (called a 6T configuration). The SRAM cells therefore have large cell areas. Replacing the SRAM cells in the LUT with NV devices like ReRAMs with smaller cell footprint would introduce NV and reduce the physical sizes of LUTs in the FPGA.
4. Additionally, using MB-ReRAMs enable storing more than one bit per cell and would further reduce LUT cell area.
5. The output voltage from ReRAM cells in the array are in the subthreshold region due to the high intrinsic ReRAM resistances. Voltage-mode SAs are widely used but are unable to function at these subthreshold voltages. The design of a voltage-mode SA that is capable of sensing subthreshold voltages from ReRAM outputs would contribute to adoption of ReRAMs in the array.
6. The D Latch and D Flip-Flop are traditional memory circuits that are utilized in FPGAs. Literature review of these circuits have shown numerous successful implementations of NV. However, existing nvD Latches and nvD Flip-Flops require STORE/RESTORE sequences which come at the cost of additional timings and energy consumption. The external circuitry required for these active STORE/RESTORE sequences also increase the circuit's footprint. Designs for nvD Latches and nvD Flip-Flops with passive STORE/RESTORE would provide a solution for these problems.
7. Another memory component used in FPGAs is the DRAM. DRAMs are volatile 1T1C cells with large sizes due to the physical limitations of the capacitor component. Capacitors also experience charge leakages during usage and DRAMs therefore have to be refreshed after a period of time. Replacing the capacitor with a NV device like the ReRAM would drastically reduce the cell size and eliminate the refresh requirement of the 1T1C DRAM, thus reducing device power consumption.
8. The nvFPGA which comprises of an nvCLB and an nvSB can be designed with the NV designs discussed above. The nvCLB will consist of the nvLUT and the nvDFF while the nvSB will store its configuration bits in the nvDRAMs.

### 2.6 Summary of Literature Review

Different emerging NVM devices are compared for selection for this PhD project. The analysed devices were the PCM, STT-MRAM, and ReRAM. Amongst the three, the ReRAM is a suitable candidate as it utilizes lower cell area, has multibit capabilities, and long endurance. Operational voltages and energy as well as READ/WRITE and retention times for the ReRAM are similar to the other NVM devices.

A comprehensive analysis of physics-based models has been carried out by identifying various approaches and parameters adopted in RS and current conduction mechanisms. The investigated approaches to modelling RS are drift-diffusion and redox-based mechanisms. As for current conduction, Schottky conduction and a general hopping mechanism are analysed along with their required parameters. This review has found that the RS process is dependent on the electric field and temperature regardless of the mechanism. Meanwhile for current conduction mechanisms, the variation in temperature does not contribute significantly in the models. The CF geometry is found to have an important role on RS behaviour as well as current conduction, with 2D and 3D models which calculate both radius and gap length variations generally exhibiting more accurate results.

A literature review of the memory circuitries that make up the nvFPGA, namely the nvD Latch and nvD Flip-Flop. Existing memory circuits successfully exhibit NV but require an active STORE phase to WRITE data into the NV components in the circuit as well as an active RESTORE phase to restore data from the NV component to the memory circuit after power restoration. The active STORE/RESTORE phases also require additional circuit components in addition to the NV components, leading to larger cell areas.
3. Chapter Three

## Methodology

This research aims to present an nvFPGA comprised of nvCLBs that is made up of MBnvLUTs and nvDFFs and nvSwBs made up of nvDRAMs. This section delves into how the designs of these components were accomplished. Unless mentioned, the measurements in this PhD research were carried out in electronic design automation (EDA) simulator LTSpice.XVII from Analog Devices. The transistors models used in this research are from Predictive Technology Model (PTM) by Nanosscale Integration and Modeling (NIMO) Group [118]. PTM models are available in different technology nodes (ie. $32 \mathrm{~nm}, 45 \mathrm{~nm}, 65 \mathrm{~nm}$ ) and were chosen due to the models' realistic results and for their compatibility with LTSpice.

### 3.1 Multifilamentary Model

The implementation of MB into an LUT array requires a study of the physical mechanisms of ReRAMs. This then led to opportunity to present a model of a multifilamentary ReRAM that captures the tunnelling barrier effect in the CFs. The following are the steps undertaken to create the multifilamentary model presented in this work.

1. The existence of multifilamentary phenomena is confirmed through literature review.
2. The average ionic drift velocity of the CF is modelled using Mott and Gurney rigid pointion model and Joule heating effect. This equation describes the state variable motion during RS.
3. The current conduction is modelled using the Trap-Assisted Tunnelling equation, taking into account the tunnelling barrier height effect on the CFs in the ReRAM.
4. Model parameters for the equations are confirmed through testing in MATLAB.
5. The physical differences between the CFs are represented by their respective activation energies. Activation energy values are tested and confirmed in MATLAB.
6. Equivalent circuit models for the physical equations are created to produce an electronic design automation (EDA) compatible version of the model.
7. The circuit model behaviour is tested in LTSpice.XVII.

### 3.2 Non-Volatile LUT

Next, this research focuses on the creation of an nvLUT based on MB-ReRAMs. First, a study on SB-ReRAM nvLUT was performed to analyze the sneak-path current effects. This led to an opening to develop a sense amplifier (SA) circuit sensitive to the low subthreshold output voltages from a ReRAM array. Designs of an nvLUT comprised of MB-ReRAMs and the nvLUT controller are finally presented.

1. The characterization of an 2-input SB-nvLUT (4 ReRAM cells) array is performed in LTSpice.XVII.
2. READ/WRITE testing was performed with analysis of the sneak-path effects on unselected cells in the array.
3. Design of an SA buffer circuit using transistor models from Predictive Technology Model (PTM) by Nanoscale Integration and Modeling (NIMO) Group [118] that correctly amplifies the low output voltage from ReRAM arrays is conducted using LTSpice.XVII.
4. Output from the SA buffer circuit is fed into a designed differential comparator circuit using PTM transistors. The behaviour of the comparator circuit is analyzed in LTSpice.XVII.
5. Simulation results of the SA circuit are obtained in LTSpice.XVII and compared with results from literature.
6. The truth table logic for the MB-ReRAM LUT is conceptualized using resistance windows for four resistance states from an MB-ReRAM model in LTSpice.XVII.
7. MB-ReRAM nvLUT controller circuit capable of providing the required WRITE/READ voltages is designed and tested in LTSpice.XVII.
8. The MB-ReRAM LUT array and the controller circuit are combined and circuit characterization is performed in LTSpice.XVII.
9. WRITE/READ performance tests of the MB-ReRAM nvLUT are performed in LTSpice.XVII and compared with SB-ReRAM nvLUT and SRAM LUT.
10. Benchmark circuit tests are performed for the MB-nvLUT and the results are compared with the the SB-ReRAM nvLUT and SRAM LUT. The average delay and EDP benchmark results are obtained by calculating the respective average delays and EDP of the MB-ReRAM nvLUT, SB-ReRAM nvLUT, and SRAM LUT for different $n$-input LUTs and summing the values according to the number of $n$-input LUTs in the benchmark circuits.

### 3.3 The Sequential Memories

NV is then implemented into the sequential memory components of the FPGA namely, the D Latch, DFF, and the DRAM.

1. The designs of the NV versions of the D Latch and the DFF were carried out in LTSpice.XVII.
2. Both nvD Latch and nvDFF circuits are designed with the ability to passively STORE/RESTORE data into/from the ReRAMs, negating the need for peripheral control circuitry.
3. Designs of the nvD Latch and nvDFF circuits using 32, 45 , and 65 nm technology node PTM transistors are produced and tested in LTSpice.XVII.
4. Performance criteria measurements are carried out in LTSpice.XVII and compared with their respective equivalent circuits in literature.
5. Design of nvDRAM using PTM transistors is created in LTSpice.XVII.
6. Perfomance tests for the nvDRAM circuit against conventional DRAM such as refresh time and bitflip tests performed in LTSpice.XVII.
7. Analysis of nvDRAM circuit with 22, 32, and 45 nm technology nodes PTM transistor carried out and compared with nvDRAM in literature.

### 3.4 The nvFPGA

The NV components produced in this research are combined to present a holistic nvFPGA architecture that is based on ReRAMs. The combined architecture which consists of an nvCLB made up of 6-input MB-ReRAM nvLUTs and nvDFFs and SwBs comprised of nvDRAMs is compiled in LTSpice.XVII. The nvFPGA is then tested with an input application. Performance metrices such as the device area utilization, path delays, and power dissipation of the nvFPGA is obtained through analysis of its subcomponents.

## 4. Chapter Four

## Multi-Bit ReRAM Model

This chapter delves into the physical and electrical modelling of a multi-filamentary ReRAM. The phenomena of multi-filamentary RS are first discussed, then the equations and parameters used to model the multiple filaments in the ReRAM are presented. Simulations of the presented model are carried out and compared with a single filament ReRAM model and experimental results. The voltage input to the multi-filament ReRAM model is then varied to analyse the characteristics of each individual filament and how they contribute to RS and MB behaviour.
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2. H. L. Chee, T. N. Kumar, and H. A. Almurib, "Multifilamentary Conduction Modelling of Bipolar $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{\mathrm{x}}$ Bi-Layered RRAM," Proceedings in 7th IEEE Non-Volatile Memory Systems and Applications Symposium (NVMSA), 2018, pp. 113-114. (Japan)

### 4.1 Multifilamentary ReRAM

RS in ReRAMs occurs from the forming/rupture of a CF or the increase/decrease of the tunnelling barrier height at the interface between layers. This behaviour is possible as transition metal-oxides have multiple oxidation states with different resistances. RS is induced by applying a voltage across the ReRAM, inducing an internal electric field that generates migrations of ions which aggregate to form CFs which can comprise of metal ions, oxygen vacancies or a mixture of both [119].

The formed CFs are preferentially located at Grain Boundaries (GB) and their distribution is unaffected by RESET voltage. Depending on the polycrystalline structure of the device, defects can aggregate to form a single large conduction channel or multiple conduction channels. In multi-channel configurations, the channels or filaments with larger cross-sections have higher number of traps. The existence of multiple CFs is widely known and have been shown in transmission C-AFM and TEM analysis [120].

The proposed model captures the behaviour of three CFs in the $\mathrm{Ta}_{2} \mathrm{O}_{5}$ layer with different physical properties ie. diameter and barrier height, during HRS RESET switching. The barrier height is affected by filaments with differing diameters and thus varying filamentary concentration of traps and defects [121], [28], [89]. The different barrier heights ( $33 \%$ variation between smallest and largest filament in range with existing literature [120], [28]; the lowest barrier height of 0.9 eV and the highest barrier height of 1.2 eV are selected as respective lower and higher values from the nominal barrier height of 1 eV taken from [75]) cause the filaments


Fig. 4-1. Schematic representation of the multi-filament ReRAM. Filaments $\mathrm{f} 1, \mathrm{f} 2$, and f 3 have different diameters, $\varphi$.
to rupture at different voltages producing resistance spikes and two IRS states during HRS switching. A schematic of the model is shown in Fig. 4-1.

### 4.2 Electrical Modelling of Multi-Filament Bi-Layered $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{\mathbf{x}}$ ReRAM

### 4.2.1 Migration of $\mathrm{Vo}_{\mathrm{o}}$

The movement of $\mathrm{V}_{\mathrm{o}}$ is taken as the state variable, in this model and given by [27]:

$$
\frac{d \omega}{d t}=v(t) \approx \begin{cases}v_{1,2} \cdot a \cdot c \cdot \exp ^{-\frac{E_{A}}{K T}} \cdot \sinh \frac{x_{1,2} E}{E_{0}}, & 0<\omega<D  \tag{4.1}\\ 0, & 0 \geq \omega \geq D\end{cases}
$$

where $\omega$ is the state variable, $v(t)$ is the velocity over time, $v_{1,2}$ is the velocity prefactor, $a$ is the hopping distance, $c$ is the attempt-to-escape frequency, $E_{A}$ is the intrinsic barrier for ion hopping, $k T$ is the thermal energy, $x_{1,2}$ is the field enhancement factor, $E$ is the applied electric field and $E_{0}=2 k T / q a$ where $q$ is the electron charge. $\omega$ is limited within the boundaries of 0 and $D$, the length of the $\mathrm{Ta}_{2} \mathrm{O}_{5}$ film.

A simplification is adopted for this multi-filament model where each filament is assigned different barrier values, $E_{A}$ to account for the differing junction properties at the filamentelectrode interface. In this model the ReRAM has three filaments with $E_{A 1}=0.9, E_{A 2}=1.0$, and $E_{A 3}=1.2$ respectively. These values are chosen as they are in range of the activation energies in literature [122].

The electric field, $E$ is given as [27]:

$$
\begin{equation*}
E=\frac{V_{U}}{\omega}=\frac{V_{D}}{\omega+\frac{R_{O N}}{R_{O F F}}(D-\omega)} \tag{4.2}
\end{equation*}
$$

where $V_{D}$ is the voltage across the $\mathrm{Ta}_{2} \mathrm{O}_{5}$ layer, and $R_{O N}$ and $R_{\text {OFF }}$ are the lowest and highest resistance values of the $\mathrm{Ta}_{2} \mathrm{O}_{5}$ layer respectively. $V_{D}$ is calculated from [27]:

$$
\begin{equation*}
V_{D}=\left(R_{O N}\left(1-\frac{\omega}{D}\right)+R_{O F F} \cdot \frac{\omega}{D}\right) \cdot I \tag{4.3}
\end{equation*}
$$

### 4.2.2 Trap-Assisted Tunelling

The intrinsic variability of ReRAMs stems from the mechanisms behind $\mathrm{V}_{\mathrm{O}}$ migration during RS -ionic drift-diffusion, thermally activated hopping, generation/recombination of Vos, and trap-assisted-tunnelling (TAT) [123], [124]. Amongst them, there is evidence that Vo defectassisted TAT is a major contributor to the intrinsic variability [124], [125]. The TAT current in this model is affected by the modulation of the interfacial barrier height based on [80] and correlated to the electrical model as [126]:

$$
\begin{equation*}
I=A A^{*} T_{0}^{2} \exp ^{-\left(n_{1,2} \phi_{b}\right) / V_{T}}\left(\exp ^{\frac{V_{S}}{\eta V_{T}}}-1\right)\left(\exp ^{\left(-\sqrt{\xi} \omega \times 10^{10}\right.}\right) \tag{4.4}
\end{equation*}
$$

where $A$ is the surface area of the electrode in contact with the filament, $A^{*}$ is the Richardson constant, $T_{0}$ is the ambient temperature, $n_{1}$ and $n_{2}$ are barrier height factors that act on the ideal Schottky barrier height, $\phi_{b}, \eta$ is the ideality factor and $V_{T}$ is the thermal voltage. $V_{S}$ is the contact voltage which is the voltage drop across the Schottky barrier at the oxide-metal interface. The
a)

b)


Fig. 4-2. Circuit blocks of (a) state variable migration and (b) current transport for three filaments. SPICE model for (a) single level cell and (b) multi-level cell (three filaments are used for our model). The state variable block produces the change in the ReRAM current.
rightmost term in (4.1) represents the tunnelling probability factor where $\xi$ is the effective tunnelling barrier height which is a fitting parameter, $\omega \times 10^{10}$ is the thickness of the insulator volume in $\AA$. The electrical circuit block for (4.1) is shown in (Fig. 4-2(a)) for each $n$ number of filaments.

### 4.2.3 Current Equation

The current equation is given as (4.1). For $n$ number of filaments, $n$ blocks are calculated and the total output summed as shown in Fig. 4-2(b).

### 4.3 Simulation Results

The model is implemented as a SPICE macro-model for electrical simulations. Using a $3 \mathrm{~V} /-$ 3 V 100 Hz sine-wave transient simulation, the model undergoes a gradual reset starting at $\sim 1.5$ V and reaches its HRS at $\sim 2.4 \mathrm{~V}$ while set switching occurs at negative polarity at -1.15 V . The current peaks during reset switching corresponds to the rupture of each filament; reset switching starts when the first filament ruptures (IRS-1 at $1.5 \mathrm{~V} \leq \mathrm{V}<1.6 \mathrm{~V}$ ), the second peak appears when the 2 nd filament ruptures (IRS-2 at $1.6 \mathrm{~V} \leq \mathrm{V}<1.8 \mathrm{~V}$ ), and the final peak before HRS is from the rupture of the 3 rd filament ( HRS at $\mathrm{V} \geq 1.8 \mathrm{~V}$ ). The small switching window of $\sim 0.9 \mathrm{~V}(0.1 \mathrm{~V}$ for IRS-1, 0.2 V for IRS-2) results in small margin windows for each resistance level, magnifying the drastic effect of the device's intrinsic variation properties. Switching voltage margins should be used to ensure stability of the IRS states. A $5 \%$ switching margin between 1.505 V and 1.595 V can be applied for IRS-1 while a $25 \%$ switching margin between 1.65 V to 1.75 V can be applied for IRS-2. A precise input supply is thus essential for


Fig. 4-3. Simulation I-V characteristics of the single filament model (blue) and the multi-filament model (red) for 3V/-3V 100 Hz transient sine-wave.


Fig. 4-4. (a) Simulated resistance over time graph of single filament model (blue) and multi-filament model (red) for 3V/3 V 100 Hz transient sine-wave. The circled area is magnified and plotted in (b) and the variation during RS can be clearly seen. (c)

MB switching to prevent WRITE errors [127], [128].
To understand the difference between the multi-filament and single filament models, the I-V simulation result and the change of resistance over time for both are plotted. As can be seen in Fig. 4-3, the current level of the multi-filament model is $190 \%$ higher due to the extra conduction paths provided by the additional filaments. Consequently, the HRS resistance of the single filament model at $\sim 150 \mathrm{k} \Omega$ is much larger than the $\sim 50 \mathrm{k} \Omega$ of the multi-filament model (Fig. 4-4). The on/off ratio is also reduced by half from the presence of multiple filaments.

Reset switching is initiated earlier in the multi-filament model at around $\sim 1.5 \mathrm{~V}$ compared to $\sim 1.6 \mathrm{~V}$ in the single filament model. This is because the barrier height of the first filament, $E_{\mathrm{A} 1}$ is lower than the barrier height of the single filament model. This induces the earlier rupture of the filament. The 2nd filament is however assigned the $E_{\mathrm{A}}$ value as the single filament model and they rupture at the same voltage, $\mathrm{V} \approx 1.6 \mathrm{~V}$.

Overall, the simulated result (Fig. 4-5(a) is in good agreement with the experiment result from [75]. Fig. 4-5 shows different resistance states achieved by the model from partial reset switching. IRS-1 has a resistance of $\sim 13 \mathrm{k} \Omega$ (Fig. 4-5(b)), IRS-2 has a resistance of $\sim 19 \mathrm{k} \Omega$


Fig. 4-5. (a) Semi-log I-V plot with experimental resutls from [75]. (b) Partial RS (IRS-1) to resistance $=13 \mathrm{k} \Omega$, (c) partial RS (IRS-2) to Resistance $=20 \mathrm{k} \Omega$, and (d) full RS (HRS) to resistance $=50 \mathrm{k} \Omega$. Schematic depiction of the filaments are included in (e), (f), and (g) corresponding to the curves in (b), (c), and (d) respectively.
(Fig. 4-5(c)), and HRS has a resistance of $\sim 56 \mathrm{k} \Omega$ (Fig. 4-5(d)). IRS-2 matches well with experimental results while IRS-1 has a $30.35 \%$ percentage difference. The I-V curve after HRS ( $>2 \mathrm{~V}$ ) differ greatly due to over-reset phenomenon not accounted for in this model [129]. The RS peaks that are produced by the introduction of multi-filaments to the RS process are in agreement with the observable experimental RS switching curves such as in Fig. 4-6. The migration of the state variable, $\omega$ is plotted in Fig. 4-7 and shows that each filament completely ruptures during reset.

The temperature and electric field on each filament are plotted in Fig. 4-8. The temperature and electric field strength on the filament increase proportionately with barrier height. This can be understood from (4.1) and (4.2). The higher barrier height impedes the migration of $V_{O}$ and the filament requires higher electric field strength to rupture. This in turn increases the localized temperature on filaments with higher barrier height values. The filament with the highest barrier height. similarly experiences the highest temperature and $E_{\text {field }}$ in Fig. 4-8. To further


Fig. 4-6. Experimental I-V result during reset switching taken from (a) [75] and (b) [165].
understand the model's versatility and the difference between the multi-filament and single filament models, a triangle and pulse voltage of 3 V reset is applied to both. The triangular voltage input results for the single filament and multi-filament model are shown in Fig. 4-9(a) and Fig. 4-9(b) and the pulse input voltage in Fig. 4-10(a) and Fig. 4-10(b) respectively.

Both models are initially in LRS for the triangular input voltage and the reset happens at $\sim 1.78$ V for the multi-filament model and $\sim 2.53 \mathrm{~V}$ for the single filament model (Fig. 4-9(a) and Fig. $4-9(\mathrm{~b})$ ). Both reset voltages ( $V_{\text {reset }}$ ) are at similar levels to the sinewave $V_{\text {reset. }}$ Repeated increasing positive triangular input voltages is supplied to simulate a multi-level switching


Fig. 4-7. Migration of $\omega$ over time. The filament with the lowest barrier height reaches maximum distance first.


Fig. 4-8. (a) Temperature evolution over time and (b) Electric field strength on the individual filaments in the multifilament model.
environment scheme. The values of the triangle inputs are $\mathrm{V}_{1}=1.56 \mathrm{~V}, \mathrm{~V}_{2}=1.7 \mathrm{~V}$, and $\mathrm{V}_{3}=1.9$ V with a period of 10 ms to reset the model into IRS-1, IRS-2, and HRS respectively. This input is simulated for both models and the change of resistance is plotted in Fig. 4-11(a) and Fig. 4-11(b) for the single filament and multi-filament models respectively.

The increase in the peak triangular voltage leads to a gradual resistance change in both models. In Fig. 4-9(a) the first triangle pulse is too low to induce any change in the single filament model. Reset switching begins at the second pulse leads to a resistance of $\sim 64 \mathrm{k} \Omega$ while the third pulse resets the device to $\sim 108 \mathrm{k} \Omega$. The model resistance clearly increases in step according to the supplied input with IRS-1, IRS-2, and HRS values of $11 \mathrm{k} \Omega, 17 \mathrm{k} \Omega$, and 20 $k \Omega$ respectively.

The multi-filament model performs accurately when supplied with a pulse voltage of 3 V for 5ms. Fig. 4-10(a) and Fig. 4-10(b) plots the pulse current for both models. The multi-filament model resets immediately and maintains a stable resistance of $\sim 50 \mathrm{k} \Omega$ while the single filament model resets to a resistance of $\sim 141 \mathrm{k} \Omega$. The 5 ms pulse of 3 V is sufficiently resets both models


Fig. 4-9. 3V triangular input voltage simulation result for (a) multi-filament model and (b) single filament model.


Fig. 4-10. 3 V 5 ms square input voltage simulation result for (a) multi-filament model and (b) single filament model.
to their highest resistance.
To test MB behaviour, two pulse voltage schemes with 1 ms and 4 ms pulse widths are utilized. Three sequential pulses of increasing voltages $\left(\mathrm{V}_{1}=1.56 \mathrm{~V}, \mathrm{~V}_{2}=1.7 \mathrm{~V}, \mathrm{~V}_{3}=1.9 \mathrm{~V}\right)$ are provided and the results are plotted in Fig. 4-12 and Fig. 4-14 respectively.

The 1 ms pulse scheme in Fig. 4-12 shows the expected trend of decreasing current and increasing resistance with each pulse for both models. Unlike the triangular voltage scheme, the maximum current for each $n t h$ pulse is initially higher than the lowest current from the $n$ th1 pulse due to the voltage spike from the pulse voltage input. This does not affect the multilevel switching as the pulse is long enough for the current to decrease to expected levels. The first pulse does not provide a strong enough electric field to instigate reset switching in the single filament model and it remains in LRS at $\sim 30 \mathrm{k} \Omega$ (Fig. 4-13(b)). The second pulse increases the model's resistance to $\sim 80 \mathrm{k} \Omega$ while a further increase in resistance occurs in the third pulse to reset the model into $\sim 113 \mathrm{k} \Omega$. The multi-filament model achieves multi-state resistances of IRS-1 $\approx 12 \mathrm{k} \Omega$, IRS-2 $2 \approx 18 \mathrm{k} \Omega$, and $\operatorname{HRS} \approx 30 \mathrm{k} \Omega$ (Fig. 4-13(a)) from this scheme.


Fig. 4-11. Simulated change of resistance for (a) multi-filament model and (b) single filament model corresponding to the input voltage in Fig. 4-11.


Fig. 4-12. Output current simulation results of 1 ms consecutive square input voltages with varying amplitudes of $\mathrm{V} 1=1.56 \mathrm{~V}, \mathrm{~V} 2=1.7 \mathrm{~V}, \mathrm{~V} 3=1.9 \mathrm{~V}$ for (a) multi-filament model and (b) single filament model.

The maximum resistances of the models are considerably lower than the maximum HRS resistance of achieved in the sinewave and triangular voltage inputs. This is because the 1 ms pulse width is too short for the filaments to undergo complete rupture from three pulses. This indicates that the pulse scheme allows an extra resistance state which was successfully achieved in simulation (results not shown).

Fig. 4-14 and Fig. 4-15 shows the current and resistance plot of the 4 ms pulse scheme. This pulse scheme provides a longer reset voltage exposure allowing higher resistances for each pulse than the 1 ms scheme. The initial pulse is now strong enough to induce switching for the single filament model. The model resets from $\sim 30 \mathrm{k} \Omega$ at 2 ms into the pulse to $\sim 80 \mathrm{k} \Omega$ at the end of the pulse with a high rate of change of resistance of $26 \mathrm{M} \Omega \mathrm{s}^{-1}$ (Fig. 4-14(b)). The model experiences a more gradual reset during the second and third pulses switching to resistances of $\sim 112 \mathrm{k} \Omega$ and $\sim 140 \mathrm{k} \Omega$ respectively. The multi-filament model's multi-state resistances for the 4 ms scheme are IRS-1 $\approx 18 \mathrm{k} \Omega$, IRS-2 $\approx 19 \mathrm{k} \Omega$, and $\mathrm{HRS} \approx 40 \mathrm{k} \Omega$ (Fig. 4-14(a)). The resistance of IRS-1 and IRS-2 are similar so this scheme is unpractical for the multi-filament model. The longer pulse width is strong enough to activate the migration energy for two filaments during the first pulse. As a result, two noticeable current and resistance peaks are present in Fig.4-15(a).


Fig. 4-13. Simulated change of resistance for (a) multi-filament model and (b) single filament model corresponding to the input voltage in Fig. 4-12.


Fig. 4-14. Output current simulation results of 4 ms consecutive square input voltages with varying amplitudes of $\mathrm{V} 1=1.56 \mathrm{~V}, \mathrm{~V} 2=1.7 \mathrm{~V}, \mathrm{~V} 3=1.9 \mathrm{~V}$ for (a) multi-filament model and (b) single filament model.

Fig. 4-15(a) also shows there a gradual change in resistance during the second pulse. The third filament has not fully ruptured to provide a significant tunnel barrier. The rupture happens almost immediately at the start of the third pulse with a high resistance rate of change of 22 $\mathrm{M} \Omega \mathrm{s}^{-1}$ for 0.543 ms . The 4 ms pulse scheme provides too long reset voltage exposure and is therefore unfeasible for the multi-filament model. Like in the 1 ms pulse scheme, the $n$th pulse current is initially higher than the lowest current from the nth-1 pulse but settles into correct current levels during the pulse.
a)

b)


Fig. 4-15. Simulated change of resistance for (a) multi-filament model and (b) single filament model corresponding to the input voltage in Fig. 4-14.

### 4.4 Summary

An electrical model of a multi-filament bi-layered $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{\mathbf{x}} \mathrm{ReRAM}$ that is capable of MB switching with four resistance states (LRS $\approx 10 \mathrm{k} \Omega, \operatorname{IRS}-1 \approx 13 \mathrm{k} \Omega$, IRS- $2 \approx 20 \mathrm{k} \Omega$, and HRS $\approx 50 \mathrm{k} \Omega$ ) has been presented. The simulated results of the multi-filament $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x} R e R A M$ has higher current than the single filament $\mathrm{Ta}_{2} \mathrm{O}_{5} / \mathrm{TaO}_{x} \mathrm{ReRAM}$ from the extra conduction paths provided by the additional filaments. Multi- bit switching is accomplished for different input voltages and it is found that filaments with lower barrier height allows easier migration
of $V_{O S}$ and undergo the lowest $E_{\text {field }}$ and temperature during reset switching. A simulation of two different pulse schemes demonstrated the model's versatility and an extra state is successfully achieved in one pulse scheme while the other pulse scheme was deemed unsuitable for multi- bit applications.

## 5. Chapter Five

## Single-Bit Non-Volatile LUT

This chapter looks into the study of nvLUTs done in this project. An analysis of a single-level nvLUT (SB-nvLUT) is first performed. The READ, WRITE, and sneak path characteristics of the SB-nvLUT is analysed. Next, a design of a voltage-mode sense amplifier (SA) circuit that is capable of sensing the low subthreshold output voltages from ReRAMs in an array is proposed. Performance characteristics of the presented SA circuit are peformed and the circuit is compared to existing subthreshold current-mode and voltage-mode SAs.
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### 5.1 Analysis of an SB-NVLUT

TThe controller scheme that is tested in this work was proposed in [29]. This scheme presents a novel LUT circuit design that separates the rows of a memristor array which allows better control over the ReRAM state variable during RS and addresses the sneak path current problem.

The controller scheme with ReRAMs in a $2 \times 2$ array is shown in Fig. 5-1 and the circuit diagram is shown in Fig. 5-2. There are six input pins to the controller. When the controller is


Fig. 5-1. Layout of the controller scheme taken from [13]. M11, M12, M21, and M22 are RRAMs in a 2 x 2 array. Each column (bitline) is separated. G1 and G2 are the same as T1 and T2 signals in TABLE 5-1.


Fig. 5-2. Circuit diagram of the controller taken from [29].

TABLE 5-1. Logic Table for Controller READ and WRITE Scheme

| Operation | Signals |  |  |  |  |  |  | Input at ReRAM |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{R}_{\text {EN }}$ | $W_{E N}$ | C | $\boldsymbol{A}$ | B | T1 | T2 | M11 | M12 | M21 | M22 |
| WRITE | Low | High | 0 | $\mathrm{x}^{\text {a }}$ | $\mathrm{x}^{\text {a }}$ | High | Low | D0 | $\mathrm{z}^{\text {a }}$ | D1 | $z^{\text {a }}$ |
|  | Low | High | 1 | $\mathrm{x}^{\text {a }}$ | $\mathrm{x}^{\text {a }}$ | Low | High | $\mathrm{z}^{\text {a }}$ | D0 | $\mathrm{z}^{\text {a }}$ | D1 |
| READ | High | Low | $\mathrm{x}^{\text {a }}$ | 0 | 0 | High | Low | D0 | $\mathrm{z}^{\text {a }}$ | $\mathrm{z}^{\text {a }}$ | $\mathrm{z}^{\text {a }}$ |
|  | High | Low | $\mathrm{x}^{\text {a }}$ | 0 | 1 | Low | High | $\mathrm{z}^{\text {a }}$ | D0 | $\mathrm{z}^{\text {a }}$ | $\mathrm{z}^{\text {a }}$ |
|  | High | Low | $\mathrm{x}^{\text {a }}$ | 1 | 0 | High | Low | $\mathrm{z}^{\text {a }}$ | $\mathrm{z}^{\text {a }}$ | D1 | $\mathrm{z}^{\text {a }}$ |
|  | High | Low | $\mathrm{x}^{\text {a }}$ | 1 | 1 | Low | High | $\mathrm{z}^{\text {a }}$ | $\mathrm{z}^{\text {a }}$ | $\mathrm{z}^{\text {a }}$ | D1 |

enabled, the RESET input is always high. REN and $W_{E N}$ input pins are used to select the read and WRITE mode of the controller respectively. In READ mode, A and B input pins are used to select the memory address of the ReRAM and the output fed to the OUT pin. The input pin C is used to select the WRITE destination column during WRITE mode. WRITE operation is done parallelly for all ReRAMs in a column in this scheme. The logic table of the scheme is given in TABLE 5-1.

### 5.1.1 Results and Discussion

WRITE and READ operations of each ReRAM (M11, M12, M21, and M22) in a $2 \times 2$ array are performed and the state of the unselected RRAMs are checked for any unwanted changes (during M11 WRITE /READ, the state variables of M12, M21, and M22 are checked and so on).

The writing scheme check consists of writing ' 1 ' and ' 0 ' to each ReRAM. The state variable of the ReRAM model is initially at 0.2 and a RESET pulse of -2 V is supplied to the device for 0.2 ms to bring the state variable to the HRS value of 0 . The state variable is then capable of switching to boundary 0 (HRS) and boundary 1 (LRS). A +-2 V pulsewidth of 0.5 ms is used for WRITE. $\mathrm{A}+2 \mathrm{~V}$ pulsewidth of 0.1 ms is applied for READ. Reading can be done with a lower amplitude voltage to conserve power consumption and a higher value is chosen in this work is to produce a read current that is clearly visible for presentation.


Fig. 5-3. Time evolution plot of $+-2 \mathrm{~V}, 0.5 \mathrm{~ms}$ WRITE 1 and 0 pulse scheme from (a) D0 line and (b) D1 line to the ReRAM.

The WRITE pulse for M11 and M21 is shown in Fig. 5-3(a) while the WRITE pulse for M12 and M22 is shown in Fig. 5-3(b). The change in the state variables of every ReRAM during are recorded and shown in Fig. 5-4. The state variable evolution during consecutive WRITE 1 and 0 for M11/M21/M12/M22 are shown in Fig. 5-4(a)/ Fig. 5-4(b)/ Fig. 5-4(c)/ Fig. 5-4(d). The


Fig. 5-4. State variable evolution for all RRAMs in a $2 \times 2$ array during WRITE 1 and 0 for (a) M11, (b) M21, (c) M12, and (d) M22. The state variable of the selected cell changes from 0 (HRS) to 1 (LRS) during WRITE 1 and returns back to 0 during WRITE 0 .


Fig. 5-5. READ output current from M11 for (a) state 1, LRS and (b) state 0, HRS. READ output current for the other RRAMs in the array demonstrate similar behaviour.
state variable of the selected ReRAM moves successfully reaches 1 during the SET pulse and 0 during the RESET pulse. The state variables of the unselected ReRAMs show almost no variation (the largest recorded variation in an unselected ReRAM was 0.003) which demonstrates the successful elimination of the sneak path current and write half-select effect.

READ testing was done for high ' 1 ' and low ' 0 ' states of the selected ReRAM. For read ' 1 '/' 0 ' the selected ReRAM is first switched to LRS/HRS before a read pulse is applied. To determine the state of the selected ReRAM, the output current from the device is read. The results for READ 1 and READ 2 are shown in Fig. 5-5(a) and Fig. 5-5(b) respectively. The output currents show successful writing and reading of the devices by the controller circuit.

This circuit provides a solution to the sneak path current problem and is viable for use in NVbased LUTs for FPGAs. Further studies on larger array sizes to increase memory density as well as circuit simulation with ReRAMs made of different materials and with different characteristics are required.

### 5.2 Sense Amplifier for SB-NVLUT

The READ voltage that is supplied to a ReRAM in an array should ideally be small enough to not induce changes to the ReRAM's resistance. Coupled with high values of $\mathrm{R}_{\mathrm{HRS}}$, a small voltage output is expected at the bitline and the sensing amplifiers. It is therefore important to design a sense amplifier (SA) that is capable of detecting the small output Bitline voltages during READ.

A voltage-mode sense amplifier capable of amplifying the output Bitline voltage and is therefore able to read a highly resistive ReRAM cell for memory crossbar systems such as LUTs is proposed and designed in this research as a solution. The sense amplifier utilizes an inverting-buffer circuit to amplify and inverse the bitline voltage before performing differential logic comparison with a reduction in transistor count that improves its READ time compared to the latch voltage-mode sense amplifier provided in [130].

This section discusses the background of the proposed work by first analyzing the ReRAM cell used in the work along with highlighting the necessity of a SA circuit for ReRAM-based memory arrays. Voltage application to the ReRAM drives the reversible and repeatable creation and dissolution of a CF in the metal oxide layer to achieve LRS or HRS with typically high resistance ratios of $>1000$ [114]. The ReRAM model used in this work is based on MIM layered ReRAMs and demonstrate the characteristics mentioned above.

Fig. 5-6(a) shows a bipolar ReRAM cell circuit and Fig. 5-6(b) shows its switching behaviour.


Fig. 5-6. (a) The schematic of the ReRAM circuit and (b) the input voltage fed to the circuit and the corresponding device current.


Fig. 5-7. The ReRAM crossbar array.

It switches to LRS (bit: ' 1 ') with a positive 2 V input pulse ( $0.5-4.5 \mathrm{~ns}$ ) and the device current (blue dotted line) rises to $\sim 5 \mu \mathrm{~A}$. The device switches to HRS (bit:0) with a negative 2 V input pulse (5-10 ns) and the device current falls to $\sim 0 \mathrm{~A}$.

A schematic of the typical $m \times n$ ReRAM crossbar arrays which have been proposed as a solution to non von Neumann architectures [76] is shown in Fig. 5-7. The ReRAM cells (Rmn) are connected to the wordlines (WLm) through their top electrodes (TEs) and are connected to the bitlines ( $\mathrm{BL} n$ ) through their bottom electrodes (BEs). A WL is shared by ReRAMs across a row while the BLs are shared by ReRAMs across a column.

Any individual ReRAM in the array can be selected by activating specific WLm and BLn address combinations, ie. memory cell R22 is selected by activating WL2 and BL2. For the WRITE operation, the WRITE voltage is supplied through the WL while the required Bitline is activated by switching the appropriate access transistor (T1, T2, and Tn in Fig. 5-7). For READ, READ voltages with significantly lower amplitude than the WRITE voltage is supplied through the WL to prevent high READ voltages to the ReRAM that will drive ionic migration in the oxide layer, risking data corruption. This leads to READ output voltages and currents in ranges that are too low to pass through the Bitlines into existing conventional SAs.

A solution proposed in [131] replaces the access transistors with transmission gates to prevent disturbance of the bitline subthreshold voltages with a drawback of microseconds READ delays. The SA proposed in [132] incorporates two capacitors to offset the subthreshold bitline voltages with an increase in SA footprint. The bitline subthreshold problem is overcome in
[133] with the use of amplifiers which lead to increase component counts. Sensitive CMOSbased level shifter circuits are an option but they have to be specially designed with increased transistor counts [134].

The following section thus proposes a voltage-mode SA that is capable of amplifying the output subthreshold bitline voltage to read a highly resistive ReRAM cell for memory crossbar systems. The SA utilizes an inverting-buffer circuit consisting of three inverters to amplify and inverse the bitline voltage before performing logic comparison with a reference voltage in the differential comparator circuit with a reduction in transistor count that improves its READ time compared to the latch voltage-mode SA provided in [130].

### 5.2.1 Proposed Sense Amplifier Design

The conditions considered for the proposed SA design are such that the READ scheme must first be designed in order to analyse the SA circuit. The READ voltage scheme should be selected such that its pulse amplitude and duration do not change the resistive state of the RERAM. The READ scheme used in this work is a READ pulse-width voltage of 0.5 V for 0.2 ns (Fig. 5-6).

The state variable which represents the resistive state of the ReRAM are plotted for the HRS and LRS ReRAMs in Fig. 5-8(a) and Fig. 5-8(b) respectively. It moves between the boundaries ' 0 ' and ' 1 ' and the ReRAM is in LRS(HRS) when the state variable is ' 1 '(' 0 ').


Fig. 5-8. The (a) READ voltage and (b) state variable for the HRS ReRAM and the (c) READ voltage and (d) state variable for the LRS ReRAM.

The LRS and HRS output voltages from the ReRAM during READ that goes through the Bitline and into the SA are plotted in Fig. 5-8(c) and Fig. 5-8(d) respectively. It should be noted that the voltages are very low- 0 V when the ReRAM is in HRS (Fig. $5-8(\mathrm{~b})$ ) and $\sim 200 \mathrm{mV}$
when the ReRAM is in LRS (Fig. 5-8(d)). A functioning SA has to be therefore designed around these constraints.

The complete SA circuit proposed in this work is shown in Fig. 5-9. The SA circuit is divided into two segments, an inverting-buffer and a differential logic. The main role of the invertingbuffer is to increase the low bitline READ voltage to levels required by the differential logic part of the circuit and inverting the bitline voltage. When the ReRAM is in HRS, its high resistance provides 0 V to the bitline during READ so an inverse amplified high voltage must be provided to the gate M11 of the differential circuit to switch on M11 and pull the voltage at the output node A to ground. Conversely the LRS state of the ReRAM should provide a nominal voltage to the Bitline during READ and 0 V must be provided to the gate of M11 to turn it off and keep the voltage at output node A high. The design is tested using EDA software, LTSpice with 45 nm technology node PTM transistors from [118]. The electrical characteristics of these two subcircuits are discussed further as follows.


Fig. 5-9. The schematic of the proposed sense amplifier circuit. SE and SEN are input signals. A and B are the circuit output lines.

### 5.2.2 Inverting-Buffer Circuit

The inverting-buffer circuit provides a buffer that strengthens the subthreshold voltage from the ReRAM ( 150 mV ) to switch to typical voltage of 1 V .

The buffer consists of 3 serially-connected inverters. It is crucial that the M1 and M2 transistor pair (Inverter 1) are sensitive to the subthreshold bitline READ voltage at the input. The switching point voltage, $\mathrm{V}_{\mathrm{SW}}$ can be obtained from the inverter voltage transfer equation:

$$
\begin{equation*}
V_{S W}=\frac{V_{i n}-V_{T P}+V_{T N} \sqrt{\frac{\beta_{N}}{\beta_{P}}}}{1+\sqrt{\frac{\beta_{N}}{\beta_{P}}}} \tag{5.1}
\end{equation*}
$$

where $\mathrm{V}_{\text {in }}$ is the input voltage, $\beta_{N}$ and $\beta_{P}$ are the respective NMOS and PMOS transconductance, and $V_{T N}$ and $V_{T P}$ are the NMOS and PMOS threshold voltages. Since the technology node sizes of the NMOS and PMOS transistors are kept the same, the aspect ratio of M1 and M2 in this work are 1 and 10 so that Inverter 1 is responsive to the subthreshold input voltage of $\sim 200 \mathrm{mV}$.

The electrical characteristic of Inverter 1 is plotted in Fig. 5-10. The input voltage of $\sim 200 \mathrm{mV}$ is inverted to $\sim 0.7 \mathrm{~V}$ while the output voltage maintains a steady 1.1 V when there is no input voltage. The output of Inverter 1 has to be further rectified as it only drops to $\sim 0.7 \mathrm{~V}$. The output is thus fed to Inverter 2 (M3//M4 pair in Fig. 5-9) with an aspect ratio of 20 for M3 and 1 for M4. The higher PMOS aspect ratio allows Inverter 2 to fully swing its output to 1.1 V with a 0.7 V input. Inverter 3 (M5//M6), with an aspect ratio of 2 for M5 and 22 for M6 then inverts the Inverter 2 output voltage for the differential circuit.

The outputs from all three inverters with a linear input voltage are plotted separately in Fig. $5-11$. The linear input voltage increases from 0 V to 200 mV to match the expected bitline voltage from the ReRAM, Inverter 1, Inverter 2, and Inverter 3. The lower aspect ratio of Inverter 2 reduces the inverter capacitances and provide a sharper switching as compared to Inverter 1.


Fig. 5-10. The input and output voltage waveforms of the inverting-buffer segment (M1, M2). The output voltage is 1.1 V when the input is 0 V and the output falls to around 850 mV when the input voltage rises to $\sim 200 \mathrm{mV}$, the maximum Bitline voltage from the ReRAM memory cell.


Fig. 5-11. The input and output voltage waveforms of each inverter in the inverting-buffer circuit. (a) The linear input voltage from 0 V to 200 mV to simulate the maximum READ bitline voltage and the response to the input voltage of the (b) first inverter pair (M1, M2), (c) second inverter pair (M3,M4), and (d) the third inverter pair (M5,M6).

Additionally, when there is no READ command and the SA is turned off, the bitline voltage does not reach the differential comparator circuit which prevents unwanted outputs from the SA.

### 5.2.3 Differential Comparator Circuit

The differential comparator segment comprises of the circuit to the right of the inverting buffer segment in Fig. 5-9 and shown here in Fig. 5-12. Transistors M7 and M8 form the precharge sections of the differential comparator circuit. These transistors are precharged before the READ operation begins. The drains of transistors M7 and M8 are connected to the gates of transistor M10 and M9 as well as nodes A and B respectively. As the precharge voltage is above the threshold voltages of M9 and M10, these transistors are switched on and nodes A and $B$ are charged to $V_{\mathrm{dd}}$.

The source of transistors M9 and M10 are connected to the drains of input transistors, M11 and M12. Depending on the input fed to the gate of M11 and M12, different voltages, $\mathrm{V}_{\mathrm{A}}$ and $\mathrm{V}_{\mathrm{B}}$ are achieved at node A and node B . In this configuration, the input for M12 (gate voltage of M12) is connected to a reference voltage, $\mathrm{V}_{\text {ref }}$ which is always off while the input for M11 (gate voltage of M11) is connected to the output of the inverting-buffer circuit.

The working principle is that when M12 is off and M11 is fed with an input from a memory,


Fig. 5-12. The differential comparator circuit.
then, M12 stays off and M11 conducts. This means that the pre-charged voltage at node A goes through transistor M9 and M11 and is pulled to the ground. At the same time, the voltage at node A now falls to 0 V . Since, node A is also connected to the gate of transistor M10, when the voltage $=0 \mathrm{~V}$ then, the transistor M10 is off and the pre- charged voltage, $\mathrm{V}_{\mathrm{B}}$ at node B is not pulled to ground. Therefore, when the voltage is read at node $B$, the voltage is shown to be at pre-charged voltage.

Node B therefore acts as a reference while node A is the output of the SA. When, the voltage at node $A$ is at 0 while the voltage at node $B$ is at pre-charged voltage, the $S A$ is reading a Boolean ' 0 ' and the reading is Boolean ' 1 ' if both nodes are at pre-charged voltages.

The electrical characteristics of the differential comparator circuit are plotted in Fig. 5-13. In Fig. 5-13(a) the switching voltage is the voltage that switches the SA circuit on. The SA circuit is switched on twice, first from 0.5 ns to 1 ns and from 1.5 ns to 2 ns . Two conditions are simulated during these two periods, the first one where the input at the M11 transistor's gate is 0 V and the next one when the input is raised to 1 V (Fig. 5-13(b)), values chosen to match the expected output voltage from the Inverter 3 in Fig. 5-9. The output of the SA is plotted in Fig. 5-13(c). As shown the voltages at both nodes remain high when there is no input at the M11 gate, indicating the ReRAM is in LRS and giving the Boolean logic 1. When the M11 gate voltage is increased to 0.2 V the voltage at node $\mathrm{A}, \mathrm{V}_{\mathrm{A}}$ falls to 0 V giving a reading of Boolean logic ' 0 '.

Fig. 5-14 shows the waveform for the operation of the complete SA with the sequence given below:


Fig. 5-13. The (a) switch voltage, (b) gate voltage for transistor M11, and (c) the output voltage at nodes A and B from the differential comparator circuit.
(1) Transistors M5 and M6 are turned on by signals SE and precharge nodes A and B.
(2) SEN signal is fed to M7 and turns on the circuit.
(3) Output voltage from the ReRAM goes through the Bitline into the inverting buffer and is fed to M1. A reference voltage is always fed to M2.
(4) The voltage at nodes A and B are detected to provide a reading of the memory cell.

The working SA is then connected with a $2 \times 2$ ReRAM crossbar array in the following section.


Fig. 5-14. The operation waveforms for the sense amplifier circuit.

### 5.2.4 Simulation and Results

The SA circuit is then connected with a ReRAM memory array and simulations are conducted for analysis. READ high and low operations are carried out and the delay and energy consumption are recorded and compared with [130].

Fig. 5-15 shows the schematic of the ReRAM crossbar array used for the simulation. One SA is connected to each bitline. To select the cell for writing or reading a WRITE or READ voltage is supplied to the Wordline and the NMOS bitline selector (T1 or T2) is activated. The output voltage from the ReRAM is then fed to the SA circuit.

The ReRAM cell is supplied with a pulsewidth WRITE voltage of $2 \mathrm{~V}, 4 \mathrm{~ns}$ for LRS and 2 V , 5 ns for HRS. For READ, the scheme mentioned in Section 5.3.4 of 0.5 V pulsewidth of 0.2 ns is used.

The ReRAMs are first written into either HRS (Boolean: ' 0 ') or LRS (Boolean: ' 1 ') before the READ voltage is supplied. The output is then read at the nodes A and B of the SA. The results of high and low READ operations are plotted in Fig. 5-16(a) and Fig. 5-16(b) respectively. The SA correctly detects the states of the ReRAM memory with the voltage at


Fig. 5-15. The memory crossbar array used in the simulation. One sense amplifier is connected to one bitline.


Fig. 5-16. READ (a) Boolean low (0) and (b) Boolean high (1) waveform for a 2ns 0.1V READ pulse.

TABLE 5-2. Read Delay and Energy Comparison

|  | Voltage-mode circuit <br> $[130]$ | Current-mode circuit <br> $[130]$ | Proposed Circuit |
| :---: | :---: | :---: | :---: |
| READ delay $[\mathrm{ps}]$ | 112 | 516 | 76 |
| READ energy $[\mu \mathrm{W}]$ | 1620 | 1840 | 749.9 |

node A dropping when the ReRAM HRS (Boolean: ' 0 ') is read (Fig. 5-16(c)) and remaining high when reading LRS (Boolean: ' 1 ') (Fig. 5-16(d)).

The READ delay and energy consumption are listed in TABLE 5-2 and are compared with the delay and energy of voltage-mode and current-mode SAs from [15]. The proposed SA shows better performance in both categories. This is due to the usage of only two pull-up transistors (M7 and M8 in Fig. 5-9) in the precharge segment of the circuit compared to four pull-up transistors in the referred circuit.

### 5.2.5 Summary

A simulation of the controller circuit was carried out and the circuit is capable of switching a selected ReRAM without disturbing the other RRAMs in a $2 \times 2$ array. This circuit provides a solution to the sneak path current problem and is viable for use in NV-based LUTs for FPGAs.

A design of an SA circuit that is capable of reading the low Bitline voltages in a typical ReRAM memory crossbar, showing 36\% improvement in READ delay and 57.3\% in READ energy consumption. It is of great interest to increase the density of memory arrays and MBReRAM arrays are currently being investigated [76], [135]. MB RS has smaller resistance
windows which further reduces the Bitline voltage margins during READ. Since the inverterbuffer SA is already capable of subthreshold switching, an opportunity exists to tailor this work for MB-ReRAM arrays.

## 6. Chapter Six

## Multi-Bit Non-Volatile LUT

This chapter will look into the study of nvLUTs done in this project. A design of a novel MBnvLUT array is presented together with a novel controller for the MB-nvLUT capable of accommodating the requirements of the MB per cell MB-nvLUT. Further characterization of the MB-nvLUT is performed with analysis of the WRITE and READ delay timings, energy dissipation, and EDP which are then compared with similar metrices of the SB-nvLUT. FPGA benchmark tests are then performed for the MB-nvLUT and SB-nvLUT.

## Related Publications

[^0]
### 6.1 The MB-ReRAM

TThe ReRAM model used in this section is a generic model from [136]. The model relates the ionic motion to a state variable that moves between two boundaries to obtain the HRS and LRS. The boundary characteristics are controlled by limiting window functions and the RS can be tuned to be gradual or abrupt. The model also allows for adjustment of parameters to match experimental results.

In this work, changes are made to the fitting parameters for the IV relationship: $\mathrm{a} 1, \mathrm{a} 2, \mathrm{and} \mathrm{b}$, for the positive-negative voltage thresholds: Vp and Vn , for the state variable motion multiplier: Ap and An, and the SV decay motion rates: $\alpha_{\mathrm{p}}$ and $\alpha_{\mathrm{n}}$. The parameter values are listed in TABLE 6-1.

TABLE 6-1. Model Parameters

| Parameter | Value | Symbols |
| :---: | :---: | :---: |
| a 1 | 0.1 | - |
| a 2 | 0.1 | - |
| b | $5.00 \mathrm{E}-12$ | - |
| $\mathrm{V}_{\mathrm{p}}$ | 0.15 | V |
| $\mathrm{~V}_{\mathrm{n}}$ | 0.16 | V |
| $\mathrm{~A}_{\mathrm{p}}$ | $1.00 \mathrm{E}+11$ | - |
| $\mathrm{A}_{\mathrm{n}}$ | $8.50 \mathrm{E}+09$ | - |
| $\alpha_{\mathrm{p}}$ | $1.00 \mathrm{E}+00$ | - |
| $\alpha_{\mathrm{n}}$ | $5.00 \mathrm{E}+00$ | - |

Parameters $\mathrm{a} 1, \mathrm{a} 2$, and b affect the device conductivity through

$$
I(t)= \begin{cases}a_{1} x(t) \sinh (b V(t)), & V(t) \geq 0  \tag{6.1}\\ a_{2} x(t) \sinh (b V(t)), & V(t)<0\end{cases}
$$

where $x(t)$ is the state variable modelled by the functions

$$
\begin{gather*}
f(x)=\left\{\begin{array}{cc}
e^{-\alpha_{p}\left(x-x_{p}\right)} \omega_{p}\left(x, x_{p}\right), & x \geq x_{p} \\
1, & x<x_{p}
\end{array}\right.  \tag{6.2}\\
f(x)=\left\{\begin{array}{cc}
e^{\alpha_{n}\left(x+x_{n}-1\right)} \omega_{n}\left(x, x_{n}\right), & x \leq 1-x_{n} \\
1, & x>1-x_{n}
\end{array}\right. \tag{6.3}
\end{gather*}
$$

The function $f(x(t))$ describes the motion of the state variable until it reaches the threshold points $\omega_{p}$ and $\omega_{n} . \omega_{p}$ and $\omega_{n}$ consist of windowing functions that provides a decay to the exponential when the thresholds are reached. They are described by the equations

$$
\begin{gather*}
\omega_{p}\left(x, x_{p}\right)=\frac{x_{p}-x}{1-x_{p}}+1  \tag{6.4}\\
\omega_{n}\left(x, x_{p n}\right)=\frac{x}{1-x_{n}} \tag{6.5}
\end{gather*}
$$

The state change is also governed by the function $g(V(t))$ which provides a hyperbolic sinusoidal motion once the voltage threshold is exceeded. This function is given as

$$
g(V(t))=\left\{\begin{array}{cr}
A_{p}\left(e^{V(t)}-e^{V_{p}}\right), & V(t)>V_{p}  \tag{6.6}\\
-A_{n}\left(e^{-V(t)}-e^{V_{n}}\right), & V(t)<V_{n} \\
0, & V_{n} \leq V(t) \leq V_{p}
\end{array}\right.
$$

The rate of the change of the state variable, $x$ is then given as

$$
\begin{equation*}
\frac{d x}{d t}=g(V(t)) f(x(t)) \tag{6.7}
\end{equation*}
$$

These changes allow the MB-ReRAM to have four resistance levels and two-bits-per-level; LRS $=$ ' 11 ', IRS- $1={ }^{\prime} 10^{\prime}$, IRS- $2={ }^{\prime} 01^{\prime}$, and HRS $=$ ' $00^{\prime}$. In contrary the 1 -bit SB-ReRAM only consists of 2 levels with one-bit-per-level; LRS $=$ ' 1 ' and HRS $=$ ' 0 '. This ReRAM model is bipolar and switches to LRS (HRS) with positive (negative) supply voltage.

The input voltage scheme in this work is pulse-width with parameters as follows:

- For SB switching: 1V for 0.4 ns for LRS switching, -0.5 V for 0.46 ns for HRS switching
- For MB switching: 1 V for 0.4 ns for LRS switching, -0.5 V for 0.06 ns for IRS-1 switching, -0.5 V for 0.1 ns for IRS-2 switching, -0.5 V for 0.3 ns for HRS switching

Lower voltage is used for HRS switching to allow precise control of switching into the MB states. The input voltage and the state variable motion are plotted in Fig. 6-1(a) and Fig. 6-1(b).


Fig. 6-1. Switching behaviour comparison between SB-switching (left) and MB-switching (right).

It should be noted that the state variable of the model does not begin at 0 as a requirement for the electrical model is that the initial state does not begin at the boundary.

The current and power consumption for each SB and MB resistive state in this switching scheme are plotted in Fig. 6-2. The maximum current and power consumption during the positive voltage cycle for both SB and MB devices is $\sim 440 \mathrm{fA}$ (Fig. 6-2(a) and Fig. 6-2(b)) and $\sim 500 \mathrm{fJ}$ (Fig. 6-2(c) and Fig. 6-2(d)). They are the same for both as there is no IRS in the


Fig. 6-2. Comparison of device current for $\mathrm{SB}(\mathrm{a})$ and $\mathrm{MB}(\mathrm{b})$ and power consumption for SB (c) and MB (d).
positive cycle.
As for HRS switching, the maximum device current for both the SB and MB-ReRAM (Fig. 6-2(a) and Fig. 6-2(b)) is $\sim 200 \mathrm{fA}$ as they are in similar LRS states before switching. The total power consumption for HRS switching is also similar for both SB and MB-ReRAMs at 4.7 pJ . This is because the voltage supply time is the same for both; 0.46 ns HRS switching for SBReRAM and $0.06+0.1+0.3 \mathrm{~ns}$ HRS switching for the MB-ReRAM. It should be noted that although they both show the same latency and energy consumption, the MB-ReRAM is switching two bits while the SB-ReRAM is only switching one bit ( 1 ' $\rightarrow$ ' 0 ' for SB and ' 11 ' $\rightarrow$ ' 00 ' for MB). The MB-ReRAM's advantage over the SB-ReRAM in circuit applications will be discussed further in Section 6.4.

### 6.2 The MB-ReRAM LUT Array

The MB-nvLUT array schematic is given in Fig. 6-3. Each ReRAM cell ( $\mathrm{M} n$ where $n \geq 1$ ) is connected to the controller through a wordline and to the output transistors (TGn) through a bitline. The WRITE and READ voltages are supplied through the wordline while the bitline voltages are outputs that are fed to an external READ decoder. To select a ReRAM cell for READ/WRITE operations, the controller activates the wordline internally and the bitline through the TGn transistors.

In this setup, the MB-ReRAM cell contains two memory address locations while the four resistive states represent the four possible output-bit combinations for the two addresses. For example, the addresses $\mathrm{AB}=^{\prime} 00^{\prime}$ and $\mathrm{AB}=^{\prime} 01^{\prime}$ are now located in ReRAM cell M1 (Fig. 6-3). Now a single address in a conventional LUT can store an output bit of 0 or 1 so that the output bit for address $\mathrm{AB}=$ ' 00 ' can be either ' 0 ' or ' 1 '. This is the same for address $\mathrm{AB}=$ ' 01 '. From this we obtain four possible output-bit combinations for the two addresses in a cell and list them in TABLE 6-2. TABLE 6-2 is the logic table for a 2 -input MB-nvLUT with four memory address divided into two ReRAM cells (M1 and M2). The Memory Address A and B columns correspond to the A and B inputs of a conventional LUT. M1 now contains the addresses $\mathrm{AB}=^{\prime} 00^{\prime}$ and $\mathrm{AB}=^{\prime} 01^{\prime}$ as described above while M 2 contains the addresses $\mathrm{AB}=^{\prime} 10^{\prime}$ and $\mathrm{AB}=$ ' 11 ', accounting for all the memory locations for a 2 -input LUT.

The output bits of the two addresses located in a single cell depends on the four resistive states of the ReRAM cell namely HRS, IRS2, IRS1 and LRS. As mentioned above we have four possible output-bits combinations for two addresses. Now if we take the output-bit of


Fig. 6-3. The MB-ReRAM array. The schematic of the Controller block is given in Fig. 6-5 while the external READ decoder is given in Fig. 6-4.

TABLE 6-2. Array Logic Table for MB-nvLUT

| Cell | Memory Address |  | Output |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | HRS | IRS-2 | IRS-1 | LRS |  |
| M1 | 0 | 0 | 0 | 0 | 1 | 1 | $x$ |
|  | 0 | 1 | 0 | 1 | 0 | 1 | $y$ |
| M2 | 1 | 0 | 0 | 0 | 1 | 1 | $x$ |
|  | 1 | 1 | 0 | 1 | 0 | 1 | $y$ |

$\mathrm{AB}=$ ' 00 ' as $x$ and the output-bit of $\mathrm{AB}=$ ' 01 ' as $y$ then the possible combinations of $x y$ are ' 00 ', ' 01 ', ' 10 ', ' 11 '. A single $x y$ combination is then represented by a single resistive state. Referring to TABLE 6-2, when the ReRAM is in HRS the $x y$ output bit of the cell is 00 which indicates that the output bit for address $\mathrm{AB}=‘ 00$ ' is ' 0 ' and the output-bit for address $\mathrm{AB}=$ ' 01 ' is 0 . In another example, when the ReRAM is in IRS-1 the $x y$ output-bit of the cell is 10 which indicates that the output-bit for address $\mathrm{AB}={ }^{‘} 00$ ' is 1 and the output-bit address $\mathrm{AB}={ }^{`} 01$ ' is ' 0 '.

The logic table for the SB-nvLUT is given in TABLE 6-3 where a single ReRAM cell contains only one memory address location and one output-bit (output-bit can be either ' 0 ' $=$ HRS or ${ }^{\prime} 1$ ' $=$ LRS for each $\mathrm{M} n$ cell) [29]. By storing the outputs of 2 memory addresses per cell, the number of cells in the MB-nvLUT array is now $2^{n-1}$ compared to the $2^{n}$ of the SBnvLUT.

To READ the stored output-bits, the analog bitline voltage from a selected cell is fed to an external READ decoder where it is compared with four reference voltages to determine the resistive state of the ReRAM. The decoder then feeds out the appropriate digital output bit. Due to the MB design where each ReRAM cell now holds two addresses the decoder can


Fig. 6-4. Block diagram of the READ controller circuit designed for two input MB-nvLUT.

TABLE 6-3. Array Logic for SB-nvLUT

| Cell | Memory Address | Output |  |
| :---: | :---: | :---: | :---: |
|  |  | HRS | LRS |
| M1 | 00 | 0 | 1 |
| M2 | 01 | 0 | 1 |
| M3 | 10 | 0 | 1 |
| M4 | 11 | 0 | 1 |

potentially read two addresses at a time. The block diagram for the designed READ decoder is shown in Fig. 6-4 and the READ process will be discussed in further detail in Section 6.3.2.

### 6.3 The MB-LUT Controller

To implement an MB-NVLUT, a controller circuit has been designed (Fig. 6-5(a)) to accommodate the different writing and reading requirements of the MB-nvLUT cells. The controller is made up of multiple controller blocks. In Fig. 6-5(a), the Controller Block 1 is the layout for the first block in the controller with input from an external input decoder and signals DATA1, DATA2, DATA3, DATA4, Wen, and Ren. This block controls two ReRAM cells through the wordlines, WL1 and WL2 and output signals, G1 and G2.

The input decoder decodes the conventional LUT-input-addresses so the controller block can select the correct memory cell during READ or WRITE as the array now consists of two-addresses-per-cell. The method used to assign the conventional LUT-input-addresses in this design is explained below in Sections 6.3.1 and 6.3.2.

Controller block 1 alone works as a 2 -input LUT. WL1 (WL2) and TG1 (TG2) are selected depending the signal from the input decoder following the logic in TABLE 6-2 where addresses beginning with $A={ }^{\prime} 0$ ' are assigned to $M 1$ and addresses with $A={ }^{\prime} 1$ ' are assigned to M2. This


Fig. 6-5. (a) Schematic of the controller block designed for MB-NVLUT. This block is able to receive 2 LUT inputs. (b) Additional controller blocks are used for higher-input-LUTs.
ensures a holistic cell select by controlling the wordline and bitline while the unselected wordline and bitline remains in a high impedance state.

The lines DATA1 and DATA2 are the $x$ and $y$ for M1 while DATA3 and DATA4 are the $x$ and $y$ for M2 and receive the output bits that are to be written before activating the appropriate WRITE transistor, T11-T14 and T21-T24. Wen and REN are the WRITE and READ enable
pins respectively. $\mathrm{R}_{\mathrm{EN}}$ activates the READ transistor T 15 or T 25 depending on the selected address to be read. The WRITE and READ logic for the controller circuit is given in TABLE 6-4 and TABLE 6-5 for M1 and M2 respectively. Additional controller blocks are used for higher-input-LUTs (Fig. 6-5(b)). For example, eight ReRAM cells are required for a 4-input MB-nvLUT. Since there are two cells per controller block, the 4 -input LUT controller will consist of four controller blocks.

### 6.3.1 WRITE Operation

The WRITE operation is started by asserting the $\mathrm{W}_{\text {EN }}$ signal and the input at A selects either WL1 or WL2. As shown in TABLE 6-4 and TABLE 6-5, the DATA1 and DATA2 (DATA3 and DATA4) signals then select which resistance state the cell M1(M2) is written into. It should be noted their values correspond to the outputs of the chosen AB address; for instance, in TABLE $6-2$, $\operatorname{DATA1}(x)$ and DATA2 $(y)$ are ' 0 ' and ' 1 ' respectively if the output bits for address $\mathrm{AB}={ }^{`} 00$ ' and $\mathrm{AB}=^{`} 01$ ' are ' 0 ' and ' 1 '.

Depending on the $\operatorname{DATA1}(x)$ and $\operatorname{DATA2}(y)(\operatorname{DATA3}(x)$ and DATA4 $(y))$ values, one of the transistor gates $\mathrm{T} 11, \mathrm{~T} 12, \mathrm{~T} 13$, or T 14 (T21, $\mathrm{T} 22, \mathrm{~T} 23$, or T 24 ) are then activated to feed one of the WRITE voltages $\mathrm{V}_{\mathrm{R} 1}, \mathrm{~V}_{\mathrm{R} 2}, \mathrm{~V}_{\mathrm{R} 3}$, or $\mathrm{V}_{\mathrm{R} 4}$. These WRITE voltages follow the WRITE scheme in Fig. 6-1 where $\mathrm{V}_{\mathrm{R} 1}$ is the HRS voltage, $\mathrm{V}_{\mathrm{R} 2}$ is the IRS-2 voltage, $\mathrm{V}_{\mathrm{R} 3}$ is the IRS-1

TABLE 6-4. Controller READ and WRITE Logic Table for M1

| Operation | Signals |  |  |  |  |  |  |  |  |  |  | Input at ReRAM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{R}_{\text {EN }}$ | $W_{E N}$ | DATA1 | DATA2 | IM1 | IM2 | T11 | T12 | T13 | T14 | T15 | M1 | M2 |
| WRITE | L | H | 0 | 0 | H | L | H | - | - | - | - | VR1 | - |
|  | L | H | 0 | 1 | H | L | - | H | X | - | - | VR2 | - |
|  | L | H | 1 | 0 | H | L | - | - | H | - | - | VR3 | - |
|  | L | H | 1 | 1 | H | L | - | - | - | H | - | VR4 | - |
| READ | H | L | - | - | H | L | - | - | - | - | H | Vread | - |

H is High, L is Low, - is don't care

TABLE 6-5. Controller READ and WRITE Logic Table for M2

| Operation | Signals |  |  |  |  |  |  |  |  |  |  | Input at ReRAM |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\boldsymbol{R}_{\text {EN }}$ | $W_{E N}$ | DATA1 | DATA2 | IM1 | IM2 | T21 | T22 | T23 | T24 | T25 | M1 | M2 |
| WRITE | L | H | 0 | 0 | H | L | H | - | - | - | - | - | VR1 |
|  | L | H | 0 | 1 | H | L | - | H | x | - | - | - | VR2 |
|  | L | H | 1 | 0 | H | L | - | - | H | - | - | - | VR3 |
|  | L | H | 1 | 1 | H | L | - | - | - | H | - | - | VR4 |
| READ | H | L | - | - | H | L | - | - | - | - | H | - | Vread |

voltage, and $\mathrm{V}_{\mathrm{R} 4}$ is the LRS voltage.

### 6.3.2 READ Operation

The READ operation begins when the $\mathrm{R}_{\mathrm{EN}}$ signal is asserted. The A input activates the either one of the Wordline WL1 or WL2 and pass transistors G1 or G2 (Fig. 6-3 and Fig. 6-5). The bitline READ voltage is then fed to the comparator in the READ Decoder and compared with four reference voltages that correspond to the four resistive states and four combination output bits- $\mathrm{V}_{\text {refl }}$ is HRS $\left(x y={ }^{‘} 00^{\prime}\right), \mathrm{V}_{\text {ref2 }}$ is IRS-2 ( $x y={ }^{`} 01^{\prime}$ ), $\mathrm{V}_{\text {ref3 }}$ is IRS- $1\left(x y=‘ 10\right.$ ), and $\mathrm{V}_{\text {ref4 }}$ is LRS $(x y=' 11$ '). The output of the comparator then goes through an analog-digital converter, ADC to convert the analog voltage to digital. From there, the digital voltage contains the $x$ and $y$ bits for the selected cell. To extract one bit from the two-bit output, the two bits are passed through selector $\mathrm{S}_{1}$ to determine if output bit $\mathrm{V}_{x}$ or $\mathrm{V}_{y}$ is fed to the $\mathrm{V}_{\text {out }}$ line. The selector signal is input B following the logic in TABLE $6-2$ - when input B is ' 0 '(' 1 ') it selects the $x(y)$ for a chosen cell. The READ decoder logic is given in TABLE 6-6 while the comparator block logic is given in TABLE 6-7.

TABLE 6-6. READ Controller Logic

| Memory Cell | Memory Address |  | Pass Transistor |  | Bitline Voltage |  | Selector Output |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $\boldsymbol{A}$ | $\boldsymbol{B}$ | $\boldsymbol{G 1}$ | $\boldsymbol{G} \mathbf{2}$ | $\boldsymbol{B L 1}$ | $\boldsymbol{B L 2}$ |  |
| M1 | 0 | 0 | 1 | - | 1 | - | $x$ |
|  | 0 | 1 | 1 | - | 1 | - | $y$ |
| M2 | 1 | 0 | - | 1 | - | 1 | $x$ |
|  | 1 | 1 | - | 1 | - | 1 | $y$ |

- is don't care

TABLE 6-7. Comparator Logic Block for READ Controller

| Comparator Block |  |  |  |
| :---: | :---: | :---: | :---: |
| Reference Voltage value | ReRAM Resistance State | Output Bits |  |
|  |  | $\boldsymbol{x}$ | $\boldsymbol{y}$ |
| $\mathrm{V}_{\text {refl }}$ | HRS | 0 | 0 |
| $\mathrm{~V}_{\text {ref2 }}$ | IRS-2 | 0 | 1 |
| $\mathrm{~V}_{\text {ref3 }}$ | IRS-1 | 1 | 0 |
| $\mathrm{~V}_{\text {ref4 }}$ | LRS | 1 | 1 |

The following sequence demonstrates the READ operation for the address $\mathrm{AB}=^{\prime} 00^{\prime}$ for M 1 that contains the output bits $x y=$ ' 01 ' (the cell is in IRS-2) (TABLE 6-2):

- $R_{\text {EN }}$ is asserted and the READ transistor T15 is turned onto supply READ voltage to M1. The values $A={ }^{\prime} 0$ ' and $B={ }^{\prime} 0$ ' are fed to the $A$ and $B$ input lines to indicate which address is to be read (Fig. 6-5). The A input turns on the Wordline WL1 and transistor G1 to select cell M1. (Fig. 6-3 and Fig. 6-4)
- The Bitline READ voltage is then fed to the comparator in the Read Decoder. This block compares the incoming voltage with four reference voltages, $\mathrm{V}_{\text {refl }}, \mathrm{V}_{\text {ref2 }}, \mathrm{V}_{\text {ref3 }}$, and $\mathrm{V}_{\text {ref4. }}$. Since M1 is in IRS-2, the comparator matches the incoming voltage with $\mathrm{V}_{\text {reft } 2}$ and sends out the appropriate digital output, $x y={ }^{‘} 01$ ' (Fig. 6-4, TABLE 6-2)
- At the same time the B input is fed to selector $\mathrm{S}_{1}$. The selector selects only the output for the address $\mathrm{AB}={ }^{\prime} 00$ ' $(x)$ and the value of $x$ which is ' 0 ' is then fed to the $\mathrm{V}_{\text {out }}$ line.

Similarly, the READ operation sequence for address $A B={ }^{‘} 11$ ' for M 2 that is in IRS-1 $(x y=' 10$ ') is given below:

- R R M2. The values $\mathrm{A}={ }^{‘} 1$ ' and $\mathrm{B}={ }^{‘} 1$ ' are fed to the A and B input lines to indicate which address is to be read (Fig. 6-5). The A input turns on the wordline, WL2 and transistor G2 to select cell M2. (Fig. 6-3 and Fig. 6-4)
- The Bitline READ voltage is then fed to the comparator in the Read Decoder. This block compares the incoming voltage with four reference voltages, $\mathrm{V}_{\text {refl }}, \mathrm{V}_{\text {ref2 }}, \mathrm{V}_{\text {ref3 }}$, and $\mathrm{V}_{\text {ref4 }}$. Since M2 is in IRS-1, the comparator matches the incoming voltage with $\mathrm{V}_{\text {ref3 }}$ and sends out the appropriate digital output, $x y={ }^{\prime} 10$ ' (Fig. 6-4, TABLE 6-2)
- At the same time the B input is fed to selector $\mathrm{S}_{1}$. The selector selects only the output for the address $\mathrm{AB}=$ ' 11 ' $(y)$ and the value of $y$ which is ' 0 ' is then fed to the $\mathrm{V}_{\text {out }}$ line.

This READ operation explains the READ for a single address in a MB-ReRAM cell. It is possible to READ two addresses from a MB-ReRAM cell simultaneously. The B input into selector $S_{1}$ is responsible for removing the output bit from the unwanted address and only feeding the output from the selected address (in the READ $\mathrm{AB}={ }^{`} 00$ ' example, the output for $\mathrm{AB}={ }^{`} 00^{\prime}(x)$ is selected while the output from $\mathrm{AB}=^{‘} 01^{\prime}(y)$ is ignored. Two-address-simultaneous- READ is thus obtained by removing $\mathrm{S}_{1}$. One-address-read is used in this work to allow a clearer one-output-per-cell comparison with the SB-nvLUT.

With tighter margins from MB-switching, the effect of $V_{D D}$ and ReRAM intrinsic device variabilities have to be considered. To test the effect of $V_{D D}$ variability on the functionality of the MB-ReRAM and the MB-nvLUT VDD $\pm 0.05 \mathrm{~V}$ was supplied to the ReRAM cell and the device current for each state is measured (Fig. 6-6). It is important that the margin between each of the four states, LRS, IRS-1, IRS-2, and HRS are maintained and the states do not overlap. The current for each RS achieves clear distinctive levels with the closest measured margin of $42.29 \%$ between the $-0.05 \mathrm{~V}_{\mathrm{DD}}$ IRS-2 and the +0.05 VDD IRS- 1 . The ReRAM model


Fig. 6-6. Device current with $\pm 0.05$ VDD. Each WRITE operation is followed by a READ to check the device current at the RS. The closest margin is found between IRS-2, 0.05 VDD and IRS $-1,+0.05 \mathrm{VDD}$.
used in this work retains the four distinct states even with variability. To translate this to a real device, the device must firstly be able to display similar characteristics to this model in terms of MB-ability and gradual RS. The VDD is not necessarily fixed to the 1 V HRS and -0.5 V LRS used in this work; they should be adapted accordingly to the real device. The READ decoder circuit should then also be adjusted for the different $\mathrm{V}_{\mathrm{DD}}$. These changes are however not crucial to the function of the controller and the MB-nvLUT in this work with the main criteria being a MB-capable ReRAM.

For the ReRAM's intrinsic variability, a stochastic model obtained from [137] is used to generate a Poisson distribution for the model's RS thresholds, introducing stochasticity to the threshold parameters, $\mathrm{V}_{\mathrm{n}}$ and $\mathrm{V}_{\mathrm{p}}$ (TABLE 6-1). WRITE variability and READ endurance tests are then conducted for the LRS and HRS of the SB-ReRAM and the LRS, IRS-1, IRS-2, and


Fig. 6-7. WRITE variability test for LRS and HRS of the SB-RERAM and LRS, IRS-1, IRS-2, and HRS of the MBReRAM.


## READ Cycles [\#]

Fig. 6-8. READ endurance test for LRS and HRS of the SB-RERAM and LRS, IRS-1, IRS-2, and HRS of the MBReRAM.

HRS states of the MB-ReRAM for comparison.
To test the WRITE variability, the SB-ReRAM is first set to LRS and then written to HRS, this is repeated 1000 times. The test is similar for the MB-ReRAM which is first set to LRS before a WRITE to another state (IRS-1, IRS-2 or HRS) is performed, repeated for 1000 times. As for the READ endurance test, the SB-ReRAM is set to either LRS or HRS followed by 1000 READ pulses. Likewise, the test is repeated for the MB-ReRAM for each of its resistance states (LRS, IRS-1, IRS-2 or HRS). The existence of IRS levels result in lower margins for the MBReRAM and this test was performed to analyze the MB-ReRAM's performance after multiple WRITEs. In both cases, the device's output current is measured.

The WRITE variability results are plotted in Fig. 6-7 and shows that the MB-ReRAM WRITE current for each level retains good margins. The READ endurance test is performed up to 1000


Fig. 6-9. (a) The 4-input MB-LUT $\overline{\text { and }}$ (b) the equivalent RC circuit during WRITE to a single cell (M1).


Fig. 6-10. Parasitic RC effect on output voltage, Vout rise time. Simulation performed with parasitic RC increments of $10 \%$.
cycles with notable drift upon reaching the 1000th READ (Fig. 6-8). Since the same ReRAM is used for both SB and MB simulations, the SB-ReRAM's LRS and HRS WRITE variability and READ endurance results follow the MB-ReRAM's LRS and HRS variability and endurance. There is however a larger resistance margin in the SB-ReRAM as a result of the lower number of resistance states and the resistance drift in the READ endurance test is not as drastic as the MB-ReRAM's drift.

Although a refresh WRITE cycle is required upon reaching 1000 READ cycles, the nvLUT's WRITE performance metrics are advantageous when compared to the SB-ReRAM. These results from these tests are consistent with the experimental results, [138] and [139]. In addition to the variability tests, the LUT array is tested with parasitic RC characterizations. Fig. 6-9 shows the 4 -input MB-nvLUT and the equivalent RC circuit when writing to an array cell and the capacitance, $\mathrm{C}_{1}$ is the total capacitance of the transistor, TG1 as well as the wires.

The output voltage, $\mathrm{V}_{\text {out }}$ rise times corresponding to $10 \%$ increments in parasitic capacitance are plotted in Fig. 6-10. The $\mathrm{V}_{\text {out }}$ rise time delays closely follow the increase in parasitic capacitance with the rise times of all states showing an average increase of $30 \%$. This shows that the parasitic capacitance carries an important effect on the circuit and should be considered during fabrication processes.

This MB-nvLUT design reduces the cell count in the LUT array by 0.5 x , provides and around 0.25 x reduction of gates in the controller circuit while also minimizing the connection lines in the layout. In addition to that the MB-nvLUT provides faster writing, reading with better energy efficiency compared to the SB-nvLUT which will be demonstrated in Section 6.4.

### 6.4 Simulation Results

Simulation results for WRITE and READ delay, energy, and EDP are obtained for the common 2, 4, and 6-input LUTs and a larger 8 input LUT to demonstrate the capabilities of the NV- LUTs. Taking the number of inputs to the LUT as $n$, the SB-NVLUT has $2^{n}$ number of cells in the array while the MB-NVLUT has $2^{n-1}$ number of cells. The SB-NVLUT readings are obtained by using the layout in [140]. The LTSpice EDA tool is used for circuit simulations with $100 \mu \mathrm{~m}$ transistor technology node while the benchmark tests were carried out using Xilinx ISE and Titan23 [141].

The SB and MB-nvLUTs were simulated with the following selected extreme conditions to highlight the differences between array performances: Condition 1 : WRITE ' 0 ' from ' 1 ' to all cells. Condition 2: WRITE ' 1 ' from ' 0 ' to all cells. Condition 3: WRITE 2 bits at a time (flip ' 01 ' to ' 10 '). Condition 4 : WRITE 2 bits at a time (flip ' 10 ' to ‘ 01 '). Condition 5 : READ states ' 00 ', ' 01 ', ' 10 ', ' 11 ' from the array. For Condition 3 and 4 , half of the cells in the SBarray are flipped from ' 0 ' to ' 1 ' and the other half are flipped from ' 1 ' to ' 0 '.

### 6.4.1 1-bit WRITE Operation Results

For Condition 1, all cells in the LUT array are written from ' 1 ' to ' 0 '- a single MB-ReRAM is switched from ' 11 ' to ' 00 ' and a single SB-ReRAM is switched from ' 1 ' to ' 0 '. The reverse is performed for Condition 2. The results for both conditions are listed respectively in TABLE 6-8 and TABLE 6-9 and plotted in Fig. 6-11 and Fig. 6-12. In both cases the WRITE delay of the MB-nvLUT is half that of the SB-nvLUT, showing the advantage of storing 2-bits per ReRAM.


Fig. 6-11. Condition 1: WRITE 0 performance for SB vs MB for 8-bit, 32-bit, 72-bit, and 128-bit arrays; (a) delay, (b) energy, and (c) EDP.

TABLE 6-8. Comparison of Condition 1: WRITE 0 Delay, Energy and EDP

| LUT Size | Delay (ns) |  | Energy (nJ) |  | EDP (nJ ns) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT |
| 2 | 0.46 | 0.92 | 0.0153 | 0.0188 | 0.0071 | 0.0173 |
| 4 | 0.92 | 1.84 | 0.0613 | 0.0753 | 0.0564 | 0.1390 |
| 6 | 1.38 | 2.76 | 0.1380 | 0.1700 | 0.1900 | 0.4680 |
| 8 | 1.84 | 3.68 | 0.2450 | 0.3010 | 0.4510 | 1.110 |



LUT Input
Fig. 6-12. Condition 2: Write 1 performance for SB vs MB for 8-bit, 32-bit, 72-bit, and 128-bit arrays; (a) delay, (b) energy, and

TABLE 6-9. Comparison of Condition 2: WRITE 1 Delay, Energy and EDP

| LUT Size | Delay (ns) |  | Energy (nJ) |  | EDP (nJ ns) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT |
| 2 | 0.4 | 0.8 | 0.0989 | 0.198 | 0.0396 | 0.1820 |
| 4 | 0.8 | 1.6 | 0.3960 | 0.791 | 0.3160 | 1.4600 |
| 6 | 1.2 | 2.4 | 0.8900 | 1.780 | 1.0700 | 4.9700 |
| 8 | 1.6 | 3.2 | 1.5800 | 3.160 | 2.5300 | 11.600 |

The energy consumption of the MB-nvLUT is $1.22 \times$ lower on average for Condition 1 and 2 $\times$ lower on average for Condition 2 than the SB-nvLUT. This is due to the combination of the MB-ReRAM and having lesser ReRAM cells in the array. The difference in energy consumption can be seen to exponentially increase with the array size.

The EDP of the MB-nvLUT follows the same trend being $2.46 \times$ lower for Condition 1 and $4.6 \times$ lower for Condition 2. The energy consumption is lower for Condition 1 because of the higher resistivity of the cell and thus lower current through the cell.

### 6.4.2 2-bit WRITE Operation Results

Conditions 3 and 4 produce the results for simultaneous 2-bit WRITE performances. To test both conditions in the SB-nvLUT, 2 SB-ReRAMs are switched at the same time (1 ReRAM switched from ' 0 ' $\rightarrow$ ' 1 ' and another ReRAM switched from ' 1 ' $\rightarrow$ ' 0 '). Since state ' 10 ' is

IRS-1 and state ' 01 ' is IRS-2, the MB-ReRAM must be switched back to LRS before switching to state ' 10 ' (transition from: ' 01 ' $\rightarrow$ ' $11^{\prime} \rightarrow$ ' 10 ') for Condition 3.

There is however no increase in delay time and the energy and EDP still remains lower than the SB-nvLUTs as shown in Fig. 6-13 and TABLE 6-10. In this condition, the extra switching step required increases the energy and EDP for the MB-nvLUT, raising the energy consumption to within the range of SB-nvLUT values. The MB-nvLUT still retains the advantage in WRITE delay, averaging about half the time of the SB-NVLUT. The Condition 3 energy for the MB-nvLUT is lower by $1.03 \times$ on average compared to the SB-NVLUT. The EDP of the MB-nvLUT is $2 \times$ lower on average than the SB-nvLUT due to the shorter WRITE


LUT Input
Fig. 6-13. Condition 3: 2-bit WRITE performance ( 01 to 10 ) for SB vs MB for 8-bit, 32-bit, 72-bit, and 128-bit arrays; (a) delay, (b) energy, and (c) EDP

TABLE 6-10. Comparison of Condition 3: 2-bit WRITE (01 to 10) Delay, Energy and EDP

| LUT Size | Delay (ns) |  | Energy (nJ) |  | EDP (nJ ns) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT |
| 2 | 0.46 | 0.92 | 0.105 | 0.108 | 0.0484 | 0.0997 |
| 4 | 0.92 | 1.84 | 0.421 | 0.433 | 0.3870 | 0.7970 |
| 6 | 1.38 | 2.76 | 0.947 | 0.975 | 1.3100 | 2.6900 |
| 8 | 1.84 | 3.68 | 1.680 | 1.730 | 3.1000 | 6.3800 |



Fig. 6-14. Condition 4: 2-bit WRITE performance (10 to 01 ) for SB vs MB for 8-bit, 32-bit, 72-bit, and 128-bit arrays; (a) delay, (b) energy, and (c) EDP.

TABLE 6-11. Comparison of Condtion 3: 2-bit WRITE (01 to 10) Delay, Energy and EDP

| LUT Size | Delay (ns) |  | Energy (nJ) |  | EDP (nJ ns) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT |
| 2 | 0.46 | 0.92 | 0.105 | 0.108 | 0.0484 | 0.0997 |
| 4 | 0.92 | 1.84 | 0.421 | 0.433 | 0.3870 | 0.7970 |
| 6 | 1.38 | 2.76 | 0.947 | 0.975 | 1.3100 | 2.6900 |
| 8 | 1.84 | 3.68 | 1.680 | 1.730 | 3.1000 | 6.3800 |

delay.
The MB-nvLUT displays a massive advantage over the SB- nvLUT in Condition 4 tests shown in Fig. 6-14 and TABLE 6-11. Switching from ' 10 ' $\rightarrow$ ' 01 ' in a 2 -input LUT only takes 0.1 ns for the MB-nvLUT compared to the 0.92 ns for the SB-nvLUT.

The average difference in WRITE delay for Condition 4 is $9.2 \times$. The energy required to switch from IRS-1 to IRS-2 in the MB-ReRAM is significantly lower and the Condition 4 results for the MB-nvLUT are lower by a significant $128 \times$ on average. This benefit is also seen in the EDP where the MB-nvLUT is lower by $153 \times$ on average compared to the SB-nvLUT.

Throughout the WRITE tests, the MB-nvLUT consistently demonstrates a significant improve in performance in terms of WRITE latency and energy consumption over the SBnvLUT.

### 6.4.3 READ Operation Results

The READ operation analysis is carried out by reading a single MB cell (2-bits) and compared with the result of 2 SB cells (2-bits). To perform SB-NVLUT read of 2-bits, 2 cells of different columns are selected. This prevents simultaneous 2-bit read and provides for an increment in delay time. The average READ delay for SB-nvLUT is $5 \times$ higher than the MB-nvLUT. The reading of 2 cells for SB-nvLUT compared to just 1 cell for MB-nvLUT also increases the energy consumption of the operation. The SB-nvLUT average READ energy and average


Fig. 6-15. Read 00, 01, 10, 11 for SB vs MB; (a) delay, (b) energy, and (c) EDP.

TABLE 6-12. Comparison of READ $00,01,10,11$

| LUT Input | Delay (ns) |  | Energy (nJ) |  | EDP (nJ ns) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT | MB-NVLUT | SB-NVLUT |
| 00 | 0.05 | 0.1 | $1.99 \mathrm{e}-5$ | $6.95 \mathrm{e}-5$ | $9.95 \mathrm{e}-7$ | $6.95 \mathrm{e}-6$ |
| 01 | 0.05 | 0.2 | $2.37 \mathrm{e}-4$ | $1.07 \mathrm{e}-3$ | $1.19 \mathrm{e}-5$ | $2.14 \mathrm{e}-4$ |
| 10 | 0.05 | 0.3 | $3.68 \mathrm{e}-4$ | $1.07 \mathrm{e}-3$ | $1.84 \mathrm{e}-5$ | $3.21 \mathrm{e}-4$ |
| 11 | 0.05 | 0.4 | $1.03 \mathrm{e}-3$ | $2.07 \mathrm{e}-3$ | $5.17 \mathrm{e}-5$ | $8.27 \mathrm{e}-4$ |

READ EDP is $3.2 \times$ and $14.6 \times$ higher than the MB-nvLUT.
The MB-nvLUT is therefore much more efficient for READ operation by virtue of having twice the bits per cell compared to the SB-nvLUT. This efficiency can also be further increased with ReRAMs with $>2$ bits per cell. The READ delay, energy, and EDP values are plotted in Fig. 6-15 and given in TABLE 6-12.

### 6.5 Single Cell Performance Comparison

Additionally, the single cell performance matrices of the MB-nvLUT presented in this work is compared with the 2TG1M single cell performance in [49]. The WRITE time for the 2TG1M cell is a consistent 2.70 ns for all WRITE conditions whereas the WRITE times for the presented MB-nvLUT cell is 0.4 ns for WRITE ' 11 'and 0.46 ns for WRITE ‘ 00 '. The WRITE time is therefore lower by an average of $84 \%$ compared to the 2 TG 1 M cell. The READ time of the 2TG1M is 15 ns compared to the READ time of the 0.05 ns for the presented MB-nvLUT cell, which is $96.7 \%$ lower. These performance improvements are a result of using just ReRAM cells in the array and the omission of TGs.

### 6.6 Evaluation on Benchmark Circuits

The performances of MB-ReRAM LUTs are then evaluated in FPGA benchmark circuits; ISCAS'89 benchmark circuits in Xilinx Virtex4 FPGA (XC4VLX100) and Virtex5 FPGA (XC5VLX220) as well as four Titan23 benchmarks: denoise, directrf, bitcoin_miner, and gaussianblur [141]. The SRAM-based LUTs are replaced with the SB and MB-LUTs from this work while the interconnect routing is kept the same. The comparison results with Virtex4 and Virtex5 benchmark circuits are listed in TABLE 6-13 and TABLE 6-14 respectively while the comparison result for Titan23 is given in TABLE 6-15.

The MB-nvLUT performs better than the SB-nvLUT in both average WRITE and READ delays as well as average EDP in the benchmark tests. The average READ delay and EDP is significantly lower for MB-nvLUTs at higher LUT counts as evident in Titan23 benchmarks.

Both nvLUTs demonstrate higher WRITE delays than their volatile LUT counterparts but have much lower average READ delays and EDP. This is desirable for FPGA applications, where the READ operation is used more often after initial programming. The nvLUTs are also able to retain data in the event of a power loss so they don't require writing after reboots.

A method of comparison for performance metrics in [29] and [142] is carried out for the ISCAS' 89 benchmarks in this work. The average performance of the MB and SB-nvLUTs are found by estimating the number of consecutive READ operations required immediately following a WRITE so that the total delay time incurred by the MB and SB-nvLUTs is equal to the delay incurred by the SRAM-based LUT.

Let $T_{\text {ReRAMWrite, }}$ and $T_{\text {SRAMWrite, }}$ be the average ReRAM and SRAM write delay for benchmark, B respectively. In the same way $E_{\text {ReRAMWrite,B }}$ and $E_{\text {SRAMWrite,B }}$ are the average ReRAM and SRAM EDPs under the same case. Both are given as:

$$
\begin{align*}
& T_{\text {ReRAMWrite }, \mathrm{B}}=T_{\text {SRAMWrite }, \mathrm{B}}=t_{\text {SRAMWrite }, \mathrm{B}}+K_{\mathrm{T}} t_{\text {SRAMRead }, \mathrm{B}}  \tag{6.8}\\
& E_{\text {ReRAMWrite }, \mathrm{B}}=E_{\text {SRAMWrite }, \mathrm{B}}=e_{\text {SRAMWrite }, \mathrm{B}}+K_{\mathrm{E}} e_{\text {SRAMRead }, \mathrm{B}} \tag{6.9}
\end{align*}
$$

where $t_{\text {SRAMWrite, } \mathrm{B}}$ and $e_{\text {SRAMWrite, }}$ are the average WRITE time and EDP for SRAM and $t_{\text {SRAMRead }, \mathrm{B}}$ and $e_{\text {SRAMRead, } \mathrm{B}}$ are the average READ time and EDP for SRAM under the same benchmark B. $K_{\mathrm{T}}$ and $K_{\mathrm{E}}$ are the least consecutive READ operations in integers required so that $T_{\text {ReRAMWrite,B }}$ is equal to $T_{\text {SRAMWrite, } \mathrm{B}}$ and $E_{\text {ReRAMWrite, } \mathrm{B}}$ is equal to $E_{\text {SRAMWrite,B }}$. The average $K_{\mathrm{T}}$ for Virtex4 benchmark circuits (Fig. 6-16(a)) are 1.3 for MB-nvLUTs and 1.7 for SB-nvLUTs while the average $K_{\mathrm{E}}$ (Fig. 6-16(b)) is 3331 and 6950 for MB and SB-nvLUTs respectively with the lower value for MB-nvLUTs demonstrating the advantage in power consumption.

The average $K_{\mathrm{T}}$ for Virtex5 benchmark circuits (Fig. 6-16(c)) is 0.74 for MB-nvLUTs and 0.97 for SB-nvLUTs while the average $K_{\mathrm{E}}$ (Fig. 6-16(d)) is 57 and 120 for MB and SB-nvLUTs respectively. Average $K_{\mathrm{E}}$ values for SB-nvLUTs are consistently more than twice that of the MB-nvLUT.

The drop in both $K_{\mathrm{T}}$ and $K_{\mathrm{E}}$ in the nvLUT in the Virtex 5 benchmark circuit compared to the Virtex4 benchmark circuit shows the large potential of nvLUTs in scaling. The performance of nvLUT catches up when more LUTs are used in an FPGA and are capable of surpassing

TABLE 6-13. Virtex 4 benchmark circuit comparison of average write delay and EDP for MB-LUT, SB-LUT, and SRAM LUT.

| Virtex 4 FPGA (XC4VLX160) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 4-Input <br> LUTs | WRITE |  |  |  |  |  | READ |  |  |  |  |  |
| Benchmark | 2-Input | 3-Input |  | Average delay, ns |  |  | Average EDP, pJ ns |  |  | Average delay, ns |  |  | Average EDP, pJ ns |  |  |
|  |  |  |  | MB | SB | SRAM | MB | SB | SRAM | MB | SB | SRAM | MB | SB | SRAM |
| 298 | 4 | 6 | 11 | 13.49 | 33.82 | 3.92 | 33.47 E 2 | 131.14E2 | $38.90 \mathrm{E}-2$ | 1.05 | 5.25 | 17.17 | $43.57 \mathrm{E}-2$ | 7.19 | 0.452 |
| 400 | 11 | 14 | 19 | 27.34 | 68.53 | 7.94 | 65.76 E 2 | 257.60 E 2 | 1.51 | 2.20 | 11.00 | 33.29 | $91.29 \mathrm{E}-2$ | 15.06 | 1.691 |
| 510 | 13 | 17 | 55 | 55.74 | 139.73 | 16.19 | 140.85E2 | 551.74 E 2 | 7.18 | 4.25 | 21.30 | 75.27 | 1.76 | 29.09 | 8.761 |
| 820 | 10 | 26 | 72 | 73.13 | 183.34 | 21.24 | 189.88 E 2 | 743.77E2 | 12.35 | 5.40 | 27.00 | 98.69 | 2.24 | 36.96 | 15.05 |
| 953 | 25 | 33 | 123 | 119.64 | 299.93 | 34.75 | 304.43 E 2 | 119.25 E 3 | 33.69 | 9.05 | 45.30 | 163.82 | 3.76 | 61.95 | 41.56 |
| 1238 | 27 | 41 | 155 | 148.75 | 372.91 | 43.20 | 381.43 E 2 | 149.41 E 3 | 52.40 | 11.20 | 55.80 | 204.63 | 4.63 | 76.32 | 64.88 |
| 1488 | 26 | 48 | 183 | 173.24 | 434.32 | 50.31 | 448.16E2 | 175.54E3 | 71.51 | 12.90 | 64.30 | 239.45 | 5.33 | 87.96 | 88.89 |
| 5378 | 65 | 96 | 206 | 237.50 | 595.41 | 68.97 | 593.31 E 2 | 232.40 E 3 | 123.56 | 18.40 | 91.80 | 307.87 | 7.61 | 125.60 | 145.82 |
| 15850 | 140 | 270 | 376 | 508.36 | 1274.48 | 147.64 | 126.94 E 3 | 497.22 E 3 | 532.56 | 39.30 | 197.00 | 629.47 | 16.31 | 269.00 | 606.08 |
| 35932 | 1192 | 489 | 1307 | 16.98E2 | 4257.76 | 493.23 | 372.07 E 3 | 145.75E4 | 603.17 E 1 | 149.00 | 747.00 | 21.26 E 2 | 62.00 | 10.22 E 2 | 6923.8 |

TABLE 6-14. Virtex 5 benchmark circuit comparison of average write delay and EDP for MB-LUT, SB-LUT, and SRAM LUT.

| Virtex 5 FPGA (XC5VLX220) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Benchmark circuit | $\left\lvert\, \begin{gathered} \text { 2- Input } \\ \text { LUTs } \end{gathered}\right.$ | 3-InputLUTs | 4-Input | $\begin{array}{\|c} \text { 5-Input } \\ \text { LUTs } \end{array}$ | 6-Input <br> LUTs | WRITE |  |  |  |  |  | READ |  |  |  |  |  |
|  |  |  |  |  |  | Average delay, ns |  |  | Average EDP, pJ ns |  |  | Average delay, ns |  |  | Average EDP, pJ ns |  |  |
|  |  |  |  |  |  | MB | SB | SRAM | MB | SB | SRAM | MB | SB | SRAM | MB | SB | SRAM |
| 298 | 1 | 3 | 3 | 3 | 4 | 12.07 | 30.26 | 4.22 | 56.90 E 2 | 223.06 E 2 | $75.53 \mathrm{E}-2$ | 0.70 | 3.50 | 29.61 | $29.05 \mathrm{E}-2$ | 4.79 | 1.37 |
| 400 | 2 | 5 | 6 | 9 | 4 | 22.37 | 56.07 | 7.83 | 105.44 E 2 | 413.31 E 2 | 2.25 | 1.30 | 6.5 | 47.64 | $53.95 \mathrm{E}-2$ | 8.90 | 3.54 |
| 510 | 0 | 2 | 5 | 11 | 17 | 34.79 | 87.22 | 12.99 | 194.13 E 2 | 761.08 E 2 | 8.35 | 1.75 | 8.75 | 105.30 | 72.62E-2 | 11.98 | 17.38 |
| 820 | 4 | 3 | 7 | 25 | 47 | 85.20 | 213.60 | 32.17 | 484.84 E 2 | 190.09 E 3 | 53.31 | 4.30 | 21.50 | 271.46 | 1.78 | 29.43 | 115.53 |
| 953 | 13 | 9 | 10 | 31 | 71 | 126.74 | 317.73 | 47.32 | 694.75 E 2 | 273.60 E 3 | 115.22 | 6.70 | 33.50 | 399.73 | 2.78 | 45.86 | 250.25 |
| 1238 | 9 | 9 | 19 | 39 | 60 | 128.51 | 322.18 | 47.52 | 697.85 E 2 | 272.37 E 3 | 109.36 | 6.80 | 34.00 | 377.64 | 2.82 | 46.54 | 223.40 |
| 1488 | 11 | 10 | 24 | 24 | 76 | 134.55 | 337.31 | 49.38 | 713.16E2 | 279.59E3 | 126.85 | 7.25 | 36.25 | 421.63 | 3.01 | 49.62 | 278.45 |
| 5378 | 32 | 41 | 49 | 59 | 80 | 223.30 | 559.81 | 79.18 | 107.71 E 3 | 422.22E3 | 272.80 | 13.05 | 65.25 | 569.75 | 5.42 | 89.32 | 506.96 |
| 15850 | 89 | 94 | 96 | 197 | 163 | 549.90 | 13.79 E 2 | 196.81 | 270.85 E 3 | 106.18E4 | 15.93 E 2 | 31.95 | 159.75 | 13.39 E 2 | 13.26 | 218.69 | 28.00 E 2 |
| 35932 | 1152 | 326 | 380 | 129 | 542 | 16.24 E 2 | 40.74 E 2 | 541.06 | 595.70 E 3 | 233.51E4 | 117.34E2 | 126.45 | 632.25 | 36.50 E 2 | 52.47 | 865.52 | 206.65E2 |

TABLE 6-15. TITAN23 benchmark circuit comparison of average write delay and EDP for MB-LUT, SB-LUT, and SRAM LUT.

| Titan23 Benchmarks |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 6-Input <br> LUTs | WRITE |  |  |  |  |  | READ |  |  |  |  |  |
| Benchmark |  | Average delay, ms |  |  | Average EDP, pJ ms |  |  | Average delay, ms |  |  | Average EDP, pJ ms |  |  |
|  |  | MB | SB | SRAM | MB | SB | SRAM | MB | SB | SRAM | MB | SB | SRAM |
| denoise | 322385 | 686.68 | 860.77 | 99.62 | 416.30 E 3 | 867.05 E 3 | 5.31E-2 | 16.12 | 80.60 | 108.39E4 | 6.69 | 1.10E2 | 1.02E4 |
| directrf | 471194 | 10.04E2 | 12.58 | 145.60 | 608.45 E 3 | 126.73 E 4 | $7.77 \mathrm{E}-2$ | 23.56 | 117.80 | 158.42E4 | 9.78 | 1.61 E 2 | 1.49 E 4 |
| bitcoin_miner | 455263 | 969.71 | 12.16E2 | 140.68 | 587.88E3 | 122.44E4 | $7.50 \mathrm{E}-2$ | 22.76 | 113.82 | 153.06E4 | 9.45 | 1.56 E 2 | 1.44 E 4 |
| gaussianblur | 805079 | 17.15E2 | 21.50 E 2 | 248.77 | 103.96E4 | 216.53 E 4 | $13.27 \mathrm{E}-2$ | 40.25 | 201.27 | 270.67 E 4 | 1.67 E 1 | 2.76 E 2 | 2.54 E 4 |



Fig. 6-16. MB and SB-LUT (a) KT and (b) KE for Virtex4 benchmarks and (c) KT and (d) KE for Virtex 5 benchmarks.
conventional LUT performance in massive LUT designs. Traditional LUTs are also limited by physical constrains of the SRAM while the ReRAM is able to scale down in size.

### 6.7 Summary

The MB-nvLUT takes advantage of the intrinsic MB property of ReRAMs and each ReRAM cell in the MB-nvLUT is capable of storing 2 bits compared to the 1 -bit-per-ReRAM architecture of SB-nvLUTs. The 2-bits in each cell stores the output values for two specific LUT inputs (ie. $\mathrm{AB}=^{\prime} 00^{\prime}$ and $\mathrm{AB}=^{\prime} 01^{\prime}$ in ReRAM M1). This method of storage requires two output bits to be written simultaneously different than conventional LUT writing schemes. An MB-nvLUT controller is also designed and proposed specifically for this MB-nvLUT writing scheme. The controller takes in two output values and selects which level of resistance to switch the selected ReRAM into.

WRITE and READ tests were performed on the MB-nvLUT and SB-nvLUT for a comparison. The MB-nvLUT is highly promising, demonstrating significant performance advantage in WRITE and READ delay in all but one test in which is still had a slight advantage over the SB-nvLUT.

Virtex4 and Virtex5 benchmark circuit tests were also performed and the MB-nvLUT once again displays significant lower WRITE and READ delays, energy consumption, and EDP. The MB-nvLUT performance catches up with traditional SRAM-based LUTs in larger FPGA designed as can be seen when looking at Virtex 4 and Virtex 5 results.

Overall, the MB-nvLUT is very promising as a next-generation nvLUT. The reduction in latency and energy consumption as well as the reduction in components used in the design gives the MB-nvLUT an edge over traditional LUTs as well SB-nvLUTs.

## 7. Chapter Seven

## Non-Volatile Memories

This chapter will look at additional opportunities for introducing nonvolatility to the nvFPGA in the sequential circuits which are commonly made up of D Flip-flops in the CLBs and the SwBs that are responsible for programmed routing and are commonly made up of SRAMs. These components are conventionally volatile and have to be reprogrammed when the FPGA is switched off or if there is a power disruption. These components also require constant power supply during operation which leads to high idle power consumption. Three NV designs are presented in this chapter; the nvD Latch, the nvD Flip-Flop, and the nvDRAM. Analysis of performance metrices that are typical for each design such as the Clk-to-Q delay timing for the nvD Latch and the nvD Flip-Flop and the refresh timing for the nvDRAM are carried out. These are then compared with the conventional volatile versions of each design.

## Related Publications

1. H. L. Chee, T. N. Kumar, and H. A. F. Almurib, " A ReRAM-based Nonvolatile FPGA," Proceedings in 20th IEEE Student Conference on Research and Development (SCOReD 2022), 2022. (Malaysia)
2. A Low Power Nonvolatile DRAM Cell based on ReRAMs, IEEE Transactions on Very Large Scale Integration (VLSI) Systems (under review).

### 7.1 Memories in Large-Scale Architecture

The memory designs presented form the memory components of VLSI designs such as processors or FPGAs. The D Latch and D Flip-Flops (DFFs) are memory circuits that store data bits with the difference between them being that the data in DFFs only changes at the Clk rising edge (edge triggered) whereas the data in the D Latch changes during Clk high. For example the DFF is used as the memory module for a flexible processor presented in Fig. 7-1 [143].


Fig. 7-1. Flexible processor chip layout from [143].

The DRAM is a common memory device based on 1T1C cells. Due to the small component counts, they have a smaller cell area compared to the D latch and D Flip-Flops but are slower in WRITE and READ operations. An example of an embedded DRAM in an FPGA is given in Fig. 7-2 [144].


Fig. 7-2. DRAM-embedded FPGA layout from [144].

### 7.2 Non-Volatile D Latch

This section presents a nvD latch that uses two ReRAMs at the Q and $\mathrm{Qbar}\left(\mathrm{Q} \_\right.$b) outputs to perform passive data storage, incorporating NV into the conventional CMOS D-latch design. The ability for passive storage ensures the data in the nvD latch is always stored in the case of power disruptions and the 'passive' component negates the need for time-consuming 'active' storage sequences.

### 7.2.1 The Proposed nvD Latch

The schematic of the proposed nvD-latch using two ReRAMs, $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ is presented in Fig. 7-3. The two ReRAMs are connected to the respective Q and Q _b outputs of the D -latch and to a common node, G.

During Clk high, the D input from $\mathrm{V}_{\mathrm{D}}$ is passed through transmission gate, TG1 into the gates of transistors, T 1 and T 2 which form an inverter pair. The D input is then inverted and passed to the input gates of inverter pair transistors, T 3 and T 4 . The Q output which follows the D input is tied to the output of T3/T4 while the Q bar, $\mathrm{Q} \_$b output is tied to the output of T1/T2 which produces the inversion of D . Transmission gate TG2 is active during Clk low, therefore tying the Q line to $\mathrm{T} 1 / \mathrm{T} 2$ input gates when Clk is low and storing the previous data bit.

As for the NV segment, when Clk is high and D input is logic ' 1 ' (logic ' 0 '), the Q output follows and is logic ' 1 ' (logic ' 0 ') while $\mathrm{Q} \_\mathrm{b}$ is inverted and is logic ' 0 ' (logic ' 1 '). This forms a voltage potential across $\mathrm{M}_{1}$ and $\mathrm{M}_{2}$ with $G$ through resistor R1, and switches $\mathrm{M}_{1}$ to HRS (LRS) and $\mathrm{M}_{2}$ to LRS (HRS). Thus, both ReRAMs are passively written during normal operation and do not require additional STORE sequences. It should be noted that both


Fig. 7-3. Schematic of the nvD latch. Two ReRAMs, M1 and M2 with a ground resistor, R1 form the NV segment of the nvD latch


Fig. 7-4. nvD-latch process waveform.

ReRAMs switch at the same time during this period and is contrary to the CRS layout which requires one ReRAM to switch before the other.

The ReRAMs retain their resistance states in the event of power disruption and when $V_{D D}$ is restored, the ReRAM in LRS pulls down its respective output line to ground while the ReRAM in HRS maintains its output line close to logic ' 1 '. The nvD-latch's process waveform is given in Fig. 7-4.

### 7.2.2 Results and Simulation

In this section, the design is simulated in LTSpice for transistor technology nodes of 32 nm , 45 nm , and $65 \mathrm{~nm} . \mathrm{V}_{\mathrm{DD}}$ interrupts are performed to test the Restore function under two conditions;

1. Restore $\mathrm{Q}={ }^{\prime} 1^{\prime}$ and $\mathrm{Q}-\mathrm{b}={ }^{\prime} 0^{\prime}$
2. Restore $\mathrm{Q}={ }^{\prime} 0$ ' and $\mathrm{Q} \_\mathrm{b}={ }^{\prime} 1$ '

The results are shown in Fig. 7-5 and Fig. 7-6 respectively. The nvD Latch successfully restores the respective Q and $\mathrm{Q} \_\mathrm{b}$ conditions when power is restored after a disruption. The Q/Q_b rising/falling times and clock-to-Q delay (tCQ) are measured for the nvD Latch and the volatile D Latch (vD latch) and the results are given in TABLE 7-1.


Fig. 7-5. Successful restore of $\mathrm{Q}=1$ and $\mathrm{Q} \_\mathrm{b}=0$ after 100 ns VDD cut.
The nvD Latch has an increase of $72 \%$ in $\mathrm{tCQ}, 56 \%$ increase in Q rising/Q_b falling time, and $76 \%$ increase in Q falling/Q_b rising time over the vDlatch due to the added switching time of the ReRAMs. The timings are however all measured in picoseconds and the nvD latch is thus capable of high frequency switching. The average RESTORE times and the worst-case restore times for Q/Q_b after power restoration after a disruption are also given in TABLE 7-1 with an average of 17.5 ps restore and 18.8 ps worst-case times across the transistor technology nodes.

The nvD latch's switching time is then compared with the D latch designs [53] and [54] and given in TABLE 7-2. It should be noted that this comparison was performed as is and the designs in [53] and [54] are using different technology nodes from the design in this work. This

TABLE 7-1. Clk-to-Q Timings for nvD latch and vD latch

|  | Clk-to-Q delay (ps) |  | Switching delay (ps) |  |  |  | Average <br> Restore <br> Time (ps) | Worst- <br> case <br> Restore <br> Time <br> (ps) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Q rising time / Q_b <br> falling time |  | Q falling time / Q_b rising time |  |  |  |
|  | nvDlatch | vDlatch | nvDlatch | vDlatch | nvDlatch | vDlatch | nvDlatch | vDlatch |
| 32 | 39.9 | 10.2 | 31.7 | 13.9 | 30.9 | 10.1 | 16.0 | 18.07 |
| 45 | 60.3 | 19.6 | 39.4 | 17.4 | 60.6 | 12.3 | 17.9 | 18.7 |
| 65 | 77.7 | 20.3 | 43.0 | 19.1 | 71.2 | 13.4 | 18.6 | 19.7 |



Fig. 7-6. Successful restore of $Q=0$ and $Q \_b=1$ after 100 ns VDD cut.

TABLE 7-2. Clk-to-Q Timings for nvD latch and vD latch

| Design | Threshold Voltage, $\mathrm{V}_{\mathrm{T}}$ | Switching time (ns) |
| :---: | :---: | :---: |
| $[53]$ | 2.4 V | 9.3 ns |
| $[54]$ | 2.4 V | 4.0 ns |
| This work | 1.2 V | 65.9 ps |

design is capable of faster switching as the $\mathrm{Q} / \mathrm{Q} \_\mathrm{b}$ lines are able to produce outputs without the need to wait for the ReRAMs to complete its switching.

### 7.3 Non-Volatile D Flip-Flop

This section presents a novel nvDFF design by using two ReRAMs to retain data in the event of power interruption. The NV STORE/RESTORE in this design is a passive operation and therefore does not require additional sequences or external control circuitry.

### 7.3.1 The Proposed nvDFF

The design of the proposed nvDFF and the modified circuit model of the ReRAM used in the proposed nvDFF are presented in this section. The schematic of the proposed nvDFF is shown in Fig. 7-7 consisting of the Master latch, Slave latch and modified ReRAM NV segment highlighted in dotted boxes.

TABLE 7-3 lists the parameters' respective values and the model's electrical characteristics are shown in Fig. 7-8. The parameters of the ReRAM model [145] are selected to match the characteristics of experimental results [33], [147].

To switch the ReRAM to the LRS, a positive pulse input of 1.2 V amplitude with 3 ns pulse


Fig. 7-7. Schematic of the nvDFF. The NV component consists of two ReRAMs, M1 and M2 and the grounding resistor, R1.


Fig. 7-8. Electrical characteristics of the ReRAM model showing (a) the response of the state variable to the input voltage and (b) the device current.

TABLE 7-3. ReRAM Model Parameters

| Parameters | Functions | Values |
| :---: | :---: | :---: |
| a1 | IV relationship modifier | 8.5 |
| a2 |  | 0.3 |
| b |  | 1.2e-3 |
| Vp | Switching voltage thresholds | 0.1 |
| Vn |  | 0.1 |
| Ap | State variable motion modifier | 5 e 10 |
| An |  | 1 e 10 |
| xp | State variable motion limiter | 0.9 |
| xn |  | 0.5 |
| $\alpha \mathrm{p}$ | State variable motion decay modifier | 5 |
| $\alpha \mathrm{n}$ |  | 0.5 |

width is applied while to switch the ReRAM to the HRS a negative pulse ( -1.2 V ) is applied with 3 ns pulse width duration.

The state variable of the ReRAM attains its maximum value when positive polarity voltage is applied from 1 ns to 4 ns (Fig. 7-8(a)). The LRS resistance of the ReRAM reaches $\sim 100 \Omega$ with the maximum current of 10 mA flowing through the device in Fig. 7-8(b). This state of the ReRAM is used to store the logic low level (data, $V_{D}=0$ ) in the nvDFF.

The ReRAM switches to HRS state when negative polarity voltage is applied from 5ns to 8ns and the state variable falls to its minimum value ((Fig. 7-8(a)). The HRS resistance is around $16 \mathrm{k} \Omega$ and the current through the device is a minimal $62 \mu \mathrm{~A}$. This state of the ReRAM is used
to store the logic high value in the nvDFF (data, $V_{D}=1$ ). It should be noted that the state variable remains constant until the SET/RESET voltage is applied and the device is able to store data when supplied power is removed.

Referring to Fig. 7-7, the Master latch consists of transmission gates, TG1 and TG3 and two serially connected inverters (T1/T2 and T3/T4). The nvDFF input is the TG1 input and TG1 switches on when the clock signal, Clk is high. The output of TG1 is connected to the input of the first inverter (T1/T2). The output of T1/T2 is connected to the T3/T4 input and the input of the Slave latch. The output of T3/T4 is connected to TG3 which switches on during Clk low. TG3 output is connected to the input of T1/T2 to form a feedback loop between T3/T4 output and T1/T2 input. This loop forms the latch part of the segment. The Slave latch has a similar layout to the Master latch but the transmission gates TG2 and TG4 are functionally reversed to their Master latch counterparts. TG2 switches on when Clk is low to connect the output from the $\mathrm{T} 1 / \mathrm{T} 2$ inverter to the $\mathrm{T} 5 / \mathrm{T} 6$ input.

Next, the function of the nvDFF is explained based on the WRITE/READ operation waveform shown in Fig. 7-9. When Clk is high the data ( $V_{D}=1$ or 0 ) to be written passes through TG1 into inverter T1/T2 and from T1/T2 outputs into inverter T3/T4. The output at T3/T4 ( $V_{D}$ ) is driven through TG3 during the falling edge of Clk and thus latches the data in the Master.

The inverted data (now $\overline{V_{D}}$ ) from $\mathrm{T} 1 / \mathrm{T} 2$ is only passed through TG 2 when Clk is low. $\overline{V_{D}}$ is


Fig. 7-9. Process waveforms of the nvDFF. Two VDD cut scenarios are shown.
inverted back to VD after passing through T5/T6 and becomes the Q output. T7/T8 inverter outputs $\overline{V_{D}}$ to the Q_b line as well as to TG4 which switches on during Clk high and connects Q b to the $\mathrm{T} 5 / \mathrm{T} 6$ input to form a latch. Thus, Q is always VD and $\mathrm{Q} \_\mathrm{b}$ is always $\overline{V_{D}}$.

When Q is high (' 1 ') and $\mathrm{Q} \_\mathrm{b}$ is low (' 0 '), the current flows from the BE to the TE of M1 and reversely from the TE to the BE of M2. As shown in Fig. 7-9, current flow from BE to TE switches M1 to HRS while the current flow from TE to BE switches M2 to LRS. The high resistance of M1 ensures the Q line is pulled to VD while the low resistance of M2 pulls down the Q_b line to ground. Conversely, the opposite happens when Q is low (' 0 ') and $\mathrm{Q} \_\mathrm{b}$ is high (' 1 '). M1 is now SET into LRS, pulling the Q line to ground while M2 is in HRS, feeding high ('1’) into Q_b.

As for the NV segment, when the power supply $V_{D D}$ is disrupted, the ReRAMs M1 and M2 retain their respective resistance states (Fig. 7-9). When $V_{D D}$ is restored after the first disruption, M 1 is in LRS and M2 is in HRS and Q and Q _ b immediately assume their pre-power-disruption values ( Q returns to low and $\mathrm{Q} \_\mathrm{b}$ to high). The nvDFF then functions as normal until the next power cut. M1 and M2 are in HRS and LRS respectively and maintain their states until $V_{D D}$ is restored.

Similarly, Q and Q b immediately assume their pre-power-disruption values of low and high respectively. Both M1 and M2 are always in opposing resistive states as can be seen in the waveform in Fig. 7-9.

The NVDFF transistors operate similar to conventional CMOS transistors where the switching threshold, $V_{M}$ is given as:

$$
\begin{equation*}
V_{M}=\frac{r V_{D D}}{1+r} \tag{7.1}
\end{equation*}
$$

where $r$ is the transistor width ratios.

1. 2-bit Counter:

The 2 -bit counter is created out of 2 nvDFFs (FF1 and FF2) and an XOR gate (Fig. 7-10) and the process waveform is given in Fig. 7-9. Q1 and Q2 corresponds respectively to bit ' 0 ' and bit ' 1 ' of the counter and the counter counts up by one bit at each clock signal rise.


Fig. 7-10. Two nvDFFs, FF1 and FF2 combined with an XOR gate to form a NV 2-bit counter.


Fig. 7-11. Process waveforms of the nvDFF-based 2-bit counter showing recovery after VDD cut.

In Fig. 7-11, $V_{D D}$ is first disrupted after the second Clk pulse when Q 1 and Q 2 are ' 01 '. When power is restored Q1 and Q2 immediately restore their 01 values and the counter continues from before the power cut. The second $V_{D D}$ cut happens when Q 1 and Q2 are ' 10 ' and they successfully restore after power restoration.

## 2. 4-bit Shift-Register

Next, four nvDFFs (FF1, FF2, FF3, and FF4) are serially connected to form a 4-bit shift-register (Fig. 7-12). At the first Clk rising edge D1 follows the Input and becomes high (' 1 '). At the next Clk rising edge D1 transmits its high ('1') value to D2 and D1 falls to low (' 0 '). The same happens for D2 and D3 at the next Clk rising edge and the for D 3 and D 4 for the Clk rising edge after that.
The $V_{D D}$ disruption happens after the second Clk pulse in Fig. 7-13. At this point, D2 is high (' 1 ') after having received the transmitted value from D1 and D1, D3, and D4 are low (' 0 ').

When $V_{D D}$ is restored, D1, D2, D3, and D4 successfully restore their pre-powerdisruption values and the register is not affected by the power disruption. The


Fig. 7-12. Four nvDFFs (FF1, FF2, FF3, and FF4) combined to form a 4-bit NV shift-register.


Fig. 7-13. Process waveforms of the nvDFF-based 4-bit shift register showing recovery after VDD cut.
nvDFFs introduce NV into these circuits and they demonstrate ability to retain their previous data even with disruption to the power supply, $V_{D D}$.
The following section will look into the simulation results of these proposed circuits and demonstrate the effect of the NV property.

### 7.3.2 Simulation and Results

In this section, the electrical model of the ReRAM used in this work is first presented before the proposed nvDFF design is evaluated discussed. A simulation of the design is carried out with 3 transistor technology node sizes; $32 \mathrm{~nm}, 45 \mathrm{~nm}$, and 65 nm . The EDA tool used is LTSpice and the transistor models are obtained from [35].

The nvDFF performs like a conventional DFF during normal operations but the ReRAMs retain their resistive states during power interruption and the nvDFF is able to recover its previous configuration. As this design is a modification of the conventional DFF and ReRAMs
are CMOS back-end-of-line (BEOL) compatible, the nvDFF can be easily adapted to current manufacturing processes.

1. The nvDFF Electrical Behaviour:

The waveform for the nvDFF operating under normal DFF behaviour for 45 nm node is plotted in Fig. 7-14. The design functions as expected and the NV segment does not have an effect on normal DFF behaviour. $V_{D D}$ interrupts are then performed to test Restore function under two conditions;

- Restore $\mathrm{Q}={ }^{\prime} 0^{\prime}$ and $\mathrm{Q}=\mathrm{b}={ }^{\prime} 1$ '
- Restore $\mathrm{Q}={ }^{\prime} 1$ ' and Q - $\mathrm{b}={ }^{\prime} \mathbf{0}^{\prime}$

The results are shown in Fig. 7-15 and Fig. 7-16 respectively. In both figures, the NV segment passively captures the data at the time of power interruption and recovers immediately when $V_{D D}$ normalizes. The setup thus provides a quick RESTORE mechanism with no additional RESTORE-delays and sequences as the NV components are directly incorporated into the DFF layout and no external control circuitry is utilized. For comparison, the failed Restore $\mathrm{Q}={ }^{\prime} 0$ ' and $\mathrm{Q} \_\mathrm{b}=$ ' 1 ' sequence for the vFF is plotted in Fig. 7-17.


Fig. 7-14. nvDFF displaying normal DFF behaviour.


Fig. 7-15. Successful restore of $\mathrm{Q}=0$ and $\mathrm{Q} \mathrm{b}=1$ after 137 ns VDD cut. Q switches from 1 to 0 at 25 ns before VDD interrupt.


Fig. 7-16. Successful restore of $\mathrm{Q}=1$ and $\mathrm{Q} \mathrm{b}=0$ after 137 ns VDD cut.

The $\mathrm{Q} / \mathrm{Q} \mathrm{b}$ rising/falling times and clock-to-q delay ( tCQ ) are important parameters for a Flip-Flop to capture the propagation time for the Q input to match the D input and the time required for the Q output to stabilize. Both parameters for the nvDFF are measured for the three transistor technology nodes and compared with


Fig. 7-17. Removal of NV segment results in failure to restore $\mathrm{Q}=0$ and $\mathrm{Q}=1$ after VDD cut.


Fig. 7-18. Switching delay timings for nvDFF and vDFF for different transistor technology nodes.

TABLE 7-4. Clk-to-Q Timings for nvDFF and vDFF

their vDFF counterparts. The $\mathrm{Q} / \mathrm{Q}$ b rising/falling times are measured during switching from $\mathrm{Q}={ }^{\prime} 0^{\prime}, \mathrm{Q}_{-} \mathrm{b}==^{\prime} 1$ ' to $\mathrm{Q}={ }^{\prime} 11^{\prime}, \mathrm{Q}, \mathrm{b}={ }^{\prime} 0$ ' and vice versa. These results are plotted in Fig. 7-18 and listed in TABLE 7-4. TABLE 7-4 also lists the maximum


Fig. 7-19. -0.1VDD displaying normal DFF behaviour and successful restore after power supply cut.

TABLE 7-5. nvDFF Clk-to-Q Timings With $\pm 0.1$ VDD Variability

| Transistor <br> node (nm) | Clk-to-Q <br> delay (ps) | $\|r\|$ <br>  <br> Q rising time / <br> Q_b falling time | Switching delay (ps) <br> Q_b rising time |  |
| :---: | :---: | :---: | :---: | :---: |
|  | 17.81 | 33.46 | 32.10 | 15.2544131 |
| +0.1 | 14.42 | 27.64 | 27.25 | 18.21991437 |

frequency (Fmax) for the flip-flops using the measured switching delay timings and the average and worst-case RESTORE times for the nvDFF.

As the nvDFF has a passive STORE mechanism, the nvDFF's minimum required STORE time for a successful RESTORE after power failure should be regarded as similar to the switching times in TABLE 7-4. The nvDFF's passive RESTORE ensures an almost immediate RESTORE after start-up with average RESTORE timings of 31.11 ps for RESTORE0 and RESTORE1. The worst-case RESTORE


Fig. 7-20. +0.1 VDD displaying normal DFF behaviour and successful restore after power supply cut.
measurements are obtained from the RESTORE simulations with the longest delay and show an average of 38.79 ps .
The Clk-to-Q delay timings of both nvDFFs and vDFFs are within range of each other because Clk-to-Q propagation is controlled by the transistors and the transistor technology node has a dominant effect on this timing. On the other hand, the rise and fall times of the nvDFFs are higher than the vDFFs for both low to high and high to low conditions. This is because additional time is taken to switch the ReRAM resistances. The nvDFFs are slower by an average of 1.1x and 1.01x for low to high and high to low switching respectively. This are not large values and indicate that nvDFFs comprised of fast-switching-ReRAMs can be viable. This delay is sensitive to the NV technology and using slower switching ReRAMs will increase delays. The nvDFF is then tested under $V_{D D}$ variability conditions.
$V_{D D}$ of $\pm 0.1 \mathrm{~V}$ is supplied to the nvDFF which is tested for normal behaviour and $V_{D D}$ interrupt during CLK high and low. The waveforms for $V_{D D}-0.1 \mathrm{~V}$ and $V_{D D}+0.1$ V using 45 nm technology nodes are plotted in Fig. 7-19 and Fig. 7-20 respectively.
The circuit shows robustness and is able to retain data even with $V_{D D}$ variation. The $t_{\mathrm{CQ}}$ of the nvDFF under $\mathrm{V}_{\mathrm{DD}}$ variability is listed in TABLE 7-5.
2. Power Dissipation

Measurements for average and worst-case power dissipation of the nvDFF and vDFF are carried out next. Two conditions are tested for both measurements: Q change from ' 1 '-to- ' 0 ' or ' 0 '-to-' 1 ' and vice versa for $\mathrm{Q}_{-} \mathrm{b}$.


Fig. 7-21. Power dissipation of active components in the nvDFF during active operation.

TABLE 7-6. Average Power Dissipation

|  | Switching Power Dissipation ( $\mu \mathrm{J})$ |  |
| :---: | :---: | :---: |
|  | $\mathrm{Q}=0$-to-1, Q_b=1-to-0 | $\mathrm{Q}=1$-to-0, Q_b=0-to-1 |
|  | 24.156 | 32.614 |
| nvDFF | 70.236 | 67.394 |

TABLE 7-7. Worst-case Power Dissipation

|  | Switching Power Dissipation ( $\mu \mathrm{J}$ ) |  |
| :---: | :---: | :---: |
|  | $\mathrm{Q}=0$-to-1, Q_b=1-to-0 | $\mathrm{Q}=1$-to-0, Q_b=0-to-1 |
|  | 66.453 | 69.409 |
| nvDFF | 85.324 | 81.968 |

For the average power dissipation measurement, the average power is measured during Q switching. The peak power is taken for the worst-case measurement. To ensure similarity, the same input voltages are used throughout the tests. The average power dissipation is listed in TABLE 7-6 while the worst-case power dissipation is listed in TABLE 7-7.

Additionally, the average power dissipation of the active components in the nvDFF which are namely, the conventional DFF and NV segments during active operation (T5, M1, and R1 during Q high (Q_b low) / T7, M2, and R1 during Q low (Q_b high) in Fig. 7-7) is plotted in Fig. 7-21 for different transistor nodes.

## 3. ReRAM Process Variation Effects

The effects of the ReRAM process variations on the Clk-to-Q delay, Q rise/Q_b fall time, Q fall/Q_b fall time, and maximum Q voltage are then investigated and plotted in Fig. 7-22-Fig. 7-25. To simulate the process variation effects, the parameters are measured for each $5 \%$ increase/decrease of the LRS and HRS resistances of the ReRAM to a maximum of $10 \%$.

The measured timings are increased at lower resistances as the lower ReRAM resistance increases the time required for Q and $\mathrm{Q} \_\mathrm{b}$ lines to be driven to their correct value. The worst-case increase in seen in $-10 \%$ ReRAM resistance with an increase of $8 \%, 7 \%$, and $15 \%$ for the Clk-to-Q delay, Q rise/Q_b fall time, and Q fall/Q_b fall time respectively. Conversely, the increase in ReRAM resistance improves the timings by $9 \%, 7 \%$, and $10 \%$ respectively.


Percentage Variation of ReRAM Resistance
Fig. 7-22. Process variation effect on Clk-to-Q delay time.


Fig. 7-23. Process variation effect on Q rise/Q_b fall time.


Percentage Variation of ReRAM Resistance
Fig. 7-24. Process variation effect on $Q$ fall/Q_b rise time.


Fig. 7-25. Process variation effect on maximum $Q$ voltage.

The variation in ReRAM resistance also affects the maximum Q voltage; a decrease in ReRAM resistance provides an easier path-to-ground for the current thereby lowering the Q voltage and vice versa when the ReRAM's resistance is increased. The average change in maximum Q voltage however is low at $2 \%$.

## 4. Comparison of nvDFF Criteria

In this section an evaluation of nvDFF criteria such as cell area, STORE time, voltages, and power, and endurance is carried out with the benchmarks of other nvDFF circuits from [148], [149], [150], [151], [152], and [153]. TABLE 7-8 provides the summary of this comparison. The ReRAM endurance values of $10^{8}$ are obtained from literature [154].

TABLE 7-8. nvDFF Design Comparison

| Type | This work | [148] | [149] | [150] | [151] | [152] | [153] |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Structure | 16T2R | 8T2R | 12T | 19T2R | 6T2C | 6T2R | 7T2PCM |
| NV device | ReRAM | ReRAM | SONOS | MRAM | Fe. C | ReRAM | PCM |
| T ${ }_{\text {Store }}$ | -* | 10 ns | 4 ms | 6 ns | 200 ns | 100ns | 200na |
| V ${ }_{\text {Store }}$ | 1.2/-1.2 | 1.8/-1.6 | -10/11 | N/A | 3V | N/A | 3 V |
| $\mathrm{P}_{\text {Store }}$ | $70 \mu \mathrm{~J}$ | $64-75 \mu \mathrm{~J}$ | N/A | N/A | N/A | N/A | $150 \mu \mathrm{~J}$ |
| Endurance | $10^{8}$ | $2 \times 10^{8}$ | $10^{6}$ | Inf. | $10^{8}$ | N/A | $10^{6}$ |

5. Incorporating the nvDFF in Complex Circuits

In this section the nvDFF is used to build the complex circuits discussed in the previous section and the NV character is tested by interrupting power supply.
The same inputs as the ones used in the VDD variability tests are supplied to the 2-bit counter circuit (Fig. 7-10) and the VDD, Clk, Q1 and Q2 outputs are plotted in Fig. 7-26. The counter counts up normally between $0-26$ ns before the VDD is interrupted. A1 and A2 interrupts are performed during Clk high and B1 and B2 are
interrupts during Clk low. Both nvDFFs retain their state during the interrupt and the counter operation is not disturbed.

For the next design, four nvDFFs (FF1, FF2, FF3, and FF4) are incorporated to form a 4-bit shift-register (Fig. 7-12). The circuit undergoes the same testing conditions as the 2-bit counter and the VDD, Clk, Input, D1, D2, D3, and D4 waveforms are plotted in Fig. 7-27. Similarly, the normal shift-register operation occurs from $0-26 \mathrm{~ns}$ where one bit is shifted from FF1 $\rightarrow$ FF2 $\rightarrow$ FF3 $\rightarrow$ FF4 $(\mathrm{D} 1 \rightarrow \mathrm{D} 2 \rightarrow \mathrm{D} 3 \rightarrow \mathrm{D} 4)$. The input is raised at 22 ns to initialize another one-bit sequence where D 1 goes high for the second time at the third Clk rising edge. VDD is again interrupted during CLK high at A 1 and A 2 and during Clk low at B 1 and B 2 . The bit shifting is not affected and the $\mathrm{D} 1 \rightarrow \mathrm{D} 2 \rightarrow \mathrm{D} 3 \rightarrow \mathrm{D} 4$ sequence continues without disturbance.


Fig. 7-26. VDD, Clk, Q1, and Q2 waveforms for NV 2-bit counter. Regular 2-bit counter operation occurs between 0 26 ns before VDD interrupt tests during Clk high (A1 and A2) and Clk low (B1 and B2).


Fig. 7-27. VDD, Clk, Input, D1, D2, D3, and D4 waveforms for NV 4-bit shift-register. Regular shifting operation occurs between 0-26ns before VDD interrupt tests during Clk high (A1 and A2) and Clk low (B1 and B2).

### 7.4 Non-Volatile DRAM

The DRAM which consists of one access transistor and one charge-storing capacitor (1T1C) in its most basic form is facing massive scaling challenges with current feature sizes at $>10 \mathrm{~nm}$, lagging behind processor fabrication processes [155]. A major limiting factor is in the scaling of the capacitor; the capacitor's aspect ratio is delicate and must be considered at every reduction in size. Downsizing the capacitor also reduces the cell capacitance, increasing charge leakage and variable retention time (VRT) [156]. The capacitor's charge leakage also makes the DRAM cell volatile and requires energy-consuming refresh cycles during operation.

Replacing the capacitor with a ReRAM would provide a solution to the challenges above. This section introduces a one transistor, one resistor, one ReRAM (1T2R) nvDRAM cell architecture that offers a solution to conventional 1T1C DRAM scaling whilst eliminating the need for energy-consuming refresh cycles by making use of the ReRAM's NV.

### 7.4.1 The Proposed nvDRAM

Fig. 7-28 shows the schematics of the proposed 2T1R cell consisting of two access transistors and one ReRAM which is the storage component.

The transistor, $\mathrm{T}_{\mathrm{W}}$ is the WRITE access transistor and is connected to the bitline, wordline, and node N . $\mathrm{T}_{\mathrm{W}}$ is switched on during the WRITE sequence by the wordline voltage, WL at its gate to form a path between the WRITE bitline voltage, BL and node N. At the same time, the READ segment is left floating and the voltage at N is the voltage flowing through the ReRAM:

$$
\begin{equation*}
V_{N}=V_{\text {ReRAM }}=V_{\text {Bitline }} \tag{7.2}
\end{equation*}
$$

The READ sequence is handled by the READ transistor, $\mathrm{T}_{\mathrm{R}}$ which provides a dividing resistance and is connected to the READ voltage line, RL and node $N$. This forms a simple voltage divider at N and the value of $\mathrm{T}_{\mathrm{R}}$ has to be adjusted depending on the ReRAM's highest resistance to provide accurate Boolean outputs during READ.

Taking the voltage at N and the output, Vout during READ is given as:

$$
\begin{equation*}
V_{N}=V_{O U T}=\left(\frac{R_{\text {RERAM }}}{R_{T}+R_{R E R A M}}\right) V_{\text {READ }} \tag{7.3}
\end{equation*}
$$

 $V_{\text {OUT1 }} \approx V_{\text {READ }}$ and stored DATA1 is fed to the output. Alternatively, when the ReRAM is in LRS, ( $\mathrm{T}_{\mathrm{R}}>\mathrm{R}_{\text {RERAM }}$ ) so that Vout2 is a fraction of $\mathrm{V}_{\text {Read }}$ and much lower than Voutl which is then read as stored DATA0 is at the output.

The WRITE and READ operations of the nvDRAM are shown in Fig. 7-28 and Fig. 7-29 and are described as follows:



Fig. 7-29. 2T1R nvDRAM READ1 and READ0 operation.

## 1. WRITE Operation

As shown in Fig. 7-28, the V READ line is left floating during WRITE to remove the path from N through $\mathrm{T}_{\mathrm{R}}$. The wordline is set to high to turn on $\mathrm{T}_{\mathrm{W}}$. This enables the bitline voltage to be driven to node N which will correspondingly determine the resistance of the ReRAM.

As the ReRAM is bipolar, the bitline voltage is positive polarity for WRITE 1 and switches the ReRAM from LRS to HRS (Fig. 7-28(a)). Alternatively WRITE 0 requires a negative polarity Bitline voltage which switches the ReRAM from HRS to LRS (Fig. 7-28(b)). The ReRAM's resistance does not change if it is already in HRS during WRITE 1 and LRS during WRITE 0.

## 2. READ Operation

For the READ operation, the wordline voltage is kept at 0 to turn off $\mathrm{T}_{\mathrm{W}}$ and remove the connection between N and the bitline. V Read is supplied and subsequently divided by both $T_{R}$ and the ReRAM's resistance at N. If the ReRAM is in HRS (stored DATA1), the ReRAM resistance is much higher than the resistance of $\mathrm{T}_{\mathrm{R}}\left(\mathrm{HRS}\right.$ resistance $\left.=1 \mathrm{M} \Omega, \mathrm{T}_{\mathrm{R}}=275 \mathrm{k} \Omega\right)$ and blocks the current path to ground (Fig. 7-29(a)). The output voltage, Vout is around Vread levels and is therefore high (1).

For READ0, the ReRAM is in LRS ( $\mathrm{R}_{\mathrm{LRS}}=10 \mathrm{k} \Omega$ ) and has a much lower resistance than $\mathrm{T}_{\mathrm{R}}$, therefore establishing a current path from N to ground and $\mathrm{V}_{\text {out }}$ levels drop to low (Fig. 7-29(b)).

In this work, a positive polarity $\mathrm{V}_{\text {Read }}$ is used to minimize external circuitry and wiring. This however, produces a positive current flow through the LRS-configured ReRAM (DATA0) similar to the current flow during WRITE 1 (Fig. 7-28(a) and

Fig. 7-28(b)), causing the ReRAM's resistance to begin drifting to HRS. This eventually leads to a catastrophic resistance flip after multiple READ0 sequences.

This is shown in TABLE 7-9 where simulation is carried out using repeated READ pulses without the Restore segment. The ReRAM is switched to LRS (DATA0) then fed with 400 READ pulses of differing READ voltage amplitudes. The higher amplitudes lead to lower READ cycles-after-WRITE before the ReRAM's state variable drifts from its LRS state to HRS. The nvDRAM cell's output voltage at the point of failure, Voutof is included and shows that it does not significantly differ from the output voltage of DATA1, Vout1. Additionally, the Vout1 in TABLE 7-9 shows that the 1.2 V READ voltage is desirable to maintain a high output voltage during READ1.

It is thus necessary to include a negative polarity Restore pulse after the Read pulse to recover the ReRAM's resistance drift during READ0. This is incorporated into the design with the READ operation pulse consisting of a $100 \mathrm{ps},+1.2 \mathrm{~V}$ Read pulse followed immediately by a $100 \mathrm{ps},-1.2 \mathrm{~V}$ Restore pulse.

The reverse scenario for the HRS-configured ReRAM (DATA1) during the negative Restore pulse is not a concern as the HRS resistance is large (in $\sim \mathrm{M} \Omega$ range) and the short duration of the Restore pulse is not sufficient to affect the ReRAM.

The WRITE and READ operations of the proposed design happen passively and the high retention time of ReRAMs ( $\sim 10^{7}$ seconds [43]) provides a passive NV solution that eliminates the periodic refresh requirements endemic in conventional DRAMs.

TABLE 7-9. READ Voltages and Cycles to Failure without Restore

| READ Voltage <br> (V) | READ cycles to failure without Restore | Voutof (mV) | Vouti (mV) |
| :---: | :---: | :---: | :---: |
| 0.4 | 66 | 267.619 | 313.747 |
| 0.6 | 56 | 401.102 | 471.162 |
| 0.8 | 35 | 531.150 | 628.056 |
| 1.0 | 30 | 669.370 | 783.594 |
| 1.2 | 26 | 805.339 | 937.015 |

## 3. Electrical Characteristics

Fig. 7-30 shows the simulated WRITE1 (dotted blue line) and WRITE0 (solid red line) operation waveforms for the 2T1R cell.

For WRITE1, a pulse-width of 10 ns length and 1V amplitude is supplied to the bitline. The wordline is raised to 1 V for the same duration to activate access transistor, TW. It can be seen in Fig. 7-30 that the ReRAM state variable, which represents the ReRAM resistance switches accordingly from 1 (LRS) to 0 (HRS).
A negative polarity pulse-width of 25 ns length and -0.3 V amplitude is supplied for WRITE0 operation (Fig. 7-30). In this case the state variable of the ReRAM switches from ' 0 ' to ' 1 ' and the ReRAM is in LRS.

The READ operation is demonstrated in Fig. 7-31. The output of the cell to the sense amplifiers, VOUT is provided during the positive-polarity READ pulse. VOUT high is represented by the blue-dotted line while VOUT low is represented by the solid red line. VOUT high (VOUT1) is around 1 V and VOUT low (VOUT2) is around 0 V during the READ pulse.
The following negative polarity pulse-width is the Restore pulse to recover any resistance drift in the ReRAM during READ. All values at VOUT at this time should be disregarded.

This way, the READ operation pulse is the same for both READ0 and READ1 and both READs can be controlled by the same singular external source circuit. The ReRAM state variable shows that the ReRAM resistances are not affected by this


Fig. 7-30. WRITE1 and WRITE0 operations of the 2T1R nvDRAM cell.


Fig. 7-31. READ1 and READ0 operations of the 2T1R nvDRAM cell.

READ scheme.

### 7.4.2 2T1R nvDRAM Assessment

The proposed 2T1R cell is then tested for typical DRAM performances as well as its NV characteristics with simulations using LTSpice. The tests carried out are as follows:

1) Bit-flipping by using sequentially alternative WRITE operations to confirm complete ReRAM resistance switching.
2) Bit Hammer test. Repeated READ pulses are supplied to the cell after WRITE0 and WRITE1 to ensure no bit-flip error occurrences.


Fig. 7-32. Bit-flip 0-to-1 test of the 2T1R nvDRAM cell.


Fig. 7-33. Bit-flip 1-to-0 test of the 2T1R nvDRAM cell.
3) Measurements for WRITE and READ delays, energy dissipation, and EDP parameters of the nvDRAM cell. The results are then compared with existing DRAM cell architectures.

The transistors used in the simulations are predictive technology models (PTM) from [118].

Fig. 7-32 shows the simulation results for ' 0 '-to-' 1 ' and Fig. 7-33 shows the simulation for ' 1 '-to-‘ 0 ' tests. The ReRAM state variable in both simulations begin at an initial state and are completely switched to either HRS or LRS before being switched again to opposing states. For the ' 0 '-to-' 1 ' test, the ReRAM completes a full switch from LRS to HRS and the ReRAM completes a full switch from HRS to LRS


Fig. 7-34. Bit hammer test for stored DATA1 and DATA0.

TABLE 7-10. WRITE and READ delay, Energy Dissipation, Retention Time, and EDP

| Transistor Node (nm) | Operation | Cell |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 3T1D [157] |  |  | B3T [158] |  |  |  |  | 4T1D1R [64] |  |  |  | 4T1RP [64] |  |  |  | 2T1R [this work] |  |  |  |
|  |  | Delay (ps) | Energy dissipation (nJ) | $\begin{gathered} \text { EDP } \\ (\mathrm{ps} \cdot \mathrm{~nJ}) \end{gathered}$ | RetentionDelay  <br> Time <br> $(\mathrm{ns})$ $(\mathrm{ps})$ |  | Energy dissipation (nJ) | $\begin{gathered} \text { EDP } \\ (\mathrm{ps} \cdot \mathrm{~nJ}) \end{gathered}$ | Retention Time (ns) | Delay (ps) | Energy dissipation <br> (nJ) | $\begin{gathered} \mathrm{EDP} \\ (\mathrm{ps} \cdot \mathrm{~nJ}) \end{gathered}$ | Retention Time (ns) | Delay (ps) | Energy dissipation <br> (nJ) | $\begin{gathered} \mathrm{EDP} \\ (\mathrm{ps} \cdot \mathrm{~nJ}) \end{gathered}$ | Retention Time (ns) | Delay (ps) | Energy dissipation (nJ) | $\begin{array}{\|c\|} \hline \text { EDP } \\ (\mathrm{ps} \cdot \mathrm{~nJ}) \end{array}$ | Retention Time |
| 22 | WRITE0 | 89.43 | 810.9 | $\begin{array}{\|l\|} \hline 7.25 \mathrm{e} 4 \\ \hline 1.28 \mathrm{e} 5 \\ \hline \end{array}$ | 319.4 | 136.4 |  | $\frac{1.39 \mathrm{e} 5}{2.39 \mathrm{e} 5}$ | 362.7 | 123.8 | 845.9 | $\begin{array}{\|l\|} \hline 1.05 \mathrm{e} 5 \\ \hline 1.85 \mathrm{e} 5 \\ \hline \end{array}$ | 235.9 | 188.9 | 1059 | $\begin{array}{\|l\|} \hline 2.00 \mathrm{e} 5 \\ \hline 3.45 \mathrm{e} 5 \\ \hline \end{array}$ | 267.9 | 16637 | $6.53 \mathrm{e}-4$ | 10.86 | inf |
|  | WRITE1 | 158.0 |  |  |  | 235.6 |  |  |  | 218.7 |  |  |  | 326.2 |  |  |  | 7633 | 3.54 e-4 | 2.704 |  |
|  | READ0 | 172.1 | 879.2 | 1.51 e 5 |  | 165.3 | 946.9 | 1.57 e 5 |  | 175.7 | 916.4 | $\begin{array}{\|l\|} \hline 1.61 \mathrm{e} 5 \\ \hline 2.06 \mathrm{e} 5 \\ \hline \end{array}$ |  | 169.3 | 987.1 | 1.67 e 5 |  | 200 | 1.66 e-4 | $3.3 \mathrm{e}-2$ |  |
|  | READ1 | 213.9 |  | 1.88 e 5 |  | 162.4 |  | 1.54 e 5 |  | 224.7 |  |  |  | 164.0 |  | 1.62 e 5 |  | 200 | 2.10 e-4 | $4.2 \mathrm{e}-2$ |  |
|  | RESTORE0 | - | - | - | - | - | - | - | - | 99.25 | 691.3 | $\begin{array}{\|c\|} \hline 6.86 \mathrm{e} 4 \\ \hline 8.66 \mathrm{e} 4 \\ \hline \end{array}$ |  | 117.1 | 845.5 | $\begin{array}{\|c\|} \hline 9.90 \mathrm{e} 4 \\ \hline 1.25 \mathrm{e} 5 \\ \hline \end{array}$ |  | - | - | - |  |
|  | RESTORE1 | - | - | - | - | - | - | - | - | 125.3 |  |  |  | 147.8 |  |  |  | - | - | - |  |
| 32 | WRITE0 | 103.1 | 1002 | 1.03 e 5 | 613.7 | 157.3 | 1265 | 1.99 e 5 | 697.3 | 141.5 | 1054 | $\frac{1.49 \mathrm{e} 5}{2.48 \mathrm{e} 5}$ | 428.7 | 215.9 | 1331 | $\begin{array}{\|l\|} \hline 2.87 \mathrm{e} 5 \\ \hline 4.67 \mathrm{e} 5 \\ \hline \end{array}$ | 486.9 | 16640 | $7.17 \mathrm{e}-4$ | 11.92 | inf |
|  | WRITE1 | 171.6 |  | 1.72 e 5 |  | 255.9 |  | 3.24 e 5 |  | 235.5 |  |  |  | 351.2 |  |  |  | 7797 | $4.43 \mathrm{e}-4$ | 3.452 |  |
|  | READ0 | 187.3 | 1095 | 2.05 e 5 |  | 180.4 | 1179 | 2.13 e 5 |  | 191.2 | 1140 | $\begin{array}{\|l\|} \hline 2.18 \mathrm{e} 5 \\ \hline 2.69 \mathrm{e} 5 \\ \hline \end{array}$ |  | 184.2 | 1227 | 2.26 e 5 |  | 200 | 1.66 e-4 | $3.3 \mathrm{e}-2$ |  |
|  | READ1 | 229.1 |  | 2.51 e 5 |  | 175.6 |  | 2.07 e 5 |  | 235.9 |  |  |  | 175.6 |  | 2.16 e 5 |  | 200 | $2.17 \mathrm{e}-4$ | $4.3 \mathrm{e}-2$ |  |
|  | RESTORE0 | - | - | - | - | - | - | - | - | 99.25 | 870.1 | $\begin{array}{\|l\|} \hline 8.64 \mathrm{e} 4 \\ \hline 1.09 \mathrm{e} 5 \\ \hline \end{array}$ |  | 136.3 \| | 1063 | $\begin{array}{\|l\|} \hline 1.45 \mathrm{e} 5 \\ \hline 1.82 \mathrm{e} 5 \\ \hline \end{array}$ |  | - | - | - |  |
|  | RESTORE1 | - | - | - | - | - | - | - | - | 125.3 |  |  |  | 171.4 |  |  |  | - | - | - |  |
| 45 | WRITE0 | 120.5 | 1245 | 1.50 e 5 | 1112 | 183.9 | 1573 | 2.89 e 5 | 1263 | 159.9 | 1384 | $\begin{array}{\|c\|} \hline 2.21 \mathrm{e} 5 \\ \hline 3.47 \mathrm{e} 5 \\ \hline \end{array}$ | 749.5 | 224.0 | 1748 | 3.92e5 |  | 16651 | 7.78 e-4 | 12.96 | nf |
|  | WRITE1 | 189.1 |  | 2.35 e 5 |  | 282.0 |  | 4.44 e 5 |  | 250.9 |  |  |  | 374.2 |  | 6.54 e 5 |  | 8161 | $4.45 \mathrm{e}-4$ | 3.632 |  |
|  | READ0 | 211.2 | 1376 | 2.91 e 5 |  | 203.5 | 1482 | 3.02 e 5 |  | 215.6 | 1422 | $\begin{array}{\|l\|} \hline 3.07 \mathrm{e} 5 \\ \hline 3.76 \mathrm{e} 5 \\ \hline \end{array}$ |  | 207.5 | 1531 | 3.18 e 5 |  | 200 | 1.66 e-4 | 3.3e-2 |  |
|  | READ1 | 253.0 |  | 3.48 e 5 |  | 188.3 |  | 2.79 e 5 |  | 264.6 |  |  |  | 193.7 |  | 2.97 e 5 |  | 200 | $2.19 \mathrm{e}-4$ | $4.4 \mathrm{e}-2$ |  |
|  | RESTORE0 | - | - | - | - | - | - | - | - | 117.6 | 1022 | $\begin{array}{\|l\|} \hline 1.20 \mathrm{e} 5 \\ \hline 1.52 \mathrm{e} 5 \\ \hline \end{array}$ |  | 156.0 | 1249 | $\frac{1.95 \mathrm{e} 5}{2.46 \mathrm{e} 5}$ |  | - | - | - |  |
|  | RESTORE1 | - | - | - | - | - | - | - | - | 148.4 |  |  |  | 196.9 |  |  |  | - | - | - |  |

[^1]

Fig. 7-35. Comparison of WRITE0 and WRITE1 EDPs for nvDRAM cells.
for the ' 1 '-to- ' 0 ' test. The length and amplitude of the WRITE pulse are important criteria and are highly dependent on the ReRAM's properties. ReRAM switching speeds differ according to the material it is fabricated from and the nvDRAM operation should be tuned appropriately.

Next, repeated READ pulses are supplied after WRITE1 and WRITE0 operations to test for bit-flip errors and the ReRAM's resistance stability (represented by the ReRAM state variable in Fig. 7-34).

The READ pulse shows no significant effect on the ReRAM state variable. Similar to the WRITE pulse, the Read and Restore segment of the READ pulse in this design are tuned to match the characteristics of the ReRAM.

The nvDRAM WRITE and READ delays, energy dissipation, and EDP for transistor technology nodes of $22 \mathrm{~nm}, 32 \mathrm{~nm}$, and 45 nm are then measured for the nvDRAM and listed in TABLE 7-10. Also included in the table are the parameters for existing DRAM architectures; namely, a three transistor, one gated diode (3T1D) cell [157], a boosted 3T1D (B3T) cell [158], a four transistor, one gated diode, one ReRAM (4T1D1R) cell [64], and a four PMOS transistor, one gated diode, one ReRAM (4T1RP) cell [64]. The 2T1R cell has larger WRITE delays compared to the other designs due to the switching timings of the ReRAM. This is a limitation of the ReRAM used in this work and can be improved by using faster switching ReRAMs (ie. picoseconds switching ReRAM [159]).

However, the average WRITE energy dissipation is calculated by taking each design's average WRITE0 and WRITE1 energy dissipation for every technology node and shows that the 2 T 1 R cell has an average of $1.19 \times 10^{3} \mathrm{~nJ}$ lower energy consumption than the compared DRAM cells. This reduction in energy dissipation is a result of the use of a single WRITE transistor in the 2T1R. The 2T1R cell is also


NV and forgoes the retention time criteria of the compared designs. The 3T1D cell for example has a retention time of 319.4 ns for the 22 nm technology node and has to be refreshed at every retention time interval. Therefore, the energy consumption for a typical usage would be far larger than the values in TABLE 7-8.

The measured EDP of the designs in TABLE 7-10 are then plotted in Fig. 7-35 (WRITE0, WRITE1) and Fig. 7-36 (READ0, READ1) according to technology node sizes. The 2T1R is shown to provide an improvement in EDP and is closer to conventional 3T1C DRAM EDP of $3.89 \times 10^{-13} \mathrm{ps} \cdot \mathrm{nJ}$ in [160].
Each design's average READ energy dissipation and EDP for are calculated by taking the average energy dissipation for READ0 and READ1 across transistor sizes. The 2T1R shows lower average READ energy dissipations and EDPs by 1181.8 nJ and $2.36 \times 10^{5} \mathrm{ps} \cdot \mathrm{nJ}$ respectively than the compared cells. This is again due to the reduction in transistor count in the nvDRAM cell.

### 7.5 Summary

The nvD latch successfully introduces NV into the D latch design with the use of two ReRAMs and is able to achieve faster switching than compared designs. The design's NV property allows it to be used in devices where frequent power interruptions are expected or for devices that require intermittent usage, allowing for proper SLEEP mode where the power supply to the memory can be switched off and reducing power consumption of large-scale electronic circuits.

The nvDFF's is advantageous for NVPs where protection from power disruption is crucial or where intermittent power is expected. A proper SLEEP mode with close-to-zero power consumption during Processor SLEEP is also achievable with nvDFF-based NVPs. In this regard, the nvDFF is a suitable solution for IoT devices that expect to experience power
disruptions or devices that have long SLEEP times with intermittent operation. The nvDFF shows an average of 1.1 x low-to-high switching delay and an average of 1.02 x high-to-low switching delay compared to the vDFF while the Clk-to-Q delay between both shows an average difference of 1.01 x . The nvDFF electrical performance matches well with the SRAMbased DFF and can be used as a substitute where NV is essential.

The nvDRAM design demonstrates NV and resilience to bit-flipping in simulation tests. Although the 2T1R has higher single WRITE delays, it has an average $1.19 \times 10^{3} \mathrm{~nJ}$ lower WRITE energy consumption than the compared DRAM cells. The proposed cell's NV eliminates the need for refresh operations unlike the referenced designs. Its low energy WRITE coupled with the removal of refresh offers great promise as a next-generation DRAM cell candidate. The 2T1R's READ performance metrics are also lower than the reference DRAM cells by an average of 1181.8 nJ . The nvDRAM provides a solution for the DRAM scaling problem as well as eliminating the need for periodic refresh cycles that is the hallmark of conventional DRAM technology.

## 8. Chapter Eight

## The Non-Volatile FPGA Architecture

This chapter presents the holistic nvFPGA, composed entirely of NV components presented in the previous chapters. NV is introduced to the FPGA throughout its basic components; the logic elements and the routing interconnects. The nvFPGA is then analyzed through three performance metrices which are:

1. The FPGA device area
2. The critical path delay
3. The average EDP

These are then compared with traditional SRAM-based FPGA metrices.

## Related Publications
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### 8.1 The nvFPGA

As discussed in Chapter 2, the CLB forms the basic logic components of the FPGA architecture. Fig. 8-1 is an example of a generic basic logic element (BLE) [161]. It is comprised of a $K$-input LUT, a DFF register, and two multiplexers responsible for selecting the combinatorial LUT output or the registered output that is fed to the output of the BLE. Fig. $8-2$ shows the CLB or logic block (LB) which is composed of $N$ number of BLEs.

The aim of this research is to replace the LUTs in the BLE with the MB-nvLUT presented in Chapter 6 and the register DFF with the nvDFF from Chapter 7. The block diagram for the nvCLB proposed in this thesis is presented in Fig. 8-3. This nvCLB is composed of eight sixinput MB-nvLUTs which is the conventional number of LUT inputs [162] together with dedicated nvDFFs for each MB-nvLUT. Each LUT has six independent inputs (MB-nvLUT1 inputs - A1 to A6, MB-nvLUT2 inputs - B1 to B6, MB-nvLUT3 inputs - C1 to C6, MBnvLUT4 inputs - D1 to D6, MB-nvLUT5 inputs - E1 to E6, MB-nvLUT6 inputs - F1 to F6, MB-nvLUT7 inputs - G1 to G6, MB-nvLUT8 inputs - H1 to H6) and two independent outputs for each MB-nvLUT (Output 1 is the LUT output and Output 2 is the registered output). This way, each LUT can implement any arbitrary six-input Boolean function if the functions share the same inputs.

As for the FPGA's SwBs, the configurable interconnects are intersections of the wire routing that connects the input/output (I/O) pins of the logic elements (CLBs) to the I/O pins of the FPGA and the other components that exist in the FPGA. A traditional interconnect layout is given in Fig. 8-4 [163]. Each line has a pass transistor (1-6) that can be switched on or off to establish or severe a connection between the lines. For example, pass transistor (1) connects line 90-3 to line 90-4 when turned on.


Fig. 8-1. Schematic of a BLE [161].


Fig. 8-2. Schematic of a CLB comprised of $N$ number of BLEs [161].

This interconnect is present on every wire cross-section in the FPGA as shown in Fig. 8-5.


Fig. 8-3. Block diagram of nvCLB.


Fig. 8-4. Traditional interconnect layout [163].

The configuration of every pass transistor in the interconnects are stored in a SwB which consists of storage components, typically SRAMs that retain the configuration bits for a design.

The SRAMs which store the FPGA's routing configuration bits are replaced with the nvDRAMs from Chapter 7 to implement NV for the SwB architecture. The block diagram of the nvCLB and the nvSwB is shown in Fig. 8-6 where the routing configurations for the inputs and outputs of the nvCLB are controlled by the nvSwB.


Fig. 8-5. FPGA architecture showing CLBs and the interconnects [163].


Fig. 8-6. Block diagram of nvSB combined with nvCLB.

### 8.2 Analysis of the nvCLB

To analyse the performance metrics, the resource usage is first obtained through synthesizing test designs in Xilinx ISE 14.1. The volatile CMOS-based CLBs (written as vCLBs in text from hereon) are then replaced with the nvCLBs to evaluate the performance metrics.

## 1. Device Area

The MB-nvLUT replaces the CMOS transistors in the LUT-array with ReRAMs. As ReRAMs are fabricated in the via between metal layers, their device area can be neglected compared to the transistor gate length. Due to the multibit storage per memory cell, the MB-nvLUT also halves the number of memory cells in the LUT array, thereby reducing the LUT array size. There are a total of sixty-four SRAM cells in the SRAM LUT array while the MB-nvLUT array only has thirty-two NMOS pass transistors in the array bitlines. In terms of array size where $f$ is the half-pitched length of the transistors, the SRAM LUT array is $64 f^{2}$ while the MB-nvLUT is 32 $f^{2}$.

The controller for the MB-nvLUT however requires seven AND gates, five inverters, and one T-gate per LUT which contributes to the nvCLB cell area and increases the array size to $518 f^{2}$. The SRAM LUT has an additional thirty-one NMOS and thirty-one PMOS transistors that bring up the array size to $605 f^{2}$. For a transistor technology node of $45 \mathrm{~nm}\left(\mathrm{~L}=45 \mathrm{~nm}\right.$, NMOS $_{\text {width,gate }}=132.5 \mathrm{~nm}$, PMOS $_{\text {width,gate }}=256 \mathrm{~nm}$ ), the total MB-nvLUT cell area becomes $3.02291 \mu \mathrm{~m}^{2}$ compared to the SRAM cell area of $3.59476 \mu \mathrm{~m}^{2}$.
The nvDFF presented in Section 7.2 has the same cell area as the CMOS-based DFF which is $24 f^{2}$. The resistor, R 1 is fabricated directly into the metal wires and do not affect the area of the cell. Thus, the size of one DFF/nvDFF for 45 nm transistor node is $0.1399 \mu \mathrm{~m}^{2}$.

A single CLB which comprises of eight 6-input LUTs and eight DFFs therefore has a cell area of $25.3026 \mu \mathrm{~m}^{2}$ for the nvCLB and $29.8769 \mu \mathrm{~m}^{2}$ for the vCLB.
2. Path Delay

The path delay comparisons between the MB-nvLUT and the SRAM-LUT are listed in TABLE 6-13, TABLE 6-14, and TABLE 6-15. The MB-nvLUT has an average $73.463 \%$ higher WRITE delay compared to the SRAM-LUT because of the switching time of the ReRAMs. This is a drawback for the MB-nvLUT but FPGAs are generally expected to have much lesser WRITE operations compared to READ operations [29].

In the case of the READ operation, the MB-nvLUT has a $97.295 \%$ lower delay over the SRAM-LUT as the ReRAM READ operation is much faster than the SRAM READ [164]. This is desirable for FPGA applications that expect to see much more READ cycles than WRITE operations throughout its lifetime.

As for the path delays for the DFFs, the nvDFF has an average higher delay of $5.089 \%$ compared to the vDFF (TABLE 7-4). This a very low difference as the timings were measured in picoseconds and their performances are therefore similar.
The DFF segment in the CLB is however only used for the CLB output during READ and not used during WRITE operations which leads to the nvCLB having a $73.463 \%$ higher path delay during WRITE and a $92.206 \%$ lower path delay during READ over the vCLB.
3. Power Dissipation

The power dissipation of the MB-nvLUT for FPGA benchmarks have been given in TABLE 6-13, TABLE 6-14, and TABLE 6-15. The MB-nvLUT has an average 99.79\% higher WRITE EDP compared to the SRAM-LUT because of the increase in WRITE delay as well as the increase in ReRAM WRITE energy.

The same observation for the path delay occurs for the EDP where the MB-nvLUT has a $91.184 \%$ lower EDP compared to the SRAM-LUT. Once again, this is also attributed to the faster speeds for ReRAM READ operations as well as lower ReRAM READ energy dissipation.

The nvDFF and vDFF values are given in TABLE 7-6. Due to the WRITE operations on the ReRAMs, the nvDFF has an average $61.1045 \%$ EDP compared to the vDFF .

As the DFF does not contribute during the WRITE phase, the nvCLB has a $99.79 \%$ higher WRITE EDP and a $30.0795 \%$ lower READ EDP over the vCLB.

### 8.3 Analysis of the nvSwB

The design of the nvDRAM uses only two NMOS transistors and one ReRAM compared to the six/eight NMOS transistors of the SRAM cell. This leads to an nvDRAM cell area of $2 f^{2}$ compared to the $6 f^{2}$ of the SRAM cell. Using 45 nm transistor nodes, the area of the nvDRAM cell is $0.0119 \mu \mathrm{~m}^{2}$ while the area of the SRAM cell is $0.03578 \mu \mathrm{~m}^{2}$ leading to a reduction in cell area of $67 \%$.

The average delay and EDP values of the nvDRAM are listed in TABLE 7-4 and TABLE 7-6. The average WRITE delay of the nvDRAM cell is $12253.17 \mathrm{ps} ; 98 \%$ higher than the 213.0103 ps of the SRAM cell while the average READ delay of the nvDRAM cell is $200 \mathrm{ps} ; 99.5 \%$ higher than the SRAM cell's READ delay. Additionally, the average EDP values of the nvDRAM for WRITE and READ operations are 7.588 ps nJ and $3.814 \times 10^{-2} \mathrm{ps} \mathrm{nJ}$ respectively. These are higher than the average SRAM WRITE and READ EDPs of $1.658 \times 10^{-9} \mathrm{ps} \mathrm{nJ}$ and $6.001 \times 10^{-13} \mathrm{ps} \mathrm{nJ}$ respectively.

Although the delay and EDP of the nvDRAM cell are higher than the SRAM cell, the SwB's function is to only store the configuration bits data of the design and the typical usage of an FPGA does not require high WRITE operations to the SwB once a design has been programmed. The nvSwB however manages to achieve NV therefore allowing the SB to be fully shut down in during deep SLEEP mode while also making the FPGA resilient to power interruptions.

Moreover, it should be noted that the delay and EDP values that are compared are in the ranges of picoseconds and nanojoules, well within the required timings of conventional electronic circuits.

### 8.4 Analysis of the nvFPGA

The comparisons above are compiled in this section to provide a summation of the comparison between the nvFPGA's and vFPGA's performances and are listed in TABLE 8-1.

TABLE 8-1. nvFPGA vs vFPGA performance comparison (A number higher than 1 is better, lower than 1 is worst)

|  | LUT | DFF | SB |
| :---: | :---: | :---: | :---: |
| WRITE delay | 0.260548858 | 0.947509 | $1.738 \mathrm{E}-02$ |
| WRITE EDP | 0.006884248 | 0.386867 | $2.186 \mathrm{E}-10$ |
| READ delay | 22431.00959 | - | $4.875 \mathrm{E}-03$ |
| READ EDP | 632.3883984 | - | $1.573 \mathrm{E}-11$ |

Next, the NV CLB's passive storage ability is tested out with an application with the following Boolean expression:

$$
\begin{equation*}
\text { Output }=\mathrm{A}[\overline{\mathrm{BC}}[\overline{\mathrm{D}}(\overline{\mathrm{EF}}+\mathrm{E} \overline{\mathrm{~F}})+\mathrm{D} \overline{\mathrm{EF}}]+\overline{\mathrm{DEF}}(\overline{\mathrm{~B}} \mathrm{C}+\mathrm{B} \overline{\mathrm{C}})] \tag{8.1}
\end{equation*}
$$

In this expression, the A input is checked first where the LUT output will be ' 0 ' if A is ' 0 ' and the remaining five bits determine the LUT output if A is ' 1 '. If the sum of the remaining five bits is ' 1 ' and only ' 1 ' then the output will be ' 1 ' otherwise the LUT's output is ' 0 '. The A1 input comes from an external signal for the first LUT in the nvCLB (MB-nvLUT1 in Fig. 8-3) and the output of LUT1 will be fed into the first nvDFF (nvDFF1 in Fig. 8-3). The output of LUT1_NVDFF is fed into the second LUT (MB-nvLUT2 in Fig. 8-3) as the A2 input. Expression (8.1) is stored into both LUTs.

In this simulation, the input ' 100010 ' is fed into MB-nvLUT1 which gives an output of ' 1 ' which is then fed into nvDFF1and into the A2 input of MB-nvLUT2. The selected address for MB-nvLUT2 is ' 111111 ' which gives the output, ' 0 ' which is fed into nvDFF2.

Fig. 8-7 shows the written states for three cells, LUT1_M17, LUT1_M18, and LUT2_M32; LUT1_M17 and LUT2_M32 are the locations of the selected addresses and LUT1_M18 is plotted to show the state condition of an unselected cell in the array. As a 6-input LUT, the MB NV LUT has 32 cells in the array, half the number of array cells in a SB LUT array.

Cell LUT1_M17 stores the data bits for addresses ' 100001 ' and ' 100010 ' which are ' 0 ' and ' 1 ' respectively based on (1) while cell LUT1_M18 stores ' 1 ' and ' 0 ' for addresses ' 100010 ' and ' 100011 ', and cell LUT2_M32 stores ' 0 ' and ' 0 ' for addresses ' 111110 ' and ' 111111 '.

Therefore, cells LUT1_M17, LUT1_M18, and LUT2_M32 are written into IRS_2, IRS_1, and HRS respectively following the WRITE logic in TABLE 2.

The state changes are plotted in Fig. 8-7 where LUT1_M17 and LUT1_M18 are first written into LRS and then subsequently written into the desired states. No WRITE operations were performed on LUT2_M32 as it is already in HRS.


Fig. 8-7. ReRAM states in the MB NV LUT during normal operation (left) with the insertion of data '100111' and after power restoration (right).

The supply voltage, $\mathrm{V}_{\mathrm{DD}}$ is then cut at 45 ns to simulate a power disruption scenario. Restoration of power supply occurs at $285 \mu$ s and it can be seen that the ReRAMs retain their states during power cut-off and restoration.

The simulation was similarly carried out for the NV DFFs in the NV CLB, LUT1_NVDFF and LUT2_NVDFF. In this case, the data outputs from the LUT1 and LUT2 are fed into the LUT1_NVDFF and LUT2_NVDFF respectively. Similar VDD conditions to Fig. 8-7 are used and the results are plotted in Fig. 8-8.

Data " 1 " is fed to NV DFF1 from the MB NV LUT and Q/Q bar(Q_b) rises/falls while data " 0 " is fed to NV DFF2 and Q/Q_b falls/rises. The ReRAMs also retain their respective states during power cut-off and restoration and successfully restore $\mathrm{Q} / \mathrm{Q}$ b values of their respective NV DFFs.

An interesting outcome from NV implementation in the BLE is the opportunity for the reduction of multiplexers; the multiplexer in Fig. 8-1 can provide a direct output from the LUT or feed the LUT output into the DFF for sequential operations. This multiplexer is removed in the NV CLB so that the NV LUT output is split into the direct output and the input into the NV DFF. If the NV DFF is not in use, power supply to the NV DFF can be halted and the NV DFF retains the previous $\mathrm{Q} / \mathrm{Q} \_\mathrm{b}$ values.


Fig. 8-8. The $\mathrm{Q} / \mathrm{Q}$ b outputs and ReRAM states in the nvDFF during normal operation (left) with the insertion of data from the MB-nvLUT and after power restoration (right).

### 8.5 Summary

An nvFPGA consisting of an nvCLB made up of MB-nvLUTs and nvDFFs and an nvSB made up of nvDRAMs was analyzed in this work. Through usage of these NV memory components, the nvFPGA successfully retains data during power disruption events. All NV memory components incorporate ReRAM devices for storage and do not require constant power supply during operation, allowing novel SLEEP modes to reduce power consumption. This will lead to significant energy savings over the nvFPGA usage's lifetime and will surpass the energy cost incurred by the nvFPGA during WRITE and READ operations.

## 9. Chapter Nine

## Conclusion and Future Works

This PhD research has produced a nvFPGA architecture based on ReRAMs, an emerging nonvolatile memory device. The research produced NV versions of components that form the backbone of the FPGA structure namely, the LUTs and the DFFs that make up the CLBs, and the SwB which are responsible for routing the FPGA interconnects.

This work presents a nvLUT that is made up of MB cells in the LUT array. This was achieved due to the analog switching behaviour of ReRAMs where the ReRAM resistances undergo a gradual switching between resistance states. Removal of voltage supply before the ReRAM reaches its LRS or HRS halts the RS process and leaves the ReRAM in an IRS.

A study was first conducted on the physical phenomenon of ReRAMs and the multiple methods of modelling the RS mechanism in the ReRAM. A model of a MB-ReRAM was then developed based on the multi-filamentary phenomena. It was found in the literature that the CF that form in the metal-oxide layer of the ReRAM are preferentially located at GB in the metaloxide polycrystalline structure. As the existence of multiple CFs have been noted in experiments, this research undertook the task of developing a MB-ReRAM model that simulates the effect of the creation and destruction of multi-filaments in the metal-oxide to achieve RS.

The created model was based on modelling the migration of $\mathrm{V}_{\mathrm{OS}}$ in the metal-oxide layer under an electric field through a supplied voltage. The current through the ReRAM, which indicates its resistance is modelled through TAT equations. TAT describes the modulation of the interfacial barrier between the CFs and the top electrode of the ReRAM and includes the probability factor for electron tunnelling. Of interest to note is that the developed MB-ReRAM model demonstrates that multi-filamentary conduction is strongly controlled by the barrier height activation energy parameter. This indicates that the formation/rupture processes of
individual filaments in a multi-filamentary ReRAMs are controlled by the in-situ barrier height strength located where the CF meets the top electrode.

The research is then focused on developing a MB-ReRAM-based nvLUT. An SBn-vLUT is first analysed and a sense-amplifier is developed for an SB-ReRAM crossbar. The SB-nvLUT design from literature provides a controller design specially made for ReRAM-based LUT arrays. Of particular importance is the ability of the ReRAM array to shield unselected ReRAM cells from sneak path current during operation. The controller was shown to function well in this regard and the concept was adopted in the design for a MB-nvLUT.

On the other hand, it was noted that the ReRAM cells in the array would require specially designed sense-amplifiers to detect sub-threshold voltages at the array output. A sense amplifier design was produced that utilizes the concept of inverting buffers to first raise the sub-threshold voltages from the ReRAM cell's output before feeding the voltage to a differential comparator. The inverting-buffer circuit successfully raised sub-threshold voltages of 200 mV to 1.1 V in nanosecond ranges.

The MB-nvLUT is then developed using MB-ReRAMs that are capable of holding 2-bits-per-cell, giving 4 different resistance levels. As a result of using MB-ReRAMs, the number of cells in the array is halved compared to an SB-nvLUT array or an SRAM-based LUT array. A unique WRITE scheme was required to store 2-bits-per-cell and a controller was thus designed. Compared to the SB-nvLUT, the MB-nvLUT manages to reduce the cell count in the LUT array by 0.5 x and reduces the gates in the controller by 0.25 x . The MB-nvLUT also has an average of $2 x$ lower delay, $1.22 x$ lower energy consumption, and 2.46x lower EDP for WRITE 0; 2 x lower delay, 2 x lower energy consumption, and 4.6x lower EDP for WRITE $1 ; 2 \mathrm{x}$ lower delay, 1 x lower energy consumption, and 2 x lower EDP for WRITE $01 \rightarrow 10 ; 9.2 \mathrm{x}$ lower delay, 128x lower energy consumption, and 153x lower EDP over the SB-nvLUT. Benchmark tests also demonstrated that the MB-nvLUT performance catches up to SRAM-based LUTs in arrays of larger sizes, which indicates that the MB-nvLUT is a suitable candidate for future FPGAs as the demand for larger arrays continue.

Three NV electronic storage elements were developed in the course of this research namely, the nvD Latch, the nvDFF, and the nvDRAM. The implementation of ReRAMs in the designs result in an increase of performance metrices like WRITE delay and switching times because of the ReRAM switching times. However, it should be noted that the performances of the ReRAM-based storage circuits are within nanosecond-picosecond ranges which are faster than
conventional circuits that exist today. The introduction of NV into these designs also convey an advantage over the volatile complementary-metal-oxide-semiconductor (CMOS)-based designs. In the case of the nvDRAM, the CMOS-based DRAM requires an energy consuming refresh operation every few hundred milliseconds whereas the nvDRAM eliminates this requirement. The nvD Latch and nvDFF are storage elements that are commonly found in registers located in processors. The CMOS-based designs are volatile and require constant power supply even in situations where the latches and FFs aren't in use ie. during SLEEP or intermittent usage. This is circumvented by the nvD Latch and nvDFF and presents a solution for energy-saving and energy-efficient electronics that can contribute to sustainable production and consumption.

The nvFPGA is then completed in this work by the design of nvSwBs in the FPGA. The nvSBs hold the configuration bits for a programmed design which are then used to control the routing architecture of the connecting wires in the FPGA. Conventional FPGAs use SRAMs for the storage elements which are NV. An nvSwB design is presented in this research utilizing the previously design nvDRAM as storage elements. The nvSBs eliminate the requirement for the FPGA to be reprogrammed after every start up.

The future directions of the work done in this PhD research should be the physical fabrications of the presented designs which would produce a viable nvFPGA for applications that require NV or low energy consumption. Interesting developments in CMOS technology such as negative-capacitance field-effect transistors would further reduce the energy consumption of the NV designs in this work. In addition to that, ReRAM development is still ongoing in the field with layer engineering producing 1S1R or 1G1R configurations that are able to lower the switching energy consumption of the ReRAM cell.
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