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Abstract

In antiferromagnetic (AF) materials, magnetic moments align in a regular pat-
tern such that the moments cancel perfectly in each magnetic unit cell. Hence
AF materials do not show a net magnetisation and are largely inert against
magnetic fields. Thus, the hidden order of antiferromagnets has only been
revealed in the last century. For spintronic applications, the use of antiferro-
magnets promises numerous advantages compared to conventional spintronics
based primarily on ferromagnetic (FM) materials. Amongst the key mate-
rials for AF spintronics research are tetragonal, antiferromagnetic CuMnAs
films, because in addition to being antiferromagnetically ordered at room-
temperature, tetragonal CuMnAs is one of only two conductive AF materials,
for which it has been shown that the AF order can be manipulated with elec-
trical currents. This has raised hopes for antiferromagnetic memory devices
where the AF order in CuMnAs is switched electrical between two different
states.

The magnetic moments in CuMnAs films form ferromagnetic sheets (par-
allel alignment) which are stacked antiparallel along the crystallographic c-
direction. The spin axis is confined within the ab-plane, but varies on a mi-
croscopic scale, which produces a variety of different AF domain structures.
This thesis adresses the question: “what underlies the AF domain structures
and how can they be manipulated efficiently? ”

Visualising antiferromagnetic domain structures remains experimentally chal-
lenging, because the domains do not show a net magnetisation. Here, it is
realised by combining photoemission electron microscopy (PEEM) with x-ray
magnetic linear dichroism (XMLD), which yields sensitivity to the spin axis.
These measurements require x-rays with precisely tunable energy. Therefore,
this work has largely been performed at a synchrotron, namely Diamond Light
Source.

Here, direct imaging of the response of the AF domain structure upon the
application of electrical current pulses is used to study the microscopic mech-
anisms of electric switching in CuMnAs films. In the films studied here, the
most efficient switching was found to occur via reversible AF domain wall
motion induced by electrical current pulses of alternating polarity. The mea-
surements also reveal the limiting factors of electrical switching in CuMnAs
films, namely domain pinning which limits device efficiency and domain relax-
ation which hinders long-term memory. This illustrates that one needs to be
able to precisely tune the material properties for a specific application in order
to build efficient AF spintronic devices. Hence, the factors, which govern the
AF spin textures in the CuMnAs films, need to be revealed.

This is done by combining direct imaging of the AF domain structure with
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complementary techniques including electrical measurements, scanning X-ray
diffraction and low-energy electron microscopy and diffraction (LEEM, LEED).
The measurements reveal that the AF domain patterns are highly sensitive to
the crystallographic microstructure including patterned edges and crystallo-
graphic defects. In particular, crystallographic microtwin defects are found
to largely define the AF domain structure in non-patterned films. The cou-
pling between defects and AF domains can lead to magnetostructural kinetics,
where defects and AF domains grow together over weeks at room tempera-
ture and over minutes at slightly elevated temperatures of 50 °C to 70 °C. In
devices, patterned edges are found to influence the AF domains over tens of
micrometers. Combining the knowledge about the effects of microtwin defects
and patterned edges on the AF structure helps to understand the microscopic
effects of electric current pulses and can form the basis for targeted AF domain
engineering. Although simple functionalities can be achieved even with devices
fabricated from a single magnetic film, ferromagnetic spintronic research and
technology has demonstrated that device performances can be significantly im-
proved by using multilayer structures, which allows not only to tune particular
material properties, but also to exploit a full range of other effects arising at
the interface. These effects depend sensitively on the interface quality and the
termination of the individual layers. The surfaces of the CuMnAs films stud-
ied here are found to be rough on a microscopic scale and micrometer-sized
atomically flat areas are scarce if at all present. Nonetheless, the AF domain
structure is found to be imprinted on the ferromagnetic domain structure in
CuMnAs/Fe bilayer structures, albeit with each AF domain corresponding to
several ferromagnetic domains with mutually antiparallel orientation.

In summary, this work provides a detailed investigation of the factors which
govern microscopic AF domain structures in CuMnAs films. This is directly
beneficial to current and future AF spintronics research on this particular
material. In addition, it shows the level of detail at which the crystallographic
microstructure and its effect on the AF order need to be known in order to
understand, predict and tailor the equilibrium AF domain structure and AF
domain kinetics in antiferromagnetic thin films.
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Chapter 1

Introduction

Magnetic phenomena have fascinated humans for millennia. Written records

of the attraction of iron by lodestone dating back several centuries BC can be

found in texts from ancient Greece, China and ancient India, although it is

assumed that these basic phenomena had already been observed prior to the

written records [1, 2]. Even if the origin of the effects might have remained

elusive or have been misattributed, the magnetic properties of lodestone were

already used for applications, such as early compasses for navigation in an-

cient China [2] or “medical purposes”, the removal of arrow-heads, in ancient

India [3]. All early observations and applications were based on ferromagnetic

(FM) or ferrimagnetic materials, which respond strongly to applied magnetic

fields. In a ferromagnet, the interaction between microscopic magnetic mo-

ments favours a parallel alignment of all moments. Therefore these materials

can spontaneously order, which produces a net magnetisation and are easily

magnetised by magnetic fields. Ferrimagnets can be thought of as two in-

terlaced, antiparallel coupled ferromagnetic lattices whose magnetic moments

have a different size, so that in the ordered state a non-vanishing magnetisation

remains. .

1
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1.1 Spintronics

Nowadays, the application of magnetic phenomena has become indispensable

in every day life, with examples ranging from simple fridge magnets, through

bicycle dynamos up to magnetic hard-disks for data storage. They consist of

magnetic thin films and the magnetisation in a specific section is the physi-

cal realisation of a single bit with two logical states [4]. Magnetic hard-disks

are one of the most prominent examples of a “spintronic” application. Spin-

tronics (short for spin electronics or spin transport electronics) uses the spin

moment of the electrons in addition to the electronic charge in micro- and

nano-electronics [5]. The research field has been initiated by experimental dis-

coveries of spin-dependent electron transport phenomena in the second half of

the last century, including (but not limited to) giant magnetoresistance (GMR)

and tunneling magnetoresistance (TMR). These phenomena have been crucial

for the development of read-heads for magnetic hard-disks which are sensitive

enough to allow for (market-competitively) small bit sizes.

The field of spintronics spans a variety of different research directions, reviewed

for example in [6]. Considerable market share has been mainly achieved in data

storage technology, using ferro- or ferrimagnetic materials with a net magnetic

moment. Other fields of spintronic research are claimed to be promising for

future applications, with potentially highly advantageous properties when com-

pared to current technology. Amongst those is antiferromagnetic spintronics

which is concerned with the use of antiferromagnetic (AF) materials as active

components in a device.

1.1.1 Antiferromagnetic spintronics

In contrast to ferro- and ferrimagnets, antiferromagnets (AF) do not produce

a net magnetisation in their ordered state: the magnetisation of the magnetic

moments alternates between individual atomic sites so that their contributions

cancel perfectly on non-atomic length scales [7]. Yet, their alignment is not
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Figure 1.1: “One-dimensional” an-
tiferromagnet. Scanning tunneling mi-
croscopy image of 8 Fe-atoms with antifer-
romagnetic coupling. The arrows show the
spin direction. Figure from [8] reprinted
from [9].

arbitrary, but characterised (in most cases) by a certain alignment axis, as

shown in Fig. 1.1. Exploiting the magnetic order for spintronic devices based

on antiferromagnets relies on being able to manipulate (set) and probe the AF

alignment direction. This is significantly more challenging than manipulating

and measuring the magnetisation direction in materials with a net magnetisa-

tion as they respond and create macroscopic magnetic fields. Thus antiferro-

magnets have long played only a secondary role in spintronic applications and

research [8, 10].

The field was kick-started by the experimental and theoretical discovery of

novel ways to manipulate AF order, e.g. by electric currents [11]. Since

then, antiferromagnetic spintronics has quickly garnered lots of attraction,

because spintronic devices based on AF materials potentially offer numerous

advantages compared to their FM counterparts, highlighted in multiple re-

view articles [8, 10, 12]. For example intrinsic AF dynamics are several orders

of magnitude faster than FM dynamics; AF order is robust against external

magnetic field perturbations of up to tens of teslas. The lack of stray fields

prevents magnetic “cross-talk” which puts a lower limit on the distance be-

tween two independent, active FM components. The FM stray fields are also

a main source for energy dissipation in FM devices and self-interaction with a

field puts an upper limit on the speed at which FM domain walls can travel

[13]. In summary, smaller, faster and more efficient devices, might be realised

by replacing current spintronic devices with purely AF devices.

Although young, AF spintronic research already covers many different research

areas, including the study of AF textures like skyrmions or vortices, materials

research, and spin current generation, transmission and detection, with po-
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tential applications including amongst others logic computing, neuromorphic

computing, artificial intelligence and data storage. The advances made in AF

spintronics are summarised in different review articles [8, 10, 12, 14–16].

Despite the early promises, novel AF spintronic devices are not on the market

yet, partially because realising efficient AF spintronic devices, requires not only

the discovery of novel effects (to manipulate and probe AF order) and a proof of

principle, but also requires the ability to precisely tune the material properties

to the application, which requires an understanding of the AF structure at the

microscale. This requires detailed investigations, at the boundary between AF

spintronics and materials research, which thus far, have been scarce.

In contrast, ferromagnetic spintronics can build on decades of studying ferro-

magnetic domains and materials research. In ferromagnets, domain formation

is often governed by magnetostatic effects due to macroscopic FM magnetisa-

tion. In AFs, these are negligibly small so that the study of AF domains is

also relevant for fundamental research, since the mechanisms governing domain

formation in AFs are still under debate.

This thesis attempts to fill the gap by studying the antiferromagnetic (do-

main) structure in tetragonal CuMnAs films. Examples of AF domains in

tetragonal CuMnAs are shown in Fig. 1.2. Tetragonal CuMnAs is a prime

Figure 1.2: Antiferromagnetic domains in CuMnAs imaged with X-ray
photoemission electron microscopy. Regions with horizontal magnetic axis are
dark, regions with vertical magnetic are light, only the axis of the spin moments,
not the direction is resolved. The individual panels show different samples. A:
80 nm CuMnAs/GaAs. B: 50 nm CuMnAs/GaP. C: 50 nm CuMnAs/GaP, slightly
different growth conditions. D: 50 nm CuMnAs(0.9)Sb(0.1)/GaAs.

material candidate for future AF spintronic applications, since its AF order
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can be manipulated by electrical currents as demonstrated in chapter 4. It has

been primarily considered for memory and logic applications, with the “0”s

and “1”s encoded as horizontal and vertical magnetic axis.

How to read this thesis The following section will give a brief introduction

of the basic physics of antiferromagnets, which can be skipped by a reader with

sufficient background in physics. The second chapter describes the measure-

ment techniques in detail, which are relevant in order to reproduce the experi-

mental results, but not necessarily required to understood the results presented

in chapters 3-8. These chapters are aimed to be mostly self-contained and can

be read individually. They include a brief overview of different domain mor-

phologies in CuMnAs in chapter 3, describe the manipulation of AF domain

walls in CuMnAs with electrical currents in chapter 4, elucidate the direct

coupling between AF domains and crystallographic defects in chapter 5, inves-

tigate the effect of patterned edges in chapter 6, report on magnetostructural

kinetics 7, and shows first measurements of surface and interface effects which

might provide a tool to investigate ultrasharp AF textures in chapter 8. All

chapters point at an immense importance of (crystallographic) defects for the

AF properties in CuMnAs thin films, which allows for AF domain engineer-

ing (started in chapters 6, 7), unprecedented in FM materials which are often

governed by magnetostatic effects, and highlight the need for combined AF

spintronics and materials research.

1.2 Basics of (antiferro-)magnetic materials

The scientific background of a study of the magnetic structure in a crys-

talline material necessarily comprises basics of electromagnetism and solid

state physics including crystallography and solid state magnetism. Introduc-

ing all of those concepts would span several long books and is not attempted

here. Readers without the relevant background will find a much better intro-
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duction in one of the many textbooks, for examples references [17–19]. Only

some basic properties of antiferromagnetic magnetic as opposed to other types

of magnetic materials are briefly described below.

Magnetic materials Magnetically ordered materials are formed of local or

itinerant magnetic moments, which interact with each other. The interac-

tion between the localised moments, “exchange interaction” or “magnetic ex-

change” (see below), can induce spontaneous order. The size of the magnetic

moments is fixed, which gives an upper boundary on the magnetisation (per

unit volume). The maximum magnetisation is achieved, when all moments are

aligned parallel with each other, the “saturated state” , and correspondingly

the maximum magnetisation is referred to as the saturation magnetisation

Msat (msat, if defined per unit volume). In magnetically ordered crystals the

localised moments are associated with specific lattice positions, the “magnetic

lattice”.

In ferromagnetic (FM) crystals, the periodicity of the magnetic lattice coin-

cides with the periodicity of the crystal lattice and parallel alignment of the

localised moments is favoured [19]. Ferrimagnetic and antiferromagnetic (AF)

crystals consist of two or more magnetic sublattices, which align antiparallel

with each other in collinear AFs or collinear ferrimagnets or at a non-zero

rotation angle in noncollinear AFs and non-collinear ferrimagnets. In an anti-

ferromagnet (AF), the localised moments of the different sublattices perfectly

compensate each other in each magnetic unit cell, which can be larger than the

chemical unit cell. In ferrimagnets the magnetic moments of the sublattices

have different saturation magnetisation and thus, a net magnetisation remains

in each magnetic unit cell [19]. A textbook example of a collinear antiferro-

magnetic crystal, where the magnetic unit cell is larger than the chemical unit

cell is MnO, shown in Fig. 1.3. The lower symmetry of the magnetic unit cell

compared to the crystalline unit cell leads to additional diffraction spots in the

magnetically ordered state compared to the disordered state.
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Figure 1.3: Magnetic unit cell vs chemical unit cell in a collinear AF.
A: Neutron-diffraction scans of MnO with (top) AF magnetic order and without
magnetic order (bottom) above the critical temperature, figure from [20] after C.G.
Shull, W.A. Strauser and E.O. Wollan. B: Sketch of the MnO-lattice in the AF or-
dered phase. The circles show the Mn atoms, the arrows indicate the direction of the
localised magnetic moments, using different colours for the two magnetic sublattice.
Figure (slightly adapted) from reference [20].

Semi-classical description and Néel state The first theory that allowed

for both ferromagnetic and antiferromagnetic or ferrimagnetic order was de-

veloped in the 1930s by Louis Néel [21–23]. The model introduced a coupling

energy between neighbouring magnetic moments Ec = ω cos(α), where α de-

notes the angle between the magnetic moments and ω is a coupling constant.

Néel allowed the coupling constant ω to be either negative or positive (negative

in the ferromagnetic case), and concluded that, if positive, then the magnetic

moments must tend to align in pairs of antiparallel orientation. This state of

perfect AF order is called the Néel state. The model correctly predicts the

magnetic susceptibility of AFs and also led to the discovery of another im-

portant principle: Every ferromagnetic phenomenon that is an even function

of the magnetisation, should equally be present in antiferromagnets, whereas

phenomena that are an odd function of the magnetisation cannot occur in

collinear antiferromagnets [10]. Néel’s principle has been important in extend-

ing spin-dependent transport phenomena in FM systems to collinear AFs, but

it is generally not applicable for AFs with complex geometries.
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Néel state vs quantum state The classical approach, as in Néel’s model,

breaks down at very low temperatures. Then, only a quantum mechanical

description is applicable [10]. Generally speaking, quantum mechanical de-

scriptions predict more complex behaviour for AF systems than for FM sys-

tems. For example, the ground state of the most simple AF model system, a

collinear, one-dimensional AF chain with only nearest neighbour interaction,

is not the Néel state; the energy of the system can be reduced further by the

onset of spin waves [10].

1.2.1 Magnetic order parameters and order-disorder tran-

sition

For non-atomic descriptions, such as a mean-field description it is convenient to

introduce an order parameter which describes the magnetic order [19]. Com-

mon order parameters include the net magnetisation ~M per volume or unit

cell for ferromagnets and ferrimagnets and the so-called Néel vector ~L defined

as the difference of the sublattice magnetisations, ~L = ~MA − ~MB. In the

case of perfect parallel/antiparallel alignment, the size of the order parame-

ter is constant and only its direction varies. In this case it can be sufficient

to consider the reduced order parameter scaled to unity, e.g. ~l = ~L/|~L|,

where |~L| =
√
~L · ~L. In many cases, the magnetic order varies spatially,

which requires a local order parameter, e.g. the local magnetisation density

~m(x, y, z) or local (reduced) Néel vector ~l(x, y, z). This quantity is averaged

over several unit cells in continuous models, such as mean-field descriptions.

In thin films, often the depth-dependence is neglected, i.e. ~l(x, y, z) = ~l(x, y)

(~m(x, y, z) = ~m(x, y)).

Magnetically ordered materials undergo an order-disorder transition at a crit-

ical temperature above which the magnetic order is lost, i.e. the order param-

eter vanishes [19]. It is defined by the stiffness of the exchange between the

localised moments. This temperature is called the Curie temperature or Curie
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point for ferro- and ferrimagnets, or the Néel temperature in the AF case.

1.2.2 Magnetic interactions and energy contributions

Any description of a system typically starts by identifying the relevant inter-

actions and contributions to the energy of the system.

Exchange interaction and exchange energy

Exchange interaction is a quantum mechanical effect that arises from the way

in which indistinguishable particles form a quantum state and cannot be de-

rived from purely classical physics [19]. The wave function of indistinguishable

particles be either symmetric (bosons) or antisymmetric (fermions) under the

exchange of two particles, i.e. obey exchange symmetry (hence exchange inter-

action). Relevant for the magnetism in solids is exchange interaction between

electrons. For electron, the total wave functions can be written as the product

of an orbital wavefunction and a spin wave function. As electrons are fermions

this implies that the orbital wave function must be symmetric and the spin

wave function antisymmetric or the other way round. The energy of the sys-

tem is governed by the kinetic and potential energy (electrostatic interaction

between electrons and nuclei), which depend only on the orbital part of the

wave function and can vary significantly between the symmetric and the an-

tisymmetric solution. The energy difference is the “exchange energy”. If the

symmetric solution of the orbital wave function has lower energy, it implies

that the state of minimal energy is antisymmetric in the spin wave function

(”antiferromagnetic interaction”). If the antisymmetric of the orbital wave

function has lower energy, then the state with minimal energy shows “ferro-

magnetic interaction”. The antisymmetry requirement of the fermionic wave

function implies the Pauli exclusion principle so that (magnetic) exchange in-

teraction is often described as a result of the electrostatic interaction combined

with the Pauli exclusion principle.
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Often it is convenient to describe the multi-electron state as a combination of

individual electron state (atomic orbitals) which overlap (direct exchange). In

this case the size and sign of the exchange energy depends on the overlap of the

atomic orbitals and hence on the distance of the atomic nuclei and the shape

and orientation of the atomic orbitals. This implies that for localised electronic

states the exchange interaction is short-range and that it is often sufficient to

consider nearest-neighbour interaction. However, exchange energy can also oc-

cur between localised electronic states that do not overlap directly, but which

both overlap with an atomic orbital of a non-magnetic intermediary atom.

This is referred often referred to as Super-exchange and observed for example

in insulators such as MnO. Here the magnetic moments are localised around

the Mn atoms, but the exchange occurs via coupling to electronic states of

the oxygen atoms. In metals, exchange between localised electron states (mo-

ments) can also be mediated through a coupling to the delocalised conduction

electrons. This is called indirect exchange, whereas itinerant exchange in met-

als refers to coupling between conduction electrons. For further details of the

different concepts see [24].

The exchange energy is one of the most important contributions to the total

energy in magnetic materials [19, 25]. Misalignment between neighbouring

moments in an atomistic picture becomes a local gradient of the magnetic

order parameter in the continuum description, ∇~l. The associated increase

of exchange energy is modelled as Wex = A(∇~l)2, where the proportionality

constant A is the material-specific exchange constant, in a continuum descrip-

tion [25]. The associated forces with this model are short-range and isotropic.

Hence, AF exchange energy is minimal if the Néel vector of a sample is constant

within the sample.

For certain symmetries, the relativistic spin-orbit coupling (see below) can

add an asymmetric correction to the exchange energy favouring alignment of

neighbouring spins at an angle. The asymmetric exchange interaction, also

known as the Dzyaloshinskii–Moriya interaction (DMI), favours a canting of
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otherwise perfectly parallel or antiparallel spins. It can induce a small fer-

romagnetic component in antiferromagnets and can stabilise chiral magnetic

structures [26–28].

Spin-Orbit Interaction

Spin-orbit-interaction (SOI) or Spin-orbit coupling (SOC) forms the basis of

many spintronic applications. It is a relativistic effect that couples the spin

moment with the orbital moment of an electron. At an atomic level, SOC can

be explained as follows: in the rest frame of an orbiting electron, the charged

nucleus becomes a moving charge and consequently produces a magnetic field

depending on the orbital motion of the nucleus. This field exerts a torque on

the electron’s spin moment that reorients it. Similarly, reorientation of the

spin moment of an electron creates a torque on the orbital moment. This

coupling introduces a spin-dependent splitting of the energy states [19]. The

SOI can be relevant for both localised electrons and delocalised (conducting)

electrons and thus is responsible for several macroscopic phenomena, includ-

ing magnetocrystalline anisotropy [8], i.e. preferred magnetic axes (see below),

anisotropic magnetoresistance (AMR) [8] and can couple charge flow with spin

flow: an electrical current thus can give rise to a non-equilibrium spin polar-

isation at the surface (inverse spin Hall effect) or in the bulk of the material

(inverse spin galvanic Effect) and vice versa spin-currents or spin polarisations

can induce electrical currents [8].

Magnetocrystalline anisotropy

In most materials, not all orientations of the Néel vector (or the magnetisa-

tion for FMs) are energetically equal and alignment of the order parameter

with certain crystallographic axes, called magnetic easy axes, is energetically

favoured. The opposite, energetically unfavourable directions are called mag-

netic hard axes. Magnetocrystalline anisotropy has only axial and not direc-

tional properties, i.e. two antiparallel orientations of the Néel vector are equiv-
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alent [25]. The modelling of the anisotropy energy depends on the symmetry

of the system. Uniaxial magnetic anisotropy energy is typically modelled as

Wan = K sin2(θ), where θ is the angle between the magnetic order parame-

ter and the magnetic easy axes and K is the anisotropy constant. Similarly

Wan = K cos2(θ) is used for a single magnetic hard axis. More complex ge-

ometries require the use of several anisotropy constants Ki, i = 1...n along

different directions and/or terms scaling with sin4 or higher order [25].

The physical origin of magnetocrystalline anisotropy is spin-orbit interaction.

Exchange coupling across interfaces

Exchange interaction can occur not only within one material, but also between

surface spins at the interfaces in bilayer or multilayer structures. The layers can

be ferromagnetic, ferrimagnetic, antiferromagnetic or any combination of the

two. The interface coupling can occur when the layers are in direct contact or

separated by a nonmagnetic spacing layer which acts to mediate the coupling.

Several coupling mechanisms have been suggested (see for example [29–31]),

but are still subject to debate. For a given system, identification of the coupling

mechanism is not always possible [29, 32]. Often, an intuitive model with an

interfacial energy term depending on the angle between the magnetic axes is

used. If one layer is “fixed” than this coupling term can act like an additional

(unidirectional) anisotropy for the other layer. For example, fixing the Néel

vector orientation of an AF layer can serve to harden an FM layer and shift

the hysteresis loops, which is widely exploited in the read-heads of magnetic

hard-disks. For further information see [29–32].

Magnetostrictive energy

Magnetoelastic energy results from a coupling between the magnetisation and

the elastic properties of the sample, called magnetostriction [25]. Typically,

either a contraction or an elongation of the material along the magnetisation

direction is observed. In confined systems, for example thin-films clamped to
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a substrate, or at the boundary between areas with different orientations of

the magnetic order, this can lead to mechanical stresses, i.e. increased elastic

energy. Vice versa, externally applied strain (or substrate-induced strain) can

induce additional unaxial anisotropy [25].

Zeeman energy – external and current-induced field effects

The Zeeman energy is the potential energy of a magnetic moment in a magnetic

field. In a magnetic material it is minimal if all localised moments are aligned

with the field direction. Macroscopically, the energy scales with the net mag-

netisation, so that even small fields are relevant for ferro- and ferrimagnetic

materials [25].

In contrast for AF systems, the Zeeman energy competes with the AF exchange

energy, favouring antiparallel alignment [23]. The latter is typically much

larger for common magnetic field sizes [10]. If the spin axis is perpendicular to

the field direction, Zeeman energy can be gained by a canting of the sublattices

in the field direction which induces a small net magnetisation. This can induce

a spin-flop transition, in which the spin axis rotates perpendicular to the field

at a critical field magnitude [23].

Fields from spin-polarised currents Magnetic fields can be applied ex-

ternally, but effective magnetic fields can also arise from a non-equilibrium spin

polarisation of the carrier electrons, e.g. by injecting a spin-polarised current.

The effective fields exert torques, so-called spin-transfer-torques (STT) on the

localised moments [12].

Spin-orbit fields Additionally, in materials with broken inversion symme-

try, a non-polarised electrical current can gain a non-equilibrium spin-polarisation

due to spin-orbit coupling (see above). If misaligned with the local magnetic

moments, the localised moments experience a torque (spin orbit torque, SOT)

[10]. The spin-polarisation of the electric current can be modelled as a current-
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Figure 1.4: Spin orbit fields in GaAs and Si. A: Inversion asymmetric unit
cell of GaAs. A current gives rise to a net effective field (black arrow). B: Unit cell
of silicon, which is inversion symmetric, but composed of two interlaced inversion
asymmetric sublattices shown in grey and violet. The sublattices are space-inversion
partners; the centre of inversion is given by the yellow circle. As such, current-
induced fields (small arrows) arise locally on each sublattice. These are equal in size
and alternate in sign, so that there is no net magnetisation [36]. Figures taken from
[8].

induced effective field that depends on the local position in the crystal. In

inversion symmetric systems, the first moment of the polarisation vanishes if

averaged over the entire unit cell. Consequently, ISGE has mainly been studied

in inversion asymmetric systems. It was discovered experimentally in GaAs

[33–35]. Although most obvious in globally inversion asymmetric systems,

the SOC-induced spin polarisation originates fundamentally from atomic site

inversion asymmetry. This results, as noted by Liu et al in 2014 [36], in a

“hidden spin polarisation” in centrosymmetric systems with inversion asym-

metric sublattices and that form space inversion partners, like for example in

(non-magnetic) silicon. This is depicted in Fig. 1.4.

If in an AF material, the alternating current-induced fields match the alter-

nating AF spin axis, then the torques exerted on each sublattice are equal in

size, but opposite in sign. This torque, also called the Néel spin orbit torque,

will tend to rotate the Néel vector whilst keeping the perfect antiparallel align-

ment of the sublattices. This observation has led to the theoretical prediction

of current-induced spin-orbit torques in the AF material Mn2Au [37]. The

existence of NSOT puts strict restrictions on the symmetry of the material,

namely that the material is a collinear AF, composed of two magnetic sub-
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lattices which are themselves inversion asymmetric, but form space inversion

partners.

Magnetostatic energy

The magnetic moments of finite samples can create magnetic stray fields (de-

magnetising field) around the samples. The magnetostatic energy, which is the

energy associated with the self-interaction of the sample with the demagnetis-

ing field, depends on the local magnetic structure and scales with the magnetic

moment of the sample. It can be large for ferro- and ferrimagnetic materials

and here often dominates the behaviour in macroscopic finite size samples. It

can lead to the formation of magnetic domains, areas of different magnetisa-

tion, in finite samples (referred to as “shape anisotropy”, see also 6.1), affects

the microscopic structure of ferromagnetic domain walls (see [25]) and leads to

the famous “Walker-breakdown”, which limits the speed at which FM domain

walls can propagate [13]. For spintronics applications often efforts are made

to suppress the demagnetising field effects, by constructing “synthetic anti-

ferromagnets”, ferromagnetic multilayer structures with antiparallel coupling

between adjacent layers [6]. In fully compensated AFs however, magnetic stray

fields are almost vanishingly small and hence, this energy term can usually be

neglected [10, 19].

1.2.3 Magnetic textures, domains and domain walls

Most samples often do not show uniform magnetic order across the entire

specimen, but the magnetic order parameter varies locally. In the simplest

case, the crystalline specimen is composed of regions, “magnetic domains”, of

different magnetic orientation, but homogeneous magnetic order within each

domain. For the entire section below compare [25].

The concept of domains for ferromagnets was developed by Weiss in 1907 to

explain the experimentally measured magnetisation curves, even before it was
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possible to directly image the local magnetic structure. Domain formation has

been confirmed in numerous experiments. As discussed in an early review [38],

the formation of domains can be seen as a natural consequence of competing

energy terms, namely the magnetostatic energy which, in finite macroscopic

samples, is large for a single-domain state and can be reduced by the forma-

tion of a multi-domain state. As noted already in the early (theoretical and

experimental) investigations, a large variety of different domain structures and

morphologies, depending on the magnetocrystalline anisotropy of the material,

the shape of the sample, due to the dependence of the magnetostatic energy on

the sample in FMs, the presence of external strains or fields and the (magnetic)

history of the sample can be observed.

The boundaries between different domains are called “domain walls” (DWs).

They are classified according to the total rotation across the wall, for ex-

ample 90° domain walls (DWs) separate areas with orthogonal magnetic or-

der parameter and 180° domain walls separate regions with antiparallel align-

ment. 90° DWs are observed in systems with two orthogonal easy axes (biaxial

anisotropy). 180° are intrinsic to systems with uniaxial anisotropy, but can also

be observed in FM systems with biaxial anisotropy. In the absence of uniax-

ial anisotropy, these would be unstable towards splitting into two 90° domain

walls, but it has been shown that small magnetostriction is sufficient to sta-

bilise the walls: two domains with antiparallel magnetic order are elastically

identical, hence their strains are compatible, whereas the strains in two do-

mains with orthogonal spin axis are incompatible with each other so that the

energy of a 180° is slightly reduced compared to the case of two 90° domain

walls.

Unless magnetic exchange is broken (e.g. by a grain boundary), sharp domain

walls result in a large exchange energy. Consequently the rotation of the mag-

netic order parameter occurs over an extended region, the domain wall width,

which also defines the typical lengthscale of the domain structure. Other, well

defined, spin-textures which have recently attracted lots of attention both ex-
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perimentally and theoretically, are vortices and skyrmions. A skyrmion can be

envisioned as a “localized, particle-like excitation in which the magnetization

(in a FM) or the staggered magnetization (in a collinear AF) is whirling and

twisting in all directions”[39], embedded into a uniform background. See [40]

for a precise (mathematical) definition and description of skyrmions.

Although mostly studied in FM structures, the concepts of domains can equally

be applied to antiferromagnets. However, in AFs, domain formation cannot

be attributed to minimisation of magnetostatic energy and the underlying

mechanisms are still poorly understood [41, 42].

The domain structure in AF thin films is often attributed to poor crystalline

quality, i.e. grain boundaries, whereas domain formation in single-crystalline

AF specimens (bulk samples or epitaxially grown single crystalline thin films)

[43], however, has been related to inhomogeneous nucleation during the initial

domain formation or to magnetoelastic effects [41, 42].

Intuitively, it can be seen that the domain wall width results from the com-

petition between the magnetocrystalline anisotropy (favouring a very narrow

wall) and magnetic exchange (favouring very broad wall). In a stationary con-

figuration, the two must balance each other, which can be used to derive the

shape and widths of a domain wall. The mathematical description for two

examples, a 180° and a 90° domain wall, in a thin-film (quasi 2-d) antiferro-

magnetic material, where the Néel vector is restricted within the film plane

can be found in section A in the appendix. The domain wall widths sets the

characteristic length-scale of the domain structure.

We note that AF domain walls are considerably easier to model than FM do-

main walls, since the magnetic stray field effects can be neglected. A discussion

of FM domain walls is found in reference [25].

However, not all spin-textures can be described within the concept of domains

and excitations such as vortices, skyrmions and domain walls. In contrast,

as the example in Fig. 1.2A shows, there are AF domain morphologies in

CuMnAs thin films which show smooth, continuous spin variation everywhere.
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These are better described as a “spin-soup” or “rolling hills and dales” rather

than “extended plateaus, valleys and ridges”. Defining domains and domain

walls in similar textures, where the Néel vector varies everywhere over similar

lengthscales, would be arbitrary and predict domains and domain walls of the

same size. Hence the concept cannot be applied here.

1.2.4 AF dynamics

Thus far, primarily stationary configurations, defined by energy minimisation,

have been considered and also the experimental work in this thesis exclusively

measures stationary or quasi-stationary AF configurations1. Measurements of

the intrinsic AF dynamics are not attempted here. However, manipulating

domain and domain wall configurations, is the basis for AF spintronic appli-

cations and is investigated in Chapter 4.

Below, some key points of AF dynamics are summarised. The entire section

is based on [10, 39], which contains detailed theoretical discussions of AF

dynamics.

Equation of motion and torques If the magnetic energy W of an AF sys-

tem is known, than the AF dynamics can be modelled with a phenomenological

Landau-Lifshitz-Gilbert (LLG)-equation. This is similar to the one used for

FM dynamics, but the AF LLG-equation consists of two coupled equations of

motion, one for each sublattice magnetisation ~mi, i ∈ {A,B}. Each equation

contains two terms, a precessional (field-like) term and a damping like-term.

The energy of the system is translated into an effective field on each sublat-

tice, given by the (vector) derivative of the magnetic energy of the system with

respect to the sublattice magnetisation:

H i
eff =

(
~ex

∂

∂ ~mi
x

+ ~ey
∂

∂ ~mi
y

+ ~ez
∂

∂ ~mi
z

)
W (mA,mB) ,

1The dynamics of the magnetostructural changes are governed by the crystallographic
changes, which can be seen as stationary for the magnetic system.
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where ~ej are the unit vectors of the (Cartesian) coordinate system. This exerts

a torque on each sublattice:

τfield = −γ ~mi×H i
eff ,

where γ is just a constant, similar to the gyromagnetic ratio. This torque, the

precessional term of the LLG equation, acts perpendicular to the magnetisation

and the field and results in a precessional motion of the magnetisation vector

around the effective field.

The second term of the LLG equation, the damping term, depends on the

time-derivative of the sublattice magnetisation

τdamp = α~mi · ∂t ~mi ,

where α is a (phenomenological) damping constant. The torque acts perpen-

dicular to the sublattice magnetisation and its time-derivative and rotates the

spin axis towards the effective fields.

In total the AF LLG equation reads

∂t ~m
A = −γ ~mA × ~HA + α~mA × ∂t ~mA (1.1)

∂t ~m
B = −γ ~mB × ~HB + α~mB × ∂t ~mB . (1.2)

The magnetic energy must contain the magnetic exchange:

WE = HEMs ~m
A · ~mB, where HE = JAFS

2/µB . (1.3)

Here, JAF is the (system specific) antiferromagnetic exchange constant and Ms

the saturation magnetisation. The magnetic exchange couples the equations

for the two sublattices.

The most general ansatz allows to include all other contributions to the en-

ergy of the system, too, as long as their vector derivative with respect to the
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sublattice magnetisation is known.

Often considered, due to their relevance for (spintronic) applications, are the

effects of external fields, non-equilibrium spin polarisations, achieved via the

injection of spin-polarised currents or as current-induced spin-orbit fields (see

above), including Néel order spin orbit fields. The resulting torques includ-

ing the effect of magnetic exchange (exchange torques), on the AF order is

schematically depicted in Fig. 1.5.

Figure 1.5: Torques on AF order. Figure from reference , M1,2 correspond to
to the sublattice magnetisations (mA,B in the text), and L is the Néel vector. A:
M1 and M2 are antiparallel in equilibrium. A small tilt of M1 and M2 triggers
oppositely directed large exchange torques τex ∼ Hex, which induce a fast rotation
of the magnetic moments. Oppositely, due to the tilting, any rotation of M1 and
M2 is associated with a non-zero dynamic magnetization. B: A magnetic field H
generates antiparallel torques τ1,2, which compensate each other and, thus, hamper
magnetisation dynamics. C,D. A current with spin polarisation s (C) and staggered
Néel spin orbit fields B1,2, matching the staggered magnetisation (D) generate par-
allel torques τ1,2. These cant the sublattice magnetisations, which creates internal
exchange torques τex, which cause a rotation of magnetic sublattices.

Characteristics of AF dynamics It can be illustrative to transform the

two LLG equations of the sublattice magnetisations into coupled equations

for the AF order parameter ~l = ~mA − ~mB and the magnetic spin density
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~m = ~mA + ~mB.

In the limit of large magnetic exchange (often applicable), the magnetic spin

density becomes a slave variable of the Néel vector and one can derive an for

the Néel vector only; the so-called sigma model. The sigma model for the

Néel vector is a single equation which is second order in time derivative like

Newton’s equation of motion, whereas the FM LLG equation is first order. The

second order arises from the combination of two coupled first order equations.

As a consequence, the dynamics of the AF order parameter are similar to the

inertial dynamics in classical dynamics. The kinetic term ∂2
t vecl× ~l acts like

an acceleration, which has important consequences for the dynamics of AF

textures. Amongst others, an (infinitely) short lasting driving force, such as

the time-dependent magnetic field of a short optical light pulse can trigger Néel

vector dynamics and the Néel vector keeps evolving even after the driving force

is switched off. Additionally, in the equations for the Néel vector, the damping

and anisotropy terms are both multiplied (enhanced) by the AF exchange

field, which leads to extremely fast, though short-lived precessional dynamics.

Typical AF resonant frequencies lie in the range of hundreds of GHz to THz

[10]. In contrast, in FMs the effective field driving the precessional dynamics

contains only externally applied fields and magnetocrystalline anisotropy, and

hence are typically orders of magnitude smaller and lead to GHz frequencies

[10]. The enhanced anisotropy also “stiffens” AF domain walls and allows AF

domain walls to propagate at speeds which are limited by the magnon velocity

only. Thus AF domain walls can propagate at speeds, two orders of magnitude

faster than FM domain walls, which suffer from “Walker breakdown” at critical

driving fields. The mathematical description and derivation can be found in

reference [44].

The magnetic spin density m, is (by definition) perpendicular to ~l scales in-

versely proportional to the exchange field and consists of two additive terms;

one scaling ∼ ∂t~l and one scaling ∼ Heff · ~l. The second term “hides” the

spatial derivative of the Néel vector ∂i~l, as the exchange energy, and hence
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one contribution to Heff scales with the spatial variation of the Néel vector.

Hence, both Néel vector dynamics (∂t~l 6= 0) and non-uniform AF spin textures

(∂i~l 6= 0) have a small net magnetisation. However, this is reduced by 1/Hex,

so typically very small.



Chapter 2

Methods and material

2.1 Copper manganese arsenide films

Copper manganese arsenide (CuMnAs) films have become a popular material

for research in antiferromagnetic spintronics and a promising candidate for

spintronic applications, because it is antiferromagnetically ordered at room

temperature, can be grown with high quality and its symmetry allows for

electrical manipulation of the AF structure via Néel spin orbit torque [45, 46].

CuMnAs exists in two different crystalline configurations; an orthorhombic

(a 6= b 6= c) and a tetragonal (a = b 6= c) lattice structure. In the bulk,

CuMnAs crystallises in the orthorhombic structure [47], whereas it assumes

the tetragonal structure when prepared as a film [48, 49].

Most interesting for AF spintronics are thin films of CuMnAs. CuMnAs films

can either be sputtered [50] or grown via molecular-beam epitaxy (MBE) on

suitable substrates, including (001)-oriented GaP, GaAs and Si [46, 49, 51].

The unit cell is shown in Fig. 2.1. The antiferromagnetic ordering of tetragonal

CuMnAs films at room temperature has been shown in exchange-bias [52],

neutron diffraction and XMLD measurements [49, 51]. The source of magnetic

moments are the Mn atoms due to their half-filled 3d subshells. At room

temperature, studies of thick films of tetragonal CuMnAs have measured the

local moments to 3.6µB per Mn atom by density functional theory fitting of

23
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neutron diffraction peaks [49].

Figure 2.1: Unit Cell of
tetragonal CuMnAs and sub-
strate registry. Reprint from
[46]. A: Unit cell of tetragonal
CuMnAs. The arrows indicate
the spin arrangement of the Mn-
atoms. B: Registry with a GaP-
substrate.

The work described in this thesis is done exclusively on MBE-grown films

grown on GaP and GaAs. On these substrates it grows with an in-plane

rotation of 45°, as illustrated in Fig. 2.1. The a and b axes are within the film

plane, the c-axis is parallel to the surface normal. The unit cell consists of two

formula units (6 atoms). The Cu atoms lie in the basal plane of the tetragonal

unit cell. The Mn atoms and the As atoms each form two layers parallel to

the ab plane.

Below the Néel temperature, the magnetic moments of tetragonal CuMnAs

in a layer parallel to the ab plane align ferromagnetically, whereas they align

antiferromagnetically along the [001] direction, illustrated in figure 2.1. Hence,

CuMnAs is a collinear, fully compensated AF with vanishing net magnetisa-

tion. Ab-initio studies reveal a large anisotropy energy barrier between in-

plane and perpendicular-to-plane directions which restricts the Néel vector

within the ab-plane of the film [53]. Consistently, experimental studies have

not reported an out-of plane component of the Néel vector. In contrast, no sig-

nificant in-plane variation of the magnetic anisotropy was found theoretically

and experimentally conflicting observations were made between different lay-

ers [53]. Chapter 3 reports on further investigations of the in-plane anisotropy

and the resulting AF domain structure in CuMnAs films.

The non-magnetic unit cell is centrosymmetric with the Mn-sites forming space

inversion partners. Each sublattice considered alone, however, is inversion

asymmetric. This allows for Néel spin orbit torque.

Ab initio-studies suggest for optimal lattice parameter (minimal energy) a =
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b = 3.69�A and c = 6.4�A [48]. Therefore, the in-plane lattice parameter

is well lattice-matched to the half-diagonal of GaP substrates. The lattice-

mismatch is similar for Si substrate, but the mismatch is considerably higher

for GaAs substrate. The highest crystalline quality is achieved in the films

grown on GaP[46, 51]. The experimental lattice parameters and crystalline

quality depends on the substrate choice. With optimal growth conditions

for 50 nm films, out-of-plane lattice parameter of a = 6.278(1)�A on GaP,

a = 6.299(3)�A on GaAs and a = 6.300(11)�A on Si were reported [46]. For

the in-plane lattice parameter of a = 3.853�A on GaP, a = 3.822�A on GaAs

and a = 3.830�A on Si were found [46]. For films on GaAs and Si, significant

mosaic tilt (order of 0.5° to 1°) was reported. For details see [46].

Films can only be grown fully strained up to a thickness of approximately

50 nm on GaP. In thicker films and in the films on GaAs and Si-substrate the

films relax [46, 51].

Crystallographic defects Experimentally, two main types of crystallographic

defects have been identified in CuMnAs layers on GaP(001)[46], referred to as

“microtwins” and “antiphase boundaries” (APBs) respectively. High-angle an-

nular dark-field (HAADF) scanning transmission electron microscopy (STEM)

images of the defects are shown in Fig. 2.2. The microtwins, Fig. 2.2 A, are

thin slabs with the CuMnAs crystal lattice rotated by 81.9°, which corresponds

to the angle between (111) and (1̄1̄1) planes. The lattice on either side of the

microtwin is considerably distorted. On the surface the microtwins project as

lines aligned with the CuMnAs 〈110〉 directions, where they form a measurable

step.

The APBs, Fig. 2.2 B, originate from the two different ways the CuMnAs

lattice can start growing at the substrate. The lattices on either side of the

defect are shifted along the c-direction with respect to each other, but otherwise

crystallographically identical. The size of the shift corresponds to the distance

between two adjacent As-layers, as can be seen from Fig. 2.2 B. In contrast to
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Figure 2.2: Crystallographic defects in CuMnAs films. Reprint from [46].
Shown are HAADF-STEM micrographs from a 50 nm film grown on GaP. A: Mi-
crotwin defect viewed from the CuMnAs [110] direction. Lower inset: zoom in on
the atomic structure of the defect, overlaid with expected positions of Cu (blue), Mn
(purple) and As (green). Upper inset: Detail of the top interface with the Al cap.
The twin produces a “step” at the surface. B: Slip dislocations viewed from the
CuMnAs [100] direction. Lower inset: atomic model overlay at the interface with
the substrate (Ga (yellow), P (orange)), where the first layer from the GaP substrate
starts with either As layer. Upper inset: zoom in on the atomic structure of one of
the defects, with the atomic model overlay representing the expected structure. See
[46].

the microtwins, no lattice distortion or strain is associated with an APB. The

APBs are the most abundant crystallographic defect and occur considerably

more frequently than the microtwin defects. For the entire section see [46] for

more information.

Electrical properties Tetragonal CuMnAs films are semi-metals. The lon-

gitudinal resistivity of tetragonal CuMnAs increases with temperature, with

an inflection point at TN [51]. For low temperatures, transport studies of thick

films of CuMnAs have found a residual resistivity of around 90 µΩ cm at 5 K

[45]. The resistivity can be influenced by the growth conditions, the capping

layer and the thickness of the films. The conductivity is highest in the films

with highest crystalline quality [46]. The samples grown in Nottingham usually

show a resistivity around 160 µΩ cm at 300 K that rises approximately linearly

for not too high temperatures [51].
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2.2 Material growth

The CuMnAs films used in this work have been grown on GaP(001) and

GaAs(001) substrates using molecular beam epitaxy (MBE), see [54, 55].

Unless stated otherwise, all layers investigated have the layer structure shown

in Fig. 2.3. Industrial, polished GaP or GaAs (001)-oriented 2 inch wafers serve

as substrates. To improve the surface quality of the substrates, a 10 nm to 100 nm

thick buffer layer, of the same material as the substrate, is grown in MBE before

growing the CuMnAs film. The thickness of the CuMnAs layers investigated

in this work varies within the range 20 nm to 200 nm. The CuMnAs layers

are grown at approximately 200 °C. The surfaces of the CuMnAs films are

protectedwith with an additional 2.5 nm Al layer or with a 30 nm As layer to

prevent oxidation. The As caps can be removed by heating for measurements

on exposed CuMnAs surfaces.

The growth work has been done by Richard Campion, Victoria Hills and Luke

Barton at the University of Nottingham and by Filip Krizek and Vit Novak

at the Institute of Physics, Prague. The MBE-growth is described in detail in

[46, 51].

Figure 2.3: Layer Structure. Schematic of the
layer structure. The arrow indicates the [001] stack-
ing direction. The layer thicknesses are not to scale.

2.3 Device fabrication

The measurements are either performed on non-patterned, rectangular chips,

scribed from the 2-inch wafers along the cleave edges of the substrate, or on

patterned devices fabricated from those chips. It is assumed that the cleaving

does not affect the properties of the film, hence the non-patterned chips are

identified with the blanket or as-grown film. To fit the PEEM-sample holder

and the electrical sample holder, the lateral widths of the chips must be in
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the range 5 mm to 10 mm. The wafers break preferentially along the 〈110〉

directions of the substrate, i.e. along the CuMnAs 〈100〉 directions. Hence the

edges of the samples are aligned with the CuMnAs 〈100〉 directions.

Device fabrication removes the capping layer, CuMnAs layers, and usually

the top part of the substrate in selected regions. This is done using either

photolithography and chemical wet etching or electron beam lithography and

Ar+ ion beam milling. All effects studied here are assumed to be independent

of the fabrication process used.

In both procedures the samples have to be heated. Care is taken that the

sample temperature does not exceed 80 °C to 90 °C, since temperatures above

∼ 100 °C induce a reaction at the CuMnAs/Al interface, thus hampering

surface-sensitive XMLD-PEEM measurements of the samples. The maximum

temperature during fabrication is well below the Néel temperature of the sam-

ples. All devices were fabricated using the cleanroom facilities at the University

of Nottingham.

Only some of the devices, fabricated by photolithography and chemical wet

etching, have been fabricated by the author with the help of Mu Wang and

Carl Andrews. The majority of the device fabricated with this technique have

been fabricated by Jas Chauhan and Oliver Amin. Device fabrication by e-

beam lithography has been done by Khalid Omari and Andrew Rushforth. A

detailed description of the fabrication processes can be found in the appendix

B.

2.4 Synchrotron radiation

Synchrotron radiation, also known as magnetobremsstrahlung, is electromag-

netic radiation emitted due to radial acceleration of a charged particle in a

magnetic field travelling with speeds close to the relativistic limit. It follows

directly from classical electrodynamics [56] and has been already discussed in

1912 in a book by Schott [57]. The mechanism is similar to dipole radiation.
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The power of the emitted light in the forward direction scales proportional to

the square of the centripetal acceleration and to the fourth power of the parti-

cles’ kinetic energy, which leads to highly collimated, highly intense radiation

when the particle travels at relativistic speeds. The angular power distribution

as a variation with the particle speed is depicted in Fig. 2.4.

Figure 2.4: From dipole radiation to synchrotron radiation. Reprint from
[58]. Sketched is the angular power distribution of radiation emitted by an electron
travelling (horizontally) at a fraction of the speed of light β = v/c and experiencing a
centripetal acceleration ~a perpendicular to the motion (vertically). β = 0 corresponds
to dipole radiation.

The name synchrotron radiation stems from the first observation [59] in a

70 MeV synchrotron ([60]). A synchrotron is a cyclic particle accelerator, in

which the accelerating (charged) particle beam travels around a fixed closed-

loop path using magnetic fields, synchronised to the increasing kinetic energy,

to bend the particle beam into the closed path.

Nowadays there are several large scale facilities operating on synchrotron prin-

ciples, amongst them particle accelerators designated to achieve maximal par-

ticle speeds, such as the large-hadron collider (LHC) as well as electron syn-

chrotrons dedicated exclusively for the production of synchrotron radiation for

research.

Synchrotron lightsources

Synchrotron lightsources can provide highly collimated, coherent x-ray beams

six to twelve orders of magnitude more intense than laboratory sources [58]

with tunable polarisation and energy and high spectral brilliance. This allows

higher angular resolution for diffraction, higher energy resolution for spec-

troscopy (or magnetic dichroism measurements, as in this work) and higher
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spatial resolution for imaging, depending on how the electron path is mod-

ulated. In addition, common synchrotron lightsources have an intrinsic time

structure, which can be exploited in time-resolved measurements. Most syn-

chrotrons are “User-facilities”: the operation of the synchrotron machine, car-

ried out by (permanent) members of staff, provides (external) “users” with

x-ray beams to carry out their experiment in dedicated beamtime slots. The

bridge between the machine and the users are beamline-staff, who support

the user experiments and can sometimes also do their own research using the

x-rays.

For a more detailed description of synchrotron light sources and other large-

scale x-ray sources, such as x-ray free-electron lasers (XFELs), see references

[58, chapter 1] and [61].

The performance of a synchrotron lightsource is typically quantified using spec-

tral flux, brilliance and emittance. The spectral flux is the number of photons

per second per unit bandwidth (BW). The brilliance is defined as

Brilliance =
photons/seconds

(mrad)2(mm2 source area(0.1 BW))
, (2.1)

and is inversely proportional to the source size and beam divergence. Hence

it can be seen as a measure of how tightly the spectral flux is collimated and

how small the source is. The product of the linear source size and the beam

divergence in the same plane is called the emittance of the beam, which has

contributions from the electron and photon beams. The photon emittance

is fundamentally limited by Heisenberg’s uncertainty principle. The electron

contribution depends primarily on the electron optics. In third generation syn-

chrotrons, the emittance is dominated by the electron contributions. In fourth

generation synchrotrons, this contribution is suppressed by sophisticated elec-

tron optics such that the photon contribution dominates and the corresponding

sources are referred to as a “diffraction-limited” lightsource.

A schematic of a third-generation synchrotron, showing the basic components,
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can be found in Fig. 2.5.

Electrons from an electron source (e.g. a heating filament in an electron gun),

are accelerated with a linear accelerator (LINAC) and injected into a booster

ring. The booster ring further accelerates the electrons which are then fed

into the storage ring. The electrons in the storage ring travel on a closed loop

with velocities close to the relativistic limit. In each loop, the electron beam

looses energy, which must be compensated for. This is achieved with radio

frequency (RF) cavities installed in at least one place of the ring. The RF

cavities boost the energy of electrons. The amount of energy that an electron

receives depends on which point of the RF cycle the electron enters the cavity,

which forces the electrons into narrow “bunches” and thus sets the intrinsic

time structure of the synchrotron. The entire electron path must be enclosed

in an evacuated vessel to prevent the absorption of the electron beam by gas

molecules.

Although called a ring, the storage ring is formed of straight sections joined

by curved sections. The curved sections are bend achromats consisting of

one bending magnetic (BM) , two BMs (double-bend achromet) or more BMs

(multi-bend achromat). The bend achromats are necessary to keep the elec-

trons on the closed loop. In the straight sections additionally insertion devices

(IDs) are placed. The IDs are periodic magnetic arrays (usually permanent

magnets) with alternating polarity. The magnetic field perturbs the electron

path and the electrons execute a slalom motion around the central axis. The

IDs serve to produce x-ray beams with specific properties, tunable by the ID

settings. The x-ray beams produced at bending magnets and IDs are harvested

with beamlines installed on the axes of emission. Experiments with the x-ray

beam are carried out on endstations attached to the beamline.

Bending magnets produce incoherent x-ray beams with a broad energy spec-

trum and wide opening angle, i.e. low brilliance. In IDs, x-rays are emitted at

each bend of the electron slalom motion. If the electron paths deviate strongly

from the central axis, then the x-rays produced at different bends add inco-
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herently. The spectrum resembles the one produced by bending magnets, but

the flux scales proportional to 2M , where M is the number of magnets in the

array. These IDs are called wigglers.

If the deviation of the electron path from the straight trajectory is small, then

the x-rays produced at different bends of the slalom motion add coherently and

the x-rays interfere with each other. This leads to intensity peaks at specific

x-ray energies defined by constructive interference. Hence the spectral flux is

concentrated in evenly separated, narrow bands of radiation, defined by the

spacing, strength and periodicity of the magnet arrays. These IDs are called

undulators. The work in this thesis is done exclusively at undulator beamlines,

namely beamline I06 at Diamond Light Source and the Nanomax beamline at

MAX IV.

Figure 2.5: Schematic of a Synchrotron. Reprint (slightly adapted) from [61].
For simplicity, only one example of an insertion device (ID) beamline, bending mag-
net beamline and a radio frequency (RF) cavity is shown.

2.4.1 Beamline I06 at Diamond Light Source

The majority of the work is done on beamline I06 at Diamond Light Source

(DLS). The Diamond Light Source is classed as a third-generation synchrotron

featuring a LINAC, booster and storage ring. The storage ring operates at an

energy of 3 GeV and has a circumference of 561.571 m. The maximum electron
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beam current is 300 mA. For further details see [62].

Figure 2.6: Layout of beamline I06, DLS Reprint (slightly adapted) from [63].
The x-ray beam is produced in the undulator. The mirrors serve to focus and direct
the beam. The diffraction grating improves the energy resolution. The exit slit limits
the beam size.

I06 is an undulator beamline designed for magnetic materials research in the

soft-X-ray regime with tunable x-ray polarisation. This is achieved with an

APPLE (Advanced Planar Polarized Light Emitter) II undulator, consisting

of 4 arrays of four magnet arrays with magnet periodicity λu. By shifting the

magnet arrays relative to each other almost every polarisation state can be

achieved across the majority of the energy range. See for example reference

[61] for the mechanism. A schematic of the beamline undulator and the x-ray

optics is shown in Fig. 2.6 . The details relevant for experimentalists (Users)

on the I06 beamline are given in table 2.1.

hν energy range circular 106 eV to 1300 eV
linear vertical 80 eV to 2100 eV

linear horizontal 130 eV to 1500 eV

Resolving power ∆hν/hν measured at 400 eV 10 000

Temperature range 150 K to 1800 K

Table 2.1: Beamline specification for beamline I06, DLS. The temperature
range refers to the X-PEEM endstation.

2.4.2 Nanomax beamline, MAX IV

The Nanomax beamline at MAXIV has been used in this work for scanning

X-ray diffraction measurements. It is a hard X-ray beamline at the MAX IV.
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MAX IV is a fourth-generation synchrotron which instead of a booster ring

has two storage rings, one operating at 1.5 GeV with circumference of 96 m

and one operating at 3 GeV with a circumference of 528 m. The 3 GeV ring is

a diffraction-limited storage ring. See [64] for further information.

The Nanomax beamline is attached to the 3 GeV ring. A schematic of the

Nanomax beamline is shown in Fig. 2.7.

Figure 2.7: Layout of the NanoMAX beamline. Reprint from [65]. The
undulator is installed inside the electron vacuum vessel. Some of the optics and the
experimental stations are in satellite buildings, due to the length of the beamline,
extending over nearly 100 m.

The undulator is a 2 m long in-vacuum undulator (i.e. installed inside the elec-

tron vacuum vessel which allows a smaller gap between the undulator arrays)

with a periodicity of 18 mm. The experimental stations are nearly 100 m away

from the primary source. The very long optics set-up, with a secondary source

aperture over 50 m away from the primary source, allows to achieve a fully

coherent x-ray beam at the experimental stations. For details see [66, 67].

The x-ray energies are in the hard x-ray regime and are not easily absorbed in

air so that the experiments can be performed in ambient pressure, i.e. in air.

For details see Table 2.2. The nanofocus and brilliance of the beam has been

used in this work, but coherence has not been exploited here.
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hν energy range 5 keV to 28 keV Routine operation 5 keV to 28 keV

Focal spot 50 nm to 200 nm Diffraction limited spot
(energy dependent, see [66])

Focused beam divergence ∼ 1.2 mrad energy independent

Coherent Flux 6x1010 @ 8 keV Flux at sample position
in (photons/s) 3x1010 @ 10 keV depends on energy, see [66]

8x109 @ 14 keV fully coherent beam

Table 2.2: Beamline specification of the NanoMAX beamline, MAX IV.
Information from [68].

2.5 X-ray dichroism

X-ray dichroism is defined as the difference of the x-ray absorption cross section

of a material measured for two orthogonal polarisation states of the incident

x-ray beam [58, chap. 4].

Different types of x-ray dichroism are distinguished based on the type of po-

larisation used, referred to as linear dichroism, for linear x-ray polarisation

and as circular dichroism, if circularly polarised light (comparing positive

circular and negative circular polarisation) is used [58, chap. 4].

The dichroism spectra are either defined as the asymmetry of the absorption

spectra for the two polarisation A1, A2:

XDasym =
A1 − A2

A1 + A2

(2.2)

or as difference spectra

XDdiff = A1 − A2 . (2.3)

Dichroism can occur if (and only if) the symmetry of the interaction of the

x-ray beam with the material is broken accordingly. The symmetry can be

broken by the crystallographic structure or by magnetic order. The corre-

sponding dichroism effects are referred to as natural or structural dichroism

and magnetic dichroism respectively [58, chap. 4].
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X-ray magnetic dichroism, which results from the effect of the modification of

the electronic structure of a material in the presence of magnetic order on its in-

teraction with x-ray photons, is a resonant effect that occurs almost exclusively

in the near edge X-ray absorption fine structure of the magnetic atoms. Due to

the strong spin-orbit interaction at the 2p core levels and the strong exchange

splitting of the 3d valence levels [69], the L2,3 absorption edges have been pri-

marily used in experimental and theoretical studies. Combined with spatial

resolution, such as in X-PEEM (see below) or by scanning a (nano-)focussed

beam across the sample, it becomes i.e. x-ray magnetic dichroism spectro-

microscopy. This allows element-specific imaging of local magnetic (domain)

structures [58, chap. 4]. A correct, theoretical description is highly non-trivial

and relies on the electronic structure of the absorber, which can be treated

within band-structure theory [70], or with density-functional theory (DFT) or

ligand-field multiplet (LFM) theory [58, chap. 4]. Hand-wavy explanations,

such as the “x-ray polarisation acts like a search-light for the direction of max-

imum charge, which depends on the magnetisation direction” (in the case of

linear polarisation) are given, but these are often wrong and give a false picture

of simplicity.

A few general and CuMnAs-specific principles, relevant for this work are out-

lined below.

2.5.1 X-ray (magnetic) circular dichroism

Circular dichroism arises if the two directions parallel and antiparallel to the

incident x-ray beam, i.e. parallel/antiparallel to the x-ray momentum, are

non-equivalent. This is the case in non-centrosymmetric crystals, x-ray natural

circular dichroism, or by the presence of a net magnetic moment 〈M||〉 along

the beam direction, x-ray magnetic circular dichroism (XMCD).

The XMLD effect scales linearly with the average magnetic moment along the

beam direction 〈M||〉 = 〈M〉 cos(θ), where θ is the angle between the incoming
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x-ray beam and the magnetisation direction. Hence, it occurs in ferro- and

ferrimagnetic materials, but vanishes in fully compensated AF systems. Being

a first order effect, XMCD signals can be large, reaching for example up to

50 % in transition metals [69].

Tetragonal CuMnAs films Tetragonal CuMnAs is inversion-symmetric

and hence exhibits no natural circular dichroism. Several circular dichroism

measurements in magnetic fields up to 6 T, show no measurable XMCD signal

either, which have confirmed that tetragonal CuMnAs is a fully compensated

antiferromagnet.

2.5.2 X-ray (magnetic) linear dichroism

X-ray linear dichroism effects arise in materials with two non-equivalent or-

thogonal axes, parallel and perpendicular to the x-ray polarisation. Structural

linear dichroism therefore occurs in most in non-cubic crystals, as well as non-

crystalline materials like bio-macromolecules (e.g DNA) and polymers. Pro-

nounced polarisation dependence of the x-ray absorption can also arise from

rough surfaces. In this case one can try to normalise the signal to account

for the topographic effects, but a correct interpretation can be highly compli-

cated1.

Linear polarisation has only axial and no directional properties. Hence linear

dichroism induced by magnetic order should be equally present in antiferro-

magnetic systems as well as in ferro- and ferrimagnets. It is a second order

effect scaling with 〈M2
||〉 and hence often considerably smaller then XMCD

in ferromagnetic systems. Yet, x-ray magnetic linear dichroism (XMLD) has

been established as a probe to study antiferromagnetic as well as ferro- and

ferrimagnetic materials, largely resulting from pioneering experimental and

theoretical work by van der Laan and (many) coworkers during the last few

decades and the effects summarised in the introduction to reference [71].

1It is much better to have a flat sample.
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Several theoretical calculations and experiments have shown that the XMLD

effect shows pronounced anisotropy depending on the angle between the po-

larisation and the crystallographic directions. In particular, an opposite sign

of the XMLD signal for two different high-symmetry axes (e.g. 〈100〉 com-

pared to 〈110〉 in cubic or tetragonal systems) has been predicted theoretically

and confirmed experimentally for several systems. As such, the XMLD effect

depends not only on the angle between the polarisation and the magnetisa-

tion direction, but also on the angle of the polarisation with respect to the

crystallographic directions, often referred to as “angular-dependent XMLD”.

In cubic symmetry the angular-dependent XMLD can be described by a lin-

ear combination of two independent spectra along two non-equivalent high-

symmetry axes, called fundamental spectra. A detailed discussion of the model

restricted to the (001) plane in the cubic lattice symmetry is given in reference

[71].

XMLD in tetragonal CuMnAs films

Experimental absorption and dichroism spectra measured at the Mn L2,3 edge

are shown in Fig. 2.8. The data are taken from reference [49].

Restricted to the (001)-plane, i.e. within the film plane, tetragonal CuMnAs

has four-fold symmetry. Hence for two in-plane perpendicular x-ray polarisa-

tions no structural dichroism is expected and has not been reported. Yet, struc-

tural dichroism can arise with respect to the c-axis, which is out-of-plane. The

structural dichroism spectrum, measured as the difference of the absorption of

x-rays with out-of-plane and in-plane polarisation, is shown in Fig. 2.8 C. At

the L2,3 edge the spectrum shows a maximum and two pronounced minima

located 0.5 eV below and 1 eV above.

For magnetic linear dichroism in CuMnAs only in-plane effects have been stud-

ied both theoretically and experimentally, since the strong magnetocrystalline

anisotropy restricts the Néel vector within the film plane.

Figure 2.8 B shows two experimental XMLD spectra, measured as the differ-
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ence of the absorption for Néel vector parallel and perpendicular to a fixed x-

ray polarisation direction aligned with the CuMnAs [110] and [010] directions.

Due to the crystallographic symmetry this is exactly equivalent to comparing

the parallel and perpendicular polarisation for a fixed Néel vector direction

along the same [xy0] direction.

The spectra show similar shape, but opposite sign for the two high-symmetry

axes, which has been confirmed by theoretical calculations [53] and recent

LFM calculations performed by Hebatella Elnaggar (unpublished). Near the

L2,3 edge, the spectra show two extrema, minimum and maximum, located

with x-ray energies hν at the peak of the XA spectrum (E1) and 0.9 eV below

(E2). We define the size of the signal as I = XA(E1)−XA(E2), which yields

a negative value for the [110] crystallographic direction and a positive value

for polarisation along the [010] direction and a relative size of of I[110] : I[010] ≈

1 : 0.6

Figure 2.8: X-ray absorption at the Mn L2,3 edge in tetragonal CuMnAs.
A: X-ray absorption (XA) spectrum. B: X-ray magnetic linear dichroism (XMLD)
- asymmetry of absorption spectra for magnetisation parallel and perpendicular to
the respective x-ray polarisation ~E. C: Non-magnetic x-ray linear dichroism (XLD)-
asymmetry of absorption spectra with x-ray polarisation parallel and perpendicular
to the c-axis.
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The cubic symmetry of the (001)-plane allows to adapt the phenomenological

model discussed in reference [71]. Hence, the angular-dependent XMLD in

CuMnAs can be described as a linear combination of the two fundamental

spectra XMLD[110] and XMLD[010]. Defining ε and µ as the angles of the

x-ray polarisation and the magnetic axis with respect to the CuMnAs [110], it

is found that

XMLD(ε, µ) = I[110] cos(2µ) cos(2ε) + I[010] sin(2ε) sin(2µ) (2.4)

For a fixed polarisation direction, this can be rewritten as

XMLD(µ) = Iε cos(2(µ− µmax)) , (2.5)

where Iε and µmax ∈ [0, π) are constants depending on the polarisation direc-

tions. Only for x-ray polarisation aligned with one of the high symmetry axes,

µmax = ε or µmax = ε ± π/2. Hence maximum XMLD contrast is observed

parallel and perpendicular to the polarisation only if the polarisation is along

a high-symmetry axis.

This is illustrated in Fig. 2.9 A. The variation as a function of the spin angle

is what generates the the contrast in XMLD-PEEM images. The case of fixed

magnetic axis and varying x-ray polarisation is similar - due to the symmetry

of equation (2.4) under the exchange of ε and µ.

A further complication when interpreting XMLD-based image data arises from

the non-linearity of the XMLD signal, as Fig. 2.9 B comparing a linear colour

map to a colour map based on the XMLD[110] and XMLD[010] signals. Both

maps give the false impression of extended dark and white areas.
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Figure 2.9: Angular dependence of the size of the XMLD signal in CuM-
nAs. A: Size of the XMLD signal XMLD(E1) - XMLD(E2) as a function of
the spin angle (contrast in XMLD-PEEM images) for different x-ray polarisation
directions, indicated by the coloured arrows on the right. The black arrows represent
the spin axes. The angle is measured with respect to the CuMnAs [110]. The curves
are shifted relative to each other in the vertical direction, for visibility. B: Linear
rotation of the spin axis by 180° shown in a linear scale (bottom), and using the
colour map defined by the XMLD signal for x-ray polarisation along the CuMnAs
[010] (middle) and [110] (top) crystallographic axes, i.e. showing the contrast in
XMLD-PEEM images.

2.6 Electron microscopy

Electron microscopy works on similar principles as optical microscopes, but

uses electrons rather than light as illumination and electrostatic instead of glass

lenses, which allows much higher spatial resolution. The concepts of imaging

and diffraction plane, the role of the objective lens and apertures are equally

applicable. The performance of the electron optics depends on the kinetic

energy of the electrons. Optimal resolution imaging can only be achieved
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with a monochromatic beam with high kinetic energy. Thus, high-resolution

electron microscopes typically use a high voltage (typically 10 kv to 20 kv) to

accelerate the beam into the microscope lenses. For a detailed introduction

and a description of the various techniques see reference [72].

In this work, two types of electron microscopy, photoemission electron mi-

croscopy (PEEM) and low-energy electron microscopy (LEEM) are used, which

can be combined in one instrument.

2.6.1 LEEM

Low-energy electron microscopy generates an image from an elastically scat-

tered electron beam. For a crystalline specimen, the backscattered electrons

are focused in discrete diffracted beams with emission angles satisfying the

Bragg conditions for constructive interference. Amorphous surface create dif-

fuse scattering, with low intensity in every direction and hence cannot be im-

aged in LEEM. The probing depths of the technique is limited to the top 10�A,

due to the limited mean free paths of low-energy electrons. Below, we give a

brief overview on LEEM as far as it is concerned to the work here. The section

is largely based on reference [73] and reference [74], an introductory paper to

LEEM written by Ernst Bauer who invented LEEM in 1962.A schematic of a

typical LEEM instrument is shown in Fig. 2.10.

An electron gun is used to generate a beam of electrons. The electrons are ac-

celerated to high-kinetic energies by a high-accelerating voltage 10 kV to 20 kV

into the first set of optics, (illumination lenses), which focus the high-energy

beam and direct it into a beam-separator. The beam-separator, consisting of

several magnetic field sectors, redirects the beam to the objective lens placed

just in front of the sample. Between the objective lens and the sample the

electrons are retarded, since the sample is kept at a small potential (the start

voltage) close to ground. Hence, the electrons reach and interact with the sam-

ple with a low kinetic energy. The backscattered electrons travel through the
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Figure 2.10: Main components of a basic LEEM instrument Reprint from
reference [74]. a: Close-up of the objective lens and sample, here for a system
with the contrast aperture in the first diffraction plane. b: Overview of the whole
instrument. The dotted lines indicate diffraction planes, the arrows an image plane.

same objective lens. The retarding voltage now acts as accelerating voltage,

as illustrated in Fig. 2.10.

The electron beam, now at high-kinetic energy, is sent through the beam sep-

arator into another set of electron optics (imaging lenses), which focuses the

electron beam onto the detector. The detector is placed in an image plane for

LEEM imaging, and in a diffraction plane for low-energy electron diffraction

(reciprocal space imaging).

Additionally, one or more apertures can be placed into the beam paths. These

include the illumination aperture, which restricts the illuminated area on the

sample, and the contrast aperture, which restricts the emission angle of the

backscattered electrons and is placed in a diffraction plane. If the contrast

aperture is positioned in the first diffraction plane between the objective lens
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and the beam separator, then the same aperture acts simultaneously as illumi-

nation and contrast aperture. In more complex setups, the contrast aperture

and illumination aperture are placed on either side of the beam separator.

The quality of LEEM measurements typically increases with decreasing sample

temperatures, since thermal motion increases the amount of diffuse scattering

and broadens the diffracted beams, i.e. the emitted electrons have a larger

range of kinetic energies and emission angles. LEEM allows for several spe-

cialised imaging modes, some of them discussed below, see references [73] and

[74] for more details.

Low-energy electron diffraction LEEM instruments can also be used for

low-energy electron diffraction (LEED) measurements, by placing the detec-

tor in the diffraction plane and not in the image plane. This is realised not

by moving the detector physically, but by adjusting the electron lens setting

accordingly [73]. LEED is measured with positive start voltages and with-

out contrast aperture. Qualitatively, a LEED pattern gives information on

the symmetry of the surface. Quantitative information can be retrieved by

measuring the intensity of the diffraction spots depending on the start-voltage

(LEED-IV) and comparing to theoretical models, see [75].

Usually LEED is a spatially averaged technique. LEED inside a LEEM ad-

ditionally allows to obtain LEED from selected areas only, by restricting the

illuminated area with the illumination aperture. However, a non-centered po-

sition of the illumination aperture leads to a distortion of the LEED pattern

and hence experimentally cleaner data are obtained by moving the sample and

keeping the position of the aperture fixed.

Bright field microscopy Bright field microscopy (BF-LEEM), uses the

specular (0, 0)-diffraction beam for imaging, i.e. electrons with normal emis-

sion. Electrons leaving the sample with a different emission angle are removed

by the contrast aperture. In this imaging mode, performed with positive start-
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voltages, contrast arises from different crystalline structures, different number

of heteroepitaxial layers or different surface composition, also referred to as

“reflectivity contrast”. Depth-sensitivity is increased with increasing start-

voltage, yet this results in a loss of intensity and is restricted to ≈ 10�A.

Dark field microscopy In dark field microscopy (DF-LEEM) the image

is generated from a higher order, non-specular diffraction beam. Electrons

contributing to the specular (0,0)-diffraction beam and the other diffraction

beams are removed by the contrast aperture. This can be realised either by

moving the contrast aperture off-centre or by using the optics to deflect the

electron beam such that the selected reflection passes through the contrast

aperture. If possible, the latter is preferred since non-centred position of the

contrast aperture distorts the image.

DF-LEEM is highly sensitive to the crystallinity of the sample. Any non-

crystalline areas or areas which have a different lattice parameter, orientation

or symmetry do not give intensity, i.e. appear black on the image. Therefore,

in polycrystalline samples, individual crystallites can be imaged separately by

using the corresponding reflection. In this thesis, dark-field imaging was used

to separate areas with different surface reconstructions.

Dark-field microscopy is performed with positive start voltage. Due to the

reduced intensity of the higher-order reflection spots, DF-LEEM has lower

intensity than corresponding BF-LEEM images. For optimal intensity, the

start-voltage has to be close to a maximum of the corresponding LEED-IV

curve.

In dark field imaging, all electrons contributing to the image have the same

kinetic energy and emission angle which allows for very high spatial resolution.

Mirror electron microscopy In mirror electron microscopy (MEM) the

start-voltage is close to zero or has a small negative value. Hence the incident

electrons are reflected before reaching the sample surface and only interact
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with the near-surface region and not the sample itself. Contrast arises from

the variation of the retarding potential due to work function differences, which

can be very complicated. Assuming overall atomically flat surfaces, a main

contribution to the contrast results from height differences, e.g. atomic step

edges. No scattering events occur and no LEED pattern is formed. Therefore

MEM has a high intensity and can also be performed on non-crystalline sample

surfaces.

2.6.2 Photoemission electron microscopy (PEEM)

In photoemission electron microscopy (PEEM in physics, PEM in biology), the

electrons used to generate an image are emitted from the sample itself (hence

emission microscopy). This is achieved by illuminating the sample with UV-

light (UV-PEEM) or x-rays (X-PEEM), which interacts with the sample via

the photoelectric effect. The emitted electrons are mostly not the electrons

excited directly by the photon beam, but secondary electrons and Auger elec-

trons which can undergo several inelastic electron scattering processes before

some of them escape into vacuum. As such a wide spectrum of electrons is

emitted with energies between the energy of the illumination and the work

function of the sample and a range of emission angles. The wide electron dis-

tribution is the principal source of image aberration in the microscope. The

imaging optics are similar to a LEEM instrument, and the same in a combined

LEEM/PEEM instrument, differing only in the illumination. PEEM operates

with the sample close to ground, with a small negative bias which helps to

prevent the build-up of large charges near the surface and stops the emitted

electrons from being redirected into the sample.

Contrast arises from local variation of the emission of the sample, which, in

many cases, scales with the photon absorption coefficient within good approx-

imation.

The probing depth is typically ∼ 5 nm mostly limited by the mean free paths
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of the electrons, whereas the penetration depth of the photons is usually much

larger, though dependent on the incident photon energy.

Drawbacks of LEEM and PEEM instruments

Emission electron microscopy is usually limited to conductive specimen, con-

nected to ground, since the (removal) of electrons would otherwise result in

a built-up of a positive charge on the sample, which shifts the work-function

making it successively harder for emitted electrons to reach the detector.

For CuMnAs grown on insulating substrates, this means that the sample needs

to be connected to ground via the surface (e.g. by wire-bonding or by a

conductive cap) and that the sample design must not feature isolated CuMnAs

“islands” since these can neither be imaged.

Parasitic charging effects can also arise in conducting, well-grounded samples

if locally high densities of photoelectrons occur (“space charge”). The elec-

trons in free space interact (repel) each other, limiting the performance of the

electrostatic lenses, and can induce mirror charges, which further affects the

electron paths. This shifts the electron energy distribution and deteriorates

the spatial resolution. It is reduced by reducing the flux, i.e. illuminating with

less intensity.

LEEM and PEEM measurements with high resolution require fast electrons,

hence a large potential between the sample and the objective lens which cre-

ates a large electric field. This can result in rapid electric discharge (“sparks”)

between the sample and the optic system. The high voltage drops, no electrons

reach the detector and locally a large current flows through the sample which

can severely damage the sample. The risk of electric discharge can be min-

imised by improving the vacuum and ensuring a flat sample surface. Isolated

conductive islands and dirt on the surface act like lightning conductors and

can trigger the discharge.

The ultra-high vacuum conditions (below 1× 10−8 mbar) imply that the sam-

ple holders and the material must be UHV stable.
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As in all electron microscopy techniques additional (not part of the lens system

of the microscope) magnetic and electric fields perturb the electron paths.

Therefore, the system must be well shielded and imaging with in-situ electric

and magnetic fields is difficult and limited to very small fields only.

2.7 The PEEM-endstation on I06, Diamond

Light Source

The data presented in this work are obtained on the PEEM-endstation on

beamline I06 at Diamond Light Source. The endstation is a commercial

electron microscope (manufacturer: Elmitec, model: SPELEEM) but is also

equipped with a UV-lamp and connected to the beamline. Hence it can be

used for X-PEEM, UV-PEEM and LEEM.

Figure 2.11: Photographs of the omicron cartridges used on the PEEM-
endstation, I06. A: Top-view of a pulsing cartridge (without sample and cap). B:
Top-view of a heating cartridge (without sample and cap). The hole over the filament
is covered with a circular Ta-plate on which the sample is placed. C: Side-view of a
pulsing cartridge. D: Side-view of a heating cartridge, with Ta-plate and sample. E:
Side-view of a cap. F: Top-view of the cap. The cap is screwed onto the cartridges
through the holes of the feet into the holes indicated in panels A and B.
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The instrument is operated routinely at ambient temperatures. The sample

environment can be cooled to ≈ 150 K by cooling the manipulator with liq-

uid nitrogen. The manipulator and sample stage contract when reducing the

temperature, so that sufficient time needs to be given for the system to sta-

bilise and the systems needs realigning before measuring. Vibrations arising

from the nitrogen flow can be a significant source of noise. The samples are

mounted on customized Omicron cartridges, shown in Fig. 2.11. Two types of

cartridges are commonly used “pulsing cartridges” (Fig. 2.11 A) and “heating

cartridges” (Fig. 2.11 B). The heating cartridges are equipped with a electron

bombardment heater, including a heating filament, located behind the sample

stage. Using the filament current of the heater only, the cartridge temperature

can be raised by a few 100 K, controlled by the filament current. Up to 1800 K

can be achieved by electron bombardment heating. The temperature of the

sample cartridge can be measured with a W/Re thermocouple spot-welded

onto a Ta plate which is in thermal contact with the back of the sample. This

gives an estimate of the sample temperature. Thermocouple and filament are

connected to the feet of the cartridge. Direct measurement of the sample tem-

perature is not possible. The samples are positioned on a Ta plate and kept

in place with a Mo cap, which also connects the sample surface to ground.

For in-situ electrical manipulation pulsing cartridges are used. Here, the sam-

ples are glued with silver paint onto the sample mount. Electrical contact is

established by wire-bonding from the sample surface to the four contacts pads

connected with the feet of the sample.

Attached to the electron microscope is a UHV-preparation chamber, with a

low-resolution LEED. The preparation chamber is connected to a STM system,

as well as the load lock. A photo of the set-up is shown in Fig. 2.12 A. The

STM chamber is hidden behind the preparation chamber and cannot be seen.

In addition, a UHV-chamber, referred to as the decap chamber, dedicated to

the removal of As cap can be attached to the preparation chamber. A photo of

the chamber is shown in Fig. 2.12 B. The sample-cartridges can be transferred
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Figure 2.12: PEEM endstation on beamline I06, DLS. A: Photo of the
PEEM endstation, without the decap chamber, showing the PEEM chamber, the
preparation chamber and the load lock, photo from reference [76]. The STM chamber
is hidden behind the preparation chamber. B: Photo of the mobile decap chamber,
attached to the preparation chamber. C: Schematic of the main part of the decap
chamber showing the manipulator with an omicron cartridge, and the tip of the
transfer arm. The arrows indicate where it is connected to the pumping system
and the preparation chamber. The height, rotation and horizontal position of the
manipulator and the angle of the transfer arm can be adjusted.

in UHV between the chambers, by using transfer arms. For measurements and

storage, the cartridges are placed on manipulators in the chambers, marked for

the decap chamber in the schematic in Fig. 2.12 C. The manipulators in the

PEEM, preparation and decap chamber are compatible with the same Omicron

cartridges.

All manipulators have at least four electrical feedthroughs, which are used for

the thermocouple and filament on heating cartridges and for the four contact

pads on pulsing cartridges.
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Microscope A schematic of the electron microscope optics, showing the

electron paths for (a) LEEM/PEEM imaging and (b) imaging of the focal

plane (diffraction, LEED) are shown in Fig. 2.13. In addition to the basic

illumination and imaging optics, the instrument has an energy analyser which

allows to select electrons with a specific energy for imaging and for imaging

of the dispersive plane (not relevant in this work). For details, of how the

different imaging modes are achieved, see reference [77].

Figure 2.13: Optics of the LEEM instrument on I06 Reprint (slightly
adapted) from ref. [77]. (a) imaging mode used for LEEM, PEEM. (b) imaging of
the focal plane (diffraction plane) used for LEED. Shown are the reflected/emitted
electron beam starting at the surface in dark gray and the illuminating electron beam
in light gray. The arrows represent the images of the sample surface and dots the
images of the back focal plane (diffraction plane). The white circles indicate inserted
apertures in the intermediate image plane (IIP) and in the focal plane image (FPI).
The slit in the dispersive plane (DP) is also shown. See [77].

The imaging optics and the path of the electron beam between the sample and

the detector/screen are the same for all illumination techniques. Therefore,

also the same area is imaged when switching between UV-PEEM, X-PEEM

and LEEM imaging as long as the measurements use the same imaging lens

settings.

In this work, the instrument was operated with 12 keV acceleration voltage.

For this configuration imaging with field-of views covering ≈ 2.5 µm to 80 µm

is possible.
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Image acquisition Images have been acquired with a CCD camera (PCO-

2000, see [78]) until December 2018 and since January 2019 with a medipix2-

electron detector (see [79]).

The CCD-camera setup consists a microchannel plate (MCP), a phosphorus

screen and the CCD camera. The MCP act as an (adjustable) electron mul-

tiplier, the phosphorus screen transforms the electron beam into light, which

can be detected by the CCD camera. The camera has 1024 × 1024 pixels for

imaging, but the imaged area is restricted to the central circle with diameter

of 1024 pixels. Overexposure can damage the camera, hence the intensity on

the camera needs to be monitored and adjusted with the MCP settings. The

sensitivity (gain) of the pixels varies slightly, which can be accounted for with

a flat-field normalisation image.

The Medipix2-detector is a direct electron-detector, which can be operated

as a noise-less detector [80]. Advantages of medipix-detectors compared to

MCP/phosphorus screen/CCD camera setups for LEEM and PEEM imaging

are described in reference [80]. The detector has 512 × 512 pixels and the

entire area is imaged. The pixels in the central two columns and rows sum

the intensity of the two pixels, so that the measured intensity is doubled and

quadrupled in the 4 central pixel. Hence the value of the central rows and

columns need to be scaled by 0.5 in the raw images during processing. Addi-

tionally, the detector has dead pixels, which do not work. The number of dead

pixels increases with lifetime of the camera. For later measurements dead-

pixel images are available which can be used to identify relevant pixels. As

in the PCO-camera, there is a pixel-to-pixel variation of the sensitivity which

requires flat-field correction.

Flat-field images F are obtained by imaging a feature-less area with uniform

illumination and defocussed objective-lens. The images can be normalised by

pixel-wise division of the raw image; Icorr = Iraw/F . The same flat field images

can be used for LEEM and PEEM imaging, since it accounts for properties of

the detectors only.
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Software control The microscope is controlled using the LEEM2000 soft-

ware [81], provided by the manufacturer. Data acquisition, including Camera

control, and control of the polarisation and energy of the x-ray beam is per-

formed via the “General Data Acquisition” (GDA) client, a jython based soft-

ware tool developed and provided by the DLS IT department. The beam focus

on the sample, the sample position and rotation is furthermore adjusted in a

separate graphical interface, developed at DLS. The sample tilt and the posi-

tion of the contrast aperture and illumination aperture is adjusted manually

(turning screws).

2.7.1 Operation as LEEM

The instrument is equipped with an electron gun which illuminates the sample

with constant, tuneable flux and energy, defined by the start voltage. The

illuminated area is approximately ∼ 80 µm×80 µm large and can be restricted

by a circular apertures with various diameters, the smallest being 400 nm.

Polarisation control of the electron beam is not possible.

Upon request, the beamline staff can add pre-settings for dark-field imaging.

However, since they depend on the position of the diffraction spots, they need

to be redefined for different samples. With the medipix-detector, LEED-IV

curves with the same imaging settings can be measured over a large range of

start-voltages between 15 V to 250 V.

2.7.2 Operation as PEEM

On I06, the x-ray beam is at grazing incidence, forming an angle of 74° to the

surface normal. The polarisation can be set to negative circular (nc), positive

circular (pc) or linear, with linear horizontal (lh) polarisation corresponding

to a polarisation vector ~E aligned within the sample, and linear vertical (lv)

polarisation being almost out of plane. The x-ray energy and polarisation

can be tuned within the soft x-ray regime. The details are given in table
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2.1. The beam size and focus is controlled by the optics, in particular the

exit slit (see section 2.4.1). Defocusing the beam beyond a 10 µm spotsize

results in significant energy dispersion across the beam profile. Monochromatic

illumination of larger areas requires rastering the beam across the surface.

To achieve various orientation of the polarisation vector with respect to the in-

plane crystallographic axes, the sample needs to be rotated, since the direction

of the x-ray beam is fixed.

Large area maps

The large area maps are a stitch of 30µm XMLD-PEEM asymmetry images

with sample positions over an xy-mesh with a stepsize of 15 µm, ensuring

considerable overlay between the images. The sample position was rastered

automatically and the beam-position was not adjusted in-between which can

lead to a slight drift of the illuminated area. In order to illuminate the 30 µm

field-of view, the 10 µm beam-spot on the sample surface was rastered in x

and y across the sample using the KB-mirrors, since static defocussing beyond

10 µm introduces energy dispersion across the sample of more than 0.5 eV.

This amount of energy dispersion can cancel or revert the magnetic contrast

in different areas of one image.

The beam-rastering can introduce stripe-like artefacts in the recorded images.

2.7.3 Alignment

Alignment of the entire instrument is a highly non-trivial problem. Users on

I06 rely on beamline staff to align the majority of the instrument. Most of the

lens settings do not need to be adjusted regularly.

However, some features are highly sensitive to the orientation and distance

of the sample surface. Therefore they need to be adjusted frequently, when-

ever swapping sample, rotating the sample or moving the sample over several

micrometers. Namely:
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• Sample tilt: the surface normal needs to be aligned with the optic axis

(normal emission).

• Contrast aperture: needs to be centred.

• Objective lens: defines the depth-focus and can vary for LEEM images

with different start-voltages.

2.8 X-PEEM measurement details

In this work, all X-PEEM measurements are carried out on the PEEM endsta-

tion on beamline I06. The instrument is operated with accelerating voltages

of 12 kV. The samples are mounted either on heating cartridges or on pulsing

cartridges, with the CuMnAs 〈100〉 directions, which correspond to the cleav-

ing edges of the sample aligned with the sample holder. We arbitrarily define

the direction along which the x-ray beam impinges on the default orientation

of the manipulator as the CuMnAs [100].

Unless stated otherwise, the measurements are performed at ambient temper-

ature. This work includes microscopic x-ray absorption spectroscopy (XAS)

and microscopy x-ray dichroism measurements on CuMnAs thin films and thin

film devices, using the experimental protocols below.

2.8.1 X-ray absorption spectroscopy

X-ray absorption (XA) spectra of characteristic absorption edges are obtained

with a beam spotsize of 10 µm to ensure monochromatic illumination. An XA

scan consists of a series of X-PEEM images taken with x-ray energies scanned

stepwise across the the absorption edge with a stepsize of 0.1 eV. The x-ray

polarisation is kept fixed. For each energy an image is acquired with typical

exposure times of 1 s. XA spectra for a selected area are retrieved from the

dependence of the intensity integrated over the area on the x-ray energy, shown

as a graph or in a table.
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In this work, XAS measurements across the Mn L2,3 edge are used to ensure

sample integrity. Samples or areas which show significant sign of oxidation,

recognisable as a second shoulder of the peak, are not measured further. Ad-

ditionally, the peak of the Mn L2,3 edge, measured over a large area, is used

to calibrate the energy of the beamline at the beginning of an experiment.

2.8.2 XMLD-PEEM image protocol

In this work, most x-ray magnetic linear dichroism measurements are taken

with the x-ray beam impinging either along the CuMnAs [100] or along the

CuMnAs [11̄0] direction, corresponding to 0° and 45° rotations of the manip-

ulator.

As discussed in section 2.5.2, the CuMnAs XMLD spectrum at the MnL2,3

edge has two extrema, minimum and maximum, at x-ray energies hν located

at the peak (hν = E1) and 0.9 eV below, E2 = E1 − 0.9 eV. Therefore, if

the x-ray energy is tuned to either of those values, then variation of the angle

between the magnetic axis and the x-ray polarisation generates local contrast

in X-PEEM images.

To enhance the signal to noise ratio a dichroic image is calculated from a scan

measured as follows.

• define x-ray polarisation (lh or lv)

• set energy to E1

• take N (usually N = 20) images I1

• set energy to E2

• take N images I2

The exposure time for each image is 1 s and, unless stated otherwise, N = 20.

The XMLD-image is then defined as the asymmetry of the mean of the images
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for each energy:

XMLD =
〈I1〉 − 〈I2〉
〈I1〉+ 〈I2〉

(2.6)

where 〈∗〉 is the pixel-wise arithmetic mean over all images with the same con-

figurations. Hence one XMLD-PEEM image is obtained from 2N(= 40 typically)

individual images.

To further increase the signal to noise ratio typically several of such XMLD-

PEEM images are acquired and normalised.

For the tetragonal CuMnAs films studied here, the spin axis is restricted within

the film plane. Hence magnetic contrast is achieved with linear horizontal

polarisation. For linear vertical (lv) polarisation, the magnetic axis is almost

orthogonal to the x-ray polarisation everywhere, hence little to no magnetic

contrast arises. A small signal, reduced by a factor of sin 16°, results from the

in-plane projection of the lv-polarisation vector of the measurement geometry.

Instead of changing the energy and keeping the polarisation fixed, the asymme-

try of images with lh and lv polarisation for fixed energy could be considered.

Yet, changing the polarisation between the two orthogonal directions requires

large changes of the undulator and can take a few minutes, whereas changing

the energy by 0.9 eV requires only a small change of the undulators, hence is

much faster.

2.8.3 XLD-PEEM protocol

Structural XLD-PEEM imaging uses the same experimental protocol as XMLD-

PEEM, but with photon energies at a minium and a maximum of the non-

magnetc linear dichroism XLD-spectrum, with sensitivity to the orientation of

the local c-axis. XLD imaging in this work uses linear vertical polarisation.

Hence areas where the c-axis is locally rotated away from the surface normal

can yield contrast and sensitivity to magnetic order is reduced.

Here XLD-PEEM imaging is used to image the microtwin-pattern in a sample.

The identification is largely based on the similarity of the imaged pattern with
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other, direct measurements of the twin structure (see reference [46] and chapter

5.3.1). The microtwins are only a few nm wide, i.e. below the instrument

resolution, and form an angle with the sample surface. Hence the XLD contrast

is averaged over regions containing the twin and the surrounding matrix. As a

consequence, the twins appear with faint contrast and significantly broadened

on the X-PEEM images.

2.8.4 XMCD-PEEM protocol

Using circular polarisation, sensitivity to ferromagnetic order can arise from

x-ray magnetic circular dichroism effect at a specific absorption edge.

Similar to XMLD-PEEM and XLD-PEEM images, an XMCD-PEEM image,

for a particular absorption edge with energy Emax is calculated from a scan of

images taken with the following protocol:

• set the polarisation to positive circular (pc)

• set the energy to Emax

• take N images I+
on

• set the energy off-edge, here Emax − 4 eV

• take N images I+
off

• set the polarisation to negative circular (nc)

• set the energy to Emax

• take N images I−on

• set the energy off-edge, here Emax − 4 eV

• take N images I−off

Hence, a scan consists of 4 sets of N images taken with x-ray energies on and

off edge and pc and nc polarisation respectively.
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The XMCD image is then defined (pixelwise) as:

XMCD =
〈I+

on〉+ 〈I+
off〉 − 〈I−on〉 − 〈I−off〉

〈I+
on〉+ 〈I+

off〉+ 〈I−on〉+ 〈I−on〉+ thresh
(2.7)

“thresh” is a binary image, vanishing almost everywhere and with a large value

where the X-PEEM images have low intensity.

These XMCD-PEEM images reveal the component of the magnetisation vector

along the beam with minimum/maximum for parallel/antiparallel alignment.

Thus two measurements with orthogonal x-ray direction (i.e. sample orienta-

tion) give access to both in-plane components of the magnetisation.

2.8.5 Image normalisation and image processing

Before calculating the dichroic images, according to equations eqs. (2.6) and (2.7),

first camera artefacts need to be removed (image normalisation) and the cor-

rected individual images need to be aligned (drift correction). Normalisation

of the raw images includes flat-field correction for both cameras and appropri-

ate scaling of the intensity of the central columns/rows and dead pixel removal

for the medipix-detector only. The dead pixels are removed by replacing the

value with the average value of the nearest neighbours. This part has not been

done on all images.

The image normalisation, drift correction, dichroism calculations and further

processing (e.g. drift correction and averaging of several XMLD-PEEM im-

ages) is performed in Igor, using routines “PIMMs” written by Francesco Mac-

cherozzi based on ideas from Andrea Locatelli, or python procedures written by

Stuart F. Poole ([82] ). The python procedures are based on the Igor routines

and on the image processing tools available from reference [83] and discussed

in reference [84].

The Igor routines and the python procedures have implemented the same image

normalisation and dichroism calculations, but differ in the implementation

of the drift correction. The Igor routines use a selected area, the python
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procedures uses an edge-detection filtered version of the entire image. In both

procedures, the images are aligned with respect to the first image of the stack.

The Igor routines keep the original image size, and crop the other images to

the area of the first image so that data can be lost. The python procedure

embeds the images in a larger image. This results in dark borders, but no data

is lost.

2.9 LEEM measurement details

The LEEM measurements and combined LEEM/PEEM measurements are per-

formed on the PEEM endstation on I06 at Diamond Light Source, described

above.

2.9.1 Material and surface preparation

LEEM measurements require exposed, ideally atomically clean surfaces, hence

the CuMnAs films with 2.5 nm Al cap cannot be imaged. Instead 50 nm CuM-

nAs/GaP(001) epilayers, grown with similar conditions by Richard Campion

or Filip Krizek, but capped with 30 nm As were used. The As caps were re-

moved prior to the measurements as described below by heating the samples

to the evaporation temperature of AsOx. The removal of the As cap was found

to be recognisable as a change of the sample surface from black and shiny to

blue-grey and speckled. This is shown in Fig. 2.14. It does not always occur

uniformly across the sample, i.e. some areas can decap earlier than others.

This can be attributed to inhomogeneous heating and variations of the cap

thickness and oxidation.

The samples are mounted on the standard Omicron cartridges and transferred

into the dedicated decap chamber. The samples are left overnight at temper-

atures below 100 °C, to ensure that the vacuum is below 3× 10−9 mbar before

starting the decapping procedure. During the decap, the pressure of the cham-

ber, the sample temperature and the sample surface are monitored constantly.
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Figure 2.14: CuMnAs sur-
face change during decapping.
Photo of a partially decapped sam-
ple. The dark shiny area on the
right is not decapped, the speckled
area with blue/grey colour is de-
capped.

The temperature of the sample is estimated with the thermocouple and a low-

temperature pyrometer, using an emissivity value of ε = 0.1. The pyrometer

only works for temperatures above 200 °C and does not give a reading for lower

temperatures.

The sample are heated slowly, starting with a filament current of 0.5 A. The

pressure in the chamber left to settle below 3.5× 10−9 mbar before the fila-

ment current is increased in steps of 0.2 A. Once the thermocouple gives a

reading, the stepsize is decreased to 0.1 A. This usually occurs around 1.1 A.

The temperature measurement of the pyrometer has been found to differ by

approximately 50 °C in this temperature and by over 100 °C close to the decap

point. Decap typically occurred at temperatures around 360 °C, measured by

the pyrometer, 200 °C to 250 °C on the thermocouple, recognisable as a signif-

icant pressure rise, a drop of the thermocouple reading by 1 °C to 6 °C and a

change of the sample surface. The sample is left at this temperature until the

pressure has dropped to the base pressure of 3× 10−9 mbar.

After decapping, the samples are transferred in UHV through the preparation

chamber into the PEEM chamber. Before transfer, the samples need to be

left to cool down for approximately 30 min, because thermal expansion of the

cartridge and manipulator makes the cartridge too large to be removed from

the manipulator at higher temperatures.

The surfaces are found to last over up to 24 hours in good vacuum (below

1× 10−9 mbar), but degrade under the x-ray and electron beam and at higher
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pressures, mainly due to carbon deposition and oxidisation.

2.9.2 Experiment details

Most LEEM measurements are bright-field measurements, using the specu-

lar (0,0)-diffraction beam and positive start-voltages of either 35 eV, the first

maximum of the LEED-IV curve or 13 eV. The higher start voltage yields bet-

ter bulk resolution and reduced sensitivity to surface edges. The lower start

voltage yields higher intensity and has been found to be possible on slightly

degraded surfaces. Mirror electron microscopy of surface steps has been done

with a negative start voltage of 0.5 eV. Dark-field imaging and LEED-IV

measurements have also been done, but are relevant only for the last section,

reporting on unfinished work and hence will be described there.

The LEEM measurements comprise room-temperature measurements and mea-

surements during temperature cycles between room-temperature and the decap

point. The sample temperature is increased using the same filament as dur-

ing the decap. Since the filament heater is mounted on the cartridge, it is

expected that the same temperature is reached when heating with the same

current amplitude while decapping and in the LEEM/PEEM chamber.
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2.10 Electrical measurements

In-house electrical measurements

In-house electrical measurements are typically performed on star-shaped de-

vices with eight contact channels aligned with the CuMnAs crystallographic

directions. Current-spreading in these devices has been studied previously,

and is described in [85]. Figure 2.15 depicts how the different writing geome-

Figure 2.15: Measurement geometries in 8-contact devices used in purely
electrical measurements. The bold blue and red arrows show the directions of the
writing current pulses. Vxx and Vxy are the voltages measured during the application
of the continuous probing current along the green arrow to probe the longitudinal
resistance and transverse resistance (planar Hall). Panel A and B correspond to
orthogonal switching with current pulsing along the CuMnAs [110] and [1̄10] (A)
and with current pulsing along the [100] and [010] (B) directions. Panel C shows
the geometry used in polarity-switching.

tries and electrical probing geometries are realised in the 8-contact devices

used in the purely electrical measurements. In these devices, the writing cur-

rent pulses were set between two electrical contacts only and the voltage of

each current pulse recorded. The direction of the current pulse is indicated

by the blue and red bold arrows. The thin green arrows indicate the direc-

tion of the probing current used to measure the (change) of the longitudinal

and transverse resistance, via the longitudinal and transverse voltage drops,

Vxx and Vxy, as indicated. In this probing geometry, an uneven population of

domains aligned parallel and perpendicular to the writing current pulses and

the current-induced effective fields results in a planar Hall voltage due to the
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AMR. Hence a change of the relative domain population results in a change of

Vxy. For details see [85]. Panel A and B refer to orthogonal pulsing, with the

writing current pulses along the CuMnAs [110] and [1̄10] directions (panel A)

and along the CuMnAs [100] and [010] directions (panel B).

Panel C shows the geometries used for polarity switching. Here, both the

writing and the probing currents are always along one of the CuMnAs principal

axes, ({010}), and the transverse AMR is sensitive to changes of the AF spin

axis between the CuMnAs [110] and [1̄10] directions.

Experimental set-up Electrical measurements were performed with Keith-

ley 2400 source meters and Keithley 2000 meters. The Keithley 2000 is used

only in the purely electrical measurements to measure the longitudinal voltage

during the read-out. The meters are connected to the sample holder via an

in-house built, multichannel switch-box which uses relays to open and close

selected channels thus allowing to switch the contacts connected to the input

and output of the (source) meter. Unused contacts of the device are always

set to open circuit.

XMLD-PEEM measurements with in-situ electrical manipulation

Electrical measurements in-situ in the X-PEEM chamber are limited to four

electrical feedthroughs, that can be connected to the device, which puts sig-

nificant restrictions on the device geometry. Nonetheless, all electrical pulsing

geometries can be realised in the centre of a simple cross-device with 4 electri-

cal contacts, but electrical probing is limited to measurements of the transverse

resistance along the directions of the cross, as illustrated in Fig. 2.16. Here,

we use a device with the cross structure aligned with the CuMnAs [100] and

[010].

In this device geometry, orthogonal switching along the CuMnAs [110] and

[1̄10], combined with electrical read-out via transverse AMR can be realised

as depicted in Fig. 2.16 A. Orthogonal current pulse directions in the centre
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Figure 2.16: Measurement geometries in 4-contact devices used for in-
situ electrical manipulation in the X-PEEM chamber. The writing current
pulses are applied in the directions of either the blue or red bold arrows. The green
arrow shows the direction of the probing current, for which the transverse resistance
in the device centre can be measured as indicated. A and B correspond to orthogonal
switching with current pulsing along the CuMnAs [110] and [1̄10] (A) and with
current pulsing along the [100] and [010] (B) directions. C shows the geometry used
in polarity-switching.

of the device are achieved by sending the writing current pulses through all

four channels, which add vectorally in the centre. The direction of the probing

current and the transverse resistance matches the alignment of the cross.

Orthogonal writing current pulses along the CuMnAs [100] and [010] directions

can also be achieved in the device centre, as illustrated in Fig. 2.16 B. However,

measurements of the transverse resistance with a probing current at 45° to the

current pulses is not possible.

For polarity switching, this device geometry is ideally suited for writing current

pulses along the CuMnAs [100] or [010]. The writing requires only two of the

electrical contacts. Current-induced changes of the antiferromagnetic domain

between ±45° could in principle be measured via transverse AMR, as long as

the changes occur in the centre of the device.

2.11 Scanning X-ray diffraction measurements

The X-ray diffraction measurements were performed at the hard X-ray nanoprobe

beamline at Max IV, NanoMAX (see section 2.4.2 and [67]). The beam was fo-

cused to a lateral diameter of 100 nm and the x-ray energy tuned to 10 keV.
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The measurement geometry is determined by three angles, the detector angle

δ, measured from the direction of the incident beam in the vertical plane, and

determining the position of the Bragg vector, and two angles which describe

the rotation of the sample with respect to the beam, φ and Θ, with Θ defining

the incidence angle with respect to the sample surface in the vertical diffrac-

tion plane and φ being the sample azimuth. In a scan, the sample is scanned

laterally in a 2d-mesh (xy-mesh scan) through the x-ray beam with fixed sam-

ple orientation and a detector image of the diffracted intensity is recorded at

each position. The diffracted intensity is measured with a Merlin Si Quad

area detector with 512 × 512 pixels sized 55 × 55 µm2 placed at a distance of

0.650 m from the sample.

2.11.1 Reciprocal space maps

Several measurements with various sample rotations Θ give access to 3 dimen-

sions in reciprocal space, as described in reference [86].

Three-dimensional reciprocal space maps are obtained from several xy-mesh

scans with various sample rotations around a chosen Bragg reflection, here for

the CuMnAs 003 reflection. The measurements are spatially averaged (real-

space) over selected areas of the sample. The analysis was performed using

the xrayutilities toolbox described in reference [86] under the guidance of

Dominik Kriegner.

2.11.2 Microtwin mapping with scanning X-ray microscopy

(SXDM)

The nanofocus of the beam allows to garner information from specific posi-

tions on the sample, i.e. for real space scanning x-ray diffraction microscopy

(SXDM), here of the microtwin configuration in a sample as described below.

SXDM imaging of the microtwin configuration utilised the CuMnAs 003 peak

with the x-ray beam impinging along the CuMnAs [100] direction at Θ = 0.
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The presence of microtwins has previously been related to wing-like broadening

along 4 crystallographic directions of the diffraction spot [46]. The relationship

is confirmed by the measurements presented in section 5.3.1. The wings can

clearly be identified in RSMs (see Fig. 2.17 D and section 5.3.1). RSMs require

many scans with various sample rotations around the Bragg angle ΘBragg.

However, if the x-ray beam impinges along the CuMnAs [110], then additional

intensity in the wings can also be inferred from measurements with only two

orientations, Θ = ΘBragg + 0.4° and Θ = ΘBragg + 0.4°. This is illustrated in

Fig. 2.17 and allows efficient SXDM imaging of the microtwin configuration.

Figure 2.17: Principle of SXDM microtwin mapping. A-C, Summed de-
tector images of scans with the three different geometries used for microtwin map-
ping (log-scale): sample rotation of Θ = ΘBragg − ∆Θ (A), Θ = ΘBragg (B) and
Θ = ΘBragg + ∆Θ (C). D, RSM of the 003 reflection of an area with microtwin
defects. The grey plane illustrates the detector plane in defect mapping for the con-
dition Θ = ΘBragg + ∆Θ. The solid yellow arrows show the incident and diffracted
x-ray beam during defect mapping, the dashed yellow arrows their projection onto
the Q[110]/Q[11̄0] plane. E-F, Detector images (linear scale) with Θ = ΘBragg + ∆Θ
summed over 5 sample positions on one microtwin (E), on a microtwin with different
orientation (F) and from a microtwin-free area (G).

Panel A, B and C show detector images summed over an entire xy-mesh scan
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with Θ = ΘBragg − 0.4° (A), Θ = ΘBragg (B) and Θ = ΘBragg + 0.4° (C).

The geometry for the configuration Θ = ΘBragg+∆Θ is illustrated in Fig. 2.17 D

featuring the isosurface of the CuMnAs 003 RSM sliced by a grey plane which

corresponds to the detector plane. The direction of the incoming and diffracted

x-ray beams during mapping is indicated by the yellow arrows. Note that the

sample was rotated in plane by 45° during the microtwin mapping with respect

to the measurements of the RSM. This schematic shows that in this geome-

try (Θ = ΘBragg + ∆Θ) the detector plane does not cut the central spot, but

slices one set of the thickness fringes, three of the streaks as well as two of

the microtwin-related wings. The configuration (Θ = ΘBragg − ∆Θ) can be

obtained via symmetry and slices the remaining two microtwin wings. During

an xy mesh-scan with Θ = ΘBragg +∆Θ we thus observe increased intensity on

one or the other half of the detector when a microtwin is within the illuminated

area and lower intensity in a microtwin-free area, as shown in panels E-G. The

images show the sum of five detector images measured on one microtwin (E),

on a microtwin with perpendicular orientation on the sample surface (F) and

measured on a microtwin-free area (G). The colourscale is the same for all

three images. Compared to the detector image from a microtwin-free spot, the

detector images obtained on microtwins show significantly higher intensity in

the regions marked by the red ovals on one or the other half of the detector,

depending on the microtwin orientation. Mapping the intensity of each detec-

tor half over an xy mesh-scan with Θ = ΘBragg + ∆Θ thus allows to map the

spatial pattern of the microtwins with corresponding orientation.

Since the configuration Θ = ΘBragg − ∆Θ similarly gives access to the two

remaining wings, the sum of the real space intensity maps with Θ = ΘBragg +

∆Θ and Θ = ΘBragg −∆Θ produces a map of all microtwins.

The real-space intensity maps are produced using the Nanomax-ScanViewer.
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2.12 Modelling AF textures in the vicinity of

microtwins

The magnetic energy density of an antiferromagnetic layer with microtwin de-

fects consists of three contributions: the magnetic anisotropy energy of the ma-

trix (= the “non-disturbed”, surrounding film), wmatr, the magnetic anisotropy

energy of the microtwins, wtwin, and magnetoelastic energy, wm−e. The mag-

netoelastic energy can contain a contribution of defect-induced strain.

Based on the tetragonal symmetry of CuMnAs the magnetic anisotropy of the

matrix is modelled as

wmatr =
1

2
MsHoopn

2
z −

1

4
MsHip(n4

x + n4
y), (2.8)

where ~n = (nx, ny, nz) is the reduced Néel vector (|~n| = 1), whose direction

coincides with the direction of the spin axes, Ms/2 is the sublattice magneti-

sation, and the positive constants Hoop and Hip correspond to the out-of-plane

and in-plane magnetic anisotropy fields with the axes x and y parallel to the

magnetic easy axes within the film plane, here the CuMnAs [110] and [11̄0].

To define the other contributions, wtwin and wm−e, the microtwin defects need

to be understood in detail. The lattice of the twins is coherent with the lattice

of the matrix and can be mapped onto the matrix lattice by a reflection in a

{101} mirror plane, which is called the twinning plane. The twinning plane

makes an angle of ψ = arctan(c/ã) with the (001) plane, where ã and c are

the lattice parameters of the tetragonal unit cell (see Fig. 2.18 A). The in-

plane lattice parameter ã is defined perpendicular to the twin, i.e. along the

CuMnAs {110}, so that it corresponds to the diagonal of the ab-plane of the

conventional unit cell of CuMnAs used in previous publications [45, 46, 48, 49].

Substituting ã = a[110] = 5.449�A and c = 6.278�A yields ψ = 49°. From the

tetragonal symmetry of the material, it follows that there are two possible twin

pairs corresponding to the (101) and (011) mirror planes. In each case the
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mirror (twin) plane can make an angle of ψ or π−ψ with the film plane, thus

giving four possible types of the microtwin orientations. The lattice vectors

within the microtwin region are rotated with respect to the matrix lattice

through the angle π − 2ψ ≈ 82° (see Fig. 2.18).

Figure 2.18: A ,B Schematics explaining the Orientation of the microtwin defects
and the corresponding reference frames (not to scale). Yellow corresponds to the mi-
crotwin, light grey represents the surrounding matrix and dark grey to the substrate.
A Schematic explaining the orientation of the microtwin plane. Shown is the unit
cell of the matrix, with in-plane lattice parameter ã (here measured along the [110])
and out-of plane lattice constant c and the rotated unit cell of the microtwin defect.
The twinning plane is the {101} mirror plane between the lattice of the matrix and
the lattice inside the twin, forming an angle of ψ with the substrate interface. B,
Microtwin-induced incompatibility at the film-substrate interface. Primed and non-
primed reference frames refer to the microtwin area and to the matrix respectively.
Inside the microtwin region N atomic planes have a width of Nã which is smaller
than the projection of the microtwin on the film plane, which leads to incompatibility
at the substrate interface.

The magnetic anisotropy energy inside a microtwin can be calculated from

equation (2.8) with account of lattice rotation through the angle 2ψ:

x̃ = x cos(π − 2ψ) + z sin(π − 2ψ) ,

z̃ = −x sin(π − 2ψ) + z cos(π − 2ψ)

ỹ = y.
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Taking into account that Hoop � Hip, it follows that

wtwin =
1

2
MsHoop cos2(2ψ)n2

z +
1

2
MsHoop sin2(2ψ)n2

x−
1

4
MsHipn

4
y + . . . . (2.9)

The cross-terms (order of nlxn
4−l
z ) are irrelevant for the analysis, because

Hoop � Hip, and have therefore been omitted.

The second term in equation (2.9) removes the degeneracy between the x and

y axes (parallel and perpendicular to the twin) and makes the orientation of

the Néel vector perpendicular to the twin unfavourable. Since ~n is normalised,

the full dependence of the anisotropy energy wan, can be expressed in terms of

the angle θ between the Néel vector and the sample surface normal, and the

φ measured in-plane with respect to the microtwin line on the surface. The

anisotropy energy surfaces as a function of θ and φ are plotted in Fig. 2.19

for a ratio of Hoop : Hip = 10 : 1, which enhances the in-plane anisotropy. A

ratio of Hoop : Hip = 100 : 1 would be a more realistic value, but the in-plane

variation would be impossible to observe in the plots. The top surface shows

the anisotropy energy inside a microtwin along the CuMnAs [110] directions

(including the higher-order crossterms) and the bottom surface corresponds

to the surrounding matrix. The two energy surfaces have been shifted by a

constant offset with respect to each other.

The anisotropy energy of the surrounding lattice has four equivalent minima,

along the CuMnAs [110], [1̄10], [1̄1̄0] and [11̄0] directions arising from the

tetragonal symmetry of the film. Two of those minima have a large anisotropy

energy inside the twin, whereas the other two coincide with minima of the

anisotropy inside the microtwin, and thus are the preferred orientations for the

entire area, here along the CuMnAs [1̄10] and [11̄0] directions, corresponding

to the two possible signs of a Néel vector parallel to the microtwin line on the

surface.

The strains induced by the microtwins and the corresponding contribution to

the magnetoelastic energy can be calculated by considering the incompatibil-
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Figure 2.19: Normalised magnetic anisotropy energy WAn as a function of the
in-plane angle φ and the out-of plane angle θ of the Néel vector. Top and bottom
correspond to WAn inside a microtwin along the [110] (top) and in the surrounding
lattice (bottom).

ity at the interface between CuMnAs film and the substrate that is induced

by the lattice rotation inside the twin, as depicted in Fig. 2.18 B. The pro-

jection on the substrate interface winterf of N microtwin lattice planes (widths

wtwin = Nã inside the twin), is larger than the widths inside the microtwin

winterf = wtwin/ cos(π − 2ψ)〉wtwin. The corresponding structural defect can be

interpreted as an edge dislocation localised at the interface between the mi-

crotwin boundaries (parallel to y axis), with the Burger’s vectors b parallel

to the x axis. We model this defect with a dislocation density which has a

constant distribution of

αxy(x, y) = ã

(
1

cos(π − 2ψ)
− 1

)
= ã

c2 − ã2

c2 + ã2
(2.10)

inside the microtwin area, and which is zero outside. Equation 2.10 is invariant

upon the transformation ψ → (π − ψ), i.e. two defects with the same surface

terminations and opposite tilt are modelled with the same dislocation density.

According to elasticity theory [87] an edge dislocation creates an in-plane strain

field utwin
xx (x, z) ∝ b/ρ that slowly decays with the distance ρ from the defect.

To simplify the model, here the weak space dependence of utwin
xx for a singular

defect is neglected and the strain field is modelled with a constant function

utwin
xx = u0 for the microtwins aligned along the y axis and utwin

yy = u0 for the
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microtwins aligned along the x axis. The strain field of two parallel y-oriented

defects is doubled, utwin
xx = 2u0, between the defects and utwin

xx = u0 outside (see

Fig. 2.18 C). The strain field of T-junctions is represented as a superposition

of the strain fields produced by the microtwins, as shown in Fig. 2.18 D.

The magnetoelastic energy due to the strain field unanodef
jk (x, y) of the mi-

crotwins is modeled as

wm−e = MsHme

(
unanodef
xx − unanodef

yy

)
(n2

x − n2
y), (2.11)

where the constant Hme characterizes the strength of the magnetoelastic cou-

pling (expressed in the unit of the magnetic field). Here, we omitted the terms

with the shear strain uxy as irrelevant for the present model.

The distribution of the Néel vector n(x, y) in the presence of different mi-

crotwin configurations is simulated using Matlab PDE Tools to solve the two-

dimensional equation

n×
[
A∇2n + Hn

]
= 0 (2.12)

with von Neumann boundary conditions. Here A is the magnetic stiffness, ∇2

is the Laplace operator, and in simulations which consider the effect of strain

Hn = − ∂

∂n
(wmatr + wtwin + wm−e) . (2.13)

For simulations, that disregard the effect of strain, instead of equation (2.13),

the expression of the energy is reduced to

Hn = − ∂

∂n
(wmatr + wtwin) . (2.14)

The micromagnetic simulations are done by Helen Gomonay. The lengthscale

in the simulations was set by the domain wall widths (dDW) which are in turn

defined by the ratio of magnetocrystalline anisotropy and exchange.
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Antiferromagnetic domain

structure in CuMnAs thin films

3.1 Introduction

At the heart of each (AF) spintronic device is the antiferromagnetic material.

The functionality of the device is closely tied to the material properties, includ-

ing its structural, electronic and magnetic properties. Thin film devices require

materials which grow on suitable substrates with sufficient crystalline quality;

electrical measurements also require conductive specimens and the operation

temperature of the device must be compatible with the Néel temperature of

the material. Additionally, the magnetic anisotropy needs to be considered. If

for example, (stable) switching between domains with two mutually orthogo-

nal orientations of the Néel vector is attempted, then these orientations must

coincide with a magnetic easy axis, separated by an energy (anisotropy) bar-

rier which is sufficiently large to stop relaxation, but not too large to make

switching impossible. If, in contrast movement of 180° domain walls (DWs) is

attempted, then the material must show 180° domain walls.

Finding or realising suitable materials is often difficult.

In particular electrical manipulation via Néel spin orbit torque puts strict

requirements on the crystallographic symmetry, electric as well as magnetic

74
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properties of the material, largely met by tetragonal CuMnAs thin films (see

section 2.1). Yet, the magnetic anisotropy of tetragonal CuMnAs is still only

partially understood. Ab initio calculations, [49], have predicted a large mag-

netocrystalline anisotropy, which makes the c-axis energetically unfavourable

(hard axis) and restricts the Néel vector in the ab-plane of the sample. Within

the ab-plane only a small anisotropy, approximately 100 times smaller than the

out-of plane anisotropy, close to the precision of the calculations, was reported.

Disentangling the “intrinsic material properties” from substrate, growth and

defect induced effects in AF thin films is challenging. Typically (001) oriented

CuMnAs films are investigated. In these films the CuMnAs c-axis [001] is out-

of plane and the ab-plane is the film plane. Consistent with the theoretical

predictions, to date all experimental studies, as well as this work, have found

Néel vector orientations within the film-plane only.

From early reports of experimental evidence of biaxial anisotropy in thicker

CuMnAs films and a uniaxial anisotropy in thin (5 nm) thin films, the existence

of 180° domain walls and 90° domain walls has been inferred [44], and ultra-

fast domain wall propagation speeds under the application of electrical current

pulses have been predicted [44]. Additionally, electrical measurements are

often interpreted using a “90° domains picture” or “180° domains picture”,

even if it has not been possible to image the microscopic domain structure of

the particular sample, since this typically requires access to a synchrotron.

In addition to microscopic spin textures which can be described with a con-

tinuous vector field, sufficiently smooth to be described by the micromagnetic

equations, evidence of atomically sharp 180° domain boundaries in tetragonal

CuMnAs films has been reported in reference [88]. Although the XMLD-PEEM

imaging technique is fundamentally insensitive to these sharp domain bound-

aries, the existence of AF domain boundaries below the spatial resolution of

the X-PEEM can also be inferred from XMLD-PEEM measurements.

This chapter will give an overview on the different domain structures observed

in different layers, showing a huge range of different morphologies. Evidence
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of sharp domain boundaries, below the X-PEEM spatial resolution, will also

be presented.

3.2 Methods

Material Most data presented here are obtained on (001) oriented CuMnAs

films with varying thickness MBE-grown either on GaAs(001) or GaP(001).

Most of the films are capped with 2.5 nm Al to prevent oxidation. Only one

film was initially capped with 30 nm As which was removed before the mea-

surement leaving an exposed CuMnAs surface. Additionally, measurements

on an antimony-doped 50 nm layer CuMnAs 0.9Sb 0.1/GaAs(001), capped with

2.5 nm Al are shown.

3.2.1 XMLD-PEEM

The AF domain structure is imaged using X-PEEM on beamline I06 at Dia-

mond Light Source, with sensitivity to the spin axis due to x-ray linear dichro-

ism. For details see sections 2.5.2 and 2.7. For CuMnAs spin axis dependence

of the XMLD signal has been established experimentally (see section 2.5.2).

For CuMnAs 0.9Sb 0.1, the XMLD signal is expected to be similar due to the

similar atomic structure and composition.

Some of the images show maps of large areas. These combine images with

large field of view during which the beam was rastered across the imaged area,

which can lead to stripe-like artefacts on the images.

The orientation of the coordinate system is arbitrary with respect to in-plane

rotations of 90°, i.e. arbitrary under redefinition [100]→ [010].

3.2.2 Interpreting XMLD-PEEM images

The XMLD-signal scales non-linearly with the angle of the AF axis. Hence,

interpreting XMLD-PEEM images can be complicated. In principle, the AF
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spin axis can be uniquely defined from just two images with different x-ray

polarisation angle, if the angular dependence of the XMLD is known, but this

requires high-quality images and pixel-to-pixel correspondence between the

two images.

Qualitative interpretation

The following section briefly describes how to interpret XMLD-PEEM images

of tetragonal CuMnAs films qualitatively, if the x-ray polarisation vector ~E

is aligned with a high-symmetry axis, in this case any of the 〈100〉 or 〈110〉

directions. Interpretation of images with x-ray polarisation along a different

axis is more complicated. For images acquired with x-ray polarisation along a

〈100〉 direction, maximum signal (light) is measured on areas aligned parallel to

the polarisation vector and minimum signal (dark) on areas with perpendicular

orientation. Hence, if there are regions which show significant contrast, then

they can most likely be identified with spin axes parallel and perpendicular

to the x-ray polarisation. This can be confirmed, if the two areas show no

contrast (grey) in images with x-ray polarisation along a 〈110〉 direction.

Similarly, regions with large contrast in images with ~E||〈110〉 are indicative

of spin axes parallel and perpendicular to the polarisation, which can be con-

firmed if the areas show little contrast in images with x-ray polarisation along

a 〈100〉 direction. Due to the angular dependence of the XMLD, in images

with ~E||〈110〉 maximum signal (light) corresponds to spin axis perpendicular

to the polarisation and minimum signal (dark) to spin axis parallel to the

polarisation.

Since the XMLD-signal varies non-linear with the angle at least images with

polarisations along a 〈100〉 and a 〈110〉 direction should be considered. Ex-

tended light or dark areas can only be identified with domains along the cor-

responding high-symmetry axes, if they are clearly separated and contrast on

the domain boundary is achieved when rotating the x-ray polarisation by 45°.

Then, the area can be described in terms of domains and domain walls. Here,
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we consider two types of domain walls between domains aligned with a high-

symmetry axes: 90° domain walls, separating two areas with orthogonal Néel

vector orientation and 180° domain walls separating two areas with antiparallel

orientation. If the Néel vector rotates continuously within the sample plane

across the wall, then they have a unique signal in the XMLD PEEM images,

as illustrated in Fig. 3.1 for domains aligned with the 〈110〉 crystallographic

directions. In particular, 90° domain walls, between 〈110〉 domains, appear

as single-colour light or dark lines in images with ~E||〈100〉 and 180° domain

walls between 〈110〉 domains show up as two-colour lines with minimum and

maximum contrast in images with ~E||〈100〉 and as narrow single-colour lines

in the images with ~E||〈100〉. The case of domains aligned with the 〈100〉 high

symmetry axes is analogous.

Figure 3.1: Identifying AF Do-
main Walls in X-PEEM images.
A: Schematic of a 90° domain wall
(DW) between two orthogonal 〈110〉 di-
rections and corresponding, calculated
XMLD-signal for x-ray polarisations
along a 〈110〉 and a 〈100〉 direction, in-
dicated by the yellow arrows, yielding
sensitivity of the XMLD signal to the
spin axis as shown the greyscale wheel.
The red and blue arrows indicate the
two sublattice magnetisations. The or-
ange line marks the centre of the DW.
B: Same as A, but for a 180° DW. C:
XMLD-PEEM image of a sample with
~E||〈110〉.90° DWs and 180° DWs are
marked with orange and green dotted
lines. D: Same as C, but for ~E||〈100〉.

The concept of domain and domain walls cannot be used to describe domain

structures, if images with ~E||〈110〉 and images with ~E||〈100〉 look qualitatively

similar and no clear domain boundaries can be observed, since smooth AF

vector fields without regions of uniform Néel vector orientations can create the

false impression of domains aligned parallel/perpendicular to the spin axis due

to the non-linearity of the XMLD-signal (see section 2.5.2).
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Calculation of spin axis maps

The calculation of spin axis maps (vector maps) from two XMLD-PEEM im-

ages with ~E||〈100〉 and with ~E||〈100〉 is based on “inverting” the two funda-

mental XMLD spectra, which describe the angular dependence of the XMLD

signal (see section 2.5.2). Neglecting the sign of the Néel vector, to which the

XMLD signal is fundamentally insensitive to, the fundamental spectra can be

mathematically treated as surjective maps

XMLD[110] : (3.1)

[0, π)→ [I[110],−I[110]]

θ 7→ I[110] cos(2θ)

and XMLD[110] : (3.2)

[0, π)→ [−I[010]|, I[010]]

θ 7→ I[110] sin(2θ) .

Here θ is the angle of the spin axis measured counterclockwise with respect to

the CuMnAs [110] direction, XMLD[110] (XMLD[010]), is the XMLD signal

measured with x-ray polarisation along the [110]([010]) and I[110] and I[010]

describe the size and of the signal for each polarisation direction, with I[110]

negative and I[010] positive.

Considered separately, equations eq. (3.1) and eq. (3.2) are not bijective, but

have two solutions in the range [0, π). However, there is only one unique

solution i[0, π) which simultaneously satisfies the conditions XMLD[110](θ) =

I1 and XMLD[010](θ) = I2 This is illustrated in Fig. 3.2 and defines a spin

axis map for given XMLD intensities maps.

In practice, several issues arise: The size of I[110] and I[010] are often not the

same as the measured intensity range due to image processing and non-perfect

energy calibration and misalignment with the crystallographic axes.
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Figure 3.2: Illustration of the
(non-)ambiguity of the spin
axis defined from the XMLD-
signals measured with ~E||[110]
and ~E||[010]. Considered sepa-
rately, the XMLD spectra are not
injective, but the same intensity is
observed for two angles. However,
considered together, there is only
one unique solution (green x) in
the interval [0, 180°).

The following procedure was found to work for images, Im[110] and Im[010],

taken with ~E||[110] and ~E||[010] respectively, mostly uniform illumination and

the same field-of-view from an area which shows maximum and minimum

XMLD signal for both polarisations.

1. align the images and correct distortion such that there is a one-one-

correspondance between the pixel of the images

2. crop to an area, where the images overlap

3. scale both images to the range [−1, 1]

4. for each pixel, with values im[110] in Im[110] and im[010] in Im[010]:

(a) find the two solutions θ
[110]
1,2 ∈ [0, π) which satisfy im[110] = − cos(2θ1,2)

(b) find the two solutions θ
[010]
1,2 ∈ [0, π) which satisfy im[010] = sin(2θ1,2)

(c) find the best pair {θ[110]
i , θ

[110]
j }

(d) average θ
[110]
i and θ

[110]
j (mean)

5. construct the spin axis map

6. inspect the result, if necessary, improve the image distortion correction

or scaling and repeat

Step 1. , is done with the image distortion correction function in the Igor

PIMMs procedures developed by F. Macchorozzi. One image is used as a ref-
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erence, the other is rotated, shifted and skewed until good overlap is achieved.

The correction must not rely on magnetic features, but on topographic fea-

tures.1 Steps 2.-5. are realised as matrix operations in MATLAB. Step 3.(c)

and 3.(d) must consider the π-periodicity, i.e. the distance between 0 and

π − ε, ε < π/2 is ε and the mean is π − 0.5ε.

3.2.3 Defining Néel vector maps from spin axis maps

Continuity assumption Micromagnetic theory is based on the assumption

that the magnetic order parameter (Néel vector ~l for AFs) can be described as

a smooth vector field almost everywhere ~l(x, y, z, t), here ~l(x, y) neglecting the

depth dependence and time-dependence of the vector field. This requires that

the sign of the Néel vector, once defined (arbitrarily) depending on the labelling

of the magnetic sub lattice, is kept consistent over a continuous region.

Mathematically, if a vector map ~A(x, y), can be mapped onto a which con-

tinuous, differentiable Néel vector map ~la(x, y), with ~la(x, y) = ± ~A(x, y), then

there is one and only one other continuous, differentiable vector map ~lb(x, y),

which satisfies the above condition and ~lb(x, y) = −~la(x, y).

Vice versa, this allows for a spin axis map, to “track” the sign of the corre-

sponding Néel vector map once this is arbitrarily defined in one point.

This can be used to retrieve a Néel vector map from a spin axis map calculated

from XMLD-PEEM images, if the Néel vector varies on lengthscales larger

than the pixel-size. The procedure used here is illustrated in Fig. 3.3: The

sign is arbitrarily chosen on the top left corner. Then, iteratively, the sign

of the next neighbour in the row is defined such that the angle between the

vectors is minimal, continuing with the second up to the last row of the image,

where the sign of the first pixel is defined from the pixel above. If the continuity

assumption is fulfilled, then the resulting vector map should not show any sharp

boundaries (close to 180° reversals between neighbouring pixels). Furthermore,

the same result should be obtained, if the Néel vector is traced with a similar

1It can be tedious.
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routine along a different path. If this is not the case, then either the continuity

assumption breaks down or that the rotation occurs below the resolution of

the image.

Figure 3.3: Defining Néel vector maps from spin axis maps. Illustration of
the procedure. The sign is arbitrarily defined in one corner and then “traced” across
the area.

Observing Inconsistencies

For a domain structure which can be described in terms of domains and domain

walls, a similar tracing of the sign of the Néel vector can be done, without a

full vector map, as long as the spin axis in the domains and in the domain

walls is known.

This is illustrated in Fig. 3.4 for two examples, where tracing the Néel vector

across two different paths yields inconsistencies. Figure 3.4 A shows two do-

mains (top and bottom) with horizontal (dark) and vertical (light) spin axis.

They are separated by a 90° domain wall with the central spins along one di-

agonal on the left hand side and along the other diagonal on the right hand

side. In the middle the domain wall becomes narrow and reverses orientation

(somehow, not resolved). Figure 3.4 B shows an attempt to define a Néel vec-

tor map for this configuration. The sign is arbitrarily set in the top domain.

This defines the sign in the domain wall. Yet, crossing the domain wall on the



Chapter 3. Results and interpretation 83

left hand (yellow path) and crossing the domain wall on the right hand side

(purple path) yield opposite signs for the domain at the bottom. Hence this

configuration is incompatible with the continuity assumption.

Similar inconsistency is found for the second example, depicted in Figs. 3.4 C,

D, which consists of a 180° domain wall which ends within the area (“dangling

end”).

Figure 3.4: Examples of spin axis maps which are not compatible with
continuous Néel vector maps. A: Illustrative spin axis map (double-headed
green arrows) with a 90° domain with two different orientations. The colour of the
map decodes the spin axis and is analogous to an overlay of XMLD contrast with
horizontal and diagonal x-ray polarisation. B: Tracing the sign of the Néel vector
(fixed in the top domain) along two different paths (yellow and purple arrows) yields
opposite results. C,D: Same as A and B but for a 180° domain wall which ends
abruptly.

3.3 Results and interpretation

3.3.1 Uniaxial anisotropy in thin CuMnAs films

The island growth of CuMnAs puts a lower limit to the layer thickness for

continuous films. Very thin layers with thicknesses of a few nanometers, are

typically perforated [51]. Here, only films with thicknesses > 20 nm are inves-

tigated. Typical XMLD-PEEM images of AF domain structures in a 20 nm

CuMnAs/GaP(001) film are shown in Fig. 3.5. Panels A and B show the same

area imaged with ~E||〈110〉 and ~E||〈100〉, yielding sensitivity of the XMLD-
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signal to the spin axis as indicated by the greyscale wheels. Figure 3.5 B, with

sensitivity to spin axis along the 〈100〉 reveals that the spin axis in the majority

of the area is aligned perpendicular to the x-ray polarisation, i.e. along one of

the CuMnAs 〈100〉. Additionally, the whole image shows pronounced variation

of the signal on the scale of less than 100 nm is observed. Additionally, it can

be seen that the top and bottom area of the sample are separated by a narrow

line with maximum XMLD-signal which crosses almost the entire width of the

imaged area. This white line is interpreted as a 180° domain wall separating

two domains with antiparallel Néel vector, whereas the “granularity” is in-

terpreted as a local variation within the large domains. Consistent with this

interpretation, the XMLD-PEEM image measured with ~E||〈110〉, Fig. 3.5 A

shows little XMLD-contrast in the majority of the area and both maximum

and minimum contrast on the domain wall. This confirms the interpretation

as a 180° domain wall between two domains aligned parallel and antiparallel to

the CuMnAs [100]. Measurements with out-of-plane x-ray polarisation show

no signal which confirms that the contrast is magnetic and not topographic.

Strikingly, the domain wall “ends” at the left hand side of the area, since the

Néel vector needs to rotate by 180° between the area above and below the

domain wall. A similar observation on a different film is discussed in detail

in reference [88], where it has been associated to the presence of atomically

sharp 180° domain boundaries, which do not give contrast in X-PEEM images.

However, the granularity within the two domains, might also hide a continuous

rotation occurring below the spatial resolution of the instrument.

The area shown in Fig. 3.5 is representative for the sample. Domains aligned

primarily with the CuMnAs [100], with sizes up to 100 µm2, have been observed

on all investigated areas of the sample, with similar granularity within the

domains. Narrow, 180° domain walls though scarce, were found to be the only

other characteristic feature in the X-PEEM images, indicating (in-plane) a

uniaxial anisotropy with magnetic easy axis along (one of the) CuMnAs [010].

Uniaxial anisotropy along one of the CuMnAs 〈100〉 directions in this layer has
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Figure 3.5: AF domains in a typical 20 nm CuMnAs/GaP(001) film.
XMLD-PEEM images of an area of the film with a 180° domain wall (DW). A:
measured with ~E||〈110〉 and B: measured with ~E||〈100〉, perpendicular to the hard
easy axis of the film. Similar granular AF domains aligned with primary spin axis
along one of the 〈100〉 directions, were observed across all areas of the film. 180°
DWs of similar width and morphology as the one imaged here, are the only other
characteristic feature observed.

also been inferred from spatially averaged X-ray magnetic linear dichroism and

magnetoresistance measurements in in-plane magnetic fields [89], and reported

in previous studies for a 10 nm CuMnAs/GaP film [53]. In analogy to uniaxial

anisotropy observed in ferromagnetic thin films grown on III-V semiconductor

substrates [90, 91], the uniaxial anisotropy in the thin CuMnAs films has been

attributed to an interfacial effect resulting from a reduced symmetry of the

bonding at the interface [53].

3.3.2 Biaxial anisotropy in 50 nm CuMnAs/GaP(001) films

With increasing thickness of the CuMnAs layer, interfacial effects should be-

come less relevant compared to intrinsic anisotropy of tetragonal CuMnAs.

On GaP(001) substrates, CuMnAs films can be grown fully strained up to a

thickness of ∼ 50 nm. Figure 3.6 shows XMLD-PEEM images of characteristic

domain structures, measured in three different, fully strained 50 nm CuMnAs

films, grown on high-quality GaP(001) substrates. The sample shown in panel

A, was capped with 30 nm As and de-capped in ultra-high vacuum just be-

fore the measurements, the samples shown in panels B and C are capped
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with 2.5 nm Al. The AF domain structures in the three films largely resem-

ble each other and are characterised by two types of domains with mutually

orthogonal spin axes along the CuMnAs [110] and [1̄10] and approximately

equal domain population indicating a biaxial anisotropy with two mutually

orthogonal, equivalent magnetic easy axes.

The three samples show very similar domain morphology, but the average

domain sizes varies significantly from a few µm2 (A) to over tens of µm2 (C).

This domain morphology has been found to be characteristic for fully strained

50 nm CuMnAs/GaP(001) and similar domain morphology, with individually

varying typical lengthscales has been observed in more than 5 other films.

Although the 50 nm CuMnAs/GaP(001) samples are the CuMnAs films with

the highest crystalline quality, the measurements presented in chapter 5 will

reveal that the AF domain structures are dominated by certain structural

defects, “microtwins” (see section 2.1) which terminate at the surface as char-

acteristic lines along the CuMnAs 〈110〉 directions. The rectangular defect

pattern governs the domain morphology and the defect density dictates the

average domain size.

Figure 3.6: AF domains in biaxial 50 nm CuMnAs/GaP(001) layers.
XMLD-PEEM images with ~E||〈110〉 of three different 50 nm CuMnAs/GaP(001)
layer with characteristic “biaxial domain structure” consisting of two types of do-
mains aligned with mutually orthogonal spin axis along the [110] and [1̄10]. Panels
A, B and C have a different scale bar to match the different domain sizes of the
layers.
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Local deviation from the biaxial structure The degree of variation

(granularity) of the contrast within the big domains of the biaxial 50 nm CuM-

nAs/GaP(001) films was found to vary between different growths, presumably

depending on the crystalline quality, i.e. the presence of other defects. The

image shown in Fig. 3.6 C shows a film which was grown slightly manganese-

rich which results in MnAs inclusions. XMLD-PEEM images of AF domain

structures in the vicinity of MnAs inclusions can show a more gradual contrast

variation. High-resolution XMLD-PEEM images of one same area next to a

MnAs inclusion, obtained with 5 different x-ray polarisation directions indi-

cated by the yellow arrows, are shown in Fig. 3.7 A. The two images in the

top row are obtained with ~E||[110] and ~E||[1̄10], yielding opposite contrast,

with maximum sensitivity to the spin axes aligned with the two magnetic easy

axes. The images below are measured with x-ray polarisation closely aligned

with the CuMnAs [010] direction (middle), and polarisation rotated by −15°

(left) and 5° (right) away from the CuMnAs [010] direction. In addition to

magnetic contrast, very thin horizontal lines can be seen in the bottom half of

the images, which are indicative of microtwin defects.

The images have been drift and distortion corrected such that there is a pixel-

to-pixel correspondence between the images. A “movie” of the data, which

also contains six additional images with further polarisation angles covering

almost the full 180° can be found in the supplementary video S1 here here

shorturl.at/awAU9. In the movie, it looks as if there is a wave-like motion, but

this is an optical illusion resulting from the dependence of the XMLD-contrast

on the polarisation angle. The AF domain structure is stable. A vector map,

retrieved from the distortion-corrected dataset is shown in Fig. 3.7 B. The area

is cropped slightly to not include the MnAs inclusion and ensure overlay of all

XMLD-PEEM images. Although the XMLD signal has a periodicity of π, i.e.

insensitive to the sign of the Néel vector, the data in vector map in Fig. 3.7 B

are uniquely defined for a [0, 2π). This has been done by calculating a spin

axis map first and then finding a Néel vector map following the procedure in

shorturl.at/awAU9
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section 3.2.3.

Figure 3.7: AF structure in a biaxial 50 nm CuMnAs/GaP(001) film in
the vicinity of a MnAs inclusion A: High-resolution XMLD-PEEM images of
one area with varying x-ray polarisations , as indicated by the yellow arrows. The
MnAs inclusion is the black region at the top-right and served to align the images.
The black/white lines on the top left of the image at the top right, is where the area
of interested has drifted out of the imaged range. The full dataset, with 6 more
polarisation angles, is available in the supplementary video S1 here shorturl.at/
awAU9 . B: Vectormap of the region, cropped slightly to exclude the MnAs inclusion
and ensure overlap of all images, calculated from the images shown in A.

The small letters indicate one example of the following characteristic features:

(a) Domains mostly aligned with the two magnetic easy axes; (b) well-defined

180° domain walls; (c) broader 90° domain walls; (d) almost continuous, grad-

ual spin axis rotation, here from the easy axis towards the edge normal of the

edge of the MnAs inclusion; (e) complex, frustrated vortex-like structures. The

area shows no sharp ∼ 180° boundaries between neighbouring pixels, hence is

consistent with the continuity assumption.

Evidence of sharp domain boundaries has neither been found in any other of the

biaxial 50 nm CuMnAs/GaP(001) films, although these have been intensively

and extensively studied in this work (see chapters 4, 5, 6 and 7).

shorturl.at/awAU9
shorturl.at/awAU9
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3.3.3 Uniaxial 50 nm CuMnAs/GaP(001) films

In some 50 nm CuMnAs/GaP(001) films the two 〈110〉 domains are not equally

populated, but one (or the other) of the 〈110〉 domain types dominates, as

shown in Fig. 3.8. The XMLD-PEEM images are obtained from the 50 nm

CuMnAs/GaP(001) film with the highest crystalline quality and lowest mi-

crotwin density. Figure 3.8 A shows a large area map measured with ~E||〈110〉,

which shows extended domains aligned with the CuMnAs [110] and [1̄10], but

a clear preference for domain aligned perpendicular to the x-ray polarisation is

observed. Figure 3.8 B shows approximately the same area, but imaged with

~E||〈100〉 which yields contrast on the domain walls. Both 180° DWs and 90°

DWs are clearly visible. The insets shows high-resolution images of selected

areas. The XMLD-PEEM image with ~E||〈100〉, shows two places, where a

90° domain wall abruptly reverses its spin axis orientation. In contrast to

the measurements on the biaxial sample shown above, it is not possible to

find a continuous solution for the Néel vector including its sign for a region

which contains these points. Tracing the Néel vector on a closed loop around

the points results in inconsistencies, indicative of AF domain boundaries be-

low the resolution of the XMLD-PEEM imaging technique, discussed (for this

particular example) in reference [88].

Some films have even shown stronger preference for one of the 〈110〉 domains,

shown for one example in Fig. 3.9. In this sample extended minority domains,

with spin axis along the orthogonal 〈110〉 direction, are restricted to ∼ 0.5 µm

wide stripe-like domains, oriented parallel to the (〈110〉) spin axis of the stripe-

domain.

Narrower 180° domain walls, without clear alignment to the crystallographic

axes, and local spin texture variation within the big domains (“white blobs”)

are also observed. The 180° domain walls are often found to connect stripe

domains (marked by the blue circle), but in some cases also to have “dangling

ends” (marked by the purple circle). XMLD-PEEM images with ~E||〈100〉 of
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Figure 3.8: AF domains in a 50 nm CuMnAs/GaP(001) film with un-
equal domain population. Large area maps of the XMLD-PEEM images in a
50 nm CuMnAs/GaP(001) film showing large, extended AF domains aligned with
all 〈110〉 direction, but uniaxial preference for one of the CuMnAs 〈110〉 directions.
A: Stitch of XMLD-PEEM images measured with ~E||〈110〉. B: Stitch of XMLD-
PEEM images measured with ~E||〈100〉 yielding contrast on the domain walls. A
and B show approximately, but not exactly the same area. The inset (below) is a
high-resolution XMLD-PEEM images with ~E||〈100〉 of the area marked by the red
square. It shows two cases, for which no continous solution of the Néel vector can
be found, indicated by the red circles.

the two areas are shown in Fig. 3.9 B. Close to dangling ends, the domain

wall broadens slightly. The exact termination cannot be resolved from the

available data. They could be seen as evidence for atomically sharp domain

boundaries, but the data quality is not sufficient to rule out a continous ro-

tation. When terminating at a stripe domain, the 180° domain wall splits

into two 90° domain walls which clearly separate the stripe domain from the

surrounding majority domain. The area in the blue circle also shows a point,

where the domain wall reverses chirality, i.e. dark/light becomes light/dark.

This point coincides with a sharp angle of the domain wall path, which is

attributed to local defect pinning. Such kinks are discussed in reference [92].

The stripe domains can be attributed to the local coupling to microtwin de-
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fects, as will be evident from the measurements shown in chapters 5 and 6. A

high-resolution image of a 180° domain wall without obvious pinning measured

with ~E||〈110〉 is shown in Fig. 3.9 C. Measurements with ~E||〈100〉 of the same

area are shown in panel D. During the scan of 20 XMLD-PEEM images, the

domain wall was found to spontaneously move: In the first 15 images of the

sequence the domain wall bends downwards (left panel). In the last 4 images,

the domain wall bends upwards (middle panel), and the XMLD-PEEM image

measured in between (right) shows an overlay of the two positions the domain,

i.e. the domain wall moved during the scan. The observation of spontaneous

domain wall movement during imaging has been not uncommon, but always

been restricted to 180° domain walls without clear alignment with the crystal-

lographic directions, indicating that these are considerably less strongly pinned

than 90° domain walls or 180° domain walls aligned with the crystallographic

axes.

Clear preference for domains aligned with one of the CuMnAs 〈110〉 have also

been observed in another 50 nm CuMnAs/GaP(001). The large area maps

of XMLD-PEEM images shown in Fig. 3.10 show AF domains with sizes ex-

ceeding several tens of µm2, local spin texture (white blobs) within the large

domains and 180° DWs without obvious alignment to the crystallographic di-

rections. In contrast to the previous samples, no stripe domains are observed

which suggests that no microtwin defects are present in the sample (or at least

within the imaged area). The data shown here were recorded more than 5 years

after the sample was grown and show 180° domain walls with “dangling” ends,

which could be seen as an indication of non-X-PEEM resolvable AF domain

boundaries. These have not been observed in measurements on this sample,

performed prior to this work within one year of the sample growths. Here,

the domain walls had been found to either form closed loops or terminate at

patterned edges.

As for the sample studied above, the domain walls widen at the dangling ends.

Resolving the precise spin texture is not possible from the available dataset and
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Figure 3.9: AF domains in a 50 nm CuMnAs/GaP(001) with strong pref-
erence for one of the 〈110〉 domains. A: Large area map stitched together
from (low-resolution) XMLD-PEEM images with ~E||〈110〉. B: XMLD-PEEM im-
ages (low-resolution) with ~E||〈100〉 of the two areas marked with the coloured circles
in panel A, showing a “dangling” end of a 180° domain wall (upper panel) and a
180° domain wall terminating at a stripe domain, with a point where the chirality
reverses (lower panel). C: High-resolution XMLD-PEEM image of a 180° domain
wall ~E||〈110〉 (average of 15 images). D: XMLD-PEEM images of the same area
measured with ~E||〈100〉. Left: average of the first 15 images of a scan, the domain
wall is bent downwards. Middle: average of the last 4 images of the scan, the domain
wall is bent upwards. Right: Image measured in-between, showing an overlay of the
two domain wall position.

would require measurements with higher spatial resolution and preferentially

several x-ray polarisation angles.

3.3.4 AF domains in relaxed CuMnAs films

The previous discussion was limited to CuMnAs samples grown fully strained

on GaP(001). If grown thicker or on less well lattice-matched substrates, like

GaAs, the CuMnAs films relax (see [46]) the strain across the depth of the
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Figure 3.10: AF domains in a 50 nm CuMnAs/GaP(001) film with uni-
axial anisotropy along one of the 〈110〉 directions. A: Large area map of
the sample stitched together of XMLD-PEEM images with x-ray polarisation along a
〈110〉 direction. B: Same as A, but with x-ray polarisation along a 〈100〉 direction.

film.

Figure 3.11 shows XMLD-PEEM images of AF domain structures observed

in two typical 45 nm CuMnAs films grown on GaAs(001). The areas are rep-

resentative for each film. One of the films, shown at the bottom panels is

grown on an additional 1 nm seeding layer. The typical lengthscale of the AF

domain structure is on the sub-micron scale. For both polarisation directions,

~E||〈110〉 and ~E||〈100〉, the XMLD-PEEM images create the impression of two

types of domains, parallel and perpendicular to the polarisation vector, but

this is an “optical illusion” resulting from the nonlinear, cos(2θ) dependence

of the XMLD signal. The spin textures cannot be classified into domains and

domain walls. The data suggest that the AF anisotropy is mostly easy-plane

in both samples.

For the sample without the seeding layer, the XMLD-PEEM image with ~E||〈110〉

shows an imbalance between dark and light areas, whereas the image with

~E||〈100〉 shows no imbalance and larger “grey” areas without XMLD con-

trast. This indicates of a small uniaxial anisotropy component along one of

the CuMnAs 〈110〉 directions. No such preference is observed in the XMLD-
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PEEM images of the sample grown with a seeding layer. The larger contrast

in the X-PEEM image with ~E||〈110〉 compared to the image with ~E||〈100〉

can be attributed to the relative size of the XMLD-signals (|I[100]/I[110]| = 0.6)

only.

Figure 3.11: AF domains in two 45 nm CuMnAs/GaAs(001) films grown
with and without CuMn seeding layer. A: XMLD-PEEM image with ~E||〈110〉
of a typical area of the film grown without a seeding layer, showing a slight prefer-
ence for one of the 〈110〉 domains. The feature at the right hand side is the shadow
of a defect. B: Same area as A, measured with x-ray polarisation along a 〈100〉
direction. C: XMLD-PEEM image with ~E||〈110〉 of a typical area of a 45 nm CuM-
nAs/GaAs(001) film grown with an addition 1 nm CuMn seeding layer. The dark
“stripe” is not magnetic contrast, but an area with reduced intensity, independent
of the x-ray polarisation. D: XMLD-PEEM image with ~E||〈100〉 of the same film.
The imaged area is shifted slightly with respect to panel C. The black spots in the
two images are (shadows of) the same topographical defect (hills), which appears
different due to the different orientation of the incoming x-ray beam.

AF domains observed in a 100 nm CuMnAs/GaP(001) film with strain relax-

ation are shown in Fig. 3.12. Most notably, the XMLD-PEEM image with

~E||〈110〉 shows a pattern of light and dark lines aligned with the CuMnAs

〈110〉 and spin axis parallel to the lines. As for the stripe domains in the sam-

ple shown in Fig. 3.9, it will be evident from the discussion in chapter 5, that

the light and dark lines result from the local coupling of the AF spin axis to
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a microtwin defect. In this sample, the XMLD-PEEM images with ~E||〈100〉

show no clear boundary of defect-coupled AF domains, but faint lines in the

centre, considerably thinner than the AF domains in the image ~E||〈100〉 which

are attributed to structural contrast arising on the defect.

The areas between the line-pattern show a granular, continuous contrast vari-

ation on a sub-micron scale in the XMLD-PEEM images with both polari-

sations. Thus, the microtwin-free areas of the relaxed film on GaP show a

spin texture reminiscent of the spin textures observed in the samples grown

on GaAs(001) suggesting easy-plane anisotropy.

Figure 3.12: AF domains in a 100 nm CuMnAs/GaP(001) film. A: XMLD-
PEEM image of a typical area imaged with ~E||〈110〉. The light and dark lines are
magnetic contrast. B: A Approximately the same area imaged with ~E||〈100〉. The
bright area at the left is a defect, present in both images, can be used for reference.
The faint, thin lines are structural contrast on microtwin defects.

Testing, if the observed spin textures can be described by a continuous vector

field, or if there is evidence of sharp, discontinuous domain boundaries, has not

been attempted, since the (complex) spin variation occurs on a length-scale

close to the spatial resolution of the images.

3.3.5 AF domains in CuMnAs0.9Sb0.1/GaAs(001)

Complex spin textures, with slightly larger typical lengthscale, are observed

in XMLD-PEEM measurements of a 45 nm CuMnAs0.9Sb0.1/GaAs(001), illus-

trated in Fig. 3.13. The substitutional incorporation of antimony is expected

to yield better lattice-match with the GaAs(001) substrate, and is discussed

in detail in reference [93]. Although in principle the size of the XMLD signal
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could be different for this sample compared to the CuMnAs samples, maximum

contrast can be expected between spin axis parallel and perpendicular to the

x-ray polarisation if the polarisation vector is aligned with a high symmetry-

axis (〈110〉 and 〈100〉, [001]). XMLD-PEEM images with out-of plane x-ray

polarisation have shown no contrast indicating that, as in the non-doped CuM-

nAs samples the spin align within the film plane. Figure 3.13 A and B show

10.5µm field-of-view images of a representative area of the sample imaged

with ~E||〈110〉 and ~E||〈100〉 respectively. The image ~E||〈100〉 shows a maze-

like pattern with primarily two contrast levels and a slight imbalance between

light and dark areas. Interestingly, the contrast appears larger for this imag-

ing configuration than for ~E||〈110〉 which has larger contrast in pure CuMnAs

samples. The image with ~E||〈100〉, Fig. 3.13 A, area shows a higher number

of contrast levels and suggests the domain pattern appears smaller than in

Fig. 3.13 B, although almost the same area is shown.

For further insight into the complex structure, high resolution images of (a

different) representative area with various x-ray polarisation angles have been

taken. The measurements are illustrated in Fig. 3.13 B. The images have

been drift and distortion corrected to yield a one-to-one pixel correspondence.

The full dataset, 11 angles, can be seen in the supplementary video S2 here

shorturl.at/awAU9. As expected, the contrast between X-PEEM images with

orthogonal x-ray polarisation reverses, yet the correlation between images with

non-normal angles between x-ray polarisation is difficult to see, highlighting

how the XMLD-effect can trick the eye. All XMLD-PEEM images show a

maze-like pattern with varying number of contrast levels, being largest for

x-ray polarisation along the 〈100〉 and smallest for ~E||〈110〉.

The data suggest that retrieving a vector map might reveal interesting AF spin

textures. Yet, the more detailed analysis was postponed until the sign and size

of the XMLD effect in this material is established either experimentally or by

theoretical calculations.

shorturl.at/awAU9
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Figure 3.13: AF domains in 50 nm CuMn(0.9)Sb(0.1)/GaAs. A: Medium
resolution XMLD-PEEM image of a typical area imaged with x-ray polarisation along
a 〈110〉 directions. B: Same as A, but imaged with ~E||〈100〉. The areas do not
overlap perfectly. C: High-resolution XMLD-PEEM images of one area imaged with
various x-ray polarisation angles as indicated by the yellow arrows. The images are
drift and distortion corrected to show (almost) exactly the same area.

3.4 Summary and conclusion

In summary, the above examples show that a wide range of different AF domain

textures are realised in different samples, depending on substrate choice and

layer thickness. Even in samples with nominally similar growth conditions

qualitatively different domain patterns can be observed.

Fully strained thin films, below 20 nm, typically show a uniaxial anisotropy

with the easy axes along one of the 〈100〉 directions which has been attributed

to an interface effect. Thicker, fully strained films were found to be either

biaxial, with the magnetic easy axes aligned with the CuMnAs 〈110〉 or show
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a uniaxial preference for one of the 〈110〉 directions. It will be shown that

these domain structures are dominated by a characteristic microtwin defects

(see chapter 5).

In thicker samples, with pronounced strain relaxation, the domain structures

indicate an easy-plane anisotropy and continuously varying spin textures on

a sub-micron scale are found, in samples grown on GaP coinciding with do-

mains related to microtwin defects. Even in the uniaxial or biaxial samples,

inhomogeneous spin texture within the large domains can often be observed,

presumably due to sensitivity of the AF spin axis to (other) local defects.

Hints for atomically sharp domain boundaries, reported in reference [88], have

been found in samples with a uniaxial magnetic anisotropy component. No

such evidence was found in biaxial samples or samples with easy-plane anisotropy,

though these cannot be excluded. This indicates that the additional uniaxial

anisotropy component may be necessary to stabilise these features.

The strong layer-to-layer, and sometimes sample-to-sample, variation suggests

that the intrinsic in-plane anisotropy is small compared to the effect of growth,

substrate and crystallographic defects. Hence, the magnetic properties of the

sample are defined by the sample’s crystallographic (defect) structure. This

makes it difficult to predict the domain morphology and anisotropy for a new

growth, but this allows to choose a specific sample for a particular measurement

or application and offers huge potential for domain engineering if the coupling

to the crystallographic properties was understood.



Chapter 4

Electrical manipulation of

antiferromagnetic domains

4.1 Introduction

The demonstration of electrical manipulation of the AF domain configuration

in CuMnAs has been one of the key experimental achievements that triggered

the surge of interest in AF materials and the huge increase of AF spintronic

research in the last decade.

In the original experiments, two orthogonal writing current pulses were used

to cause a shift of the average domain population, measurable as a change of

the transverse resistance due to the AMR effect. Due to spin-orbit coupling,

combined with the specific symmetry properties of CuMnAs, the electrical cur-

rents induce effective magnetic fields perpendicular to the current pulse with

alternating sign on the two magnetic sublattice. As such, domains with spin

axis perpendicular to the current and the individual sublattice magnetisations

parallel to the respective effective fields are energetically favoured. The switch-

ing was interpreted as AF domain reorientation perpendicular to the current

pulse, matching the symmetry of the measured resistance changes in detailed

electrical studies [85]. The interpretation was confirmed with direct imaging

of the electrical switching using XMLD-PEEM [94].

99
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In these early studies, the electrical measurements and the XMLD-PEEM im-

ages were performed on devices fabricated from a CuMnAs layer epitaxially

grown on GaAs. The AF domain structure of this layer shows a non-uniformity

of the spin axis on a sub-µm scale and weak in-plane anisotropy (see the pre-

vious chapter 3). Electrical measurements with varying pulse amplitude and

number of current pulses indicated multi-domain switching, with successively

more areas switching with increasing writing current amplitudes or number of

pulses per direction. The direct imaging confirmed the multi-domain character

of the switching and showed that the switching is generally highly inhomoge-

neous. Many areas remain unchanged and in some regions even a reorientation

parallel to the writing current was observed.

Efforts have been made to achieve larger signals and switching area by tailoring

the growth parameter towards larger domains and reducing the size of the

device [95]. Here, we investigate switching in CuMnAs films with AF domain

structures with larger domains with spin alignment along two orthogonal axes,

thus matching the symmetry of the switching experiment. The measurements

are performed on devices fabricated from approximately 50 nm thick layers

grown fully strained on GaP(001)-substrates, in which micron-sized domains,

with spin axes along the CuMnAs [110] and [1̄10] have been realised.

In contrast to the expectation, it is found using X-PEEM imaging and purely

electrical measurements that electrical manipulation of the “large” AF do-

mains with orthogonal writing current pulses is less efficient, i.e. shows an

even smaller switching signal and faster decay than reported previously for

layers with more gradual spin variation over sub-micron scales. The findings,

though counterintuitive, are consistent with what has been found in purely

electrical measurements that compared the characteristics of electrical switch-

ing in different layers [96].

In the main part of this chapter, it is shown that the large AF domain structure

of the 50 nm CuMnAs/GaP films can be manipulated efficiently, when electri-

cal current pulses are directed along the magnetic hard axes and used to trig-
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ger domain wall motion from one pinning point to another. Reversible domain

and domain wall reconfigurations between two stable positions are observed

upon reversing the polarity of the current pulses only. XMLD-PEEM images

of the current-induced domain and domain wall reconfigurations suggest that

the switching occurs via domain wall motion. Electrical measurements per-

formed in a series of devices fabricated from the same wafer show that the

effect can lead to a measurable change of the transverse resistance. This type

of electrical switching does not only allow for a more simple device geometry,

but also shows increased stability and can occur at considerably lower current

pulse amplitudes. In the following, the two types of switching are referred to

as “orthogonal-switching” and “polarity-switching” respectively.

The last part of the section shows further X-PEEM measurements which il-

lustrate that the reversible current-induced changes with orthogonal switching

are restricted to a small area only. The observations are compared to a much

more dramatic, but irreversible change of AF domain structure induced by a

longer duration current pulse. It is found that in the majority of the device,

the large domain structure is fragmented into domains of sub-micron scale.

Domain coarsening dynamics are found to occur on the time scale of hours.

4.2 Methods

Material All data presented here are obtained from one 50 nm CuMnAs

layer grown on GaP(001) and capped with 2.5 nm Al to prevent oxidation.

As-grown, the non-patterned film shows a typical biaxial AF domain pattern

with intermediate domain sizes (see Fig. 3.6 in chapter 3).

Device fabrication The devices were fabricated by photolithography and

chemical wet etching (see section 2.3). Additionally gold-contact pads were

evaporated onto the sample. The samples were contacted electrically by wire-

bonding from the gold-contact pads to sample holder.
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In-house electrical measurements The measurements are performed on

three identical replicates of the star-shaped device shown in Figure 4.1. In the

optical micrographs, the CuMnAs film appears light-brown; dark-brown areas

are where the CuMnAs layer has been etched away and the GaP substrate is

exposed. The bright yellow patches are the gold-contact pads. The overview

Figure 4.1: Optical micrograph of the device used in electrical measure-
ments. A Close-up of the centre of the device. Light-brown areas are the CuMnAs
film. Regions, where the film has been etched away and the GaP substrate is exposed
appear dark brown. Bright yellow areas are the gold contact pads. B Overview im-
age showing the bonding wires and the alignment of the chip edges with the CuMnAs
crystalline axes and the reference frame used in this thesis. The green rectangle
marks the region shown in A.

image, panel B, shows the whole device. The dark-lines are the bonding wires.

The chip edges, aligned with the CuMnAs [100] and [010], are at 45° to the

reference frame used throughout this thesis. Figure 4.1 A shows a close-up of

the central, active area of the device. All channels are nominally 10 µm wide.

The resistivity of the devices was around 2× 10−4 Ωcm at room temperature.

Electrical writing is done with 50 ms long current pulses. The current pulses

are alternating between two orthogonal directions during orthogonal-switching

experiments. In polarity-switching experiments the current pulses have alter-

nating polarity with fixed direction. Probing uses continuous probing currents

with fixed direction and amplitudes, 0.25 mA (0.025 MA /cm2) in orthogo-

nal switching experiments and 0.5 mA (0.05 MA /cm2 ) in polarity- switching

experiments. In orthogonal-switching experiments, the probing current is di-

rected at 45° to the writing currents, in polarity-switching it is parallel to the
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writing current. The longitudinal and transverse resistances are measured.

The minimum time between the current pulse and the measurement is 2 s. For

details see section 2.10.

All measurements are performed at ambient temperature without temperature

control. The orthogonal switching experiments have been conducted in air.

Some of the polarity switching experiments are conducted in low vacuum of

≈ 1× 10−5 mbar.

X-PEEM imaging with in-situ electrical manipulation AF domain

imaging is achieved using XMLD-PEEM on beamline I06 at Diamond Light

Source, using the protocol described in section 2.8.2. For further information

see also sections 2.5.2 and 2.7. The X-PEEM measurements are performed on

a cross-shaped device with the 10µm wide channels aligned with the CuM-

nAs [100]/[010] directions. For in-situ electrical manipulation, the sample is

mounted on a PEEM-pulsing cartridge and electrically connected by wire-

bonding to the four electrical feedthroughs. In-situ electrical manipulation

uses 2.5 ms current pulses. For further information see section 2.10. All mea-

surements are done at ambient temperature.

4.3 Results and interpretation

Figure 4.2 A shows an optical micrograph of the device used in the X-PEEM

measurements. The dark grey areas are, where the CuMnAs has been etched

away and the GaP substrate is exposed. Due to overetching, the channel

widths are around 8µm wide, slightly narrower than in the optical mask used

for device fabrication.

Figure 4.2 B, C are XMLD-PEEM images of the antiferromagnetic domain

structure obtained from the centre of the “virgin device”, i.e. before the

application of electrical currents. The yellow arrow indicates the direction

and polarisation of the x-ray beam. The spin axis dependence of the XMLD
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contrast is indicated by the colour wheels. Panel B, x-ray polarisation along

the CuMnAs [110] shows that the sample is largely composed of two types

of domain populations with respective AF spin axis along the CuMnAs [1̄10]

(light) and [110] (dark). In the XMLD-PEEM image with x-ray polarisation

along the CuMnAs [100], panel C, contrast arises mainly on the domain walls.

Single-colour white lines are 90° domain walls with the spins in the centre of the

wall aligned with the CuMnAs [010], dark lines are 90° domain walls with the

spins in the centre of the wall aligned with the CuMnAs [100]. Double-colour

lines correspond to 180° domain walls (see also section 3.2.2).

Although the majority of the AF domain structure can be interpreted in terms

of domains and domain walls, there are areas where the XMLD-PEEM images

show a more gradual contrast variation, for example close to the patterned

edge at the top of the images, as well as additional spin texture within the big

domains.

Figure 4.2: X-PEEM device. A Optical micrograph. B and C XMLD-PEEM
images of the centre of the device with x-ray polarisation ~E along the [110] (B) and
[010] (C) crystalline directions, both showing a 20 µm field of view. Yellow arrows
indicate the direction of the incident x-ray beam and polarisation. The colour wheels
show the spin axis dependence of the XMLD-contrast for each imaging configuration.

4.3.1 Orthogonal switching

Observation in XMLD-PEEM 2.5 ms long current pulses are applied

along different directions with varying polarities and the AF domain struc-

ture is imaged with XMLD-PEEM after each pulse. For current pulses up to
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48 mA aligned with the CuMnAs [110] and [1̄10], no significant effect on the

virgin AF domain structure is observed. However, changes of the virgin AF

domain structure could be observed for writing current directions along the

CuMnAs [100] and [010] in localised regions of the device. The sample shows

reversible, direction-dependent and polarity-independent AF domain recon-

figurations (orthogonal switching), as well as reversible, polarity-dependent

changes with fixed current direction (polarity switching).

The green rectangle in the XMLD-PEEM image in Fig. 4.3 A marks a 2 µm×

2 µm region that shows orthogonal switching for current pulse amplitudes of or

larger than 35 mA. The light brown arrows indicate the current pulse direction.

The observed changes in the region during a sequence with 35 mA current

pulses and a 90° rotation of the current direction between the pulses are shown

in Fig.4.3 B. The top row shows a sequence of close-ups of the XMLD-PEEM

images measured initially and after each pulse of the sequence. The bottom

row shows the difference images between two subsequent images shown directly

above. The contrast inversion between sequential difference images highlights

the reversibility of the observed changes and comparison of the first two with

the second two difference images confirms that the switching occurred indeed

independent of the polarity of the current pulse.

The effect of the switching area on the resistance of the sample is minute

and well below the noise level of the electrical measurement system in the X-

PEEM chamber, so that the observed changes could not be correlated with an

electrical signal.

The observed response of the AF structure to orthogonal current pulses are

considerably smaller than what has been observed previously in similar devices

by Grzybowski et. al. [94, 95] for similar current densities using the same

experimental set-up for electrical manipulation and AF domain imaging, but

consistent with the findings of purely electrical measurements on a series of

devices fabricated from the same wafer, described below.
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Figure 4.3: XMLD-PEEM observation of orthogonal, polarity-
independent manipulation of AF domains. A Overview of the device centre
and directions of the writing current pulses (bold, light brown arrows). B Close-
ups of the area marked with the green square in A during a pulsing sequence. Top:
XMLD-PEEM images. Between consecutive images, 2.5 ms long current pulses with
amplitude 35 mA were sent along the directions indicated by the light brown arrows.
Bottom row: Difference image of consecutive images shown directly above revealing
reversible switching of a domain in the centre of the image.

Purely electrical measurements Electrical measurements of orthogonal

switching with writing currents along the CuMnAs [100] and [010] are shown in

Fig. 4.4. The measurement geometry is depicted in panel Fig. 4.4 B. The longi-

tudinal resistance of the sample at room temperature was found to be ≈ 12Ω.

The top panel, Fig. 4.4 shows a typical time-sequence of resistance measure-

ments above the switching threshold, here for a writing current amplitude of

42 mA. Top (circles) and bottom (squares) correspond to the transverse and

longitudinal resistance respectively, defined according to the geometry depicted

in panel B. Shown is the deviation from the mean value ∆Rii = Rii/mean(Rii).

Each datapoint is the average of 6 consecutive measurements. No further data

manipulation was performed. The colour of the symbols indicates the direc-

tion of the previous writing current pulse, as defined in panel B. The vertical,

dashed lines indicate the time of the orthogonal writing current pulses. Fol-

lowing each current pulse, we observe an initial deviation of the measured

resistance from its mean value which decays to a steady-state value which is

independent of the current pulse direction. In the case of the longitudinal

resistance, the resistance measured closer to a pulse is, for both current pulse
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directions, larger than the steady state value. Thus it can be explained as

the temperature-related induced resistance change due to Joule-heating dur-

ing the pulse and following heat dissipation. For the transverse resistance,

the deviation alternates in sign, depending on the current pulse direction. For

further comparison, the data are shifted in time relative to the time of the

previous current pulse. Figure 4.4 C shows the average over all datasets with

the same pulse direction. The averages show that the transverse and longitudi-

nal resistance decay over different timescales, with the decay of the transverse

resistance being slower. The initial deviation, measured within 10 s after each

pulse, is in the order of 200 mΩ 6 2 %Rxx. Any remanant signal, after approx-

imately 120 s, is below the noise level. The observed change in the longitudinal

resistance is larger for pulses along the CuMnAs [100] than for pulses along

the CuMnAs [010], which we attribute to imperfections in the sample fabri-

cation and thus slightly different (contact) resistances which lead to different

amounts of Joule-heating.

Figure 4.5 shows the same as Fig. 4.4, but for current pulses along the CuMnAs

[110] and [1̄10] directions. We observe similar characteristics of the longitudi-

nal and transverse resistance as for the previous measurement geometry. The

averaged data, Fig. 4.5, show a slightly smaller initial signal in the transverse

resistance, than for current pulses along the magnetic hard axes. The decay

of the signal occurs over similar timescales. For both pulsing configurations,

the changes observed in the longitudinal resistance have a similar size as the

changes in the transverse resistance, the decay of the longitudinal and trans-

verse resistances occur over different time-scales which suggests a magnetic

origin of the signal measured in the transverse resistance.

The fact that no significant signal can be measured after 2 min following the

current pulse is fully consistent with the minuteness or lack of changes ob-

served in X-PEEM, as it takes approximately 5 min between the pulse and the

first acquired X-PEEM image so that the X-PEEM measurements are mainly

sensitive to remanent effects.



Chapter 4. Results and interpretation 108

Figure 4.4: Electrical measurements of orthogonal switching along the
[100] and [010] directions. A Time-sequence of transverse (top) and longitudi-
nal (bottom) resistance changes following 42 mA current pulses Jw with alternating
direction, along the CuMnAs [100] (blue) and [010] (red). The dashed lines mark
the time of the writing current current pulses. Each datapoint is the average of 6
consecutive measurements. A constant offset, the average of the entire measurement
sequence, has been subtracted from both datasets. B Schematic of the measurement
geometry. The bold red and blue arrows show the direction of the writing current
pulses, the thin green arrow represents the reading current. C Average over of the
data for all pulses in one direction after shifting them in time relative to the time of
the previous writing current pulse.

4.3.2 Polarity switching

In the following part, it is shown that the large AF domains in this layer can

be manipulated more efficiently by changing the polarity of the current pulses

only.
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Figure 4.5: Electrical measurements of orthogonal switching along the
[110] and [1̄10] directions. A Time-sequence of transverse (top) and longitudinal
(bottom) resistance changes following 42 mA current pulses Jw with alternating di-
rection. Each datapoint is the average of 6 consecutive measurements. A constant
offset, the average of the entire measurement sequence, has been subtracted from both
datasets. B Schematic of the measurement geometry. The bold red and blue arrows
show the direction of the writing current pulses, the thin green arrow represents the
reading current. C Average over of the data for all pulses in one direction after
shifting them in time relative to the time of the previous writing current pulse.

Observation in XMLD-PEEM Figure 4.6 shows XMLD-PEEM measure-

ments of current-induced AF domain reconfigurations in a contact channel of

the device, i.e. in an area of the device where the direction of the current is

fixed parallel to the edge, and only the polarity and amplitude can be varied.

In the following, the current polarity is referred to as positive for current along

[010] (bottom left to top right of figure) and as negative for current along [01̄0],

labelled J+ and J− in Fig. 4.6.



Chapter 4. Results and interpretation 110

Panel 4.6 B shows close-ups around the switching area, corresponding to the

green square in panel A. The top row compares XMLD-PEEM images mea-

sured with ~E||[110], i.e. contrast primarily on the domains following current

pulses with different polarities, as indicated by the bold arrow above. Follow-

ing current pulses with positive polarity (left), the central part of the region

shows a “light” domain with (mainly) vertical spin axis, bound above and be-

low by “dark” domains with (mainly) horizontal spin axes. After a current

pulse with negative polarity (right), the spin axis in the centre of the area has

switched from vertical to horizontal. The dark domain at the top of the image

extends over the middle and nearly touches the dark domain underneath. In

this imaging configuration, it is difficult to determine if the two dark domains

remain separated or merge. The images underneath show the two states im-

aged with ~E||[010], which yields primarily contrast on the domain walls and

confirm that that the two dark domains remain separated. The images with

~E||[010] show that the two different states correspond to two different positions

of a domain wall,marked by a red dashed line, i.e. the switching can be seen

as a domain wall movement from one pinning point to another. The positive

XMLD contrast of the domain wall indicates that the spins in the centre of

the wall and the direction of the electrical current are aligned parallel.

The stability, reversibility and current-amplitude dependence of the domain

and domain wall reconfigurations was investigated using a sequence of current

pulses with varying current amplitudes. The current polarity was swapped

after pulses that induced switching. The measurements are illustrated in

Fig. 4.6 C. The top row of images shows XMLD-PEEM measurements with

~E||[110] of the switching area. The sequence of current pulses between the

images is depicted above. The bottom row are difference images of the two

XMLD-PEEM images shown directly above. We have observed no decay of

the two states over the entire measurement time between two pulses, varying

from 10 min to over 30 min. Over a period of over 8 hrs (overnight) only a

minor change occurred.
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Figure 4.6: XMLD-PEEM Observation of polarity-dependent manipula-
tion of AF domains. A Experiment geometry and overview of the AF domain
structure in the centre of the device and the contact channel in which switching was
observed. The bold light brown arrows show the direction of writing current pulses.
B Close-Up of the switching area, marked with the green square in A, measured af-
ter current pulses with positive polarity (left) and negative polarity (right). Top and
bottom correspond to XMLD-PEEM images with ~E||[110] and ~E||[010] as indicated
by the yellow arrows, yielding sensitivity to the spin axis as shown in the colour
wheels. The double-headed red arrows indicate the spin axis in the domains and in
the moving domain wall respectively. The dotted red line serves as a guide to the eye
and highlights the domain wall position in the two configurations. C XMLD-PEEM
images (top) and difference images (bottom) during a pulsing sequence with 2.5 ms
long pulses. The amplitudes and directions of the pulses are indicated directly above.
Between the last two images, the sample was left unperturbed for ≈ 8 hrs. D Depen-
dence of the XMLD-signal on the current pulse amplitude. ∆XMLD is defined as
the absolute value of the integrated intensity of the difference images in C. The error
is estimated from the variation of the XMLD-PEEM image intensity in an area of
similar size that did not switch.

The time sequence shows that the switching was not only highly stable, but

also reversible, highly reproducible and largely independent of the current pulse

amplitude: The difference images show contrast on (within the resolution) the
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same region for all current pulses with |J | ≥ 16 mA and inverted contrast for

the opposite pulse polarities. The change-amplitude dependence is summarised

in Fig. 4.6 D. The plot shows the dependence of the current-induced change

(ordinate), quantified as the absolute value of the integrated intensity of the

difference images in 4.6 C, on the current pulse amplitude (abscissa). The

graph shows a sharp onset, but the variation with currents larger than the

critical onset current is within the noise of the measurement technique. The

onset current of 16 mA corresponds to a local current density of approximately

4.5 MA /cm2 in the channel.

In this example, the switching area was located in one of the contact channels,

so that it is not possible to correlate the antiferromagnetic changes with an

electrical signal in the transverse resistance of the device.

Electrical measurements

In the following, it is shown in purely electrical measurements of devices fab-

ricated from the same wafer that switching of the AF domain configuration

based on changing the polarity of the writing current only, can indeed lead

to a measurable electrical signal and confirm that the switching is present in

more than one sample.

The measurements are performed on 8-contact devices so that both the lon-

gitudinal and transverse resistances can be measured. Figure 4.7 A shows a

typical time-series of measurements with alternating writing current pulse po-

larity using the measurement geometry shown in panel B. The writing current

sequence, consisting of 31 mA current pulses with alternating polarity, is shown

in the top row of Fig. 4.7. The width of the bars does not represent the pulse

length of 50 ms.

The changes of the transverse and longitudinal resistance measured during the

sequence with a 0.5 mA probing current are shown directly underneath in the

middle (∆Rxy) and bottom (∆Rxx) row. Here, each datapoint is the average of

6 consecutive measurements. The transverse resistance Rxy shows two current-
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Figure 4.7: Purely electrical measurements of polarity-dependent switch-
ing. A Time-sequence of transverse and longitudinal resistance following 31.5 mA
current pulses Jw along the CuMnAs [100] with alternating polarity. Top: Writing
pulse sequence. Middle: Transverse resistance (filled circle). Bottom: Longitudinal
resistance (open squares). Each datapoint is the average of 6 consecutive measure-
ments. A constant offset, the average value of the entire datasets, has been sub-
tracted from the longitudinal and transverse resistance measurements. B Schematic
of measurement geometry. Bold red and blue arrows show the direction of the writing
current pulses, defining the colour code used in the figure. The green arrow is the
reading current. C Average of all datasets for a given current pulse polarity, shifted
in time relative to the writing current pulse.

polarity dependent states that, despite the considerable noise level, remain

clearly separated throughout the entire measurement sequence and show no

obvious decay. The longitudinal resistance shows a small, slow drift and higher

frequency noise.

The time-shifted, averaged data, shown in Fig. 4.7 C, confirm that the current-
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polarity dependent switching signal in the transverse resistance ∆Rxy is con-

stant throughout the entire time measured after each pulse.

The time-averaged data of the longitudinal resistance (bottom of Fig. 4.7 C),

show that current-induced heating and heat dissipation is negligible, in con-

trast to the orthogonal switching experiments. The difference can be attributed

to the lower electrical current used.

The dataset shown is representative for all performed electrical measurement

sequences of polarity-dependent switching above the onset current of the switch-

ing. The lack of decay of the transverse resistance signal has been found to

be a main characteristic and is consistent with the stability of the switching

observed in XMLD-PEEM. Furthermore, the stability of the signal allows to

quantify the size of the switching signal simply as the difference of the writing

current polarity-dependent averages of resistances.

The dependence of the size of the switching signal on the writing current

amplitude for this sample is plotted in Fig. 4.8. Purple circles correspond to

the transverse resistance changes and yellow squares show the same for the

longitudinal resistance which gives an estimate the noise of the measurement.

The transverse resistance shows a gradual increase up to between 20 mA and

27 mA, then a sharper increase and saturation around 30 mA.

Figure 4.8: Current-amplitude
dependence of the current-
polarity dependent resistance
changes measured in one CuM-
nAs device. Purple filled circles
correspond to the transverse resis-
tance, the electrical read-out signal,
orange squares to the longitudinal
resistance. The data are obtained on
the same device as the data shown in
Fig. 4.7.

Similar behaviour, characterised by a lack of decay of the signal and the step-

wise current-amplitude dependence of the switching signal, has been observed

in the series of devices. However, the size of the signal as well as the critical on-

set current was found to be highly sample-dependent. The range of onset cur-
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rents of polarity-dependent switching in the devices studied is listed in Tab.4.1.

All critical onset currents are lower than typical current densities at which or-

thogonal switching occurs. The lowest value observed, 4 mA corresponding to

a current density of ≈ 0.4 MA/cm2, is one order of magnitude smaller than

typical current densities used in orthogonal switching experiments.

Device # Jmin in mA jmin in MA/cm2

1 25(3) 2.5(3)
2 15(3) 1.5(3)
3 4(2) 0.4(2)
4 5(2) 0.5(2)
5 20(3) 2(3)
6 30(3) 3(3)
7 5(3) 0.5(3)

Table 4.1: Onset current pulse amplitudes Jmin and current densities in the centre
of the device jmin for current-polarity dependent in a series of CuMnAs devices
patterned from the same wafer.

Comparison of orthogonal and polarity-dependent switching The

observed current-polarity dependent domain manipulation differs not only in

the experimental geometry from orthogonal switching, but also exhibits sev-

eral other different characteristics. First, in orthogonal switching, the current

pulse shifts the domain populations such that more domains are aligned per-

pendicular to the current, i.e. parallel to the current-induced effective fields.

In polarity-dependent domain manipulation, the switching occurs between do-

mains aligned at 45° to the current and the effective fields. Second, orthogonal

switching in this material shows significant decay at room temperature (see

the detailed study in [97]). In contrast, the observed polarity-dependent do-

main manipulation show no or only minute decay and the states are largely

stable. Third, typical onset current densities of orthogonal switching are in the

order of several MA/cm2, and although the critical current densities have been

found to vary between different layers, they are largely sample-independent,

i.e. approximately the same for different samples fabricated from the same

wafer. In contrast, the onset of polarity-dependent switching shows strong
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sample-dependence and we observe a large range of critical current densities

in devices fabricated from the same wafer. The onset current densities can

be considerably lower than for orthogonal switching. Fourth, the orthogonal

switching signal grows continuously as a function of pulse amplitude, length

and number of consecutive pulses in the same direction, as discussed in detail in

[85], whereas the switching signal in polarity-dependent domain manipulation

shows a more step-wise dependence on the current pulse amplitude.

4.3.3 Switching mechanism: domain wall motion

The differences suggest that the switching occurs via a different mechanism.

Interpretation as domain wall motion In the following, it is shown that

the switching can be explained as domain wall motion driven by Néel spin orbit

torques. The experimental setting, switching between domains with mutually

orthogonal spin axes, aligned at 45° to the writing current pulses, allows for

two different scenarios: The rotation of the spin axis can be via a parallel (A)

or perpendicular (B) alignment of the current and the spin axis in the centre of

the domain wall. This is schematically depicted in Fig. 4.9, showing the spins

in the two domains (yellow and blue arrows), the domain wall (green arrows),

the electrical writing currents (light brown) and the current-induced fields

Heff (black). Solid and dashed arrows refer to the two magnetic sublattices

respectively. The top part, considers the configuration with parallel alignment

of the spin axes in the wall and the bottom the case of perpendicular alignment.

All other geometries are related by symmetry.

In scenario A, parallel alignment of the spin axis in domain wall and the

current, the angles between the current-induced fields and the spins (θ) on

either side of the wall are 135° and 45°. Hence, one domain is energetically

favoured due to Zeeman energy. The torque on the spins is largest in the

domain wall. Here, it acts such that the spins are rotated in the spin axis

direction in the energetically favoured domain. Hence, the domain wall moves
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Figure 4.9: Proposed mechanism of current-polarity dependent AF do-
main manipulation via domain wall motion. Schematic representations of
possible spin and current configurations. Blue, yellow and green arrow represent the
spins in the domains (blue, and yellow) and in the domain wall (green). Solid and
dashed lines correspond to the two magnetic sublattices. The thin black arrows are
the directions of the effective fields on the two sublattices, induced by the current
pulses (light brown arrows). For clarity, the effective field and the spins in the top
sublattice are shown separately underneath each panel. In scenario A (top), the fields
induce a rotation of the spins as shown, which leads to reversible, current-polarity
dependent DW movement in the direction indicated by the thin, green dotted arrows.
In scenario B (bottom), the torque on spins in the domain wall vanishes and no
motion occurs.

such that the energetically favoured domain grows. Reverse of the current-

polarity, reverses the current-induced fields and the direction of the domain

wall motion.

If the spins in the centre of the domain wall are rotated perpendicular to the

current (scenario B), then the Zeeman energy of the domains on either side

has the same value and the torque on the domain wall vanishes. Hence, no

domain wall motion occurs.

The XMLD-PEEM data had revealed parallel alignment of the electrical cur-

rent pulses and spin axis in the centre of the domain wall, scenario A, which

confirms that our observation is consistent with this interpretation.
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Furthermore, the concept of switching via domain wall propagation from one

pinning site to another also explains the characteristics of the switching mea-

sured in XMLD-PEEM, namely, (a) the observed range of onset current den-

sities, (b) the current-amplitude dependence and (c) the lack of decay.

(a) The current only needs an energy large enough to overcome the pinning

energy of the domain wall. This energy can be considerably lower than the

energy required for coherent domain rotation. Thus, the threshold current of

the switching is dictated by the pinning energy to move the domain wall which

can vary strongly between different devices or between different areas on the

same device.

(b) The size of the switching signal depends on the size of the switched area.

This is dictated by the distance between the two pinning sites. As such, above

a further increase of the current density above the onset current does not

necessarily move the domain wall further and the switching signal remains

constant. A larger switching signal is only achieved if current can depin more

domain walls or overcome the pinning energy of both states.

c The stability of the signal can be attributed to the fact that the domain wall

exhibits pinning at both positions so that both states are (meta-)stable.

4.4 Additional observations

The data considered so far are limited to a subset of observations during the

X-PEEM experiment, both of the electrical pulsing sequence and of the area

of the device. The last part of this chapter will show the previous findings in

the context of the observations on the entire device and the rest of the pulsing

sequence, including more striking observations, which will lead on to the next

chapters.

Figure 4.10 shows the XMLD-PEEM images and difference images between

consecutive images of the entire centre of the device during the sequence of

orthogonal pulses along the CuMnAs [100] and [010], discussed in section 4.3.1.
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The images in Fig. 4.3 B are subsets of the images shown in Fig. 4.10 A.

The images show the size of the switching area in relation to the area of the

device, highlighting the minuteness of the change. Due to the position of the

region on the device, the local current direction will deviate from the CuMnAs

[100] and [010] axes. The image sequence also demonstrates that remnant AF

domain manipulation with orthogonal current pulses up to this amplitude are

limited to the switching of this one small region, in particular when considering

that current pulsing using all 4 contacts has led to no measurable changes for

currents of up to 48 mA.

Higher current pulses along the [100] and [010] have triggered additional small

changes, highlighted in the coloured boxes, but the changes remain minute

and can only be seen in the difference image and in the close-ups shown in

Fig. 4.10 B. Most of them are small expansions of areas where the spin axis is

not exactly aligned with the [110] and [1̄10], i.e. where it deviates from the

spin axis in the main domains. As such, the changes are difficult to interpret

and, additionally, they did not necessarily occur reversibly. On the whole,

the initial pulsing sequence mainly demonstrates that a large part of the AF

domain structure of this layer is strongly pinned. The contact-channel in which

current-polarity dependent switching via domain wall motion occured, was not

in the field-of view during the image sequence.

Up to this point, the pulse length of the current pulses was kept at 2.5 ms.

A 100 ms long current pulse of 50 mA sent along the NW direction - led to

a considerably more dramatic remnant change of the AF domain structure,

shown in Fig. 4.11. The direction of the current can be clearly seen from

the changes in the structure. In the centre of the device and in the contact

channels used for the pulse, the AF domain structure has changed completely.

The large domains with spin axes along the CuMnAs [110] and [1̄10] have

been erased and replaced by a more granular texture with more gradual spin

variation. Areas with (approximately) uniform spin axis in the affected part

of the device are located only in the vicinity of the rounded corners, where



Chapter 4. Additional observations 120

Figure 4.10: Effect of orthogonal switching (Overview). A. Time series of
XMLD-PEEM images and difference images during a pulsing sequence with 2.5 ms
long pulses along the CuMnAs [100] and [010] crystalline directions. The amplitude
(in mA) and directions of the current pulses between consecutive X-PEEM measure-
ments is indicated by the light brown arrows at the left. B Close-up of the last two
X-PEEM images of the areas marked in the last difference image to highlight the
changes.

the device edge is approximately aligned with the CuMnAs [110] and [1̄10]

directions, with “light” domains at the left and right and “dark” domains at

the top and bottom, i.e. the spin axis is locally aligned parallel to the edge.

The relevant areas are marked with coloured boxes.

This state was largely stable over the timescale of minutes. Although the
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lengthscale of this domain pattern is considerably smaller than prior to the

current pulse, “granular”domains of a similar length-scale are commonly ob-

served in other CuMnAs layers, e.g. the ones grown on GaAs. Changes to this

structure, observed approximately 2 hours later (Fig. 4.11), occurred primar-

ily in the vicinity of the rounded corner edges marked by the coloured boxes,

where lens-shaped domains aligned perpendicular to the edge have appeared.

Domain coarsening seems to be stronger in areas with larger domain sizes. The

area with the smallest domains and highest granularity (“south-east”) on the

contrary, is largely unchanged.

Figure 4.11: Effect of a, po-
tentially longer, 50 mA current
on the AF domain structure.
Left: XMLD-PEEM images of the
domain structure. Right: Difference
image of consecutive XMLD-PEEM
images. The coloured boxes mark
areas with characteristic changes ex-
plained in the main text.

Figure 4.12 shows that the new AF domain state is susceptible to current-

pulses, even in the geometry of “orthogonal” switching. The figure shows

XMLD PEEM measurements during a pulsing sequence with electrical cur-

rent pulses with current directions along the CuMnAs [110] and [1̄10]. In the

“virgin” state, prior to the 50 mA current, the same electrical pulsing sequence

had not induced measurable changes in the centre of the device. The difference

images reveal changes which occur reversibly, current-direction dependent and

current-polarity independent, as well as irreversible current-induced changes
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and spontaneous reconfigurations happening between two consecutive pulses.

The circle (“north-east”) is the feature in the contact channel that changes with

the polarity of the current. This area, in which polarity-dependent switching

was studied (section 4.3.2), was not affected by the current pulse and the data

shown in section 4.3.2 and Fig. 4.6 were measured , prior to the 50 mA current.

The reversible changes, marked by the orange, yellow and purple boxes, can be

interpreted as “standard” orthogonal switching, thus AF domain manipulation

via Néel spin-orbit torques.

This is not the case for the irreversible changes, but most likely part of the

coarsening dynamics occurring current-assisted or thermally assisted, for the

spontaneous change.

The dramatic effect of the long 50 mA current pulse on the AF domains re-

sulting in a qualitatively different domain morphology with seemingly different

(lower) anisotropy, raises the question, if the induced change was purely mag-

netic. If so, then the coarsening dynamics may be expected to occur on much

faster timescales than observed. Dynamics on the time-scales of hours are more

commonly seen for structural dynamics. However, XMLD-PEEM images with

out-of plane X-ray polarisation, XAS measurements and XMCD images (see

Fig. 4.13) confirm the integrity of the sample surface, its magnetic ordering and

the crystal structure. As the measurements in chapter 7 show, the timescale

of the observed domain dynamics is dictated by structural changes (defect

growth) in the sample.

4.5 Summary and conclusion

The results shown in this chapter reveal a novel means of electrical manipu-

lation of AF domains in CuMnAs samples with large domains which depends

on the polarity of the current only. The current-polarity dependent AF do-

main manipulation shows several characteristics which render it particularly

favourable for applications. Firstly the simpler writing geometry allows to re-
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Figure 4.12: Effect of orthogonal switching after the 50 mA current.A
XMLD-PEEM images (left) and difference images (right) during a pulsing sequence
with 2.5 ms long current pulses along the CuMnAs [100] and [010] crystalline direc-
tions. The geometries and amplitude (in mA) of the current pulses is shown by the
light brown arrows. Relevant changes are highlighted by the coloured rectangles. The
red oval shows the area with current-polarity dependent switching. B Close-ups of
the areas marked by the coloured rectangles from the corresponding X-PEEM images.

duce device complexity and size. Second, the stability of the signal is a prereq-

uisite to long-term memory. Third, orthogonal switching has been interpreted

as a thermally activated process (see [98]) relying on significant heat generation
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Figure 4.13: Measurements to
confirm sample integrity. A
XMLD-PEEM image of the centre of
the device, taken with out-of plane x-
ray polarisation. B XMCD-PEEM im-
age of the centre of the device. The
contrast variation is more than an or-
der of magnitude smaller than for the
XMLD-PEEM images and presumaby
due to local work function differences
or topographic effects. This confirms A
that the AF spin axis varies purely in-
plane and B that there is no measurable
ferromagnetic signal.

during the pulse. In contrast, polarity-dependent switching shows negligible

heat generation during the pulsing. Heat generation leads to device degra-

dation and is a major source of energy dissipation, thus polarity-dependent

switching offers both longer device lifetime and reduced energy consumption.

The switching is likely to occur via domain wall propagation from one pinning

point to another. As such, these findings also give a tool to study domain

wall pinning effects and domain wall propagation in this material. A detailed

understanding of these effects will become crucial for the realisation of efficient

devices for application.

The dramatic current-induced change showing “domain fragmentation” cannot

be explained without a better understanding of the parameters that govern the

anisotropy and the AF domain pattern in CuMnAs.

A large part of this thesis is devoted to revealing those factors. The following

chapters will show that the observations are a consequence of the strong sen-

sitivity of the antiferromagnetism to the (local) crystallographic micro- and

nanostructure. In particular, measurements of the nanoscale defect structure

will reveal that the AF domain structure in this sample is directly coupled to

characteristic elongated defects, “microtwins”, which locally pin the AF spin

axis and stabilise the domain pattern. The findings will allow to correlate the

observed current-induced dramatic change of the domain pattern and the fol-

lowing coarsening dynamics to thermal annealing and subsequent reformation
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of the microtwin pattern.



Chapter 5

Defect-driven antiferromagnetic

domains in CuMnAs

5.1 Introduction

The previous chapter described electrical manipulation of antiferromagnetic

domains in CuMnAs films. The system studied is one example among sev-

eral AF systems in which electrical switching has been realised. The result-

ing current-induced domain modifications have been attributed to spin-orbit

torques or thermo-magnetoelastic effects [11, 99–101]. The aggregate of the

experimental achievements of electrical manipulation of AF order has triggered

a surge of interest in AF materials for spintronic applications, as the intrinsic

properties of AF materials would - in principle - allow to exceed current FM

technology both in device efficiency and speed.

Yet device efficiency and specific functionality often rely sensitively on the

domain structure. For example, domain pinning can limit device performance

whilst creep affects long-term memory stability. Direct imaging of electrical

switching has revealed pronounced non-uniformities and pinning effects during

domain switching, see for example [94, 99, 102–104] and Chapter 4. The

findings highlight the need for a detailed understanding of the factors that

govern the AF domain structure and AF domain formation.

126
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In ferro- and ferrimagnets, domain formation has been extensively studied

for decades and is well-known to be largely governed by the minimisation of

the demagnetising field energy [25, 105]. On the other hand, domain forma-

tion in fully compensated antiferromagnets remains largely unexplored. With

magnetic stray fields being negligibly small, here other effects will become

important. Domain morphologies in AF thin films vary considerably with

thickness and nanostructure shape which has been ascribed to strain effects,

but the studies neither show experimental evidence for a direct relationship

nor a precise theoretical model reproducing the observed effects in numerical

simulations [106–110].

This chapter reports on the investigation of the antiferromagnetic domain

structure in unpatterned 45 nm to 50 nm CuMnAs films epitaxially grown fully

strained on GaP substrates, similar to the one used in chapter 4. Films of this

thickness and growth conditions are amongst the CuMnAs films with the high-

est crystalline quality and are fairly frequently used for high-resistive electrical

switching experiments [111]. The data presented in this chapter reveal that the

AF domain structure in this material is highly sensitive to the crystallographic

microstructure, including nanoscale defects.

Previous high-angle annular dark field scanning transmission electron microscopy

(HAADF-STEM) measurements have identified elongated microtwins and atom-

ically sharp anti-phase boundaries [46] as the most prominent defects in this

type of epitaxially grown CuMnAs/GaP(001) layer, see section 2.1. The mi-

crotwins, which are at the focus of this chapter, are shown to have a dramatic

influence on the AF domain structure in the CuMnAs films.

Microtwinning in metals is known to strongly affect the mechanical properties

of a material and the plastic deformations of a solid under stress. Although

known since almost a century, microtwinning in solids continues to be a sub-

ject of ongoing research due to its relevance for developing and improving novel

materials like twinning-induced plasticity (TWIP) steels for light-weight appli-

cations primarily for the automotive, shipbuilding, and oil and gas industries
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[112].

HAADF-STEM images of a microtwin are shown in Fig. 5.1. The microtwins

are crystalline slabs of a microtwinned phase in which the unit cell is rotated by

≈82° in the vertical direction. The slab extends nearly over the whole thickness

of the CuMnAs film, and gradually grows thicker towards the sample surface

on which they produce a characteristic rectangular pattern along the [110] and

[11̄0] axes.

Figure 5.1 B shows a close-up on the microtwin defect where the atomic

columns are marked. The twin and surrounding lattice form a coherent bound-

ary, with the slabs aligned along one of the 〈111〉 planes. Consequently, for each

defect line direction on the surface there are two possible defect orientations

with opposite tilts (see Ref. [46]).

Figure 5.1: HAADF-STEM images of a microtwin A, Overview image, B, Close-
Up of the region in the white square and atomic overlay. Image Courtesy of
F. Krizek.

In this chapter, it will be shown by combining AF domain imaging with struc-

tural imaging that the microtwins largely control the domain structure, leading

to confined 180° domain walls and pinning points for 90° domain walls.
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5.2 Methods

Material This chapter is based on observations on different 50 nm CuM-

nAs/GaP(001) films with varying crystalline quality. Four of the films are

capped with 2.5 nm Al, the remaining three were capped with 30 nm As, which

was removed thermally before the measurements.

The measurements presented in detail in section 5.3.1 and section 5.3.2 are

performed on two different 50 nm CuMnAs/GaP(001) films capped with 2.5 nm

Al. The sample studied in section 5.3.1 has the highest crystalline quality of

the 7 CuMnAs films. The sample studied in section 5.3.2 shows several other

defects, including MnAs inclusions, not observed in the previous sample.

Scanning X-ray diffraction (SXRD) measurements The scanning x-

ray diffraction measurements utilise a 10 keV x-ray beam focused to a lateral

diameter of 100 nm. In a scan, the sample is scanned laterally in a 2d-mesh

(xy-mesh) through the x-ray beam with fixed sample orientation. An image

of the diffracted intensity is recorded at each position, with an area detector

placed at a distance of 0.650 m from the sample. For a detailed description see

section 2.11.

Reciprocal space maps Reciprocal space maps of the CuMnAs 003 reflec-

tion are obtained from xy-mesh scans with a stepsize of 200 nm in real space

at different angles Θ around the Bragg reflection, with an incremental varia-

tion of the sample rotation of ∆Θ = 0.02°. During these measurements the

x-ray beam was impinging along the CuMnAs [110] direction. For details see

section 2.11.1.

SXDM mapping of microtwins SXDM imaging of the microtwin config-

uration utilised the CuMnAs 003 peak with the x-ray beam impinging along

the CuMnAs [100] direction at Θ = 0. The microtwin configuration is mapped

with the sample at an angle ∆Θ = ±0.4° tilted away from the Bragg angle, i.e.
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Θ = ΘBragg ± ∆Θ. For each one of these selected angles, the detector plane

slices through two of the microtwin-related wings in reciprocal space. Conse-

quently, if a microtwin is in the illuminated area, significantly higher intensity

is recorded on one or the other side of the detector is recorded, depending on

the microtwin orientation. Mapping the intensity of one side of the detector

against sample position thus reveals the spatial pattern formed of microtwins

with a fixed orientation, for details see section 2.11.2.

5.2.1 XMLD-PEEM imaging

AF domain imaging was performed using XMLD-PEEM, as described in sec-

tion 2.7, with sensitivity to the magnetic axis due to the x-ray magnetic linear

dichroism (XMLD) effect, see section 2.5.2. Large area maps of the sample were

obtained by rastering a 10 µm wide x-ray beam across the 32.2µm field-of-view.

The beam rastering can lead to stripe-like artefacts in the XMLD-PEEM im-

ages. High-resolution images of the AF domains are measured without beam

rastering.

5.2.2 Structural imaging using XLD-PEEM

X-ray linear dichroism PEEM images of the microtwin configuration were ob-

tained from the asymmetry between images recorded using photon energies

corresponding to the peak and the minimum of the Mn L2,3 non-magnetic

x-ray linear dichroism (XLD) spectrum, with ~E almost out-of-plane.

However, contrast can arise from any local changes in the charge anisotropy

along the beam polarisation. The identification of the observed features in

the XLD-PEEM images with the microtwin defects is primarily based on the

similarity of the pattern with the one measured in SXDM.
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5.2.3 Micromagnetic simulations

The simulations were done by Helen Gomonay. The distribution of the Néel

vector ~l(x; y) in the presence of different microtwin configurations is simulated

using the Matlab PDE Toolbox to solve the micromagnetic equation

n×
[
A∇2n + Hn

]
= 0 (5.1)

with von Neumann boundary conditions. Here A is the magnetic stiffness, ∇2

is the Laplace operator, and

Hn = − ∂

∂n
(wmatr + wtwin + wm−e) , (5.2)

where wmatr, wtwin and wm−e and the magnetic anisotropy energy density of

the matrix, the magnetic anistropy energy density of the microtwin, and the

magnetoelastic energy density, respectively. For details see section 2.12.

5.3 Results and interpretation

5.3.1 Imaging of defect patterns

Figure 5.2 shows scanning x-ray diffraction measurements using the CuM-

nAs 003 Bragg peak. Panels A and B are reciprocal space maps (RSM)

of the CuMnAs 003 reflection obtained from a microtwin-free area (A) and

from an area with microtwins (B). The full angular dependence of the three-

dimensional RSMs can be found in the video in the appended information.

Both RSMs present a structured, modulated intensity along Q[001], recognis-

able as film thickness fringes [113] as well as strong diffuse scattering along the

Q〈101〉-type directions. The diffuse scattering has been attributed to c/2-slip

dislocations resulting in anti-phase boundaries along the {011} planes [46].

Additional, sharper intensity streaks (hereafter referred to as “wings”) along

the Q〈110〉-type directions are present in the RSM averaged over the entire
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region, Fig. 5.2 B, only.

Real-space maps of the sample can be produced from separated elements of

the RSMs, to isolate specific structural features of the sample. Examples of

these maps are shown in Fig. 5.2 D-I. The regions of reciprocal space used to

produce the maps are marked in Fig. 5.2 B and C. Maps produced using the

intensity of only one of the wings, as the ones in Fig. 5.2 D, show a set of defect

lines, all perpendicular to the direction of the selected wing. Real space maps

produced from the intensity of all wings, Fig. 5.2 H reveal a rectangular defect

pattern along the CuMnAs [110] and [11̄0] as bright lines with high contrast.

Thus, the SXRD measurements confirm the identification of the wings with the

microtwin defects discovered and characterised previously in HAADF-STEM

measurements [46] (cf. Fig. 5.1).

For a single defect, x-ray diffracted intensity is measured in only one wing of

the diffraction peak, which suggests that there is a one-to-one correspondence

between the direction of the wing in reciprocal space and the orientation of

the microtwin slab.

Maps from the diffuse scattering along the Q〈101〉 directions, Fig. 5.2 I, show

uniform sample structure, proving that the slip dislocations they originate from

are present everywhere in the sample.

5.3.2 Correlation between defect and AF domain struc-

ture

Figure 5.3 compares the microtwin density to the average AF domain size of

four 50 nm CuMnAs/GaP films with similar growth conditions. The average

AF domain size is measured as the average distance between AF domain walls

from XMLD-PEEM images, and the microtwin density is characterised by the

average distance between neighbouring defects, in both cases measured paral-

lel to the CuMnAs [110] and [1̄10] directions, away from patterned edges. The

microtwin densities have been measured using LEEM or SXDM, i.e. tech-
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Figure 5.2: A, CuMnAs 003 RSM isosurface (green solid) along with projections
onto the Q[110] (left panel) and the Q[001] (bottom panel) planes from a microtwin-free
area. b, Same as A, but from an area with microtwins. C, Projection of the RSM
in B onto the Q[110]/Q[1̄10] plane. The solid ovals mark the “wings”, which are not
present in the RSM from a microtwin-free area. The dashed ovals mark “streaks”
which are present in A and B. D-G, Real space SXDM intensity maps from the
wings, the colour code indicates the area of reciprocal space used in panel (B) which
is marked with the corresponding coloured ovals (solid). H, Composite image of all
the line defects shown in panel D-G. I, Real space SXDM intensity map of the same
are produced from the streaks. The scale bar refers to panels H, I, Panels D-G show
the same area.

niques which are unambiguously sensitive to structural features only. The

areas investigated all cover at least 3 distinct areas with a minimum of 10
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microtwins in each. The errorbars are calculated from the variation of the

average distances obtained for the individual areas and the two directions and

give an upper limit. The areas used for the measurements of the microtwin

density and the average domain size do not necessarily overlap. Despite the

considerable errorbars, the graph shows an approximately linear dependence,

indicating a strong correlation between AF domains and microtwin defects in

CuMnAs films, which we will investigate in the following.

Figure 5.3: Comparison of microtwin density and AF domain sizes Plot
of the average distance between AF domain walls, versus the average distance be-
tween microtwin defects for four different 50 nm thick CuMnAs/GaP(001) samples.
The distance between AF domain walls is measured along the CuMnAs {110} from
XMLD-PEEM images. The distance between microtwins is measured in the same
directions from SXDM maps or bright-field LEEM images. Structural and magnetic
data are not obtained from the same area of the layer. The errorbars correspond to
the statistical error. The dotted line is a fit to the data.

Direct comparison of defect and AF domain pattern

Structural defects locally change the electronic charge anisotropy and can thus

yield contrast in x-ray linear dichroism PEEM measurements. This allows to

image the AF domain structure and the microtwin pattern of an area with the

same microscope and the same microscope settings, i.e. the same optical dis-

tortions and aberrations. As such combined XLD/XMLD-PEEM imaging pro-

vides a unique tool to directly investigate the correlation between microtwins
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and AF domains.

Figure 5.4 A and B show large area maps of the AF domain structure imaged

with the x-ray polarisation vector ( ~E) along the CuMnAs [110] and [010],

respectively. The maps are composite images of 30 µm field-of view images

obtained with beam rastering (see section 2.7.2). As introduced in chapter

3, films of this thickness typically form AF domains with spin axes along the

[110] and [1̄10] crystalline axes. Figure 5.4 A is obtained with ~E||[110] which

yields maximum XMLD-contrast between those two domain types.

The large area map in figure 5.4 A shows an approximately even population of

light and dark areas corresponding to the domains with local spin axis parallel

to [110] or [1̄10]. The typical domain size exceeds several µm2 and the AF

domains generally have serrated edges.

In Fig. 5.4 B with ~E||[010] the two domains give the same XMLD-contrast

and maximum contrast is obtained on the domain boundaries. 90° domain

walls appear as well separated black or white lines, depending on the average

direction of the spin across the domain wall. Adjacent black and white lines in

5.4 B correspond to 180° domain walls (see section 3.2.2). The map shows a

continuous distribution of 180° domain wall widths, ranging from over 750 nm

to the resolution limit of 6 100 nm of the large area maps. The narrow 180°

domain walls are found to run along straight lines, closely aligned with the

crystallographic axes and perpendicular to the spin axis in the centre of the

wall, appearing as light lines in the horizontal direction and dark lines in the

vertical direction in Fig. 5.4 A.

Figures 5.4 C and D show high-resolution XMLD-PEEM images of the area

marked with the red square in Fig. 5.4 A and B with contrast on the do-

mains (A) and on the domain walls (B) respectively. Figure 5.4 E shows the

microtwin configuration in that area measured with XLD-PEEM (see section

5.2.2). For direct comparison, Fig. 5.4 F shows the AF domain structure su-

perimposed with the domain wall contrast (blue and red lines) along with the

structural microtwin pattern (broken yellow lines). Similar overlay images of
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Figure 5.4: Direct Comparison of the AF domain structure and the mi-
crotwin pattern in a blanket film. A Large area map of the AF domain structure
composed of XMLD-PEEM images with ~E||[110] yielding sensitivity to AF domains
with spin axes parallel to [110] (dark areas) or [1̄10] (light areas). B Similar com-
posite XMLD-PEEM image recorded over the same area as (A), but with ~E||[010]
showing AF domain walls with spin axes parallel to [100] (dark) or [010] (light). The
colour wheels indicate the local spin axis in each image. C High-resolution XMLD-
PEEM image of the domains from the area in marked with the red rectangle (A). D
High-resolution XMLD-PEEM image of the domain walls from the circled area in
(B). E High-resolution XLD-PEEM image of the same area as in (C) and (D) re-
vealing the microtwin pattern. F Composite image showing the relationship between
the XMLD-PEEM and XLD-PEEM images, based on the contrast of XMLD-PEEM
images with ~E||[110] giving contrast on the AF domains overlaid with solid red and
blue lines indicating the domain wall orientation (red for spin axis parallel to [010]
and blue for spin axis parallel to [100]), the local spin axis for the colour code is
depicted by the green arrow in the coloured squares next to (G). The red broken
lines indicate the microtwin pattern observed in XLD-PEEM. G-J Similar overlay
images as (F) of different areas. The red letters in (A) and (B) serve to locate the
corresponding area in the large area maps.
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other areas are shown in Fig. 5.4 E-H. The corresponding positions in the large

area maps are indicated by the red letters in Fig. 5.4 A and B. The positions

are chosen to contain examples of all characteristic features of the AF domain

pattern.

All overlay images show strong, direct correlation of AF domains, domain walls

and microtwins. In particular, the AF spin axis locally always aligns parallel

to the microtwin-line on the surface. Areas with two orthogonal microtwins

show 90° domain walls which align at roughly 45° with the microtwins and

which form the serrated edges in Fig.5.4 A. This can best be seen in Fig. 5.4 H

and in the bottom half of Fig. 5.4 F. The 90° domain wall is pinned at the

crossing (“T-junction”) of the microtwins.

The area between two parallel microtwins either shows homogeneous spin ori-

entation or feature a 180° domain wall, confined between the two neighbouring

microtwins. In some cases these domain walls become highly constricted be-

tween two neighbouring microtwins as seen in the middle of Fig. 5.4 F. In this

case, the spin rotation occurs over a very narrow region and the domain wall is

closely aligned with the crystalline directions. These form the characteristic,

straight and narrow 180° domain walls observed in the large area maps.

When the microtwins are further apart from each other, the domain walls are

wider, the alignment with the crystalline directions is lost and the domain

wall path becomes more undulating. One example of such a wide, undulating

domain wall can be seen in Fig. 5.4 G.

In short, the data show a strong, direct correlation between microtwins and

AF domains, such that the AF order parameter always aligns parallel to the

microtwin-line on the surface which explains the correlation between the AF

domain size and the microtwin density and leads to pinning of 90° domain

walls and confined 180° domain walls.
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5.3.3 Coupling mechanism

The atomic structure of the microtwins yields an intuitive explanation of the

observed coupling between microtwin defects and domains. Twin and the

surrounding lattice form a coherent boundary (see also Fig. 5.1 B) with shared

Mn-atoms. This suggests that AF exchange is neither reversed nor broken,

though potentially reduced across the boundary. As such, magnetocrystalline

anisotropy energy and exchange energy can only be simultaneously minimised,

if the Néel vector is aligned with an easy axis of both the microtwin and the

surrounding lattice.

Tetragonal CuMnAs has a large out-of plane anisotropy where the magnetic

easy plane is perpendicular to the c axis [53]. In a microtwin, the unit cell,

and consequently the magnetic easy plane, is rotated by ∼ 82° with respect

to the matrix. Consequently, the microtwin region and matrix have exactly

one common axis, the intersection of the easy planes, which is indicated by

the yellow line in Fig. 5.5. Thus, this is the magnetic easy axis for the area

with the microtwin. For both possible microtwin tilts, the intersection line is

parallel to the microtwin line on the surface.

Figure 5.5: SXDM map of defect lines on the CuMnAs(001) surface (horizontal
panel) and HAADF-STEM image (vertical plane) of a microtwin defect. Teal ar-
rows give the local orientation of the c-axis. Purple rectangles indicate the magnetic
easy planes in the microtwin and the surrounding film. The yellow line shows the
intersection of the magnetic easy planes which determines the magnetic easy axis
for the entire region.
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5.3.4 Discussion

The results unambiguously show a strong coupling between microtwins and

antiferromagnetic domains and the argument presented in the previous section

(see Fig. 5.5) gives an intuitive explanation of a preferred spin axis orientation

parallel to the microtwin line.

However, it is not evident that a local change of the magnetocrystalline anisotropy

in the vicinity of a microtwin is sufficient to explain the observed domain char-

acteristics. For example crystallographic defects can alter not only the mag-

netocrystalline anisotropy, but also affect the magnetic exchange and magne-

toelastic energy via defect-induced strain. Decoupling the different effects is

experimentally impossible, but can be done in (atomistic) simulations or by

(numerically) solving analytical model, in the following where the antiferro-

magnetic texture is modeled as a continuous two-dimensional vector field in

terms of the reduced Néel vector.

The theoretical model considers a two-dimensional antiferromagnetic film with

biaxial in-plane anisotropy in a non-perturbed part of the film. A two-dimensional

continuum model cannot include an atomistic description of a microtwin,

but, as described in section 2.12, the illustrative argument presented above

(Sec. 5.3.3) can be mathematically translated into a local change of the mag-

netic anisotropy around a microtwin region. Additionally, the model can incor-

porate magnetoelastic energy which can contain a contribution of microtwin-

induced strain. For details see section 2.12. The simulations are done by Helen

Gomonay.

A change of the AF exchange is not considered, since twin and matrix form a

coherent boundary with shared Mn-atoms and without sublattice swap which

strongly suggests that exchange is maintained across the boundary.

To investigate if the intuitive argument of a local anisotropy change is suf-

ficient to describe the observed phenomena, the results of two sets of simu-

lations for selected microtwin configurations are compared. The first set of
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Figure 5.6: Comparison of micromagnetic simulations and experiment
A-C XMLD-PEEM images of AF domains overlaid with the microtwin pattern
measured in XLD-PEEM (yellow broken lines), similar to Fig. 5.4 F. D-G Micro-
magnetic simulation disregarding magnetoelastic energy of AF domain structures in
areas with different microtwin configuration (indicated by the broken yellow lines):
D parallel microtwins 2 domain wall widths (dDW) apart, E parallel microtwins
8 dDW apart, F two parallel microtwins and one perpendicular microtwin forming 2
T-junctions 8 dDW apart. G same microtwin configuration as F but with different
initial conditions. H-K, same as D-G but including the magnetoelastic energy term
and microtwin-induced strain. The green arrows show the local orientation of the
Néel vector. The color map is based on the contrast which would be measured in
XMLD-PEEM.
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simulations considers only a microtwin-induced local change of the magne-

tocrystalline anisotropy, i.e. magnetoelasticity is “switched off”. The second

set of simulations “switches on” magnetoelasticity and incorporates defect-

induced strain in a small, additional magnetoelastic term. The magnetoelastic

energy term is locally approximately two orders of magnitude smaller than the

anisotropy change.

The micromagnetic simulations (see section 2.12) are performed for the follow-

ing microtwin scenarios: Parallel microtwins at various distances D away from

each other and microtwin patterns with two microtwin T-junctions formed by

two parallel twins and one twin with perpendicular orientation. The results

are compared to experimental data in Fig. 5.6.

Figure 5.6A-C show typical experimental measurements with similar microtwin

configurations, featuring 180° domain walls confined between two defects (A),

pinning of 90° domain walls in microtwin T-junctions which forms the serrated

edges of the domains (B) and “opening” of a 180° domain wall, confined be-

tween two microtwins, into two 90° domain walls (C) at the end of the twins.

The images show the XMLD-PEEM contrast measured with ~E||[110] overlaid

with the contrast on the domain walls (red/blue), similar to the colour code

used in Fig. 5.4 F-J. The broken yellow lines indicate the microtwin pattern

measured in XLD-PEEM.

The panels in the middle row, D-G show vector maps of the AF domain pat-

tern obtained from micromagnetic simulations with the simplest model which

considers only local change of the anisotropy energy. The green arrows show

the Néel vector orientation, i.e. the direction of the magnetisation of one

sublattice. The colour map of the vector maps and the visualisation of the

microtwin pattern matches the colour code used for the experimental data.

Figure 5.6 D considers two microtwins close together, at a distance of D =

2 domain wall widths (dDW) from each other. Here the model without strain

correctly reproduces the formation of a 180° domain wall confined between the

two defects. Including defect induced strain, shown directly below in panel H,
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does not lead to an notable change.

In contrast, for two microtwins further away from each other at D = 8 dDW,

panels E and Fig. 5.6 I, only the simulations which include strain reproduce

the formation of a 180° domain wall between the defects (panel I). In contrast,

in simulations without strain result in two 90° domain wall separated by an

extended domain (Panel E), showing that 180° domain walls are unstable in

the model which only considers the local anisotropy change.

Panels F, G and J, K show simulation results for different initial conditions,

but for the same microtwin configuration, formed of two parallel vertical mi-

crotwins (D = 8 dDW) which terminate at a horizontal microtwin, forming two

T-junctions. In panel F the simulation converges to state with only one 90°

domain wall. The 90° domain walls separate a domain with Néel vector aligned

with the horizontal microtwins and a domain with Néel vector alignment par-

allel to the two vertical domains, the Néel vectors in the vicinity of either

horizontal twin are parallel and the area between the two parallel microtwins

is largely homogeneous. The results are not changed notably by including

strain in the model (see panel J).

For different initial conditions in the simulations without strain (panel G),

two 90° domain walls separate both the horizontal and vertical microtwins.

Similar to panels E and I, it is found that including strain leads to a 180°

between the parallel defects instead which opens into two 90° domain walls at

the T-junctions, in agreement with the experimental data.

All panels F-G, J-K show pinning of the 90° domain walls at the microtwin

T-junctions and the 90° domain walls locally align at an angle of 45° with the

microtwins, similar to the experimental observations at microtwin T-junctions.

In simulations, the alignment of the 90° domain walls is lost after approx-

imately one domain wall width away from the T-junction and the domain

wall straightens parallel to the boundaries of the simulated area. Whether

the domain wall aligns with the vertical or the horizontal edge away from the

T-junctions depends sensitively on the initial conditions, as seen in panel G.
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Consequently, the behaviour of 90° domain walls away from microtwins, as well

as the difference of panels G and K in the bottom right corner, must be con-

sidered as an artefact of the simulations. The domain wall alignment parallel

to the boundaries of the simulated area can be explained as corresponding to

a state with minimal domain wall lengths, i.e. the minimisation of exchange

energy in the absence of other contributing factors.

Experiments never consist of isolated, non-disturbed areas, but parts of larger

domain and microtwin pattern and other inhomogeneities. Here, we observe

a large variety of domain wall alignments away from the junctions, which is

likely to be governed by the surrounding microtwin pattern and other local

crystallographic inhomogeneities.

5.4 Conclusion and outlook

The previous section shows that the large-scale AF domain structure in un-

patterned CuMnAs films is largely determined by microtwin defects within

the film. The preferred spin axis is shown to be parallel to a defect line

which leads to either large AF domains or characteristic 180° domains walls

aligned parallel to the crystallographic directions. A perpendicular orienta-

tion of two defect lines leads to 90° domains walls that form characteristic

serrated edges locally pinned at microtwin T-junctions. From micromagnetic

simulations, it is found that the 90° domain wall pinning and the formation of

characteristic 180° domain walls between two parallel microtwins close to each

other can be explained from the change of the magnetocrystalline anisotropy

in the defect region alone. In contrast, the simulations also show that 180° do-

main walls between microtwins further apart from each are unstable towards

splitting into two 90° in the absence of an additional stabilising term. It is

found that incorporating a small, magnetoelastic term with a contribution of

microtwin-induced strain, about two orders of magnitude smaller than the local

anisotropy change, is sufficient to stabilise the 180° domain walls between two
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parallel defects at larger distances. This term does not lead to notable changes

in the close vicinity of the microtwins, i.e. here the behaviour is governed by

the local anisotropy change.



Chapter 6

Edge-imposed anisotropy in

CuMnAs thin film devices

6.1 Introduction

Chapter 5 demonstrated how the equilibrium AF domain structure in 45 nm CuM-

nAs/GaP(001) films is dominated by the underlying structural microtwin-

defect pattern. The observations emphasize the sensitivity of the AF domain

pattern to the crystallographic structure which might become a tool for AF

domain engineering for specific spintronic applications.

However, most applications require patterned devices fabricated from thin

films. Patterned devices inevitably incorporate another defect type: the pat-

terned edges. The effect of patterned edges on the domain structure has long

been investigated and with the increasing availability of imaging techniques for

AF order it has also been investigated for selected AF systems, as discussed

in the following.

Shape anisotropy in FM systems

Domain formation in ferromagnets and their sensitivity to the shape and size

of a sample has been studied since the early 1900s, first predicted theoretically,

before imaging techniques of FM domains were widely available [38, 114, 115].

145
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The early theory, summarised well in reference [38], predicts the existence,

shape and size of domains based on minimisation of the internal energy of

a FM system, with the main contribution of exchange, anisotropy, magne-

tostrictive and magnetostatic energy in the demagnetising field outside the

FM sample. In a single crystal, exchange, anisotropy and magnetostrictive

energy can be simultaneously minimised with a single-domain configuration.

However, in a finite sample, a single domain state has magnetic “poles” at the

surface (edge), associated with high magnetostatic energy. The magnetostatic

energy can be reduced considerably by the formation of a domain structure

with diminishing magnetic stray fields. For specific domain configurations, the

magnetic stray field vanishes. They are characterised by domains near the

surface, which close the flux circuit within the sample and are hence referred

to as “closure domains” [38]. This is illustrated in Fig. 6.1, which shows how

the subdivision into magnetic domains reduces the extent of the demagnetising

field and hence the magnetostatic energy. The optimal domain configuration

is a balance of the gain in magnetostatic energy compared to the cost in ex-

change, magnetocrystalline anisotropy and magnetoelastic energy required to

form the particular state. Hence, it depends both on the material and on the

sample size and shape.

From the argumentat avove it is evident that, although exchange, anisotropy

and magnetostrictive energy are also relevant, the domain structure in a single

crystal is highly sensitive to the geometric shape and size of the sample.

In contrast, the exchange, anisotropy and magnetostrictive energy are impor-

tant at the boundary between domains, the domain walls, and determine their

widths and crystallographic orientation. [38]

The first clear experimental evidence for the model was found in “micro-

photographs of domain boundaries obtained by the technique of magnetic

powder patterns” [38], in the late 1940s [116–118]. Since then, the domain

theory has been validated in numerous direct imaging experiments of FM do-

mains and has formed the basis of the understanding of FM domain formation
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Figure 6.1: Origin of domains in FM single crystals. Reprint of Fig. 9 from
reference [38]. Shown are schematic domain configuration in a FM single crystal
and corresponding demagnetising field. The domain division from panels (a) to (c)
reduces the demagnetising field and hence lowers the magnetic energy of the sample.
Panels (d) and (e) show two configurations with typical closure domains which act to
close the flux circuit within the sample, hence the magnetostatic energy of the domain
configurations vanishes. All domain configurations (c)-(e) are realised in materials,
depending on the magnetocrystalline anisotropy, magnetoelastic and exchange energy
of the configuration.

in solids over the past century [25].

The magnetostatic energy, which leads to the strong sensitivity of FM domains

to the shape and size of the sample in (larger samples single crystal), becomes

less relevant with decreasing sample sizes approaching the nanoscale and can

be suppressed in synthetic antiferrromagnets, (complex) coupled multilayers

with alternating magnetisation. This allows other effects to become relevant.

Thin films epitaxially grown on a nonmagnetic substrate (discussed in the

following) and exchange-coupled multilayers (not discussed here) in particular,

have become increasingly relevant for applications, but are also more complex

than the single crystals considered so far. In particular the different surfaces

of a device, consisting of the interface with the substrate, the free surface

(potentially protected by a capping layer) and the lithographically fabricated

lateral edges, are not equivalent. For example, for (Ga,Mn)As-nanostructures,

lithographically patterned from an epitaxially grown (Ga,Mn)As/GaAs thin

film, the shape of the device shape was found to also influence the magnetic
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domain structure via lithography-induced strain relaxation which alters the

magnetic anisotropy of the sample [119]. The low moment of the diluted

magnetic semiconductor (Ga,Mn)As reduces the relevance of the magnetostatic

energy and the observed domain patterns were interpreted in a single domain

model. Although induced by the patterned edges, the strain may be relaxed

across the entire device. In contrast, in micron-sized bars fabricated from

magnetostrictive Fe81Ga19 films with high magnetic moments, lithographically

induced strain relaxation has been found to stabilise flux closure magnetic

domain patterns, which are distorted compared to the pattern observed in

wider bars, where the effects of the lattice relaxation are less significant [120].

Here, strain relaxation was limited to . 150 nm from the edge.

Additionally, there are phenomena which occur only locally at or a few atomic

layers below a surface (or interface). These are studied in the field of surface

magnetism. A detailed discussion can be found in reference [121]. These

phenomena include largely system-independent effects, e.g. that a surface has

reduced dimensionality compared to the bulk which leads to a change in the

ordering temperature such that magnetic ordering occurs first at the surface,

and a multitude of highly system-dependent effects. Examples are a local

shift of the electronic states at the surface, intra-atomic s-d charge transfer,

change in the s-d hybridization the band-narrowing due to the reduction of

the coordination number of the surface atoms. These effects are relevant when

studying interface effects, when considering (very) thin films consisting of a

few monolayers or for their relevance in the initial domain formation when

cooling across the ordering temperature. Additionally, they can influence the

boundary conditions on the domain structure of a (bulk) sample, but do not

affect magnetic properties, such as anisotropy, over long-distances. Thus, they

will be referred to as “surface effects” in contrast to the “shape-imposed”

phenomena discussed before.
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Shape anisotropy in AF systems

In fully compensated AFs, magnetic stray fields are negligibly small. Hence,

the sensitivity of AF domain structure to the shape and size of a device cannot

arise from the minimisation of magnetostatic energy, as dominant in many FM

systems. In contrast, surface effects (including surface magnetic anisotropy as

discussed at the end of the previous section ), and sensitivity of the magnetic

anisotropy in thin film devices to patterning induced strain-relaxation due to

magnetostrictive effects, can be expected to be equally present in AF systems,

and moreover to become even more relevant in the absence of demagnetising

field effects. Thus, AFs are an ideal testbed system to study these effects

which are often suppressed in FMs. However, both the theoretical treatment

and experimental investigation of AF domain structures in general, and in

finite samples in particular, has only recently been given attention.

The theoretical study of AF domain formation in AF thin films and finite size-

samples has largely been led by work from Gomonay et al., who have developed

a theoretical model for AF domain structure in thin films and finite sample,

which incorporates surface magnetic anisotropy and long-range magnetoelastic

forces [42, 122]. Experimental evidence for the model is still scarce and mainly

limited to studies of AF domains in epitaxial LaFeO3 (LFO) thin film devices

and LSMO/LSFO bilayers and superlattices. For these systems, however, Fol-

ven et al., have carried out multiple detailed studies on the effect of patterning,

substrate and film thickness on the AF [43, 108, 110, 123, 124]. For LFO thin

films, different studies report either spin alignment within the film plane or an

out-of-plane canting of the spin axis by 20° to 45° [107, 108, 123, 125, 126]. The

work by Folven and coworkers is focused on the in-plane projection of the spin

angle. The non-patterned films were found to consist of sub-micron AF do-

mains aligned along specific intrinsic magnetic easy axes, aligned with the 〈100〉

crystallographic directions only or with the 〈100〉 and 〈110〉 crystallographic

directions depending on the substrate choice and film thickness [43]. Patterned
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edges aligned with any of the magnetic easy axes were found to stabilise AF

domains in nanofabricated devices leading to larger domains or single domain

states in devices with widths below 200 nm to 500 nm in LFO thin films [123]

and up to 1 µm to 2µm in (antiferromagnetic) LFO/(ferromagnetic) LSMO su-

perlattices, above the ordering temperature of the FM which is below the Néel

temperature of LFO. If parallel or perpendicular alignment with the patterned

edges occurs was found to depend on the following: film thickness, the crystal-

lographic orientation of the edge, if the patterned edge is embedded (created by

Ar+ ion implantation in the surrounding lattice) or free-standing (achieved by

ion-beam milling) [123]. Effects of edges not aligned with an intrinsic magnetic

axis were either not observed or only in a narrow region localised in the direct

vicinity of the edges [108, 124]. It was also shown for exchange-coupled (an-

tiferromagnetic) LFO/(ferromagnetic) LSMO bilayers that the shape-induced

anisotropy change of the AF layer can be used to control the switching field of

the FM layer [110].

The observations were considered to be compatible with the theoretical model

proposed by Gomonay et al., although a precise theoretical description of the

system has not been given. The work on LFO thin films and LFO/LSFO

bilayers and superlattices was focused on the effect of patterned edges on the

domains and magnetic anisotropy in thin film devices fabricated from thin

films with several easy axes and domains of sub-micron size in blanket films.

A more subtle effect of surfaces on the alignment of antiferromagnetic domain

walls was reported for Cr2O3 single crystals [127]. Due to strong uniaxial mag-

netocrystalline anisotropy, Cr2O3 single crystals show only domains with spin

axis parallel to the easy axes. The domain sizes can exceed several tens of

µm2. Two domains with antiparallel alignment of the Néel vector separated

by well-defined 180° domain walls are observed. The 180° domain walls were

found to form straight lines without obvious alignment to the crystallographic

directions, but along a path which minimises the domain wall length on the
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surfaces. This results in a deviation of the domain wall path at topographical

features (patterned mesas) and domain wall pinning effects. The study also

reported a local deviation of the domain wall orientation towards the surface

normal. The effect was found to be limited to the direct vicinity of the topo-

graphical edges (surfaces) and has been attributed to minimisation of exchange

interaction by normal incidence at surfaces. For this material, no long-range

effects of the surfaces on the AF properties were reported.

Chapter overview This chapter reports on the effect of patterning on the

AF domain structure and domain walls in 45 nm CuMnAs/GaP(001) films.

XMLD-PEEM imaging of AF domains in devices with a variety of geometrical

shapes reveal that patterned edges strongly affect the AF domain morphology

and population. It is shown how the AF domain structure in patterned devices

can be understood as a result of the competition the effect of microtwins and an

additional, edge-imposed anisotropy term. The edge-imposed anisotropy leads

to a measurable change of the width of AF domain walls and can dominate the

AF domain pattern over distances exceeding several micrometers, up to over

20 µm in devices fabricated from layers with the highest crystalline quality. No

evidence for a dependence on the sample surface, which was kept with 2.5 nm

Al was observed.

6.2 Methods

Material The measurements in this chapter are performed on six 50 nm

CuMnAs/GaP(001) films, capped with 2.5 nm Al to prevent oxidation. The

films show intermediate or low microtwin density, but the findings were also

confirmed on films with high microtwin density.

Device fabrication Devices were fabricated either by photolithography and

chemical wet etching, or electron beam lithography and Ar+ ion milling. Since

the data show no dependence on the fabrication technique, it is not explicitly
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indicated for each measurement. See section 2.3 for devices fabrication.

Device geometries Images of the most often used lithographic masks used

for patterning can be found in Fig. 6.2. On each chip there are a series of de-

vices with various different geometric shapes. Specific simple geometries, bars

with different sizes and orientations are present on all masks. More complex

geometries, like rings, wheels, “snakes” are on selected masks only.

Figure 6.2: Lithography masks with geometric shapes. Overview images
(left) and close ups on selected areas (green border). Black areas correspond to
etching areas, white areas to the non-perturbed CuMnAs layer. The “Anticroc” and
“Snakes” masks are 10 mm×10 mm squares. The “Wheatstone” mask is rectangular.
The thin grey lines (dots) indicate a 100 µm 10 µm square pattern as a guide, but
are not part of the mask design. The “Wheatstone” mask has been realised with
two different centres, shown in the red and yellow boxes. The edges of all mask are
aligned with the CuMnAs 〈100〉 directions in sample fabrication.
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Electrically isolated CuMnAs islands cannot be imaged in XMLD-PEEM, due

to charging. Therefore all devices are connected to the rest of the CuMnAs

film (have an “open side”).

For each lithographic mask, at least one replica on different CuMnAs films was

fabricated.

X-PEEM imaging The AF domain structure was imaged using XMLD-

PEEM on beamline I06 at Diamond Light Source as described in section 2.8.

Most measurements were performed at room-temperature. For some measure-

ments the samples were cooled to approximately 200 K, which enhances the

XMLD signal. The AF domain structure is not affected by the cooling within

the measurement uncertainty, as confirmed by direct comparison of measure-

ments on selected areas.

Imaging of the microtwin configuration For selected samples the mi-

crotwin configuration was imaged using scanning x-ray diffraction microscopy

(SXDM) on the NanoMAX beamline at MAX IV, similar to the measurements

shown in the previous chapter (see section 2.11.2 for experiment details). The

measurements utilise the CuMnAs 003 reflection. A real space map of the

microtwin intensity is obtained from the sum of intensity maps for two sample

rotations, at ±0.4° away from the Bragg angle. In these maps, the microtwins

show up as bright lines. As microtwins form a small step on the surface, mi-

crotwins with surface termination perpendicular to the x-ray polarisation can

also lead to small, additional contrast, recognisable as thin, faint dark lines, in

the XMLD-PEEM image.

6.3 Results and interpretation

The results presented in the following can only be understood if the coupling

of the AF domains to microtwin defects, inherent to these films, is taken into

account. In this context, it is sufficient to consider the microtwins as line-



Chapter 6. Results and interpretation 154

defects along the CuMnAs [110] and [1̄10] directions which pin the AF spin

axis parallel to the defect. A detailed discussion of the crystallographic nature

of the defects and the coupling to the AF domains can be found in the previous

chapter 5.

In blanket films, i.e. before device fabrication in the absence of patterned

edges, the films show two types of domains with mutually orthogonal spin

axes aligned with the CuMnAs [110] or [1̄10], parallel to the microtwin defects.

The domain population is approximately equal. The size of the domains varies

from under 1µm2 to over 10 µm2 and is governed by the microtwin density of

the particular layer (see section 5.3.2).

Amongst the simplest device geometries are bars with the edges aligned along

the crystallographic directions. The domain morphologies observed in these

devices will be discussed in the following first for bars aligned with the magnetic

easy axes and second for magnetic hard axis.

6.3.1 Patterning along the magnetic easy axes

Figure 6.3 shows XMLD-PEEM images of AF domains in a series of 80 µm long

bars with different widths. Each bar has three patterned edges with one of the

short sides connected to the rest of the AF film. The devices are fabricated

from the CuMnAs film with the lowest microtwin density. In a blanket film

the layer has an average distance of over 10µm between neighbouring defects

and correspondingly large AF domains (see Fig. 3.8) As in the blanket film,

two clearly distinct types of domains with spin axes along the CuMnAs [110]

(“dark”) and [1̄10] (“light”) can be observed. However, compared to the non-

patterned case the domain population is shifted. In each bar the spin axis

mostly aligned parallel to the long edges (majority domains), whereas areas

with spin axis parallel to the short edge (minority domains) are sparse. This

suggests that the patterned edges change the anisotropy of the system such

that spin axis alignment parallel to the edge is energetically favoured. This
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will be referred to as edge-imposed anisotropy in the following.

The bars in panels A-C of Fig. 6.3, oriented along the CuMnAs [1̄10], appear

mainly light in the XMLD-PEEM images. Dark minority domains are localised

at the closed short edges or form characteristic lens-shaped domains oriented

perpendicular to the long edge. These features are referred to as “end domains”

and “lens domains” in the following. Thinner, 180° domain walls (dark) are also

observed. In the bars with orthogonal orientation, panels D-G, the XMLD-

contrast is reversed and the bars appear largely dark with light 180° domain

walls, lens domains and end-domains. In panels D-G additional, very faint

contrast arises within the majority domains showing on lines parallel to the

long edge. The very faint “darker lines on dark background” are indicative of

microtwins.

The end domains have a roughly triangular shape. In some cases, the end do-

mains are intersected by a lens domain located at the short edge (e.g. Fig. 6.3 D)

or by the majority domain over a width similar to the lens domains.

The lens domains are approximately 0.5µm wide at the centre, independent

of the widths of the bar. The lens domains often cross the entire widths of

the bar, but shorter lens domains, with one endpoint located at a boundary

and the other located somewhere in the centre of a bar, are also observed. At

device edges the lens domains show sharp endpoints, whereas endpoints away

from edges are rounded. The number of lens domains is generally larger in

thinner bars.

Further information on the lens domains can be obtained from XMLD-PEEM

images with ~E||[010], like the one of a section of the 5 µm wide stripe shown

in Fig. 6.3 H. The corresponding area in panel G is marked by the orange

square. The area features five lens domains, all of them are clearly separated

from the surrounding majority domain by 90° domain walls, which show up

as either dark or light lines in this imaging configuration. The two neighbour-

ing lens domains with matching domain walls have merged to form a single

domain. Here, all lens domain have the same orientation of the domain wall
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Figure 6.3: Effect of patterned edges along the magnetic easy axis XMLD-
PEEM images of AF domain structures in 80 µm long bars fabricated from a 45 nm
CuMnAs/GaP layer with low microtwin density. A-C: 5 µm, 10 µm and 15 µm
wide bars aligned with the CuMnAs [1̄10] direction. The top short edge is closed, the
bottom side is connected with the rest of the CuMnAs film (open edge). D -G: 20 µm,
15 µm, 10 µm and 5 µm wide bars with orthogonal orientation. Here the open edge
is at the left. H XMLD-PEEM image of the area marked with the orange rectangle
in panel G, but with x-ray polarisation along the CuMnAs [010] yielding contrast on
the AF domain walls as indicated by the greyscale wheel. The red and blue arrows
underneath depict the orientation of the Néel vector across a lens domain.

on either side. This has been found to be typical for lens domains and allows

to clearly distinguish lens domains from 180° domain walls. Although in the

image shown here four of the five lens domains have “dark” boundaries, no

significant imbalance between the two orientations could be observed across

larger datasets.

By comparing images with ~E||[010] and ~E||[110], the rotation of the Néel

vector across a lens domain can be determined, as depicted in the subset in

Fig. 6.3. From the fact that the spin axis orientation in the centre of the

domain wall of the lens domain is constant, it follows that the Néel vector

rotates back to its initial orientation when crossing a lens domain, i.e. the

sign of the Néel vector in the surrounding majority domain is the same on
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either side of the domain. This implies that, in contrast to 180° domain walls,

the lens domains are topologically trivial and in principle could annihilate and

disappear. If only antiferromagnetic exchange, magnetocrystalline anisotropy

and edge-imposed anisotropy is considered, then the uniform state should be

energetically favoured over the state with lens domains. Hence, an additional

energy term is required to stabilise the lens domains.

In the following, it is shown that the lens domains result from underlying

microtwin defects which locally alter the AF anisotropy as demonstrated in

chapter 5.

Figure 6.4 A - D compares XMLD-PEEM images of the AF domains to the

microtwin configuration measured using SXDM (see section 2.11.2) in two bars

(shown also in panels B and C in Fig. 6.3). The SXDM intensity maps and the

XMLD-PEEM images show a strikingly strong correlation, revealing a one-to-

one correspondence between the microtwins and the lens domains. The central

axis of each lens domain coincides with a microtwin oriented perpendicular to

the edge and vice versa, each microtwin oriented perpendicular to the edge

is surrounded by a lens domain. As such, the lens domains can be seen as a

direct result of the microtwin defects which locally change the AF anisotropy

and pin the AF spin axis parallel to the defect (see chapter 5).

Figure 6.4: Formation of lens do-
mains in bars aligned with the
magnetic easy axes. A, C: SXDM
maps of the 10 µm wide and 15 µm
wide bars from Fig. 6.3 B and C. The
microtwins appear as light lines. B,
D, AF domain structure of the same
bars for direct comparison, imaged with
x-ray polarisation along the CuMnAs
[110] yielding contrast on the magnetic
easy axes, as indicated by the greyscale
wheel.
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Microtwins oriented perpendicular to the bar seemingly have a less pronounced

influence on the AF domain structure. Here, the spin axis pinning on the

microtwin matches the edge-imposed anisotropy of the long bar. However, the

“intersections” of the end domains correlate with microtwins oriented parallel

to the long-edges. In places where these microtwins “meet” a lens-domain,

the lens domain boundary has a “dip”. This can be seen for example in the

lens-domains which cross the entire widths of the bar shown in Fig. 6.4 D or

in the lens domains close to the right end in the bars shown in Fig. 6.3 D and

F. For these images, the existence of microtwins can be inferred from the faint

dark lines in the background.

The devices considered so far have been fabricated from the CuMnAs film with

the lowest microtwin density. The bars have large areas which are microtwin-

free and are found to be single domain or feature only 180° domain walls.

A qualitatively similar picture arises in bars fabricated from the layer with

intermediate microtwin density with average distance between two neighbour-

ing microtwins of just over 2 µm and similar lateral AF domain sizes (see

Fig. 3.6 B) in the blanket film. Representative examples of AF domain pat-

terns observed in bars aligned with the magnetic easy axis fabricated from this

layer are shown in Fig. 6.5. The 30 µm long bars have a similar geometry, with

one open and three closed edges, but are smaller to match better with the AF

domain size of the layer. Panels A-D and panels E-H show two sets of bars

with widths varying between 2.5 µm and 10µm aligned with the CuMnAs [110]

and [1̄10] directions.

The bars show the same characteristic features as the ones fabricated from the

layer with low microtwin density: A shift of the average domain population

such that the majority is aligned parallel to the long edge, lens domains and

180° domain walls. The end-domains are less pronounced and the number of

lens-domains is considerably higher than in the previous examples. Both can be

attributed to the higher number of microtwins. Many of the lens-domains have

merged forming one larger domain. We also note, that here some lens domains
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are attached to a patterned edge, but have both endpoints in the middle of the

bar. We interpret these as lens domains forming around microtwins which are

oriented perpendicular to the long edge and located between two microtwins

which run parallel to the long edge. The fact that lens domains in the middle

of the bar in panels E-H terminate at faint dark, horizontal lines on top of the

dark background (indicative of horizontal microtwins) can be seen as direct

evidence of this interpretation.

Figure 6.5: Effect of patterned edges along the magnetic easy axis on
a layer with intermediate microtwin density. XMLD-PEEM images of AF
domain structures in 30 µm long bars fabricated from a 45 nm CuMnAs/GaP layer
with intermediate microtwin density. A-D: 2.5 µm, 5 µm, 7.5 µm and 10 µm wide
bars aligned with the CuMnAs [1̄10] direction. The top short edge is closed, the
bottom side is open. E-H: Same as A-D, but for bars with orthogonal orientation.
Here the closed edge is at the left.

In summary, in bar devices aligned with the magnetic easy axes the majority

of the domains align parallel to the edge. Extended domains with spin axis

perpendicular to the long edge are only found in the vicinity of the short edge

or in the vicinity of microtwins. Away from the short edge and in microtwin-

free areas, the alignment of the spin axis parallel to the edge is kept across the

entire width of the bar, even in the widest bars studied.
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6.3.2 Patterning along the magnetic hard axes

In the bar devices discussed in the previous section, the directions of the pat-

terned edges match with the microtwin directions and the (intrinsic) magnetic

easy axes. This is not the case if the bar is aligned along the CuMnAs [100]

or [010] directions, another important device geometry for electrical measure-

ments which will be discussed in the following.

Figure 6.6 shows the AF domain structure alongside the microtwin configura-

tion of a 10 µm wide bar and a 5µm wide bar aligned with the CuMnAs [100]

directions. The devices are fabricated from the layer with the lowest microtwin

density. The XMLD-PEEM images of the bars (panels B, D) are obtained with

x-ray polarisation along the CuMnAs [110] which yields maximum contrast be-

tween domains oriented at 45° and 135° to the bar, whereas domains with spin

axis parallel and perpendicular to the bar cannot be distinguished.

As before, the data show clear correlation between microtwins and AF domain

structure, such that locally the spin axis aligns parallel to the defect. However,

the AF domain structure shows a completely different morphology than in the

bars aligned with the magnetic easy axis. In contrast to non-patterned areas

and in devices with patterned edges along the magnetic easy axis, minimum

and maximum XMLD contrast is only observed in the vicinity of a microtwin

or in domain wall like features. Around the microtwin defects, the contrast

in the XMLD-PEEM images decays more gradually than for lens domains in

the easy axis bars which have a clear domain boundary. The more gradual

contrast variation is most easily seen in the wider, 10 µm wide bar.

Most of the domain walls show both minimum and maximum XMLD-contrast

across the wall, indicative of a 180° domain wall with a Néel vector at 45° to

the x-ray polarisation. One example of such a 180° domain wall is marked

with the red dashed oval in Fig. 6.6 D. The area on either side of the wall

shows the same XMLD contrast for this imaging configuration which indicates

that indeed the spin axis rotates by 180°, and the spin axis in the surrounding
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areas on either side are aligned either both with the CuMnAs [100] (parallel

to the bar) or both with the CuMnAs [010] (perpendicular to the bar) axes,

i.e. away from microtwins the edge-imposed anisotropy fully overcomes the

intrinsic anisotropy of the layer. In the vicinity of microtwins, due to the

edge imposed anisotropy a more gradual variation of the spin axis is observed

which can be interpreted as frustration arising from the incompatibility of the

edge-imposed anisotropy with the effect of microtwins.

Figure 6.6: Patterning along the magnetic hard axis. Comparison of the
microtwin pattern and the AF domain structure in bars aligned with the magnetic
hard axis fabricated from the layer with the lowest microtwin density. A: SXDM
intensity map of the microtwin pattern in a 50 µm × 10 µm sized bar. The bottom
short edge is open, the top short edge is closed. B: AF domain structure of the same
bar measured in XMLD-PEEM with ~E||[110] yielding contrast as indicated by the
greyscale wheel. C, D: Same as A,B but for a section of a 80 µm× 5 µm sized bar.
The closed short edge is not shown. Due to serious issues during the SXDM-data
acquisition, the SXDM contrast in the area overlayed with the broken line pattern is
not considered reliable. The red dashed circle in panel D marks a 180° domain wall.

In devices with higher microtwin density, the relative importance of the effect

of microtwins and the effect of the edges on the AF domain structure shifts, as
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shown in Fig. 6.7. The figure shows AF domain structure images of four 30µm

long bars aligned with the CuMnAs [010] direction fabricated from a layer

with intermediate microtwin density. Panels A-D show XMLD-PEEM images

with x-ray polarisation along the CuMnAs [110] direction yielding sensitivity

on domains aligned with microtwins which are the magnetic easy axes in non-

patterned areas. The domain morphology differs considerably from the one

observed in bars fabricated along the magnetic easy axes. In the narrower bars

(A, B), at least three different contrast levels and a generally more gradual

contrast variation can be observed. The AF domain structure in the majority

of the wider bars largely resembles the one in non-patterned areas consisting

of two types of domains with spin axes along the [110] and [1̄10] and a lamellar

domain morphology, following the direction of microtwins, here at 45° to the

patterned edges. “Grey” areas corresponding to spin axis alignment along the

magnetic hard axes are located mostly in the direct vicinity of the edge. This

suggests that the edge-imposed anisotropy dominates only in the vicinity of the

edge, whereas the effect of microtwins is dominant in the majority of the bar.

Figure 6.7 E-H shows the same bars, but imaged with x-ray polarisation along

the CuMnAs [010] directions. Consistent with the previous findings, the images

show a gradual contrast variation in the narrower bars. Clearer 180° and 90°

domain walls in the central regions of the wider bars alongside darker/lighter

areas are also observed in the close vicinity of the edges, revealing areas where

the spin axis does not follow the intrinsic magnetic easy axes. In particular,

darker areas are located close to the long edge and lighter areas close to the

short edge, indicating that the spin axis is rotated away from the edge, which

would be opposite to what was observed for edges aligned with the magnetic

easy axes. However, since additional “false” contrast can arise from the edge

itself and in these devices the edge effect is difficult to disentangle from the

effect of the surrounding microtwins, further evidence is needed.

To determine whether the spin axis is aligned parallel or perpendicular to

patterned edges along the CuMnAs [100] and [010], the domain structure in
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Figure 6.7: Effect of patterned edges along the magnetic hard axis in
a layer with intermediate microtwin density. XMLD-PEEM images of AF
domain structures in 30 µm long bars oriented along the CuMnAs [010] direction
fabricated from a layer with intermediate microtwin density. The width of the bars
varies between 2.5 µm and 10 µm. A-D: XMLD-PEEM images with x-ray polarisa-
tion along the CuMnAs [110]. E-H: Same bars imaged with x-ray polarisation along
the CuMnAs [010].

devices, patterned from a mostly microtwin-free area of the film with lowest

microtwin density is investigated. These devices consist of two bars aligned

with the CuMnAs [100] and two bars aligned with the CuMnAs [010] directions

which allows to directly compare the effect of patterning for the two axes.

Figure 6.8 shows the AF domain structure in two devices imaged with x-

ray polarisation along the CuMnAs [110] (top) and with x-ray polarisation

along the CuMnAs [010] (bottom). Within the imaged area, there is only one

microtwin located at the top corner of the device shown in Fig. 6.8 A and B,

which, as before leads to a local spin axis alignment parallel to the microtwin.

Two mutually orthogonal bars show the same XMLD signal in the images with

x-ray polarisation along the CuMnAs [110], but opposite XMLD contrast in

the images with ~E ‖ [010]. The measurements with ~E ‖ [010] unambiguously

show that the spin axis is aligned perpendicular to the edge in this case, as

illustrated by the double-headed red arrows. This confirms that the effect
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of patterned edges along the magnetic hard axis is opposite to the effect of

patterned edges along a magnetic easy axes.

Figure 6.8: AF domain structure in mostly microtwin-free devices with
edges along the magnetic hard axis AF domain structure in two “Wheatstone-
bridge”-shaped devices oriented along the CuMnAs[010] and [100] directions fabri-
cated from the layer with lowest microtwin density in non-patterned areas. A, C:
XMLD-PEEM images with x-ray polarisation along the CuMnAs [110]. B, D: Same
devices imaged with x-ray polarisation along the CuMnAs [010] yielding maximum
XMLD-contrast between domains aligned parallel/perpendicular to the edges of the
Wheatstone bridge. The red arrows indicated the local spin axis orientation in dif-
ferent areas of the devices. The bars of the two devices are 4 µm (A, B) and 3 µm
(C, D) wide.

6.3.3 AF domains in devices with complex geometries

Figure 6.9 XMLD-PEEM images shows of AF domains in a selection of de-

vices with different shapes. All devices were fabricated from a 45 nm CuM-

nAs/GaP(001) layer with a moderate microtwin density with an average dis-

tance of just over 2 µm between neighbouring defects. This leads to micron-

sized domains in blanket films and lamellar domain structure (see Fig. 3.6 B).

The selected images are characteristic for the AF domain patterns observed
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in this geometry. In duplicates of the device geometry across this and other

layers similar AF domain morphologies have been observed.

The strongest deviation of the domain morphology from the morphology ob-

served in the blanket film can be observed in the zigzag shaped devices (Fig. 6.9

panels A and B), the spokes of the wheel (Fig. 6.9 C) and in the vicinity of

the edges shown in Fig. 6.9 E and F. These geometries all have either pat-

terned edges along the magnetic easy axes (CuMnAs [110], [1̄10]) or along the

magnetic hard axes (CuMnAs [100], [010]).

The domain morphologies in the spokes of the wheel (Fig. 6.9 C) aligned with

the magnetic easy axes vary dramatically from the domain morphologies ob-

served in spokes aligned with the magnetic hard axes. However, a similar

morphology as in the spokes along the hard axes is observed in the zigzag

shaped device with similar edge orientation in Fig. 6.9 B and similar domain

morphology as in the spokes along the easy axes is found in the zigzag shaped

device in Fig. 6.9 A as well as in the vicinity of the edges with corresponding

orientation in Figs. 6.9 E and F. Domain morphologies reminiscent of those

close to edges along the magnetic easy axes can also be observed in areas of

the ring-shaped device in panel Fig. 6.9 H and H and in parts around the inner

and outer circle in panel D, whenever the curved edge roughly follows those

crystallographic directions.

In contrast, the AF domains in the central area of the wheel (Fig. 6.9 C)

and in the spike-device (Fig. 6.9 G) where the edges are not aligned with the

crystallographic directions largely resemble the AF domain structure in the

blanket film, despite the strong geometric confinement.

The examples indicate that that the the impact of patterning on the AF devices

depends primarily on the direction of the patterned edge of the device.



Chapter 6. Results and interpretation 166

Figure 6.9: XMLD-PEEM images of AF domain structures in a variety
of geometric devices fabricated from a CuMnAs/GaP film with micron-
sized domains in non-patterned areas and moderate microtwi density (see
reference Overview). The yellow arrow indicates the direction of the incident x-
rays. The greyscale wheel indicates the local spin axis. The scaling varies between
the panels as indicated by the corresponding scale bars. Rough, dark edges correspond
to patterned edges. In D the dotted areas mark CuMnAs areas which have not been
imaged. The black areas in E and F are the GaP substrate.

6.3.4 AF domain walls in the vicinity of edges

So far, the effect of patterned edges on the large-scale AF domain morphol-

ogy and population has been considered. In the following the more subtle

influence of the patterned edges on the orientation (alignment) and widths of

antiferromagnetic domain walls is considered.

Domain wall alignment in the vicinity of edges In non-patterned areas

(see chapter 5), 180° domain walls are found to either run along undulating

paths without preferential direction or to form straight lines perpendicular to

the spin axis orientation in the centre of the domain wall if confined between

two neighbouring microtwins. A similar picture arises in patterned devices

(see for example Figs. 6.3, 6.5 and 6.7). Yet, upon closer inspection it can

be seen that in the direct vicinity of edges, 180° walls generally bend towards
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the edge normal, as can be seen more clearly in Fig. 6.10 A. The figure shows

close-up images of 180° domain walls terminating at a long-edge of bars aligned

with the CuMnAs [1̄10]. The alignment with the edge normal is typically lost

within 1 µm. The examples shown here are domain walls where the alignment

is kept relatively long as this allows to better see the angle with the patterned

edge. Similar bending of 180° domain walls towards the surface normal has

been observed in antiferromagnetic Cr2O3 single crystals and attributed to

minimisation of the exchange interaction by normal incidence to surfaces [127],

referenced to the derivation of this mechanism for ferromagnetic domain walls

in [25]. The observations discussed here, in particular the fact that the bending

of the domain walls towards the edge normal is limited to the close vicinity of

the edge, confirm that the effect is a vicinity effect arising locally at the edge.

Thus, the data are consistent with the interpretation suggested in [25, 127].

Figure 6.10: Domain wall orientation in the vicinity of edges A: XMLD-
PEEM images of 180° domain walls terminating at a long edge of patterned bars
(varying widths) oriented along the CuMnAs [1̄10]. B: XMLD-PEEM images of 90°
domain walls nucleating in the corners at the short-edges of patterned bars with sim-
ilar orientation. The “gaps” in the dark end-domains result from vertical microtwin-
defects. C, same as B, but in open corners. Grey-dotted lines mark edges of the
X-PEEM images which are not patterned edges, but across which the film continues.

In contrast to 180° domain walls, 90° domain walls can only be observed at

patterned edges if the edge forms a “T-junction” with a microtwin which re-
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sults in the lens-shaped domains discussed in section 6.3.1, with one tip of the

lens located at the junction. The lack of 90° domain walls at patterned edges

without microtwins is a natural consequence of the observed preference for spin

axis alignment parallel (perpendicular) to the edge for edges along the CuM-

nAs [110]/[1̄10] ([100]/[010]). For corners formed of two mutually orthogonal

patterned edges, this, on the contrary, implies that the spin axis has to rotate

by 90° in the area between the two edges. Indeed, for right-angled corners

along the CuMnAs [110] and [1̄10], a 90° domain wall is generally found to

nucleate in the corner (see Fig. 6.10 B, C). For corners aligned with the CuM-

nAs [100] and [010] directions, the spin axis can vary more gradually (see e.g.

Fig. 6.6) and the available data are not sufficient to draw a clear conclusion.

Representative examples of right-angled corners along the CuMnAs [110] and

[1̄10] are shown in Fig. 6.10 B, C. The XMLD-PEEM images in Fig. 6.10 B

show the closed, short edge of patterned bars, Fig. 6.10 C shows “open” cor-

ners formed by only two orthogonal edges. The corners in the bars and the

open corners similarly show the nucleation of a 90° domain wall which locally

forms an angle of 45° to the edges.The range of the alignment seems limited

only by the presence of microtwin defects.

This, alongside the observation that the spin axis alignment in patterned bars

along the CuMnAs [110] and [1̄10] persists even in the widest bars studied,

suggests that the effect of patterned edges along these directions is not limited

to a vicinity (boundary) effect, but a long-range effect on the AF anisotropy.

6.3.5 AF domain walls as a measure of edge-imposed

anisotropy

Directly addressing the question of whether patterned edges have a long-range

effect on the AF anisotropy, requires a local probe of the magnetic anisotropy.

As explained in section A and derived in many textbooks (see e.g. [25]), the

widths of magnetic domain walls dDW is a measure of the magnetic anisotropy
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K. As such, spatial variations of the domain wall widths in a sample indi-

cate spatial anisotropy changes. The inverse square root dependence between

the domain wall widths and the magnetic anisotropy implies that even small

changes of the domain wall widths indicate a strong change of the magnetic

anisotropy. The functional dependence dDW ∝ 1/
√
K is independent of the

definition of the domain wall. Here, the domain wall width is measured by

fitting the XMLD-intensity profile of linecuts across the domain wall, as ex-

plained in the following.

Phenomenological model The model assumes that the Néel vector rotates

continuously across the wall, such that locally exchange and anisotropy energy

are balanced. As shown in the appendix A, this assumption yields characteris-

tic profiles for 180° domain walls in systems with uniaxial anisotropy and the

profiles of 90° domain walls in systems with biaxial anisotropy.

Namely for 180° domain walls:

θ − θ∞ = acos (− tanh(x̃/dDW)) , (6.1)

where θ is the angle of the Néel vector, θ∞ the Néel vector orientation for

x −→ −∞, x̃ := x− x0 is the distance from the centre of the domain wall and

dDW :=
√
A/K is the characteristic lengthscale of the rotation, the “domain

wall widths”; and for a 90° using the same notation:

θ − θ∞ = acos

(
1√

1 + exp(2(x̃/dDW))

)
. (6.2)

XMLD-Intensity profiles In the XMLD-PEEM images, the contrast varies

for x-ray polarisation along the CuMnAs [110] and [010] as

MLD[110] = a · cos2 θ + c and

MLD[010] = ã · cos θ sin θ + c̃ , (6.3)
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with a, c, ã, c̃ constants. This yields the following (expected) XMLD-intensity

profiles:

180° domain wall :

MLD[110] = A1 · (tanh(x̃/dDW))2 + C1 , (6.4)

MLD[010] = A1 ·
tanh(x̃/dDW)

cosh(x̃/dDW)
+ C1 , (6.5)

90° domain wall :

MLD[110] = A2 · (1− tanh(2x̃/dDW)) + C2 , (6.6)

MLD[010] = A2 ·
exp(2x̃/dDW)

exp(4x̃/dDW) + 1
+ C2 . (6.7)

Note that the constants Ai, Ci,Ai, Ci are different, and depend not only on the

“real” XMLD-constants, but also on the image normalisation in experimental

data.

The spin angle and XMLD-intensity profiles are visualised in Fig. 6.11. The

figure also shows experimental intensity profiles retrieved from high-resolution

XMLD-PEEM images and averaged over 10 linescans across a domain wall.

Numerical fits of eqs: (6.4) to (6.7) are also shown. The good agreement of

the data with the numerical fits validates the phenomenological model. The

fitting routine uses Ai, Ci,Ai, Ci, x0 and dDW as fitting parameters and thus

allows to estimate the domain wall widths.

Fitting protocol In this chapter, the domain wall widths as a function of

distance to a reference (patterned edge or corner) is measured from XMLD-

PEEM image. This is done stepwise for sections of a domain wall, following

the protocol outlined below and illustrated in Fig. 6.12.

1. Choose a (flattened) XMLD-PEEM image with a domain wall
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Figure 6.11: Simulated and measured domain wall profiles Visualisation of
the domain wall profiles given and corresponding XMLD-intensity profiles. A: For
a 90° domain wall. B: For a 180° domain wall. The solid black line depicts the ro-
tation of the Néel vector (spin angle) across the wall, eqs. (6.1) and (6.2). The Néel
vector at specific positions is also illustrated by the solid red and blue arrows at spe-
cific positions. The solid blue and red lines are the corresponding calculated XMLD
intensity profiles, eqs. (6.4) to (6.7), for x-ray polarisation along the CuMnAs [110]
(blue) and the CuMnAs [010] (red). The filled blue and red circles are experimental
intensity profiles of domain walls measured in high-resolution XMLD-PEEM images
of the 50 nm CuMnAs layer with the highest crystalline quality.

2. Trace a (section) of the domain wall on the image

(a) Manually define a line on one side of the domain wall, defining the

start-points Ai

(b) For each point of the line, define a corresponding end-point on the

opposite side of the wall Bi such that the connecting line AiBi is

approximately aligned with the domain wall normal

(c) Retrieve line-profiles of the XMLD-image along AiBi

(d) Fit the lineprofiles to the appropriate equation (from eqs. (6.4) to

(6.7))

(e) From the values of x0 calculate the corresponding pixel positions on

the image, the array of the positions traces the domain wall (centre)

on the image

(f) save the positions

3. Define reference position, e.g. patterned edge or corner
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4. find domain wall widths dDW, ensuring that the intensity profile is along

the normal of the domain wall, (and distance to reference D). For each

point on the domain wall:

(a) define series of lines centred at the domain wall position with various

angles

(b) retrieve and fit the intensity profiles across all lines and choose cross-

section with minimal value of dDW, −→ estimate for domain wall

widths

(c) plot fit and with minimal dDW and corresponding lineprofile, inspect

visually to ensure that the fit is valid

(d) from corresponding x0, refine domain wall position

(e) calculate distance from reference

5. transform from image units (pixels) to real space (µm)

Steps 2-4 are realised with semi-automated matlab-procedures.

Results

Figure 6.13 illustrates measurements of the widths of three 180° domain walls

in patterned bars which terminate at a long edge of the bar. 6.13 A shows

the measured domain wall widths dDW as a function of the distance Dedge

to the nearest long edge of the bar, which is the edge at which the domain

walls terminate.The XMLD-PEEM images corresponding to the datasets in

Fig. 6.13 A are shown in panel B. The positions of the domain walls are marked

by dotted lines with matching colour.

Close to the edges the width of the domain walls is around 100 nm. With in-

creasing distance from the edge, the domain wall widths increase continuously

and saturate between 150 nm and 250 nm in the centre of the bars. For three

of the datasets the rise is almost monotonic. For the domain wall shown in

the bottom panel of Fig. 6.13 B (blue dataset), an additional “kink” located
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Figure 6.12: Illustration of steps 2-4 of the protocol used to measure
domain wall widthsA: Step 2.(a),(b); define startpoints and endpoints on either
side of a domain wall section. C: Step 2.(e); pixel coordinates of centre on domain
wall calculated from x0. D: Step 3. Define reference (here edge). E: Step 4.(a);
Define lines centred at the domain wall point with various angles. Retrieve and fit
intensity profiles for the cross sections (not shown). F: Step 4.(c); Plot the dataset
and fit with minimal dDW.

around x/Wbar = 0.1 can be observed. Comparison with the XMLD-PEEM

image shows that the domain wall crosses a microtwin aligned parallel to the

long edge at this position. Hence, the “kink” in the domain wall widths reveals

the local anisotropy change due to the microtwin, which for microtwins parallel

to the long edge will act in the same direction as the edge-imposed anisotropy,

so that the microtwin locally enhances the uniaxial anisotropy. The size and

width of the kink can give a qualitative estimate of the relative size and range

of the two effects. The microtwin-induced anisotropy change seems to decay

faster than the edge-imposed anisotropy. This is further evidence for the pro-

posed coupling mechanism between microtwins and AF domains discussed in

chapter 5, which attributes the coupling primarily to a local anisotropy change,
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arising mostly from the magnetocrystalline anisotropy in the rotated lattice of

the microtwin and not from magnetoelastic changes away from the microtwin.

Figure 6.13: Spatial dependence of the edge-imposed anisotropy in pat-
terned bars aligned with the magnetic easy axes. Dependence of the widths of
180° domain walls on the lateral position x in patterned bars. A Plot of the domain
wall widths against distance from the edge Dedge. The different symbols correspond
to different domain walls in bars of widths Wbar 9.3 µm and 14.6 µm. The yellow
and orange symbols refer to two different domain walls in the same bar. Each dat-
apoint is the average of all measurements within a given distance of the edge. The
errorbar is given by the standard deviation of the measurements within the interval.
B corresponding XMLD-PEEM images, obtained with ~E||[110], with the positions of
the domain wall measurements marked with corresponding colour. Dark edges are
patterned edges, whereas the CuMnAs film continues across white edges. The dashed
grey lines in the bottom image indicate the positions of two microtwins.

The increase of the domain wall width with distance from the edge occurs over

several micrometers, much larger than the domain wall widths, which sets the

lengthscale of effects which can be explained by direct AF exchange. This

shows that the patterned edges alter the magnetic anisotropy not only in the

direct vicinity of the edges, but over long distances.

In patterned bars, it seems evident that the effect of the long edges dominates

and that the contributions of the two parallel edges enhance each other.

For two orthogonal patterned edges, as in corners, it is a priori not clear

whether the effects cancel each other, resulting in no net change of the anisotropy,
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or if, although the biaxial symmetry is not broken, the anisotropy is stronger

than in non-patterned areas of the film. This is investigated in the following

using 90° domain walls in patterned, right-angled corners.

The data shown in Fig. 6.14 A are obtained from three XMLD-PEEM images

of open right-angled corners etched into the film with lowest microtwin density.

Figures 6.14 C and D are XMLD-PEEM images of the same area, but imaged

once with x-ray polarisation along the CuMnAs [110] and once with ~E||[010].

The domain wall widths are measured along the dotted lines in the XMLD-

PEEM images and the results are plotted as a function of distance to the

corner.

Despite considerable fluctuations, all datasets show a strong correlation: within

the distance studied the domain wall widths roughly double from between

200 nm to 400 nm close to the corner to 500 nm to 900 nm.

The good agreement of the datasets for the same domain wall with different

imaging configuration indicate that the fluctuations are most likely not purely

noise from the measurement technique but show real variations of the domain

wall widths likely to result from other types of defects which locally affect

the magnetic anisotropy. Yet, the effect of the patterned edges can be clearly

seen. The rising trend of the domain wall widths with distance to the corner

is maintained even beyond the kinks and spikes which likely result from local

crystallographic defects. This indicates that the patterning-induced anisotropy

change is a long-range effect, propagating over distances of several µm and

decaying with increasing distance from the corner.

The decreased widths of the 90° domain walls indicate that the patterning in-

duced anisotropies add to and hence enhance the intrinsic anisotropy. Further-

more this dataset confirms that the long-range effects result from the patterned

edges alone, and do not require geometric confinement, which fully justifies the

term “edge-imposed” anisotropy instead of “shape-imposed” anisotropy.

Studies of lithographically-induced magnetic anisotropy in ferromagnetic thin

film devices via magnetostriction [119, 120], the strain relaxation has been
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Figure 6.14: Spatial dependence of the edge-imposed anisotropy in right-
angled corners aligned with the magnetic easy axes. Domain wall widths of
90° domain walls in patterned, right-angled corners as a function of distance from
the corner. A Plot of the domain wall widths against the distance to the right-angled
corner. Each datapoint is the average of all measurements within a given distance
of the edge. The errorbar is given by the standard deviation of the measurements
within the interval. The gap in the orange dataset is due to several dead pixel in the
close vicinity of the domain wall in the X-PEEM image at that point. The yellow
and blue datasets correspond to the same domain wall but imaged with ~E||[110]
(yellow) and ~E||[010] respectively. B Corresponding XMLD-PEEM images with the
positions of the domain wall corresponding to the datasets in A marked with dotted
lines of matching colour. The top two panels are obtained with ~E||[110], the bottom
panel is obtained with ~E||[010] yielding sensitivity to the spin axis as indicated by
the greyscale wheel. The dark edges are patterned edges, whereas the CuMnAs film
continues across the white edges.

considered independent of the magnetic order and the mechanism has been

described as follows: The lithographic edges alter the strain relaxation, which

changes the magnetic anisotropy. This explains effects within the range of

significant strain relaxation, around 10 times the film thickness, consistent

with what was observed experimentally.

In contrast, the data shown here show changes of the AF anisotropy over

up to 200 times the film thickness. Conclusive data on the range of the

lithographically-induced strain relaxation are not available for the CuMnAs/GaP,

but it seems unlikely to exceed the range for similar materials ((Ga,Mn)As/GaAs,
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Fe81Ga19/GaMnAs) by more than one order of magnitude [120]. This suggests

that an explanation, which considers only the effect of changes of the elastic

properties on the magnetic anisotropy, is not sufficient, but that the presence

of magnetostriction also implies that the presence of (antiferro-)magnetic order

affects the elastic properties, as discussed theoretically in reference [42, 122].

The authors consider the surfaces of the AF sample as a separated phase elas-

tically conjugated with the bulk. Strains are considered to arise within the

bulk due to magnetostrictive coupling and additional tension. The authors

show that it is the incompatibility of the surface and bulk strains, which leads

to long-range mechanical stresses. Hence, even if direct strain relaxation is

limited to a narrow region at the edges, magnetoelastic coupling within the

film can transfer the effect over long-ranges.

6.4 Summary and conclusion

This measurements shown in this chapter have revealed that the AF domain

structure in CuMnAs thin film devices can differ considerably from the domain

structure in blanket films. The effects have been found to originate at the pat-

terned edges. The patterned edges affect the antiferromagnetic anisotropy over

long-ranges, which can be described as an edge-imposed anisotropy which de-

cays with distance from the edge. The edge-imposed anisotropy is found to

be strongest for edges along the CuMnAs [110] and [1̄10], matching the sym-

metry of the magnetic anisotropy in blanket films. For this configuration the

spatial dependence of the edge-imposed anisotropy change has been investi-

gated using domain wall widths as a probe of the local magnetic anisotropy.

In this case, the edge-imposed anisotropy acts to favour spin alignment par-

allel to the edge, whereas patterned edges along the CuMnAs [100] and [010]

favour spin alignment perpendicular to the edge. The opposite effects for

edges patterned along different crystallographic directions are unequalled in

ferromagnets, where shape (edge) imposed anisotropy is dominated by mag-
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netic stray field minimisation. However, it has also been observed in micro-

and nanostructures fabricated from antiferromagnetic LaFeO3 thin films [123].

In patterned devices, the AF domain structure results from the competition

of the edge-imposed anisotropy with the effect of microtwin defects. In the

vicinity of edges along the CuMnAs [100] and [010], this results in a frus-

trated domain morphology with more gradual spin variation, whereas it leads

to the formation of characteristic lens-shaped domains in the vicinity of edges

along the CuMnAs [110] and [1̄10]. The size and range of the edge-imposed

anisotropy changes has largely been limited to a qualitative description. The

effect of patterned edges along the CuMnAs [100] and [010] directions was

found to be limited by the nearest microtwins, whereas the effect of edges

along the CuMnAs [110] and [1̄10] has been shown to propagate beyond mi-

crotwin defects. Further analysis of the characteristic lens-domains at these

edges, combined with micromagnetic simulations, might well allow to quan-

titatively determine the relative size and range of the effect of the patterned

edges compared to the effect of microtwins, but is beyond this work.

Nevertheless, the domain wall widths measurements clearly show that the effect

of patterned edges along the CuMnAs [110] and [1̄10] is not a local, vicinity ef-

fect, but long-range effect on the AF anisotropy. Local changes of the magnetic

anisotropy at the boundary can have multiple origins, like small uncompen-

sated AF moments at the surface or chemical changes, but these cannot explain

the observed range of the effect exceeding several micrometers. In contrast,

long-range forces have been shown theoretically to result from incompatibility

of surface and bulk strains in magnetostrictive materials [42, 122]. Hence, the

data can be seen as evidence for the theoretical model, but only a combined

theoretical/experimental study including micromagnetic simulations can give

strong evidence and demonstrate the predictive power of the theory.

Additionally, relevant for applications, this chapter shows, how different, do-

main morphologies can be realised by choosing suitable device geometries and

microtwin-configurations. Particular for electrical devices based and SOT-
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switching, the observed reversal of the sign of the edge-imposed anisotropy

depending on the orientation of the patterning with respect to the crystallo-

graphic axes allows to realise either spin axis alignment parallel to the current

or spin axis alignment perpendicular to the current. This allows to achieve

maximal torque either on domains or on domain walls. Similar sign-reversal

has been observed in another AF material [123], but is unprecedented in ferro-

magnets where shape-imposed anisotropy is dominated by stray-field minimi-

sation. This highlights the versatility of AF materials compared to their FM

counterpart.

Changing the device geometry is straight-forward, choosing the microtwin-

configuration might seem more challenging. Encouragingly, the films show a

significant variation of microtwin-densities, the microtwin-configurations can

be measured in the blanket films and specific areas of the sample can be chosen

for device fabrication. Hence it seems possible to find parts of a layer with

suitable twin configuration prior to fabrication. Yet, as will be shown in the

next section, not only the AF domain structure, but also the microtwin struc-

ture can be influenced by patterned edges as will be shown in the following

section.



Chapter 7

Magnetostructural kinetics in

CuMnAs films

7.1 Introduction

The previous two chapters have revealed that the AF domain structure in

CuMnAs thin films is highly sensitive to structural properties and crystallo-

graphic microstructure of the sample. The AF domain structure has been

shown to be largely dominated by characteristic microtwin defects in a non-

patterned, as-grown films, and to be strongly susceptible to patterning. In par-

ticular, edges along the CuMnAs [110] and [1̄10] have a significant, long-range

effect on the AF anisotropy. The effect was attributed to the edge-induced

strain field, which affects the AF anisotropy via magnetoelastic coupling.

Although not explicitly stated, the AF domain structure has been considered

to be in equilibrium, or at least in a steady state, corresponding to a local

energy minimum. The kinetics of the domain formation during growth and

patterning have not been investigated and seems experimentally unfeasible

with the XMLD-PEEM imaging techniques, since neither growth nor pattern-

ing can be performed in-situ. Furthermore, precessional AF dynamics occur

over timescales of picoseconds (THz-range), way faster than the standard ac-

quisition time during XMLD-PEEM imaging. For AF domain wall motion,

180
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theoretical studies predict high speeds of up to several tens of km/s [44], be-

yond the resolution limit of the XMLD-PEEM imaging technique.

However, as will be shown in this chapter, not only the AF properties of

CuMnAs samples are susceptible to patterning, but also the defect structure.

It will be shown that the CuMnAs samples respond to patterned edges along

the CuMnAs [110] and [1̄10] by nucleating microtwins at the edges which grow

perpendicular to the edge over the timescales of days to months at room-

temperature. AF lens-domains nucleate and grow with the microtwins. Over

months, the microtwin nucleation and propagation can change the AF domain

structure dramatically and even reverse the domain population.

Similar magnetostructural changes are observed in temperature-cycles of blan-

ket CuMnAs films. At slightly elevated temperatures, around 45 °C to 75 °C,

the microtwins are found to grow over minutes, inducing fluid-like AF dy-

namics over similar timescales. At higher temperatures, around ∼ 360 °C,

the microtwin-density is found to reduce considerably. During cooling, the

microtwins (re-)nucleate and grow, often in similar places. The magnetostruc-

tural dynamics occur in a similar temperature region during the cooling and

heating part of the cycles. The data highlight that in antiferromagnets, the

AF and structural properties cannot be decoupled.

7.2 Methods

Material and devices All data are obtained from 50 nm CuMnAs/GaP(001)

films. They are a subset of the films which were studied in the previous

two chapters 5 and 6. The measurements in the first part, section 7.3.1, are

performed on devices fabricated by e-beam lithography and ion-beam milling

from one chip of the Al-capped film with the highest crystalline quality. The

measurements in the second part, section 7.3.2, are performed on two non-

patterned samples (A and B), from different films capped with 30 nm As , then

de-capped in ultra-high vacuum just prior to the measurements.
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Surface preparation The As-capped samples are prepared to approximately

360 °C (pyrometer measurement of the surface with ε = 0.1) for 20 min to

30 min which removes the As cap. The temperature is achieved by resis-

tive heating of a tungsten filament located underneath the sample on the

X-PEEM cartridge. The sample preparation is done in ultra-high vacuum

(≤ 5× 10−9 mbar). The prepared samples are then transferred in ultra-high-

vacuum into the X-PEEM chamber, see section 2.9 for details.

X-PEEM measurements The AF domain structure is imaged using XMLD-

PEEM imaging, see section 2.8.2 for the experimental protocol and sections

2.5.2 and 2.7 for further information.

The measurements of the Al-capped samples, section 7.3.1, are at room-temperature

or when the sample environment is cooled to approximately 200 K. This cool-

ing enhances the XMLD-signal, but no effect the AF domain structure has

been observed.

Scanning X-ray diffraction microscopy (SXDM) The measurements of

the microtwin configuration of Al-capped samples was measured with SXDM

measurements using the CuMnAs 003 reflection. The shown SXDM inten-

sity maps 63 days after sample fabrication are measured with the x-ray beam

impinging along the CuMnAs [100] following exactly the procedure used in

the previous two chapters, (see section 2.11.2). The measurements performed

3 months later (not shown explicitly) follow a similar procedure, but with the

X-ray beam impinging along the CuMnAs [110].

Low energy electron microscopy (LEEM) LEEM-imaging in-situ in the

X-PEEM chamber allows to obtain structural images and AF domain images of

the same area. LEEM and X-PEEM imaging use the same electron microscope

and only the illumination of the sample is changed. The LEEM images shown

here are bright-field LEEM images with positive start voltage (∼ 15 V) to re-

duce surface contrast and enhance “bulk” sensitivity to the microtwin defects.
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For details see section 2.9. LEEM imaging requires exposed surfaces, hence

is not possible on the Al-capped samples. Furthermore, problems prevented

LEEM measurements on sample A.

Temperature cycles In the measurements presented in the second part of

this chapter, section 7.3.2, the sample temperature is raised using the same

tungsten filament heater on the cartridge as during surface preparation. Dif-

ferent temperatures can be achieved by varying the filament current and al-

lowing for sufficient time to stabilise. This mostly heats the sample stage and

only slightly the rest of the experimental set-up (including the microscope).

Cooling is limited to heat dissipation after the filament current is reduced or

switched off. No active cooling is available. For sample B, the temperature

was measured with a thermocouple attached to the sample plate. However,

this is located further away from the filament than the sample and has been

found to significantly underestimate the sample temperature when the fila-

ment current is increased quickly or above 1.1 A ∼ 100 °C. In the absence of

a different temperature measure, the thermocouple reading is referred to as a

guide. Read-out of the thermocouple was disabled during the measurements

on sample A. Here, the temperature is estimated by repeating the heating pro-

tocol, and monitoring the thermocouple temperature afterwards. For sample

B also the exact time of each LEEM or PEEM image is recorded, whereas for

sample A only the time of the beginning and order of image series are known.

The measurements consist of several heat-cycles in which the sample is heated

over 40 min to 60 min from room-temperature to the point where the As cap

evaporated during the surface preparation of the sample, estimated to be 360 °C

but definitely beyond 260 °C which is 50 °C above the Néel temperature. The

filament current is increased step-wise, with enough time for the temperature

to stabilise at 0.5 A, 0.75 A and 1 A, then the filament is raised quickly to 1.6 A.

The corresponding temperature ranges are referred to as “intermediate-low”,

“intermediate”, “intermediate-high” and “high” in the following. The samples
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are left at high temperatures for a minimum of 10 min, before the filament

current is switched off and the sample left to cool down.

7.3 Results and interpretation

7.3.1 Patterning-induced magnetostructural kinetics

In the previous chapter, it has been shown that microtwins located at pat-

terned edges result in lens-shaped AF domains oriented perpendicular to the

edge. However, rather than being stationary, the lens domains associated with

microtwin defects are observed to nucleate at the patterned edges and then

propagate across the bar over a timescale of days at room temperature. A

typical example is shown in Fig. 7.1 A-D, showing the growth of lens-domains

in a 80 × 10 µm bar fabricated from the layer with lowest microtwin density

measured 5, 13 and 33 days after patterning. Between the measurements, the

sample was stored in vacuum at room temperature. One large lens-domain

crosses the whole width of the bar in all the images, while three domains nu-

cleate and propagate from the left side of the bar. Microtwins, measured with

SXDM (see section 2.11.2) 63 days after patterning, are consistent with the

observed domain growths (Fig. 7.1 E). SXDM measurements performed an-

other three months later, have confirmed that the microtwin growth continues

until the twins extend across the whole width of the bar.

The example shown in Fig. 7.1 illustrates the rule and not the exception of

post-fabrication changes in patterned devices with edges along the CuMnAs

[110] and [11̄0]. Similar changes have been observed in bars ranging between

2.5 µm and 20µm width, fabricated by e-beam or photolithography from differ-

ent layers. Initially the bars are nearly single domain with spin axis parallel to

the long edge, with only a small number of lens-domains presumably resulting

from microtwins which were present before patterning. The microtwins nu-

cleate at the edges and grow towards the opposite edge, accompanied by AF
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Figure 7.1: Magnetostructural kinetics in CuMnAs in patterned bars.
A: Lens-domain and microtwin lengths, relative to the bar width, as a function of
time after patterning in a 10 µm wide bar. Each symbol represents a particular lens-
domain. B-D: Corresponding XMLD-PEEM images 5 (B), 13 (C), 33 (D) days
after patterning. E SXDM map of the microtwin configuration 63 days after device
fabrication.

domains. The nucleation and growth of the microtwin-induced minority lens-

domains can ultimately lead to a reversal of the average domain population.

One example of such a significant change can be seen in Fig. 7.2 A. The panel

shows XMLD-PEEM images of a ∼ 60 µm long section of an 80 µm × 5 µm

sized bar taken 5 dasys (top) and 33 days (bottom) after device fabrication.

Although recognisably the same bar and some parts have remained largely un-

changed, other areas show a dramatic increase in the number of lens-domains,

reversing the domain population from almost fully aligned with the long edge

to primarily aligned perpendicular to the long edge.

The nucleation of lens-domains is not limited to the long edge of the bar, but

also occurs at the short edge, as can be seen in Fig. 7.2 B-D, which breaks up

the end-domains located at the short edge. Figure 7.2 B-D also show further

examples of lens-domain nucleation and growth at the long edge. Typical for

our measurements, the number of additional lenses is highest in the thinnest

bar, but does not vary monotonically with increasing bar-widths.

It it is known from material science that microtwins can form in response to
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Figure 7.2: Examples of the progression of AF domain structures in
patterned bars AF domain structure in four representative areas, measured in
XMLD-PEEM 5 and 33 days after device fabrication respectively. All devices were
fabricated from the layer with lowest microtwin density. A: ∼ 60 µm long section of
an 80 µm×5 µm long bar. The image taken closer to fabrication is at the top. B-D:
Closed ends of 5 µm, 10 µm and 15 µm wide bars with orthogonal orientation, with
the image taken closer to fabrication at the left.

strain, either during thermal annealing or externally applied [112, 128], and for

blanket CuMnAs films, it has been suggested that the twins relax the strain

resulting from the mismatch between the film and substrate lattices [46]. Thus,

it seems natural that the microtwin nucleation and growth in patterned bars is

the samples’ intrinsic response to the patterning induced strain and the edge

roughness only matters since it can provide points with reduced energy for

twin nucleation.

In patterned bars along the CuMnAs [110]/[1̄10], the uniaxial strain can be

expected to match the direction along which microtwins can relax strain. This

is not the case for bars oriented along the CuMnAs [100] and [010] directions.

Consistently, no additional microtwin nucleation after device fabrication has

been observed in 〈110〉 oriented bars, and also the AF domain structure has

been found to be largely stable over months. One example of the AF domain

structure in a 50 µm × 30 µm sized bar oriented along the CuMnAs [100] is

shown in Fig. 7.3. The XMLD-PEEM image taken 5 days after device fab-

rication (panel A) and 3.5 months after device fabrication show only minor
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changes, although the sample has not been stored in vacuum and even been

imaged in SXDM in between1. The most notable changes are the reduced sizes

of the white area close to the open-edge of the bar and the reduced size and dis-

appearance of the curved 180° domain walls in the top half of the bar. The 180°

domain walls are considered to be purely magnetic objects and have generally

been found to be, unless highly confined between two microtwins, very mobile

features which can show spontaneous fluctuations during X-PEEM imaging.

The different behaviour depending on the crystallographic orientation of the

device edges is clear evidence that the magnetostructural kinetics indeed result

from the patterning-induced strain.

Figure 7.3: Comparison of the
AF domain structure in a bar ori-
ented along the CuMnAs [100] 5
days and 3.5 months after device
fabrication A: XMLD-PEEM image
taken 5 days after device fabrication.
B: Same bar imaged 3.5 months later.

Patterning is only one way to change the strain state in a sample. Further

mechanisms include externally applied strain or temperature changes, since

film and substrate can be expected to have different thermal expansion coeffi-

cients. The first might be important, when strain-mediated switching, e.g. for

magnetic memory, is attempted, but is not discussed here. The latter, how-

ever, is relevant not only during material growth and the initial formation of

the AF domain structure, but also in electrical measurements in which Joule-

1i.e. the sample was dismounted from the PEEM cartridge in England, travelled to
Sweden, measured in SXDM, travelled back, remounted on a PEEM cartridge and imaged
again in X-PEEM.
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heating can lead to significant temperature changes and gradients in a device.

Thus, the next part focuses on the effect of heating on the AF domains and

microtwin defects of the CuMnAs films.

7.3.2 Heating-induced magnetostructural kinetics

XMLD-PEEM measurements of temperature cycles in which the film is heated

beyond ∼ 80 °C are limited to CuMnAs films without an Al cap, since the sur-

face of the Al capped films becomes too rough for XMLD-PEEM imaging, most

likely due to a thermally activated interface reaction. The data presented in

the following are obtained from exposed surfaces of 45 nm CuMnAs/GaP(001)

films, which were prepared as explained in section 2.9.1. The exposed surface

is rough with many step edges, which can overlay the magnetic contrast in the

X-PEEM images.

This section reports on observations from two similar samples prepared in the

same way. Sample A was only imaged in X-PEEM during the temperature

cycles. This sample reveals dynamic changes at intermediate temperature and

shows semi-reversible AF domain structures in temperature cycles through

the Néel temperature. In the second sample, sample B, both the magnetic AF

domain configuration and the microtwin pattern was studied during the heat

cycles and direct evidence of the interpretation as magnetostructural changes

is found.

Observation of AF domain changes during heat cycles, Sample A

Figure 7.4 illustrates AF domain reconfigurations observed in a, randomly cho-

sen, but typical area of a prepared surface upon heating from room-temperature

to approximately 100 °C over ∼ 25 min. The changes can best be seen in the

time-lapsed movie of the XMLD-PEEM images recorded during the heating,

supplementary video S3 available here short.at/awAU9. Figure 7.4 shows se-

lected frames of the movie with corresponding timestamp of the measurement.

short.at/awAU9
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Figure 7.4: Time-series of XMLD-PEEM images of the AF domain
structure during heating, Sample A cycle I. A Initial domain configuration at
room temperature. The small letters are used to label three domains. B-K XMLD-
PEEM images during heating. The approximate time (in minutes:seconds) between
the measurement and the switching on of the heating filament current is indicated in
the blue boxes. Between D and E the filament current was increased from 0.5 A to
0.75 A. The coloured circle serve as a guide to indicate the temperature rise, from
light-yellow room-temperature to dark red at the highest temperature. Between J and
K the filament current was increased to 1 A. The white arrows intend to guide the
eye towards the separation of domain b and c. A time-lapsed movie of all XMLD-
PEEM images recorded during the heating can be found in supplementary video S3
available here short.at/ awAU9 .

The initial AF domain configuration at room-temperature is shown in Fig. 7.4 A.

The area shows a typical domain structure for 45 nm CuMnAs/GaP(001) films,

with micron-sized domains aligned with the CuMnAs [110] (dark) and [1̄10]

(light) directions. The black patches are areas where significant AsOx is left

on the surface. The CuMnAs film underneath is expected to be intact, but

hidden due to the surface sensitivity of the PEEM measurements. The very

short.at/awAU9
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bright roughly circular dots are a different defect on the surface of unknown ori-

gin. Initially, the central area shows a large light domain and two horizontally

aligned dark domains, labelled a and b. At the right, the light domain adjoins

a vertically aligned dark domain labelled c. Upon heating to ∼ 30 °C to 45 °C

(Ifila = 0.5 A) , the two domains a and b grow horizontally towards domain c.

In panel D of Fig. 7.4 the a and b merge vertically in one area.

Upon further temperature increase to∼ 50 °C to 65 °C (Ifila = 0.75 A), Fig. 7.4 E-

K, domain b grows faster, but remains clearly separated from domain c by a

white channel, interpreted as a 180° domain wall and marked with the white

arrow. Domain b continues growing at the expense of domain c, which retracts.

In Fig. 7.4 I it splits into two domains separated by domain b with 180° domain

walls on either side (indicated by the white arrow in Fig. 7.4 I). Additionally,

between two frames, Fig. 7.4 I and Fig. 7.4 J, the two 180° domain walls are

found to merge (white arrow in Fig. 7.4 J) and the two halves of c merge again.

In contrast to the slow domain growth this occurs beyond the timescale of the

XMLD-PEEM images and looks instantaneous in the time-lapsed movie.

When the temperature increases to ∼ 100 °C (Ifila = 1 A), Fig. 7.4 K, the

XMLD contrast starts fading.

To reset the AF domain configuration, the sample was heated to ∼ 300 °C

to 360 °C which is more than 75 °C above the Néel temperature of tetrag-

onal CuMnAs. Upon cooling back through the Néel temperature, the AF

domain structure reforms, as shown in Fig. 7.5. The first image of the time-

series, Fig. 7.5 A, is measured while the sample is still heated. As expected,

the image shows only structural and no magnetic contrast. Figure 7.5 B-E

show XMLD-PEEM images recorded after the heating current was switched

off and the sample cools slowly. Figure 7.5 B, recorded nearly 10 min later still

shows no magnetic contrast. The first XMLD-PEEM image with measurable

magnetic contrast, Fig. 7.5 C, already shows an AF domain structure largely

reminiscent of the equilibrium configuration at room-temperature, with similar

sized, or slightly larger AF domains. Domain nucleation as small domains and



Chapter 7. Results and interpretation 191

subsequent coarsening dynamics were not observed and are likely to occur on

timescales below the temporal resolution of the measurements.

Figure 7.5: Time-series of XMLD-PEEM images of the AF domain
structure when cooling through the Néel temperature, Sample A cycle I.
A XMLD-PEEM image of an area above the Néel temperature. No magnetic con-
trast can be observed. B-E XMLD PEEM images of the same area during cooling.
The relative time (in minutes:seconds) between the measurement and the switching
off of the heating filament current is indicated in the blue boxes. The sample was
not cooled actively. The supplementary video S4 available here short.at/ awAU9 is
a time-lapsed movie of the entire dataset.

Figure 7.6: Time-series of XMLD-PEEM images of the AF domain
structure during cooling, Sample A cycle I. Continuation of the time-series
shown in Fig. 7.5. Here, the relative time (in minutes:seconds), indicated in the
blue boxes, is not measured relative to the switching off of the heating current, but
with respect to the first image of the sequence. See also supplementary video S5
available here short.at/ awAU9

The AF domain structure in the area cooling down to ∼ 35 °C is shown in

short.at/awAU9
short.at/awAU9
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Fig. 7.6. Most striking is the strong resemblance to the AF domain pattern

measured before the sample before heating, Fig. 7.4 A, with nearly a one-to-

one correspondence of AF domains of similar shapes in similar positions. The

nost notable changes are that, one of the two domains which grew in the first

heating cycle (domain a) is missing and the other one (formerly b, now b’) is

significantly smaller. The AF domain structure is found to be largely stable

over approximately 1 hour. However, close inspection shows that in the area

marked by the red rectangle, the dark domain b’ grows horizontally.

Close-ups of this area are shown in Fig. 7.7. From top to bottom, the dark

domain grows horizontally, covering about 0.5 µm within the measurement

time. The growth continues and accelerates when the sample is heated again,

shown in Fig. 7.8. The area shown here and the one shown in in Fig. 7.4

overlap in most parts, but are slightly shifted with respect to each other. The

dark kidney-shaped AsOx patch can be used as a reference. The observed AF

domain reconfigurations strongly resemble the ones in the first heat cycle. The

dark domain b’ grows follows mostly the same path as domain b. However, in

this case domains b’ and c’ merge instead of remaining separated as in the

first cycle.

Additionally a white domain, labelled d’ in Fig. 7.8 A grows downwards,

slowly at intermediate-low temperatures and faster at intermediate temper-

atures. The XMLD-PEEM contrast fades at intermediate-high temperatures,

Fig. 7.8 L and disappears above the Néel temperature, Fig. 7.9 A.

Again, the AF domain structure that forms after cooling back across the Néel

temperature, strongly resembles the one observed before heating with almost

one-to-one correspondence of individual domains.

During cooling the domain labelled b’’ in Fig. 7.9 B grows almost along the

same path as domain b and b’ previously. This time, domains b’’ and c’’ do

not merge but remain clearly separated. Domain b’’ grows at the expense of

domain c’’, which splits into two domains between Fig. 7.9 J and Fig. 7.9 K.

This is strikingly similar to the dynamics observed of the domains b and c in
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Figure 7.7: AF do-
main growth during
cooling, Sample A

cycle I. A-H Same
XMLD-PEEM images as
in Fig. 7.6, but cropped
to the area marked by the
red rectangle Fig. 7.6 A.

the first heat cycle, but different to what was found for domains b’ and c’.

A time-lapsed movie of the entire dataset can be found in the supplementary

video S4 available here short.at/awAU9. The movie also shows several smaller

changes, which will not be discussed in detail here, but are left for the reader

to discover.

The data shown here are limited to a relatively short period of the cooling

and the last frame in Fig. 7.9 does not show the steady state. Domain b’’

continued growing for over 8 hours after the filament current was switched off,

but the growth slowed down considerably over the time.

In summary, the observations on sample A reveals the following features, dis-

cussed briefly below, during temperature cycling:

i) AF domains growing in a direction parallel to the spin axis of the domain over

the timescale of minutes at intermediate temperatures 30 °C to 65 °C, faster at

short.at/awAU9
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Figure 7.8: AF domain changes during heating from 30 °C to > 100 °C,
Sample A cycle II. Time-series of XMLD-PEEM images during heating, similar to
Fig. 7.4. A-D intermediate-low temperatures ∼ 30 °C to 45 °C (Ifila = 0.5 A). E-I
intermediate temperatures ∼ 50 °C to 65 °C (Ifila = 0.75 A), J, K: intermediate-high
temperatures ∼ 75 °C to 100 °C (Ifila = 1 A). L: Below the Néel temperature, but
close to where XMLD contrast disappears (Ifila = 1.2 A). Shown is nearly the same
area as in Fig. 7.4, use the dark kidney-shaped AsOx patch as reference. A time-
lapsed movie can be found in the supplementary video S6 available here short.at/
awAU9 .

higher and slower at lower temperature; ii) Interaction of AF domains with

parallel spin axis, showing either domain merging or domain growth of one

at the expense of the other domain; iii) 180° domain wall reconfigurations

occuring between different frames; iv) Strong correlation of the AF domain

structure before and after heating above the Néel temperature and domain

growth along similar paths.

The timescale of the domain growth (i) is inconsistent with precessional AF

dynamics, considered to happen approximately 1014 times faster (picoseconds

short.at/awAU9
short.at/awAU9
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Figure 7.9: AF domain reconfiguration during cooling, sample A, cycle
II. Continuation of the time-series of XMLD-PEEM images in Fig. 7.8, showing
approximately the same area upon cooling. A: above the ordering temperature, no
measurable AF contrast. B: around ∼ 100 °C, faint AF contrast. C-L: Cooling
from intermediate-high to intermediate-low temperatures. The coloured circle in each
panel serve to indicate the temperature changes. The time is measured with respect
to the first image in the sequence. The images are a subset of the frames of the time-
lapsed movie supplementary video S7 available here short.at/ awAU9 . The straight
lines are artefacts from the detector.

compared to minutes), or stimulated AF domain wall motion for which theory

has predicted domain wall velocities in the order of km/s [44]. Experimental

observation of AF domain wall motion with speeds of 0.3 m/s, 4 orders of mag-

nitude slower than the theoretical prediction, but still 6 orders of magnitude

faster than the observations shown here, were classified as domain wall creep,

slowed down due to magnetoelectric coupling [129]. This indicates that the

dynamics observed here are coupled to structural changes, which can happen

over this timescale. Consistent with this interpretation is that the dynamics

accelerate with higher temperatures. It is suggested that the domain growth

short.at/awAU9
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results from the growth of a microtwin in this direction, similar to the kinetics

observed in the vicinity of edges. The observed directionality, parallel to the

spin axis, matches the coupling between the twin orientation and the spin axis

(see chapter 5).

The different interaction of domain b’ and c’ compared to b, c and b’’, c’’

(ii) can be interpreted as follows. Domains b’ and c’ do not only share the

same spin axis, but also have the same sign of the Néel vector. Thus they can

merge, similar to lens-domains with matching orientation. In contrast, the

domains b and c and domains b’’ and c’’ have opposite sign (antiparallel

Néel vector) and remain separated by a 180° domain wall.

The reconfiguration of 180° domain walls (iii) occurs on faster timescales than

the temporal resolution of the X-PEEM imaging, as can be expected for purely

magnetic rather than magnetostructural dynamics. Similar 180° domain wall

motion has also been observed spontaneously during imaging in several sam-

ples. Here the domain wall is shorter after the movement, which reduces the

exchange energy. Both positions are consistent with the same microtwin con-

figuration.

The strong correlation of the AF domain structure before and after heating

beyond the Néel temperature (iv) could suggest that the sample was heated

insufficiently and the AF order had not been wiped out completely. However,

this seems unlikely since the sample was heated beyond the evaporation tem-

perature of AsOx which is more than 50 °C above the Néel temperature of

CuMnAs. Additional evidence is that the relative orientation of domains b

and c reverses, from parallel to antiparallel (and vice versa in the second cy-

cle). A more likely explanation is that the AF domains are strongly dictated

by structural features, presumably the microtwins, present before and after

heating. Yet, observation (iii) shows only the axis is pinned and not the orien-

tation. This is further evidence for the proposed coupling mechanism between

microtwins and AF domains given in chapter 5. However, the observation that

also domain growth occurs along similar ways, and that domain a “disappears”
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and that domain b’ is (initially) shorter than domain b can only be explained

if it is assumed that the microtwins can annihilate at high temperatures.

Summarizing we suggest that observations (i) and (iv) are directly coupled to

microtwins and microtwin dynamics in the sample, whereas observations (ii)

and (iii) arise only from the sign of the Néel vector, a degree of freedom of the

AF domains which is not related to the structural defects.

The following section shows direct evidence of the suggested magnetostructural

interpretation of the dynamics.

AF dynamics and microtwin dynamics during temperature cycling

The following describes experiments which aim to prove two hypotheses of

the magnetostructural model suggested above, namely i) Direct correlation

of AF domain reconfigurations to the growth of microtwins at intermediate

temperatures; ii) Annealing of microtwins at high temperatures.

This is done by combining AF domain imaging during temperature cycles with

LEEM imaging of the microtwin pattern in a following experiment. The mea-

surements are performed on a chip of a similar 45 nm CuMnAs/GaP(001) film

prepared in the same way (see section 2.9.1). The sample shows slightly smaller

AF domains, which is attributed to a higher microtwin density in this sample.

The indicated timestamps below are reliable. The indicated temperature refer

to the temperature measured by a thermocouple in the vicinity of the sample,

which has been found to underestimate the temperature considerably, up to

100 °C at high temperatures.

The following addresses the hypotheses in reverse order.

Annealing of microtwins at high temperatures To investigate the effect

of high temperatures on the microtwin configuration, heating of a (previously)

prepared 50 nm CuMnAs/GaP film was imaged in LEEM.

Measurements of the effect of high temperatures on the microtwin configura-

tion, as observed by LEEM imaging, are shown in Fig. 7.10. In the LEEM
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images, the surface terminations of the microtwins show up as horizontal and

vertical lines. Dark lines with different orientation are step edges. Larger dark

patches are residual, amorphous AsOx.

Figures 7.10 A and B compare LEEM images of the stationary configuration,

measured at intermediate-high temperatures (A) and at high temperatures

(B) in a typical area. The sample was left to stabilise at each temperature

for at least 20 min and the configuration was found to be stable for at least

10 min.

The indicated temperature refers to the thermocouple measurement, which is

known to underestimate the sample temperature significantly in this tempera-

ture regime. The measurement temperature of Fig. 7.10 A, intermediate-high

temperatures, is slightly higher than the temperature where magnetic contrast

is lost in the XMLD-PEEM image, although the thermocouple measurement of

137 °C is below the Néel temperature of CuMnAs. Figure 7.10 B was obtained

at the temperature where the As-cap evaporates, presumably beyond 250 °C,

although the thermocouple measures only 178 °C. Figures 7.10 A and B are

the average of 15 individual frames taken with 5 s exposure each.

The LEEM image of the stationary configuration at intermediate high temper-

atures (Fig. 7.10 A) shows a very dense microtwin pattern. Each microtwin

is found to terminate at another twin, at a step edge or disappears under an

AsOx patch. The following LEEM image at high temperatures is consider-

ably more blurred although attempts were made to achieve the best focus,

but LEEM imaging at high temperatures is challenging (see section 2.6.1). It

seems as if the number of microtwin lines has decreased significantly. However,

due to the blurriness of the image at high temperatures, the two images are

difficult to compare. Evidence for the hypothesis that indeed the number of

microtwins reduces at high temperatures from LEEM measurements, requires

measurements of changes of the microtwin configuration for fixed imaging con-

ditions and resolution. Due to the intrinsic sensitivity of LEEM imaging to

the temperature this cannot be obtained from measurements of the station-
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ary state at two different temperatures, but only by imaging the dynamical

behaviour at a fixed temperature, before the microtwin pattern has had time

to stabilise. Attempts to image the dynamics, occurring between the mea-

surements of Fig. 7.10 A and Fig. 7.10 B are shown in Fig. 7.10 C. The panel

shows a time-series of LEEM images cropped to a selected area of the sam-

ple measured at almost stationary temperatures. The corresponding area in

Fig. 7.10 A and B is marked with a red rectangle. Each image shown in C

is an average of 4 LEEM images with 5 s exposure time. Two neighbouring

images were measured with a gap of 10 s. The yellow ovals in panel C encircle

microtwins which are observed in the first image of the sequence, but which

are significantly shorter or fully absent in the last image of the sequence. Con-

trast disappears selectively on parts of the microtwin, whereas the contrast on

other twins in the imaged area or the surface topography in the close vicinity

of the twin remains unaffected. This can even better be seen when comparing

the individual (5 s exposure) frames of the full dataset in the supplementary

videos S8a and S8b available here short.at/awAU9. The data strongly support

the hypothesis that microtwins anneal at this temperature regime and suggest

that they retract (“grow backwards”). A different explanation would be that

only their surface termination disappears and they are still present within the

bulk of the film. This hypothesis could only be ruled out with a bulk-sensitive

probe, such as SXDM, but since microtwins in CuMnAs become narrower to-

wards the bottom interface with the substrates and wider towards the free

surface this assumption seems unlikely (see chapter 5, Fig. 5.1 and reference

[46]).

Magnetostructural dynamics at intermediate temperatures Direct

evidence for the second hypothesis, suggesting that the AF dynamics at in-

termediate temperatures are directly correlated to the growth of microtwins is

obtained from the same area of the sample upon subsequent cooling.

A time-lapsed movie of the reformation of the microtwin pattern at intermediate-

short.at/awAU9
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Figure 7.10: Comparison of the microtwin pattern at intermediate-high
and high temperatures LEEM images of of a typical area of a 50 nm CuM-
nAs/GaP film after surface preparation. The horizontal and vertical lines in the
LEEM images are the microtwins. Other dark lines are step edges. The dark patches
are residual, amorphous AsOx. The temperature is a thermocouple measurement and
only is a lower bound. A, B: Stationary microtwin configuration, when left to sta-
bilise for over 20 min at intermediate-high temperatures (A) and high temperatures
B. C: Time-series of LEEM images of the area marked by the red rectangle showing
the stabilisation dynamics of the microtwin configuration. The images are averaged
over 20 s with a 10 s gap between each other. The yellow dotted lines mark where
changes in the microtwin configuration are observed. See also supplementary videos
S8a and S8b available here short.at/ awAU9 .

Figure 7.11: Reformation of the microtwin structure during cooling. Sub-
set of the frames of the time-lapsed movie available in the supplementary information
consisting of LEEM images of the CuMnAs surface. The microtwins are the vertical
and horizontal lines. Shown is the same area as in Fig. 7.10. The black “frames” is
where the area of interested drifted out of the imaged area. The orange bar indicates
the temperature, the blue bar the elapsed time with respect to the first frame. See
also the supplementary video S9 available here short.at/ awAU9

short.at/awAU9
short.at/awAU9
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high temperatures can be found in the supplementary video S9 available here

short.at/awAU9. Figure 7.11 shows a subset of the frames. The LEEM images

confirm that in this temperature regime, which is above the threshold where

magnetic contrast is lost, the microtwin pattern reforms. Over less than 2 min

several microtwins are observed to nucleate and grow up to a few micrometres.

However the microtwin pattern is considerably less dense than the one before

heating to high temperatures (Fig. 7.10 A). Since not only the microtwin pat-

tern is partially recovered, but also the image quality this has to be a physical

change and cannot be attributed to loss of sensitivity of the LEEM imaging.

Figure 7.12 and 7.13 shows that at slightly lower (intermediate-high) temper-

atures, when magnetic contrast is recovered, the microtwin growth continues,

alongside inducing similar AF dynamics as observed in the previous sample.

Figure 7.12 A and B show LEEM images of the microtwin configuration recorded

approximately 30 min apart at intermediate temperatures. Comparing the

images shows that several microtwins have grown and additional microtwins

formed. Those are marked in Fig. 7.12 C with yellow broken lines.

Between the LEEM images the AF domain structure of the same area was

monitored in XMLD-PEEM while the sample was left to cool down from inter-

mediate to intermediate-low temperatures. Figure 7.12 D and E show the first

and last image of the sequence, taken ∼ 27 min apart from each other. Figure

7.12 F shows the last frame overlaid with the broken yellow lines (from panel

D) indicating where microtwins grew or newly formed. Comparing panels D

and E shows that in all cases also an AF domain with spin axis parallel to the

twin nucleated or expanded along the microtwin line. In some cases, the AF

domain is shorter than the corresponding microtwin which is consistent with

the interpretation that the twin continued growing between the XMLD-PEEM

image and the LEEM image.

The AF dynamics occuring between the images shown in Fig. 7.12 D and

E, best seen in the supplementary video S10 available here short.at/awAU9,

show the same features as the dynamics observed in sample A, studied previ-

short.at/awAU9
short.at/awAU9
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Figure 7.12: Direct Comparison of AF domain changes and microtwin
growth at intermediate temperatures during cooling. A: LEEM image at
high temperature taken before a series of XMLD-PEEM images. B: LEEM image
of the same area taken after the series of XMLD-PEEM image. C: Same as B, but
microtwins which are not present in A or are significantly longer in B than in A
marked by broken yellow lines. D: First image of a series of XMLD-PEEM images
of the same area measured shortly after A. E: Last image of the series measured
just before B. F: Same as E but overlaid with the broken yellow lines indicating the
microtwins which are present after, but not before the X-PEEM imaging series.

ously. Selected frames of the movie, illustrating the dynamics, can be found

in Fig. 7.13. Compared to sample A, this sample shows smaller AF domains,

due to a higher microtwin density. Consistently, the imaged area shows more

AF domains growing, but each covering shorter distances which thus are more

difficult to see in the stationary images.

For better visualisation of the dynamics, Fig. 7.14 A and B show a time-series

of close-ups of two areas with significant dynamics. Figure 7.14 C illustrates

where the areas are located. The panel is the area marked by the red rectangle

in Fig. 7.13. Here, also the changes in the microtwin structure are indicated.

Within the area marked in green one vertical and two horizontal microtwins

formed. In the area marked in red, a vertical microtwin was found to grow.
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Figure 7.13: AF domain changes during cooling, sample B. Time-series
of XMLD-PEEM images taken between the images shown in Fig. 7.12D and E
at intermediate-low temperatures. The images are a subset of the frames of the
time-lapsed movie available in the supplementary video S10 available here short.at/
awAU9 . The temperature refers to the reading of the thermocouple. The time is
measured with respect to the first image of the sequence. The red square in panel A
is not shown in the time-lapsed movie and marks the area shown in Fig. 7.14 C.

The length of the twin before the sequence of XMLD-PEEM images is shown

by the orange broken line, the broken yellow line shows the additional length

observed after the XMLD-PEEM imaging. The time-series of the close-ups

in Fig. 7.14 A and B confirm that indeed with the vertical microtwins light

domains grow and with the two horizontal microtwins two dark domains grow

along the microtwin direction. The growth of the dark domains occurs after

the growth of the white domain shown in Fig. 7.14 B. This suggests that also

the vertical microtwin grows first and serves as a nucleation point for the

horizontal microtwins.

Thus, the measurements on this sample confirm the observation on sample A

and provide clear evidence for the suggested interpretation as magnetostruc-

tural dynamics.

short.at/awAU9
short.at/awAU9
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Figure 7.14: Examples of AF domain directly correlated to microtwin
growth at intermediate temperatures. A, B: Time-series of XMLD-PEEM
images during cooling of close-ups of two selected areas, marked by the red and green
rectangle in panel C, which shows the last image image of the sequence shown in
Fig. 7.13. Each frame in A and B directly corresponds to a frame in Fig. 7.13. The
broken orange line in the red rectangle in panel C indicates a microtwin observed in
LEEM before the series of XMLD-PEEM series. The yellow dashed line indicates
the additional extend of the microtwin, measured after the XMLD-PEEM series
which directly corresponds to the growth of the light AF domain in panel A. The
broken yellow lines in the green rectangle indicate microtwins which were measured
in LEEM after the XMLD-PEEM image series, but not before. Again these are
directly correlated to AF domain growth shown in panel B.

7.4 Summary and conclusion

This chapter has reported on magnetostructural dynamics in AF thin films

which occur several orders of magnitude more slowly than what is expected

for purely AF dynamics.

The changes in the AF domain structure are directly correlated to the growth

of microtwins. The growths can be triggered by patterned edges which provide
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nucleation points for microtwins. At room temperature, the microtwin growths

and the AF domain changes happen over days to months. Similar kinetics

can be induced in non-patterned films by heat-cycling. At slightly elevated

temperatures, the microtwin growth and consequently the AF domain changes

accelerate occurring over minutes. In both cases, it seems likely that the

microtwins are a response to a change of strain, either induced by temperature

changes or patterning which is expected to relax strain uniaxially. This is

consistent with the observation reported in reference [46] that the microtwin

density is directly correlated to the amount of strain in a sample.

Due to the dramatic difference of the intrinsic timescales of AF dynamics

(picoseconds) to structural dynamics (seconds/minutes/hours/months), the

timescale of the dynamics can be inferrred to be governed by the structural

microtwin growths. For the magnetic order the structure can be seen as sta-

tionary, and the AF order can always reach an (local) equilibrium state. For

the crystallographic dynamics, the AF order can be considered to react “in-

stantaneously” to the changes.

Although initiated by and directly correlated to the microtwin growth, the AF

domain pattern yields richer dynamics than the microtwin pattern comprising

not only slow AF domain growth, but also merging(repelling) of domains with

parallel (antiparallel) Néel vector and movement of 180° domain walls which

occurs faster than the resolution of the XMLD-PEEM imaging. Both features

arise from the sign of the Néel vector, an additional degree of freedom of the

AF domains which has no counterpart in the crystallographic structure and is

not coupled to the microtwin pattern.

The data shown here are also relevant when interpreting the (numerous) elec-

trical switching experiments with this material, in particular as 45 nm CuM-

nAs/GaP(001) films are widely studied for orthogonal electrical AF domain

switching.

For example, the dramatic current-induced change, the “shattering” of the AF

domain structure, shown in Fig. 4.11 in section 4.4, followed by AF domain
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coarsening dynamics over hours (also Fig. 4.11) can be interpreted as follows:

The initial domain structure was pinned by a (dense) microtwin pattern, which

stabilises the AF domain pattern and leads to the biaxial domain structure.

The current pulse locally heated the AF device beyond the annihilation point

of microtwins. In the absence of microtwins, the AF domain structure be-

comes more sensitive to the influence of the edges (with various orientations)

and other local defects since the intrinsic in-plane anisotropy of CuMnAs films

is small. This leads to the smaller more granular domain structure; the “shat-

tering” of the AF domains is actually a “shattering” of the microtwin pattern.

The following domain coarsening dynamics are governed by the slow reforma-

tion of the microtwin configuration, since intrinsic AF dynamics and “purely”

AF domain wall motion can be expected to occur several orders of magnitude

faster [44, 129].

The microtwins preferentially nucleate at the edges oriented along the CuMnAs

[110] and [1̄10] as can be inferred from the small lens-domains at the edges)

and at other microtwins. Consistently the AF domain coarsening starts and

propagates from the area which was less affected by the current-pulse.

Additionally, it was found that the AF domain was more susceptible to (lower)

electrical current pulses after the shattering of the AF domain structure than

before (see Fig. 4.10 and Fig. 4.12), consistent with the interpretation that the

strong AF domain pinning to the microtwin defects stabilises the AF domain

structure. Hence, lower current pulses are needed to manipulate AF domains

in the absence of microtwins.

The data clearly show that the microtwins are part of the equilibrium config-

uration and the way the samples approach the equilibrium state.

To a material scientist, it might seem obvious that a material reacts to changes

in strain by growing microtwin defects (see [112, 130, 131]), and to a theoreti-

cian it might seem trivial that the AF domain structure is sensitive to struc-

tural defects. Yet, to the best of the author’s knowledge, the direct imaging

of AF domain (creeping) motion with direct correlation to structural changes
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is unprecedented. Even direct imaging of only twin-defect dynamics upon

external strain has only just been reported (see [112]), becoming feasible by

the continuous improvement of electron imaging over the last decades. It also

shows at which detailed microscopic level AF materials need to be understood

in order to predict their response to external stimuli and ultimately to build

efficient spintronic devices, crystallographic defects might even become a tool,

as they are in TWIP-steels (see [112]). For 45 nm CuMnAs/GaP (001), the

microtwins are found to be crucial, for films with different thickness or differ-

ent materials, other crystallographic defects or interface effects are likely to be

equally relevant.



Chapter 8

Surface and interface effects in

CuMnAs films

8.1 Introduction

In the last two decades, there have been considerable advances in AF spintron-

ics research, and new device concepts with functionality based on antiferro-

magnetic order were suggested. The properties of those devices were predicted

to be highly advantageous compared to current technology.

Nevertheless, current technological application of crystal antiferromagnets (as

opposed to synthetic AFs) is still largely restricted to devices where the func-

tionality arises from a ferro- or ferrimagnetic material and the role of the

antiferromagnet is to alter the magnetic anisotropy of the other component,

via exchange bias and stabilise its magnetisation.

Exchange bias Exchange bias arises in AF/FM bilayers or multilayers from

an interface effect which couples the magnetisation of the FM layer to the

orientation to the spin moment of the AF at the interface. In structures with

well-defined interface termination of the AF system, this coupling can lead to

a unidirectional anisotropy of the FM layer (a shift of the hysteresis loop along

the magnetic field axis) and hence can stabilise the FM magnetisation against

208
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field perturbations. This is used, for example to pin the magnetisation in read

heads of hard disk drives [132]. Due to its use for technological applications,

exchange bias has been investigated in detail [133] following its first observation

more than 65 years ago [134]. Collinear (parallel and antiparallel) coupling of

the magnetisation and the Néel vector or at an angle has been observed [135].

In a multi-domain state or in the absence of a well-defined interface termination

of the AF layer, the local interface coupling mechanism can still persist, but

might affect the properties of the multilayer system in a more subtle way, e.g.

by imposing only an axial and not directional anisotropy [136] or by affecting

the microscopic domain structures of the layers [135]. Often the microscopic

origin of the coupling mechanism is not well understood.

Direct correlation of the AF and FM domain structures in AF/FM bilayers has

been observed in several systems [124, 135, 137, 138]. As discussed in reference

[137], the first report of the direct imaging of such “domain imprinting”, the

morphology of the interface plays an important role. Local variations of the

interface can not only result in a reduced strength of the coupling, but also

lead to locally alternating coupling between the FM magnetisation and AF

Néel vector. The coexistence of parallel and antiparallel coupling between the

AF Néel vector and the FM magnetisation was observed in ferromagnetic Co

- antiferromagnetic LaFeO3 bilayers [137] and ferromagnetic LSMO - antifer-

romagnetic LSFO superlattices [124]. In contrast for ferromagnetic Permalloy

- antiferromagnetic Mn2Au bilayers a one-to-one correspondance between the

magnetisation direction and the sign of the Néel vector was observed [138].

Coupling implies that the two layers affect each other and the resulting prop-

erties are not always dominated by one or the other layer only. The behaviour

of the multilayer systems depends sensitively on the (relative) size of the (in-

trinsic) magnetic anisotropies of each layer, the strength of the coupling mech-

anism, external fields and potentially its magnetic history.

For example, in reference [138] investigating Mn2Au-Permalloy bilayers, the

antiferromagnetic Mn2Au layer was found to dominate the behaviour and the
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authors suggests to use the interface coupling as a (local) probe the AF spin

order. In contrast, in reference [53] it is demonstrated that the AF spin axis of

5 nm CuMnAs/GaP(001) films can be rotated by rotating the magnetisation of

a Fe surface layer on the CuMnAs film with a small magnetic field. A collinear

coupling between the Néel vector of the CuMnAs film and the magnetisation

of the Fe surface layer was reported.

Here we investigate similar CuMnAs - Fe bilayers, but with a thicker 50 nm an-

tiferromagnetic CuMnAs/GaP(001) film. The thickness of the ferromagnetic

Fe surface layer is unchanged. It will be shown that in these thicker samples

the AF layer dominates in the absence of external fields. Direct comparison of

XMCD-PEEM images of the FM domains of the Fe layer and XMLD-PEEM

images of the antiferromagnetic CuMnAs domain structure of the CuMnAs

film reveals that the AF domains are directly imprinted onto the FM domain

structure. Consistent with reference [53], a collinear coupling between the mag-

netisation and Néel vector is found. The data show FM domain boundaries

without corresponding XMLD-PEEM resolvable AF domain boundary. This

could reflect that the FM domains can be used to reveal the surface termina-

tions of atomically sharp AF domain boundaries, suggested in reference [88].

In order to strengthen that hypothesis, measurements of the surface structure

of exposed CuMnAs films will be presented. The analysis of those data is not

yet concluded, so that this chapter must be seen primarily as an outlook for

future work.

8.2 Methods

Material The measurements in the first part are performed on 2 nmAl /

1.4 nm Fe / 50 nmCuMnAs / GaP(001) layers. The 50 nm CuMnAs films are

grown epitaxially on the GaP(001) substrates, similar to all other CuMnAs lay-

ers. The 1.4 nm Fe surface layer is grown at approximately 0 °C ferromagnetic.

The Al cap serves to prevent oxidation of the Fe and CuMnAs layers.
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The measurements in the second part use epitaxially grown 50 nm CuM-

nAs/GaP(001) films capped initially with 30 nm amorphous As. The As cap

is removed prior to the measurement by heating the sample to ∼ 350 °C for

approximately 20 min in a dedicated decapping chamber. The prepared sur-

faces are transferred in ultra-high-vacuum into the measurement chamber. For

details see 2.9.1.

8.2.1 X-PEEM and LEEM

All microscopic measurements are performed at ambient temperature on the

X-PEEM endstation on beamline I06, DLS.

XMLD-PEEM Imaging of the antiferromagnetic CuMnAs domains of the

Fe-CuMnAs bilayers and the exposed CuMnAs surfaces is achieved using XMLD-

PEEM, at the Mn L2,3 absorption edge, using the experimental protocol de-

scribed in section 2.8.2. For further information see also sections 2.5.2 and 2.7.

This yields maximum contrast between domains with spin axis parallel and

perpendicular to the x-ray polarisation, corresponding to perpendicular and

parallel to the in-plane projection of the incident x-ray beam in this experi-

mental geometry.

XMCD-PEEM The ferromagnetic domains of the Fe surface layer of the Fe-

CuMnAs samples are imaged using XMCD-PEEM at the Fe L2,3 edge, which

yields maximumm contrast between magnetic domains parallel and antiparallel

to the direction of the incident x-ray beam. Domains with mutually antiparallel

spin axis perpendicular to the x-ray beam cannot be distinguished. For details

see section 2.8.4. The element-specific, spectroscopic imaging technique allows

to clearly separate the contributions of the Fe and CuMnAs layers.

The measurements on the Fe-CuMnAs bilayers are performed on a sample as-

grown and on a patterned chip fabricated via photolithography and chemical

wet etching. After patterning, the sample was exposed to a 0.1 T magnetic



Chapter 8. Methods 212

field aligned with one of the CuMnAs 〈110〉 directions approximately 24 hours

before the measurement.

Structural measurements using LEEM The surface structure of the ex-

posed CuMnAs surfaces is investigated using the same microscope, but as a

LEEM. For the experimental protocol see section 2.9. For further information

on LEEM see 2.6.1 The kinetic energy of the energy of the electrons when

interacting with the sample is defined by the start-voltage (STV ).

MEM Mirror-electron microscopy of the sample surface uses the specular

reflection for imaging and a start-voltage of 1.5 eV. Hence the electrons pri-

marily interact with the sample surface and contrast mainly arises on step

edges and other topographic features.

BF-LEEM BF-LEEM imaging uses the specular reflection for imaging and

is in the measurements presented here performed with a start-voltage of 38 eV.

DF-LEEM The CuMnAs LEED pattern shows additional half-order spots

(±(0.5, 0) and ±(0, 0.5)), corresponding to a doubling of the lattice constant

in the corresponding direction. These reflections are used in the DF-LEEM

measurements presented here. The start-voltage of the measurements is set to

38 eV, as in the BF-LEEM images. Selectively always one of the four equivalent

half-order spots is used for imaging and N = 5 images are taken, drift cor-

rected and averaged. This yields four intensity images I(0.5,0.0), I(0.5,0.0), I(0.0,0.5)

and I(0.0,0.5). To enhance contrast the images of the collinear reflections are

averaged and the asymmetry of the averaged two images calculated:

Iasym =
I(0.5,0.0) + I(0.5,0.0) −

(
I(0.0,0.5) + I(0.0,0.5)

)
I(0.5,0.0) + I(0.5,0.0) + I(0.0,0.5) + I(0.0,0.5)

.

LEED LEED measurements are performed in the LEEM instrument (see

section 2.7). This allows to restrict the illuminated sample area to selected re-
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gions with the illumination aperture. Additionally, the positions of the diffrac-

tion spots on the camera do not move when the energy of electrons interacting

with the sample (given by the start-voltage) is changed. The diffraction pat-

tern is imaged. For LEED-IV data are obtained by scanning the start-voltage

step-wise and taking one exposure at each energy. The intensity of each spot

is integrated for each intensity over a circular region of interest (ROI), closely

matched to the spot position and size. A local background, defined as the

intensity integrated over a ring around the spot with the same area size as the

ROI, is subtracted to account for diffuse scattering. The ROI is constant for

all energies of the scan. The measurements were performed with the MCP-

camera so that full LEED-IV datasets can be measured with constant scaling

and the measured intensity is directly proportional to the number of incident

electrons.

The LEED-IV data presented here are not taken on the same sample as the

imaging data, but on a similar sample grown and prepared in the same way.

It was confirmed that the LEED patterns of the two samples have the same

symmetry and that the AF domain patterns show the same characteristics.

Magnetic hysteresis loops Magnetic hysteresis loops of as-grown sam-

ples of the Fe-CuMnAs-layers were measured using SQUID (=superconducting

quantum interference device) magnetometry, which can detect the magnetic

moment of samples with 10× 10−11 Am2. The high sensitivity is required to

measure the small moment of thin film samples. Being sensitive to the mag-

netic field only, SQUID magnetometry is not element-specific. The measure-

ments were performed in a commercial Quantum Design MPMS SQUID mag-

netometer which combines temperature control of the sample (range 2 K to 300 K),

the application of magnetic fields up to 7 T, with SQUID magnetometry in one

experimental set-up [139]. The direction of the field is fixed. The measure-

ments shown here are performed at 300 K, 200 K, 150 K and 100 K. Magnetic

fields were applied in the range −1400 Oe to 1400 Oe, which is well below the
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spin-flop field of tetragonal CuMnAs (∼ 2T ). Measurements are performed

with fields applied along a CuMnAs 〈100〉 and a CuMnAs 〈110〉 direction.

This is realised in separate measurements by mounting samples with different

orientations on sample holders. The surface size of the samples is restricted

by the sample holder. In order to fit the holder, the sample with orientation

such that the field direction matches the CuMnAs 〈100〉 is larger than the

sample mounted with 〈110〉 orientation. Additional, as SQUID magnetometry

is not element-specific the contributions of the substrate and sample holder

(diamagnetic) needs to be considered in measurements with applied fields.

8.3 Results

8.3.1 Domain imprinting in Fe–CuMnAs - bilayers

In reference [53], it was shown that the spin axis in a 5 nm thin CuMnAs film

can be rotated by rotating the magnetic moment of a Fe surface layer using a

small external magnetic field. Here, it is shown that vice-versa the AF domain

structure of a thicker, 50 nm CuMnAs film is imprinted on the ferromagnetic

domains of a Fe surface layer.

Figure 8.1 directly compares the domain structures of the CuMnAs and Fe

layers of a representative 9 µm × 9 µm wide area. The AF domains of the

CuMnAs layer are imaged using XMLD-PEEM at the Mn L3 adsorption edge

(panels B and F), the FM domains are imaged with XMCD-PEEM at the

Fe L3 adsorption edge, hence the signals can be clearly related to one or the

other layer. The X-ray absorption image of the area is also shown with several

features that can be used to align the XMLD and XMCD with respect to

each other. The first and middle column correspond to images taken with

the x-ray beam impinging along two orthogonal crystallographic directions.

The XMLD-PEEM images reveal an AF domain pattern typical for 50 nm

CuMnAs/GaP(001) layers with two types of domains with mutually orthogonal
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spin axes (see chapters 3 and 5). The two domain types appear as light and

dark areas in this imaging configuration. The similarity of the AF domains

with other 50 nm CuMnAs films suggests that the Fe layer does not significantly

affect the AF properties.

Figure 8.1: Comparison of the AF and FM domain structure in CuMnAs/Fe bi-
layers. A X-ray absorption image with photon energy at the Fe L3 absorption edge.
The white feature is a crystallographic defect used for alignment of images. The
remaining contrast results from the surface morphology. B XMLD-PEEM image at
the Mn L3 absorption edge of the same area revealing the AF domain structure of
the CuMnAs film. C, XMCD-PEEM image at the Fe absorption edge of the same
area showing the vertical component of the Fe magnetisation vector. All images in
panels A - D are taken with x-rays impinging along the CuMnAs [110] (top) crys-
talline axes, as indicated by the yellow arrow. E, Comparison of the AF and FM
domain images from B and C, showing the Fe-XMCD-PEEM image overlaid with
the domain boundaries (yellow) of the Mn-XMLD-PEEM image. E - H, same as
A - E, but with the x-rays impinging along the CuMnAs [110] showing reversed
contrast in the Mn-XMLD images and revealing the horizontal component of the Fe
magnetisation respectively. I, AF spin axis map calculated from the Mn-XMLD-
PEEM images. J, FM vector map calculated from the Fe-XMCD-PEEM images.
K, Overlay of the FM vector map with the AF domain boundaries (white). The
colour wheels in panels B, F, I refer to the AF spin axis, the colour wheels in the
remaining panels to the orientation of the FM magnetisation. The scalebar refers to
all panels.

The two XMLD-PEEM images with orthogonal direction of the x-ray beam

show the expected reversed contrast. A clear correlation between the AF
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Figure 8.2: Length-scale of FM domains in CuMnAs/Fe bilayersA: Part
of an Fe-XMCD-PEEM image with the edges aligned with the CuMnAs 〈100〉 direc-
tions showing FM domains parallel/antiparallel to the CuMnAs [110] direction. B:
Corresponding domain boundaries obtained by applying a sobel edge-filter to the im-
age. C and D: Histogram of the distribution of distances between two neighbouring
boundaries measured horizontally (C) and vertically (D) in the edge-filtered image.
The average value is also stated. E-H: Same as A-D, but with the XMCD image
rotated along the CuMnAs 〈110〉 directions. Panels A and E overlap partially. The
crystallographic directions refer to the CuMnAs layer. The scalebar refers to panels
A,B, E and F.

domains of the CuMnAs film and the FM domains of the Fe layer can be

observed: For both x-ray directions, the areas which appear dark in the XMLD-

PEEM images appear grey in the XMCD-PEEM images of the FM domains,

whereas the areas which appear light in the XMLD-PEEM images are broken

up into small FM domains with minimum and maximum intensity. This means

that the spin axes of the AF and the FM layer are collinear, but each CuMnAs

domain corresponds to two types of Fe domains with mutually antiparallel

magnetisation. This can be seen in the AF spin axis maps and the FM vector

maps calculated from the XMLD-PEEM and XMCD-PEEM images and shown

in panels I - K. The collinear coupling is consistent with what was reported

in reference [53].

On close inspection, it can be seen that the boundaries between the antiparallel
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FM domains tend to follow the CuMnAs 〈100〉 directions. The lateral size of

the FM domains is in the order of 100 nm to 200 nm, measured as the distance

between two neighbouring boundaries along a fixed crystallographic direction,

as illustrated in Fig. 8.2.

Splitting of the AF domains into two mutually antiparallel FM domains could

then result from two scenarios: (i) The interface coupling has only axial prop-

erties and the two types of FM domains form to minimise FM stray fields.

(ii) The direction of the FM magnetisation is dictated by the termination of

the staggered AF spin order at the interface, which does not yield contrast in

XMLD-PEEM.

Figure 8.3: Magnetic hysteresis loops at various temperatures of Fe/CuMnAs bi-
layers for magnetic fields along the CuMnAs [110] (blue) and [010] (red) directions.
Left: Raw data, shifted. Right: Data scaled by the saturation magnetisation.

To garner further insight into the coupling, the effects of small magnetic fields

on the magnetisation of the sample are investigated using SQUID magne-

tometry. The SQUID measurements are expected to be only sensitive to the

magnetisation of the Fe layer, since even a small uncompensated magnetic mo-

ment of the CuMnAs layer at the interface is expected to be way below the

sensitivity of the instrument.
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Figure 8.3 compares SQUID-measurements of hysteresis loops at various tem-

peratures for magnetic fields applied along the CuMnAs [110] and the CuMnAs

[100] directions. A linear background was subtracted from the data in order

to correct for the effect of substrate and sample holder. The size of the signal

depends on the surface area contributing to the measurements, which varies

for the different field directions. This is accounted for by scaling the datasets

by the amplitude A of the hysteresis loops, defined as illustrated in Fig. 8.3 A.

At room temperature, the coercivity fields are below 50 Oe. From these mea-

surements, no significant dependence on the field direction can be observed,

indicative of a weak anisotropy. The coercivity fields increase with decreas-

ing temperature, but the latter remain below 200 Oe at 100 K. The remanent

magnetisation cannot be determined from the measurements as it shows a

time-dependent decay, as described below.

Figure 8.4: Decay of the magnetisa-
tion of Fe/CuMnAs bilayers at vari-
ous temperatures after application of
1.4 k Oe fields along the CuMnAs [110]
and [010] directions. The time is mea-
sured relative to the time, when the field
was switched off.

The decay of the magnetisation monitored over 35 min at zero field is shown

in Fig. 8.4. The data are scaled by the amplitude of the corresponding hys-

teresis loops. As expected, the highest magnetisation is observed at the lowest

temperature (here 100 K). At 300 K the curves are almost flat, suggesting that

the majority of the signal has already decayed before the first measurement
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and the remaining signal either reflects the remanent effect or an offset of the

experimental set-up. The remanent magnetisation is larger along the CuMnAs

[110] directions for all temperatures.

Figure 8.5: AF and FM structure in a CuMnAs/Fe bilayer after exposure
to a small magnetic field along the CuMnAs [110] direction. All panels show
the same section of a bar oriented along the CuMnAs [010] direction. Panels A-C
are XMCD-PEEM images with different incident direction of the x-ray beam as
indicated by the yellow axis. Maximum contrast is achieved between domains with
parallel and antiparallel orientation of the FM magnetisation with respect to the x-
ray beam, as indicated in the colour wheels. No contrast is achieved on domains
with magnetisation perpendicular to the x-ray beam. Panels D-F are XMLD-PEEM
images of the AF domain structure for the same x-ray orientation. Here, maximum
contrast occurs between domains with spin axis parallel and perpendicular to the
x-rays.

Figure 8.5 shows XMLD-PEEM images of the AF domain structure and XMCD-

PEEM images of the FM domain structure ∼ 24 hours after application of a

small magnetic field in the order of 0.1 T along the CuMnAs [110] direction at

room temperature. The sample was exposed to the field for ∼ 30 min.

From the SQUID measurements it is evident that fields of this size are sufficient

to saturate the FM magnetisation. Nonetheless, the domains show no evidence

of a remanent effect of the magnetic field. In particular, FM domains with

magnetisation parallel and antiparallel to the field direction are present and
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approximately equally populated and the overall domain morphology of the

AF and FM domains resembles the one in the as-grown virgin sample. The

FM domains are of similar size as in the as-grown sample and also the preferred

alignment of the FM domain boundaries with the CuMnAs 〈100〉 directions is

observed. This hints that the FM magnetisation is indeed defined by the AF

order.

The images are obtained from a patterned bar aligned with the CuMnAs [100]

direction, but similar observations were made also in non-patterned regions

of the sample. Further evidence can be retrieved from the FM and AF spin

orientations in the vicinity of the patterned edge. For the AF domains in

CuMnAs films, it has been shown in chapter 6 that the effect of patterned

edges aligned a 〈100〉 direction is limited by the nearest microtwin density and

sets a preference for AF spin axes perpendicular to the edge. This layer has a

high microtwin density and barely any effect of the edge on the AF domains is

visible in the XMLD-PEEM images. The XMCD-PEEM image, shows a small

boundary region at the edges which appears grey, when imaged with x-rays

impinging parallel to the bar, indicating FM magnetisation perpendicular to

the edge. This is opposite to shape anisotropy resulting from minimisation

of stray fields, but consistent with the collinear coupling and the previously

found effect of patterning on the AF domains in CuMnAs films.

Hence it is suggested that the direction of a FM domain is determined by the

termination of the staggered AF magnetisation at the interface. The splitting

of (apparently) one AF domain into two FM domains can then result as follows.

(i) The antiferromagnetic CuMnAs layer can terminate at the interface with

one or the other magnetic sublattice. The boundaries between two FM domains

with antiparallel orientation result from step edges of the CuMnAs layer which

are not full unit-cells. Hence, the AF Néel vector has the same orientation

and sign and only the surface termination of the AF crystal changes. This

behaviour has been reported for ferromagnetic 1.2 nm Co on antiferromagnetic

LaFeO3/SrTiO3(001) [137].
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(ii) The AF layer always terminates with the same crystallographic layer at

the interface and the FM boundaries reflect sharp 180° reversals of the Néel

vector which cannot be resolved in XMLD-PEEM. A uniquely defined sublat-

tice termination at an AF/FM interface and a one-to-one imprinting of the

AF domains onto the FM domains, including the sign of the Néel vector, has

been reported for ferromagnetic permalloy on antiferromagnetic Mn2Au/Al2O3

[138]. Here, each boundary between two FM domains with antiparallel orien-

tation was found to coincide with an XMLD-PEEM resolvable 180° domain

wall of the AF layer. No splitting of the domains in the XMLD-PEEM into

several FM domains in XMCD images was observed for this layer. However,

for CuMnAs films, the presence of atomically sharp AF domain boundaries

(sub-lattice swap) has been evidenced in reference [88] using differential phase

contrast imaging within aberration corrected scanning transmission electron

microscopy. The majority of the atomically sharp AF domain boundaries have

been related to the crystallographic antiphase boundaries (APBs), the crystal-

lographic slips along the c direction and most abundant crystallographic defect

type in the CuMnAs films (see section 2.1). A smaller number of atomically

sharp AF domain boundaries without obvious relation to a crystallographic

defect, were also reported. In particular, the authors state that the APBs

induce a swap of the magnetic sublattices. Hence, the crystallographic APBs

coincide with, what is effectively an atomically sharp 180° AF domain bound-

ary. The APBs are the most abundant defects in epitaxial CuMnAs whose

density has been estimated to the order of one every 20 nm ([46] and private

conversations with the author). The APBs start at the interface with the sub-

strate, but do not always penetrate across the whole layer (see [46, 88]), yet

if they do, then they terminate at the surface as lines along a CuMnAs 〈100〉

direction. Thus, their direction matches the boundaries between FM domains

in the XMCD-PEEM images without counterpart in the XMLD-PEEM images

of the CuMnAs-Fe bilayers.

Therefore, if, as in Mn2Au-Permalloy bilayers, the CuMnAs layer would have
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a uniquely defined interface termination, then imaging of the FM domain

(boundaries) would effectively be imaging of the atomically sharp AF domain

boundaries. This would allow to investigate the “interaction” of the atomically

sharp AF domain boundaries with standard micromagnetic spin textures as

well as their response to electrical current pulses. In particular, the hypoth-

esis that the high-resistive switching signal reported in reference [111] results

from the creation of atomically sharp AF domain boundaries, unrelated to

crystallographic APBs, could be tested.

Yet, before this identification can be made, the interface between the CuMnAs

and the Fe, in particular the interface termination of the CuMnAs layer, needs

to be understood. Ideally, this would be investigated directly, for example

using high-resolution transmission electron microscopy, which unfortunately

has not been possible as part of this work. Indirectly, evidence for the interface

termination of the CuMnAs film might also be garnered from measurements

of exposed CuMnAs surfaces, as discussed in the following.

Surface structure of exposed CuMnAs surfaces

The following part describes investigations of the structural and antiferromag-

netic properties of exposed surfaces of 50 nm CuMnAs/GaP(001) films using

LEEM and LEED to achieve sensitivity to the crystallographic properties and

XMLD-PEEM for measurements of the AF properties. The measurements

cannot be performed in-situ in the growth chamber, but the films are initially

protected by a 30 nm amorphous As cap, which is removed by heating just

prior to the measurements (see section 2.9.1).

LEED LEED images of exposed CuMnAs surfaces were recorded with cir-

cular apertures with 6 µm and 400 nm diameter from various positions on

a series of samples with sample bias (start voltages) within the range of

30 eV to 400 eV. The LEED data measured from different areas were found

to vary in the quality of the LEED pattern, i.e. the brightness of the LEED
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spots and the amount of diffuse scattering, but no variation of the symmetry

of the patterns and the positions of the diffraction spots above the noise level

were observed, even for the smallest aperture used.

Figure 8.6 A shows a LEED image, measured with a 6 µm wide circular aper-

ture and a start voltage of 106 eV, without image normalisation. In addition to

the integer spots, the pattern shows diffraction spots at the q = ±(0.5, 0) and

q = ±(0, 0.5) (marked by red circles). The half-order spots indicate two types

of structural domains with doubled periodicity in real space along one or the

other direction, i.e. with unit cells sized 2a×a and a×2a. The half-order spots

have been observed on all decapped CuMnAs films with clear LEED patterns.

In LEED measurements with illumation apertures with a diameter of 6 µm or

larger all four half-order spots were observed simultaneously. Measurements

with the smallest 400 nm illumination aperture have been hampered by a sig-

nificant sample drift. As such i.e. the real-space variation of the LEED-pattern

could not be resolved by scanning the sample in LEED measurements.

The LEED image shown in Fig. 8.6 A is part of a scan of LEED images with

start-voltages varying within 32 eV to 300 eV with a step-size of 1 eV, with

otherwise fixed measurement conditions. The full dataset can be seen in sup-

plementary video S11 available here short.at/awAU9. Figure 8.6 shows LEED-

IV curves obtained from the datasets. The curves have been extracted, with

local background subtraction, from individual spots of the LEED-scan. Curves

from equivalent spots have been averaged, because the positions of the extrema

match for curves from different, but equivalent spots.

Additionally, the curves are normalised to the maximal peak intensity and

shown with a relative offset between each other.

Most interesting for this work, is, if the structural domains are related to the

magnetic order. Therefore, XMLD-PEEM imaging of the AF structure is com-

bined with dark-field LEEM imaging using the fractional-order spots. A high-

resolution AF domain image of a representative area is shown in Fig. 8.7 A. The

image shows two types of AF domains aligned with mutally orthogonal spin

short.at/awAU9
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Figure 8.6: LEED-IV of a prepared CuMnAs surface. A: LEED image of
a prepared CuMnAs surface a sample bias of 106 eV. The colour scale is inverted,
i.e. black is maximal intensity. The coloured circles indicate the labelling of the
spots. The sharp edge on the right bottom corner is the edge of the detector. The
curved smooth edge is the edge of the electron cone, limited by the imagings optics
to below the Ewald sphere. B: LEED-IV curves extracted from a LEED-IV scan
for the spots indicated in A, averaged over equivalent spots. The LEED-IV scan
(ranging within 32 eV to 300 eV can be found in supplementary video S11 available
here short.at/ awAU9 .

axes aligned with the 〈110〉 crystallographic directions. This domain structure

is characteristic for CuMnAs films of this thickness grown on GaP (see chapter

3) and has been related to microtwin defects in the samples, which appear as

line-defects along the 〈110〉 directions on the surface and locally set a strong

uniaxial anisotropy parallel to the microtwin surface termination. The rela-

tionship of the AF domains to the microtwin defects in this sample is further

confirmed by a bright-field LEEM image of the area shown in Fig. 8.7 C. In

this imaging configuration, the microtwins appear as dark or dual coloured

horizontal and vertical lines.

In contrast to the clear correlation of the AF domain image and the bright-field

LEEM image of the microtwin pattern of the same area, no correlation between

short.at/awAU9
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the AF domain image and dark-field LEEM imaging using the half-order spots

(Fig. 8.7 B) is observed. The image is the asymmetry of dark-field LEEM

images with the ±(0.5, 0.0) and the ±(0.0, 0.5) spots (see section 8.2.1). Hence

maximum intensity (white) indicates areas which contribute to the ±(0.5, 0.0)

diffraction spots, and minimum intensity (black) corresponds to areas which

contribute to the±(0.0, 0.5) diffraction spots. Grey areas either do not produce

fractional order diffraction spots or are composed of structural domains with

sizes below the spatial resolution of the LEEM instrument. The imaged area

is fragmented into well-defined white, black and regions. This confirms that

there are two types of structural domains with periodicity doubling of the unit

cells along the [100] (type A) and [010] (type B) crystallographic direction, i.e.

rectangular unit cells shaped 2a× a and a× 2a.

The average size of the structural domains is at least one order of magni-

tude smaller than the AF domains. The size of the domains with mini-

mum/maximum intensity approaches the resolution of the instrument. The

structural domains generally take the form of narrow stripes oriented with the

[100] or [010] axes. Both types of structural domains form stripes along either

of those. Thus, the elongated stripe domains can be aligned both parallel and

perpendicular to the elongation of the crystallographic unit cell. crystallo-

graphic unit cell.

Comparison with the surface topography, imaged with mirror electron mi-

croscopy (i.e. using the specular reflection and start-voltage close to 0, here

0.5 eV), Fig. 8.7 D shows a strong correlation between step edges and the

structural domains. Most structural domains directly correlate to a step edge.

The structural domains are wider than the contrast of the step edge in the

MEM image. The most pronounced step edges seem to correspond to adjacent

black-white stripes.

The lack of correlation between the AF domains and the structural domains

suggests that the latter are not related to the AF spin axis. In measurements of

the LEED pattern upon heating the sample, the half-order spots were found
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Figure 8.7: Comparison of LEEM imaging of the surface structure and
XMLD-PEEM imaging of the AF domains on an exposed CuMnAs sur-
face. A: AF domain structure of a typical 5 µm × 5 µm large region imaged with
XMLD-PEEM and maximum contrast on domains with spin axis along the CuMnAs
〈110〉 directions. B: Structural domains of the same area, imaged using the asymme-
try of dark-field LEEM images with the half-order spots. C: Microtwin structure of
the same area measured with bright-field LEEM. D: Surface topography of the area
measured with mirror electron microscopy. The insets indicate the imaging method.

to persist beyond the Néel temperature, which confirms that the structural

domains are not affected by the AF order. Yet, they might well be relevant

for the interface coupling in the CuMnAs - Fe bilayers. The fact that the

directionality of the structural domain boundaries and the boundaries between

mutually antiparallel FM domains match and that the variations occur on

similar lengthscales can be seen as indication that both are related to the

same crystallographic features.

The next steps would be to resolve the atomic structure of the surface, e.g.

by fitting theoretical models to the LEED-IV datasets. First attempts of

modelling and fitting have been made in collaboration with Prof. G. Held
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using the CLEED program package1, but so far no satisfactory agreement

between the theoretical and experimental curves was achieved. Tetragonal

CuMnAs crystals have five non-equivalent atomic layers perpendicular to the

(001) direction: The copper basal planes and two non-equivalent manganese

and arsenic layers each. Modelling of the LEED-IV data was attempted with

surface terminations at either of those atomic layers, as illustrated in Fig. 8.8.

Thus far, the best agreement was obtained with a model assuming that the

surface terminates with the As layer above the Cu basal plane (Fig. 8.8 D),

but the fits did not converge.

Figure 8.8: Potential terminations of exposed CuMnAs surfaces tested in
LEED-IV fitting. Schematic representation of the atomic layer structure (cross
section perpendicular to the CuMnAs [100] direction). The small black boxes mark
the CuMnAs unit cell of the bulk crystal. The semi-transparent circles show how the
crystal would continue in the bulk. Models A and D were suggested in reference [].
The large boxes serve to separate the different panels and their colour indicates the
uppermost magnetic sublattice. Only in model C this is the Mn A lattice. In all
other cases, the Mn B is at the top.

Neither a combination of different surface terminations, nor the effect of an-

tiphase boundaries or residual As from the capping layer at the surface was

incorporated in the models. Due to the wide input-parameter space for the

modelling, further analysis was postponed until information on the surface

termination obtained with a different measurement technique are available.

Hypotheses and plan for further analysis

To guide the modelling of the LEED-IV data, scanning tunneling microscopy

measurements (STM) of exposed CuMnAs surfaces at Nottingham Univer-

1available on request
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sity were planned, but the measurements were not concluded. Other reports

of STM measurements of exposed surfaces of 50 nm CuMnAs/GaP(001) films,

prepared and grown in the same way, have been published [140]. The measure-

ments reveal step edges along the CuMnAs 〈100〉 directions and flat plateaus

between the step edges. This is consistent with the MEM measurements of the

surface topography in this work. Step heights of integer multiples of the out-

of-plane lattice constant, n · c, consistent with full unit cells as well as smaller

step heights (non-integer steps in the following) are reported. Two distinct

heights of the non-integer steps matching the distance between adjacent As-

layers respectively were reported. On an atomic scale, the non-integer steps

revealed a zigzag-like pattern which results in a 2 × 1 periodicity locally. No

such reduced symmetry was reported for the plateau regions. Evidence that all

plateaus have the same chemical surface termination has also been obtained by

comparing LEED-IV characteristics of different plateaus. The authors in ref-

erence [140] suggest that the CuMnAs layer can terminate on either of the two

As layers, which would explain the observed step heights. The zigzag-pattern

of the non-integer steps was interpreted as As-vacancies at the edge.

However, the authors did not consider the effect of crystallographic defects.

In particular, the measured step heights are consistent with the lattice shift

across an APB and the direction of the step edge (〈100〉) matches the direction

of the APBs. Hence the data can equally well be explained with a uniquely de-

fined surface termination and step edges coinciding with APBs. Additionally,

although the two surface terminations proposed in reference [140] terminate

with the same atom, the surfaces can be expected to be chemically very differ-

ent which renders it unlikely that they show the same LEED-IV characteristics,

hence is evidence for the hypothesis that the non-integer steps coincide with

APBs and that the surface always terminates with the same crystallographic

layer. This model also allows for other explanations of the zigzag-pattern and

the reduced symmetry at the interface, which have not been considered before.

As such, the author suggests that the STM data and LEED-IV data are re-
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analysed taking into account the crystallographic defects.

Successful reanalysis of the LEED-IV also relies on the correct interpretation

of the half-order spots. The STM data presented in reference [140] suggests

that the reduced symmetry is only located at non-integer steps. This is con-

sistent with the dark-field LEEM images, which show mostly narrow stripes

with minimum/maximum intensity oriented on the corresponding crystallo-

graphic directions alongside grey areas. The fact that the half-order spots are

pronounced in the spatially averaged LEED data must then be attributed to

a very high density of step edges. Indeed, in the sample studied in LEEM

and LEED, extended plateaus, without visible step edges in the MEM images

of the topography are scarce and the distance between neighbouring steps is

below 100 nm in many places. Implementing this model in the fitting of the

LEED-IV data is not trivial, but would be necessary. If done successfully,

evidence of the surface termination of CuMnAs layers might well be obtained.

Once the surface structure is resolved the interpretation of the interface-coupled

CuMnAs–Fe bilayers needs to be considered. The growth of the As-capped

CuMnAs layer used in the STM and LEED/LEEM measurements and the

Fe–CuMnAs bilayers follow the same protocol for the CuMnAs growth. After-

wards, the As cap or the Fe surface layers are grown. Hence the surface onto

which the Fe layer is grown is the same as the one prior to adding the As cap.

Subsequent removal of the As cap could be incomplete, so, if the STM/LEEM

measurements reveal an As top layer, this might not be present on the sur-

face onto which the Fe layer is grown. Yet, the atomic layers underneath are

most likely to be the same atomic layers onto which the Fe film is grown (with

or without As layer). Additionally, interface reactions between the Fe and

CuMnAs could mix the uppermost layers and locally shift the atom positions

For this work, it is most relevant to determine if the 180° domain boundaries in

the ferromagnetic Fe layer without counterpart in the Mn XMLD-PEEM im-

ages of the antiferromagnetic order result from sharp, AF 180° domain bound-

aries or if they result purely from two adjacent regions with different surface
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terminations of the CuMnAs layer (non-trivial step edges) and opposite cou-

pling of the Néel vector to the Fe magnetisation. In reference [53], it has

been shown that the Fe magnetisation couples antiparallel to the uppermost

magnetic sublattice of the CuMnAs layer. Hence, if the uppermost magnetic

layer is always the same, then there is a one-to-one correlation between the

direction of the FM magnetisation and the sign of the Néel vector and the

narrow 180° domain boundaries in the ferromagnetic Fe would directly reflect

the presence of ultra-sharp 180° domain boundaries in the AF CuMnAs film.

Otherwise, non-trivial step edges of the CuMnAs film terminating with one

magnetic sublattice on one side and the other on the opposite side would re-

sult in a ferromagnetic domain boundary, although the AF order is the same

on either side.

Below, different scenarios are discussed. First, we consider a defect-free area.

Trivial step edges consisting of integer multiples of the CuMnAs unit cell do not

need to be considered, since then it is obvious that the coupling between the

Néel vector and the Fe magnetisation is the same on either side. The possible

non-trivial step edges taken discussed below are selected following the evidence

in reference [140]. The work has revealed non-trivial step edges which have

the heights corresponding to the distance between the two As sublattices and

suggested that the surface always terminates with the same chemical atom.

From Fig. 8.8 it can be seen that the only possible configuration in which

the Mn B layer is closer to the surface (respective interface) than the Mn A

atom is the one terminating exactly on this atomic layer. Hence the only non-

trivial step edge with the same chemical element on either side but different

top AF sublattice would be obtained when the CuMnAs film terminates with

the Mn A layer on one and with the Mn B layer on the other side of the

edge. This is illustrated in Fig. 8.9 A. Yet, the step heights do not match

with the ones reported in reference [140]. The non-trivial step edges brought

forward in reference [140] are shown in Fig. 8.9 B and D. However, here, the

magnetic sublattice closest to the surface is the same on either side. Thus,
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they can not explain ferromagnetic 180° domain walls without counterpart in

the XMLD-PEEM images of the AF order.

We next consider the effect on crystallographic antiphase boundaries propa-

gating to the interface. Uf the CuMnAs layer terminates with the same atomic

layer on either side of the APB, then the step heights match exactly the step

heights between two As layers and hence is consistent with reference [140]. Ac-

cording to reference [88], the Néel vector switches sign across these APB. This

then results into a sharp 180° FM domain boundary as depicted in Fig. 8.9 C

and E. For simplicity this is only shown for one possible interface termina-

tion (on the As A layer), but the arguments holds also for all other possible

interface terminations, as long as they are the same on either side of the APB.

In summary, atomic step edges of the CuMnAs film at the interface coinciding

with crystallographic APBs and the same surface termination on either side

can explain both the data in reference [140] and the observed ferromagnetic

180° domain walls without counterpart in the XMLD-PEEM images of the

exchange-coupled bilayer structures. Consistent with this hypothesis, the di-

rectionality of the ferromagnetic 180° domain walls and the crystallographic

APBs at the surface (along the CuMnAs (〈100〉) match and the density of

crystallographic APBs (estimated to be below 100 nm) is in the same order of

magnitude as the FM domain walls.

8.4 Conclusion and outlook

The data presented could form the basis for most interesting research as de-

scribed in the following. If it can be confirmed that the magnetisation of the

Fe layer directly reflect the sign of the Néel vector of the antiferromagnetic

CuMnAs films, then imaging the FM domains would be a tool to (almost

directly) image the atomically sharp 180° AF domain boundaries. Electrical

pulsing experiments in-situ in the XMCD-PEEM chamber (or using a different

imaging method of the Fe order), could then be used to provide evidence for
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Figure 8.9: Schematic representation of possible, non-trivial CuMnAs
step edges at the interfaces and effect on the Fe magnetisation in
CuMnAs-Fe bilayers. The CuMnAs crystal at the interface is represented in
atomic layers. The grey box represents the rest of the CuMnAs film closer to the
substrate. The yellow part represents the Fe film. The arrows indicate the direction
of the magnetic moment. The layers are not to scale. Dashed black lines indicate a
ferromagnetic 180° domain wall. Thick black tilted boxes represent crystallographic
APBs. A: Step edge between areas terminating on either Mn sublattice resulting in
a ferromagnetic domain wall. B, D: Step edges suggested in reference [140]. No
ferromagnetic domain wall. E, F: Step edges coinciding with an APB and the same
surface termination on either side and Néel vector reversal across the boundary.
They have the same step heights as B and D, but a ferromagnetic 180° domain wall
forms.

or against the presented model in reference [111].

If the reanalysis of the data shows that there are two different ways the CuM-

nAs layer can couple to the Fe layer, then the sign of the Fe magnetisation

is locally defined by the combination of the Néel vector and the surface ter-

mination. Hence atomically sharp domain boundaries and purely structural

boundaries between different surface terminations could not be distinguished

in the stationary state. However, it seems likely that the interface terminations

are mostly stable and unaffected by electrical current pulses. Hence an area

where the FM magnetisation is coupled antiparallel to the Néel vector will stay
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coupled antiparallel and vice versa. Therefore, in electrical pulsing experiments

changes in the pattern of sharp domain boundaries between two antiparallel

FM domains, without counterpart in XMLD-PEEM measurements of the AF

layer, could still be attributed to the creation or annihilation of atomically

sharp AF domains boundaries. Thus electrical current pulses combined with

imaging of the Fe-domain structure and electrical resistance measurements

could provide clear evidence for the model that the high-resistive switching

occurs via the formation of atomically sharp AF domain boundary, presented

in reference [111]. Therefore, the author of this work highly suggests attempt-

ing these experiments since a positive result would be highly beneficial to the

understanding of the observations in electrical measurements. The disadvan-

tage of the proposed experiments is that a negative result would not rule out

the proposed mechanisms, since the imaging technique is only sensitive to the

top interface/surface layer(s) and the formation of domain walls could well be

restricted to areas in the bulk, e.g. between APBs which do not penetrate up

to the interface/surface, which are also commonly observed. Yet direct imag-

ing of those would be considerably more challenging and require sophisticated

three-dimensional imaging of the AF structure with sensitivity to the sign.

It is not impossible that, considering the recent advances in the development

of coherent X-ray imaging techniques such as ptychography alongside the up-

grades of several large-scale x-ray light-sources, might in the future provide

such a tool, but it currently seems beyond or at least close to the limit of

current experimental feasibility.



Chapter 9

Concluding remarks

Tetragonal CuMnAs films have often been mentioned as a key material for

AF spintronic research and future AF spintronic device applications. Yet, the

microscopic AF domain structure and in-plane anisotropy of samples fabri-

cated from thin films of this material has remained mostly unknown - unless

directly imaged, although these are crucial parameter for realising efficient AF

spintronic devices and interpreting indirect measurements of AF order, such

as electrical measurements.

This thesis is largely concerned with elucidating the AF domain structure in

this material. The “material-intrinsic” in-plane anisotropy was found to be

almost negligibly small compared to effects from the substrate-film interface,

crystallographic defects and patterned edges. The relevance for the AF domain

properties which can be described within common continuous micromagnetic

theory has been investigated here and a tool to study the recently-proposed

ultra-sharp AF domain boundaries, beyond micromagnetic theory, has been

proposed in the last chapter. Also for those, crystallographic defects are likely

to play an important role.

Crystallographic defects, interfaces, surfaces and edges are what distinguishes

a real sample from an ideal, perfect crystal. Hence, the magnetic properties of

this material are defined by its imperfections.

The measurements show that “one can get almost any AF domain structure”

234
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from a CuMnAs film, revealing an extreme sensitivity to the crystallographic

microstructure. Therefore to date, the first XMLD-PEEM measurement of

a new CuMnAs growth has often been a surprise, but this work has shed

light on the underlying mechanisms and thus paves and has paved the way

for targeted device and domain engineering. For example, patterning along a

certain crystallographic direction was already exploited repeatedly to create

frustrated AF domain patterns, more susceptible to electric current pulses.

One final gedankenexperiment is missing to conclude this work: What would

happen if CuMnAs was ferromagnetic, with otherwise unchanged properties.

Then, in magnetostatic energy and long-range magnetic dipole interactions

cannot be neglected. These terms are likely to be dominant (along with ex-

change energy) in finite samples and thus hide the effects of the crystallographic

micro- and nanostructure.

Hence, it is the weak intrinsic in-plane anisotropy (material-specific) combined

with the lack of magnetic stray fields (characteristic for all AFs) in antifer-

romagnetic CuMnAs which yields the important role of the crystallographic

microstructure on the AF domain pattern.

Thus, this thesis shows the potential of AF materials for targeted domain

engineering, but also highlights that the crystallographic microstructure can

not be neglected in the theoretical description of antiferromagnetic structures

and AF devices.
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H. Yamamoto, A. Nishide, J. Hayakawa, H. Takahashi et al., “A spin-
valve-like magnetoresistance of an antiferromagnet-based tunnel junc-
tion,” Nature materials, vol. 10, no. 5, p. 347, 2011.

[53] P. Wadley, V. Hills, M. R. Shahedkhah, K. W. Edmonds, R. P. Campion,
V. Novak, B. Ouladdiaf, D. Khalyavin, S. Langridge, V. Saidl, P. Nemec,

https://link.aps.org/doi/10.1103/PhysRevLett.117.017202
https://link.aps.org/doi/10.1103/PhysRevMaterials.4.014409
https://doi.org/10.1038/srep17079
http://dx.doi.org/10.1103/PhysRevApplied.12.064003
http://dx.doi.org/10.1103/PhysRevApplied.12.064003


BIBLIOGRAPHY 241

A. W. Rushforth, B. L. Gallagher, S. S. Dhesi, F. Maccherozzi, J. Zelezny,
and T. Jungwirth, “Control of antiferromagnetic spin axis orientation in
bilayer Fe/CuMnAs films,” Sci. Rep., vol. 5, p. 17079, 2015.

[54] A. Y. Cho and J. Arthur, “Molecular beam epitaxy,” Progress in solid
state chemistry, vol. 10, pp. 157–191, 1975.

[55] W. P. McCray, “Mbe deserves a place in the history books,” Nature
nanotechnology, vol. 2, no. 5, pp. 259–261, 2007.

[56] V. L. Ginzburg and S. I. Syrovatskii, “Cosmic magnetobremsstrahlung
(synchrotron radiation),” Annual Review of Astronomy and Astro-
physics, vol. 3, no. 1, pp. 297–350, 1965. [Online]. Available:
https://doi.org/10.1146/annurev.aa.03.090165.001501

[57] G. A. Schott, Electromagnetic radiation and the mechanical reactions
arising from it: being an Adams Prize Essay in the University of Cam-
bridge. University Press, 1912.

[58] H. Bulou, L. Joly, J.-M. Mariot, and F. Scheurer, Magnetism and
Accelerator-Based Light Sources Proceedings of the 7th International
School “Synchrotron Radiation and Magnetism”, Mittelwihr (France),
2018: Proceedings of the 7th International School “Synchrotron Radia-
tion and Magnetism”, Mittelwihr (France), 2018, 01 2021.

[59] F. R. Elder, A. M. Gurewitsch, R. V. Langmuir, and H. C.
Pollock, “Radiation from electrons in a synchrotron,” Phys. Rev.,
vol. 71, pp. 829–830, Jun 1947. [Online]. Available: https:
//link.aps.org/doi/10.1103/PhysRev.71.829.5

[60] H. C. Pollock, “Combination of betatron and synchrotron for electron
acceleration,” Phys. Rev., vol. 69, pp. 125–125, Feb 1946. [Online].
Available: https://link.aps.org/doi/10.1103/PhysRev.69.125

[61] Synchrotron Physics. John Wiley & Sons, Ltd, 2019. [Online]. Available:
https://onlinelibrary.wiley.com/doi/abs/10.1002/9781119280453.ch3

[62] D. L. Source, “Science& Machine,” https://www.diamond.ac.uk/
Science/Machine.html, 09 2021.

[63] M. Hand, H. Wang, F. Maccherozzi, M. Apollonio, J. Zhu, S. S.
Dhesi, and K. Sawhney, “Quantitative investigation of linear arbitrary
polarization in an APPLE-II undulator,” Journal of Synchrotron
Radiation, vol. 25, no. 2, pp. 378–384, Mar 2018. [Online]. Available:
https://doi.org/10.1107/S1600577518001960

[64] Tavares, Pedro F. and Al-Dmour, Eshraq and Andersson, Åke and
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Appendix A

Modelling antiferromagnetic
domain walls

In antiferromagnets, magnetic stray fields are generally small, so magnetostatic
energy can usually be neglected. Here, we consider a static configuration
without external or current-induced fields.
Remaining relevant contributions to the energy AF exchange and anisotropy.
Anisotropy can contain the material-characteristic magnetocrystalline anisotropy.
Other effects, for example magnetostrictive effects in the presence of strain (in-
duced by clamping to the substrate in thin films or externally applied) can also
be incorporated in the anisotropy.

Phenomenolgical Model

Here, we consider a two-dimensional AF system with strong in-plane anisotropy,
so that the Néel vector is confined within the sample plane, = (nx, ny, 0) and
can fully be describe ~n by its in-plane angle θ. It is furthermore assumed that
the Néel vector orientation is constant across the whole thickness of the film:
~n = ~n(x, y).
WLOG x can be defined along the domain wall normal. In a stationary con-
figuration, the magnetic exchange energy must (locally) balance the magnetic
anisotropy:

Exchange = Anisotropy

A

(
dθ

dx

)2

= Wan(θ) , (A.1)

where A is the phenomenological exchange constant.
Thus, a theoretical description of domain walls relies on a (phenomenological)
model of the anisotropy. Since relevant for this thesis, 180° domain walls in
systems with uniaxial anisotropy, and 90° domain walls in systems with biaxial
anisotropy are considered in the following.
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Systems with uniaxial anisotropy

Uniaxial anisotropy can be modelled as

Wan(θ) = K sin2 θ ,

with the angle θ measured with respect to the easy axis and a phenomenological
anisotropy constant K.
Hence, using equation eq. (A.1):

A

(
dθ

dx

)2

= K sin2 θ

⇒ dθ

dx
= ±

√
K

A
sin θ

⇒
∫

1

sin θ
dθ = ±

√
K

A

∫
dx

⇔ ln (tan (θ/2)) = ±
√
K

A
x+ c, c ∈ R

⇔ θ = 2 atan
(
c · exp

(
±
√
K/Ax

))
+ 2kπ, k ∈ Z (A.2)

Defining dDW =
√
A/K, equation eq. (A.2) can be rewritten as

θ = 2 atan
(
e±(x−x0)/dDW

)
+ 2kπ (A.3)

= acos (tanh(±(x− x0)/dDW)) + 2kπ

for x0 ∈ R and k ∈ Z obtained from the boundary condition. In particular, it
follows limx→±∞ θ(x) = kπ and | limx→+∞ θ(x)− limx→−∞ θ(x)| = π.
Hence, equation indeed describes a 180° domain wall between domains aligned
parallel/antiparallel to the easy axis. The two different signs in the exponen-
tial in equation eq. (A.3) correspond to the two possible senses of rotation
(chiralities). The domain wall is centred at x0 and the widths over which the
spin axis rotates scales with dDW =

√
A/K.

Thus dDW =
√
A/K is a meaningful definition for the domain wall widths.

Systems with biaxial anisotropy

Anisotropy in systems with two mutually orthogonal, equivalent easy axes can
be modelled as

Wan(θ) = K sin2 2θ ,

with the angle θ measured with respect to one of the easy axes.
Analogous to the above argumentation it follows using the same definitions
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dDW :=
√
A/K:

A

(
dθ

dx

)2

= K sin2 2θ

⇒ dθ

dx
= ±

√
K

A
sin 2θ

⇒
∫

1

sin 2θ
dθ = ± 1

dDW

∫
dx

⇔ 1

2
ln (tan θ) = ± 1

dDW

x+ c, c ∈ R

⇔ θ = atan
(
e±2(x−x0)/dDW

)
+ kπ, k ∈ Z . (A.4)

Since limx→±∞ θ(x) = k π
2

and | limx→+∞ θ(x) − limx→−∞ θ(x)| = π
2
, equation

eq. (A.4) indeed describes a 90° domain wall between domains aligned with
the two orthogonal easy axes.



Appendix B

Device Fabrication

Below is a step-by-step description of the device fabrication protocols.

B.1 Photolithography and chemical wet etch-

ing

Photolithography the device design must be printed onto a chrome plated soda
lime mask with suitable size. The devices are designed (internally) using QAD
[141], but the fabrication of the photomask is done externally. The following
fabrication steps are carried out in the cleanroom facilities at Nottingham.

1. Scribe chip from the wafer along the cleave edges of the substrate with
a Dynapert scriber.

2. Solvent clean samples in the following solvents:

• Ethyl lactate (> 2 min)

• Methanol (> 2 min)

• Acetone (> 2 min)

• IPA (> 2 min)

3. Spin coat a layer of AZ ECI 3007 positive photoresist onto the chip, using
Laurell spin-coater at 4000 rpm for 30 s.

4. Remove edge beading with fine-tip cotton bud.

5. Bake chip on a hotplate at 85 °C to 90 °C for 1 min.

6. Load chip into a Suss MJB-3 photolithography aligner with the pho-
tomask containing the device design.

7. Align the chip edges with the mask as desired.

8. Expose (to UV-light) for 6 s with a dose of 9.5 mW cm−2

9. Develop the pattern in a developer solution of AZ400K:H2O ( ratio 1 : 6)
for 15 s. This removes the exposed photoresist and the Al cap under-
neath.
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10. Dip chip in deionised water to avoid overdevelopment.

11. Etch the chip in H2O:H2O2:H3PO4, ratio 400:10:1, for a sufficiently long
time, depending on the CuMnAs layer thickness. The CuMnAs layer is
etched at a rate of 1 nms−1.

12. Rinse in deionised water.

13. Remove remaining photoresist with acetone and rinse directly in IPA.

For metallic (here gold) contact pads (not always used):

15. Repeat steps 6-10, but with a different mask, leaving free the areas for
the contact pads.

16. Evaporate a 150 nm thin gold layer onto the chip, using an evaporator
in a low vacuum chamber (∼ 1× 10−3 mbar).

17. Repeat step 13 to remove the remaining photoresist (with the gold layer
on top of it). The gold layer in photoresist-free regions remains.

B.2 Electron beam lithography and ion beam

milling

For electron beam lithography (EBL) a software-file of the device design is
sufficient, here created using AutoCAD software [142]. No physical mask is
required. The fabrication runs as follows.

1. Scribe chip and solvent clean sample (Steps 1,2 for photolithography).

2. spin coat a 200 nm thick layer of AR-P 6200.09 (allresist GmbH, Straus-
berg) onto the chip, using Laurell spin-coater at 4000 rpm for 60 s.

3. Bake on a hot plate for 6 min at 85 °C

4. load into the EBL-machine: nanobeam nB5 (nanobeam limited, Cam-
bridge) and load the pattern. The nB5 software fractures the pattern
into 500 µm write fields which are stitched together.

5. Set EBL acceleration voltage to 80 kV, current of 2 nA

6. Focus beam using a scratch on a corner.

7. Use automatic astigmatism and alignment control.

8. Ensure that the edges of the (separate) write fields do not cross critical
areas of the sample.

9. Expose the pattern using a dose of 465 µC cm−2.

10. Develop the sample in AR 600-546 for 60 s.

11. Rinse in IPA for 30 s to halt development.

12. Give the sample to Andrew Rushforth for Ar+ ion beam milling.



Appendix C

Supplementary Videos

All supplementary videos as well as the individual frames can be accessed
online here
shorturl.at/awAU9. The individual frames of each video are stored in the
folder with the corresponding name.

Supplementary Video S1, corresponding to Fig. 3.7. 6.4 µm XMLD-
PEEM images of one area with increasing x-ray polarisation angles from φ =
−73° to φ = 105° measured clock-wise with respect to the CuMnAs [110]
direction, horizontal in the image, namely:
φ = -73, -60, -50, -45, -30, -15, 0, 15, 30, 45, 65, 80, 95, 105°.

Supplementary Video S2, corresponding to Fig. 3.13. 5.9 µm XMLD-
PEEM images of one area with increasing x-ray polarisation angles from φ =
−68° to φ = 110° measured clock-wise with respect to the CuMnAs [110]
direction, horizontal in the image: φ = -73, -60, -45, -30, -15, 0, 15, 30, 45, 60,
75, 90, 105 °.

Supplementary Video S3, corresponding to Fig. 7.4. Time-series of
XMLD-PEEM images of the AF domain structure when cooling through the
Néel temperature, Sample A cycle I.

Supplementary Video S4, corresponding to Fig. 7.5. Time-series of
XMLD-PEEM images of the AF domain structure when cooling through the
Néel temperature, Sample A cycle I.

Supplementary Video S5, corresponding to Fig. 7.6. Time-series of
XMLD-PEEM images of the AF domain structure during cooling, Sample A
cycle I - full field-of view.

Supplementary Video S6, corresponding to Fig. 7.8. Time-series of
XMLD-PEEM images of the AF domain structure during heating, Sample A
cycle II.

Supplementary Video S7, corresponding to Fig. 7.9. Time-series of
XMLD-PEEM images of the AF domain structure during cooling, Sample A
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cycle II.

Supplementary Video S8a, corresponding to Fig. 7.10. Time-series
of LEEM images of the microtwin pattern when heating from intermediate to
high temperatures, Sample B. Full field of view.

Supplementary Video S8b, corresponding to Fig. 7.10. Time-series
of LEEM images of the microtwin pattern when heating from intermediate to
high temperatures, Sample B. Cropped to the area shown in panel C.

Supplementary Video S9, corresponding to Fig. 7.11. Time-series of
LEEM images of the microtwin pattern when heating from intermediate to
high temperatures, Sample B.

Supplementary Video S10, corresponding to Fig. 7.13. Time-series of
XMLD-PEEM images of the AF domain structure during cooling, Sample B.

Supplementary Video S11, corresponding to Fig. 8.6. LEED pattern
of an exposed50 nm CuMnAs/GaP(001) film measured in the LEEM instru-
ment while increasing the sample bias from 32 eV to 300 eV. The straight
horizontal and vertical lines are artefacts from the detector. The rotation of
the LEED pattern with respect to the image axes is due to the imaging optics.



Appendix D

List of Abbreviations

APB antiphase boundary (crystallographic defect)
AF antiferromagnet/antiferromagnetic
AMR anisotropic magnetoresistance
DLS Diamond Light Source
DW domain wall, here every magnetic texture which separates two

areas with uniform magnetisation
EBL Electron beam lithography
FM ferromagnet /ferromagnetic
HAADF high-angle annular dark-field
LEEM low energy electron microscopy
PEEM photoelectron emission microscopy
STEM scanning transmission electron microscopy
(S)XRD (scanning) x-ray diffraction
SXDM Scanning x-ray diffraction microscopy
XLD x-ray linear dichroism, considered as structural (natural dichro-

ism in contrast to magnetic linear dichroism)
XMCD x-ray magnetic circular dichroism
XMLD x-ray magnetic linear dichroism
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