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Abstract 
 
Carbon dioxide (CO2) is considered as the major anthropogenic greenhouse gas and its 

voluminous emission to the atmosphere leads to undesirable environmental impacts, 

particularly global warming. According to the EIA Annual Energy Outlook  (EIA, 2021), the 

atmospheric CO2 concentration has increased by approximately 50% since the pre-industrial 

era. In addition, fossil fuels (oil, natural gas, coal) will still predominate in global energy 

systems, contributing between 40% and 65% over the next three decades (BP, 2020). Injection 

of CO2 into reservoirs offers the potential to both enhance oil and gas recovery while 

simultaneously sequestering CO2. Hence, CO2 injection into reservoirs is a promising 

technology which will facilitate the meeting of worldwide oil and gas demand, as well as the 

challenge of greenhouse gas emissions. 

 

Extraction of natural gas (mainly methane) from shale reservoirs via CO2 injection techniques 

has received a great attention over the past decade. The main reasons are the greater sorption 

affinity of CO2 compared to that of methane, meaning it readily displaces methane, and the 

potential of shale gas to supply the world with an immense amount of energy. In this research, 

low-pressure gas adsorption isotherms and helium pycnometer experiments were applied to 

determine pore size distribution and estimate porosity for a series of Marcellus shales from 

different depths. In addition, Mineral Liberation Analyser and Rock Eval Analysis experiments 

were conducted to characterise the mineralogy and TOC content, respectively. Results showed 

that both the pore volume of the microporosity and the fractal dimension decreased with 

increasing depth of the shale sample, leading to a lower surface area.  The reason for this lower 

surface area was a combination of the change in content of both TOC and illite. It was also 

observed that the samples were heterogeneous, and the clay minerals must have undergone a 

complete transformation. Calorimetry experiments revealed that the heat of adsorption had a 

positive correlation with illite, TOC content and the surface fractal dimension, while its 

correlation with quartz content was negative.  

 

Previous investigations have indicated that surface diffusion is much more significant than the 

bulk gas transport in shale gas reservoirs due to the larger fraction of adsorbed phase found in 

the nanopores of shales. Most publications to date have used a theoretical model to predict 

surface diffusion coefficient in a low-pressure condition. In this research, gravimetric 

experiments were conducted to measure surface diffusivities of CO2 on different shales, at 
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various temperatures. A fractal theory for predicting the Arrhenius parameters of the surface 

diffusivity of molecules on heterogeneous surfaces has been applied to the surface diffusion of 

CO2 in shales. In line with the theory, it was found that both the pre-exponential factor and the 

activation energy are functions of the surface fractal dimension. Hence, the surface diffusivity, 

around a monolayer coverage, on shales could be established from an equilibrium gas 

adsorption isotherm, once the Arrhenius parameters have been calibrated for the specific 

chemical species. This work is the first to apply the fractal theory and effectively predict, a 

priori, surface diffusivity parameters for highly heterogeneous natural materials as shales.  

 

The surface diffusion parameter obtained from gravimetric experiments was added to an 

established apparent permeability model, which was then applied for the first time to numerical 

reservoir simulations to model CO2 injection techniques (CO2 flooding, CO2 huff and puff). 

Shale reservoirs, with different reservoir and petrophysical properties, were generated to 

investigate the efficiency of transport of CO2 via surface diffusion. The proposed fractal model 

for surface diffusion was also used to investigate the impact of rock surface roughness on 

methane (CH4) production. In cases where the average pore radius was less than 2 nm, 

simulation results showed that surface diffusion make an important contribution to CH4 

production as well as CO2 adsorption. It was also observed that reservoirs exhibiting high 

surface fractal dimension in the matrix of shale, may enhance CH4 production and should not 

be neglected. From the geostatistical reservoir simulations, it was concluded that increasing the 

reservoir heterogeneity is not favourable to methane recovery via CO2 injection techniques, 

except for the Barnett shale reservoir. This work can provide a better understanding of the 

effectiveness of surface diffusion on CH4 recovery via CO2 injection techniques at shale 

reservoir scale. 

 

A fluid characterization model was constructed based mainly on laboratory-measured data 

from an oil sample. The oil sample was representative of the Prinos reservoir in northern Greece 

which can serve as a potential site for high capacity as well as cost-effective CO2-storage. The 

fluid characterization model was implemented into a reservoir simulator to model CO2 

injection techniques and investigate their impact on cumulative oil production and CO2 storage 

efficiency in the Prinos reservoir. Simulation results revealed that CO2-Water Alternating Gas 

(CO2-WAG) injection is the most favorable scenario. It was also found that the CO2 storage 

efficiency is greatly affected by the CO2-WAG slug ratio and the reservoir permeability 

heterogeneity. From an economic analysis, it was concluded that the effect of miscibility and 
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CO2-WAG slug ratio are of major importance for the Net Present Value and should not be 

overlooked. This work can provide insights into the potential of CO2 injection techniques for 

Enhanced Oil Recovery (EOR) and CO2 sequestration for the Prinos oil reservoir. 
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1. Chapter One: Introduction 
 

1.1 General Overview 
 

Global energy consumption is expected to increase by approximately 50% by 2050 (EIA, 

2020). From technical and economic points of view, the renewable energy resources may not 

be capable of replacing the use of fossil fuels (oil, natural gas, coal) and meeting the global 

energy needs. According to BP (2020), it is predicted that there will be a decline in the share 

of fossil fuels from 81% of total primary energy demand in 2018 to between 40% and 65% by 

2050. Despite this apparent decline, fossil fuels will continue to play a dominant role in global 

energy systems. In past years, hydrocarbon sources from conventional reservoirs have 

decreased rapidly, leading to increased interest in enhanced oil and gas recovery from 

unconventional reservoirs. As shown in Figure 1.1, these unconventional reservoirs include 

tight oil, oil shale, shale oil, tight gas, shale gas and coal bed methane.  

 

 

   
Figure 1.1 Worldwide resource pyramid of hydrocarbons. Reprinted from Aguilera (2014) 

 

Of all fossil fuels, natural gas has played a prominent role due to its relative environmental 

friendliness. Figure 1.2 depicts the geologic nature of most significant sources of natural gas 

(EIA, 2010). At the time of writing, shale gas resources have received great attention because 

of their abundance across the globe and their potential to supply the world with an immense 
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amount of energy. According to the U.S. Energy Information Administration report (EIA, 

2020), dry shale gas production is the largest contributor, rising from 29.2 trillion cubic feet in 

2020 to  36.5 trillion cubic feet in 2040. In general, shale gas production is expected to 

contribute  approximately 30% of world natural gas production by 2040 (EIA, 2020). In 

contrast to conventional reservoirs, shale gas reservoirs (SGRs) consist of shale matrix with 

extremely low permeability and conductive natural fractures that influence the well 

performance. In shale reservoirs, methane molecules are stored as free state and/or as adsorbed 

state on the surface of the matrix particle and natural fractures (Kang et al., 2011). Notably, a 

significant portion of the total gas volume (20% - 80%) is present as adsorbed state in the pore 

media (Chalmers and Bustin, 2007; Ross and Bustin, 2007; Zhang et al., 2012). Hydraulic 

fracturing is usually applied to exploit ultra-low permeability reservoirs by inducing fracture 

networks around the wellbore. These fracture networks exhibit enormously high permeability. 

Hence, SGRs exhibit a variety of gas mass transfer mechanisms, which are of major importance 

in the apparent permeability, and, thus in the the assessment of the production and gas storage 

potential of SGRs. 

          

 

 

Figure 1.2 Schematic geology of natural gas resources (EIA, 2010) 

 
 

Since the beginning of the industrial revolution, the carbon dioxide (CO2) concentration in the 

atmosphere has been substantially increasing. Presently, the atmospheric CO2 concentration 

has reached approximately 410 ppm, whereas in the pre-industrial era, the CO2 concentration 
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was about 280 ppm (EIA, 2021). The reason for this CO2 increase is mainly due to the 

combustion of fossil fuels for energy production (Keeling et al., 1995). One of the most 

promising methods to reduce CO2 emissions in the atmosphere is the application of CO2 in gas 

injection processes. CO2 injection can be utilised as a means of both enhancing oil and/or gas 

recovery and sequestering CO2 in reservoirs. Consequently, CO2 injection addresses the 

growing worldwide gas demand, as well as the challenge of greenhouse gas emissions. In past 

years, interest in enhanced gas recovery via CO2 injection in SGRs has increased rapidly, 

especially throughout North America. In the United States, dry shale gas production was equal 

to approximately 78% of the total U.S. dry natural gas production in 2020 (EIA, 2020). 

Previous researchers (Zhao and Wang, 2019; Liu et al., 2020) have shown that the surface of 

the shale matrix shows stronger affinity for CO2 compared to that of CH4. In general, adsorption 

capacity of pure CO2 is consistently greater than that of CH4 (Kang et al., 2011; Heller and 

Zoback, 2014; Hong et al., 2016). A study conducted by Nuttal et al. (2005) showed that the 

adsorption capacity of pure CO2 is approximately 5 times higher than that of CH4 in Devonian 

black shales. As mentioned previously, SGRs exhibit a variety of gas transfer mechanisms. 

These gas transfer mechanisms in SGRs exhibit a significant rate difference compared to that 

seen in conventional gas reservoirs. The gas transfer regimes, occurring within the SGRs, 

consist of bulk gas transfer and surface diffusion mechanisms.  

 

Previous work (Wu et al., 2016) has shown that the mass transport flux in shales is dominated 

by the surface diffusion mechanism due to the greater fraction of adsorbed phase found in the 

nanopores of shales. However, the surface diffusion tends to have been overlooked by previous 

researchers (Yu et al., 2016; Kim et al., 2017), who have conducted reservoir simulations to 

investigate the practical feasibility of use of CO2 for CH4 extraction and CO2 storage in shale 

reservoirs. Greater mobility of CO2 within the shale improves the displacement efficiency of 

the originally present CH4, as well as increasing the CO2 penetration of the shale formation. 

Thence, surface diffusion of adsorbed gas is of major importance in the apparent permeability 

of SGRs and must be considered to ensure accurate prediction of gas recovery and storage, 

despite being omitted in previous work. CO2 injection is also considered one of the most 

effective methods for enhanced oil recovery (EOR) in both conventional and unconventional 

reservoirs (Jarrell et al., 2002; Li et al., 2019). 

 

According to a previous research (Hawthorne et al., 2013), a minor improvement in oil 

recovery factor such as 1% could yield 1.6 to 9 billion barrels of additional oil. Assuming that 
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the crude oil price is $80 per barrel, the additional 1% in oil recovery factor could bring a 

revenue of $128 to $720 billion (Yu and Sepehrnoori, 2018). The implementation of CO2 

enhanced oil recovery (CO2-EOR) method may recover up to 20% of the original oil in place 

(Yongmao et al., 2004) thereby prolonging the reservoir life for 15-20 years. At the time of 

writing, the Gorgon Project is one of the world’s largest natural gas projects where CO2 

injections commenced in 2019. The Gorgon CO2 Injection Project, located on Barrow Island 

in Western Australia, will be the world's largest CO2 injection plant, with an ability to store up 

to 4 million tons of CO2 per year. Furthermore, The Weyburn-Midale CO2 Project located in 

Midale, Saskatchewan, Canada, started CO2 injection in 2000 and continues to produce oil 

from Weyburn and Midale oil fields. In particular, the CO2 injected is captured at a lignite-

fired synfuels plant in Beulah, North Dakota, U.S., and transported to the fields via a 320 km 

pipeline. However, CO2-EOR is not suitable for all reservoirs (Verma, 2015). For instance, 

CO2 is not fully miscible in heavy oil reservoirs. Rojas et al., (1991) showed the partially 

dissolved CO2 can reduce the heavy oil viscosity only by a factor of 10, leading to a limitation 

of oil flow through the porous media. Hence, the oil recovery in heavy oil reservoirs is 

sufficiently small in comparison with oil recovery in medium to light oil reservoirs. Moreover, 

a variety of factors, namely swelling effect, heterogeneity, viscous fingering, minimum 

miscibility pressure, reservoir geology and petrophysical properties need to be examined before 

applying the CO2-EOR technique in oil reservoirs. Although pipelines have been identified as 

the primary means of transporting CO2 from point-of-capture to site, a CO2 source (i.e. refinery, 

coal plant etc.) needs to be at close proximity to field in case the pipeline infrastructure is not 

extensive. It is thus reasonable to say there remain significant technical challenges and 

uncertainties that need to be evaluated to provide insights into a better understanding of the 

potential of CO2-EOR techniques. 

 
 

1.2 Aims and Objectives 
 

From the literature reviewed, the aim is to assess the effectiveness of CO2 recovery methods 

in shale gas and oil. The objectives of this thesis are outlined as follows: 

 

• Highlight the advantages of the CO2 injection method over other recovery techniques, 

especially in shale gas and medium to light oil reservoirs. 
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• To estimate the surface diffusivity of CO2 at different temperatures on various shale 

samples with different properties (i.e. adsorption capacity, mineralogy, organic content, 

heat of adsorption, fractal dimension etc.). 

• To apply the fractal theory and effectively predict, a priori, surface diffusivity 

parameters for structurally and chemically heterogeneous natural samples as shales. 

• To generate and validate numerical reservoir models of shale reservoirs against existing 

field data. 

• To implement an apparent permeability model within a numerical reservoir simulator 

to investigate the impact of surface diffusion on methane recovery via CO2 injection 

techniques at various shale reservoirs. 

• To conduct numerical reservoir simulations in a geologically realistic reservoir. 

 

1.3 Thesis Outline 
 

This thesis is structured as follows: 

 

Chapter two presents a review of the different oil and gas recovery techniques. It also provides 

comprehensive detail on gas adsorption phenomena and the mechanisms of gas flow within 

shale gas reservoirs.  

  

Chapter three outlines experimental methods to obtain surface area, pore size distribution and 

gas uptake kinetics to obtain key rock void space parameters prior to reservoir simulation of 

shale reservoirs. It also summarises the governing equations required to accurately simulate 

fluid flow in fractured shale gas reservoirs. 

 

Chapter four describes low pressure gas adsorption isotherms and helium pycnometer 

experiments to investigate the pore size distribution and estimate porosity on various shale 

samples. The surface fractal dimension is estimated via the low-pressure nitrogen adsorption 

measurements. Then, total organic carbon (TOC) and mineralogy is determined via Rock Eval 

Analysis and Mineral Liberation Analysis (MLA), respectively. Subsequently, gravimetric gas 

uptake experiments are conducted to estimate the Arrhenius parameters for surface diffusivity 

on each shale sample. Conclusions on the validity of theory are drawn by testing the 

applicability of the fractal theory to highly structurally and chemically heterogeneous natural 

materials. 
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Chapter five involves the generation of numerical reservoir models of shale reservoirs (i.e. 

Marcellus, Barnett, New Albany) based on existing geological data. Existing experimental 

measurements of methane and carbon dioxide from shale core samples are analyzed using the 

Langmuir adsorption model. Thereafter, properties, namely the bulk porosity, free gas 

saturation, and connate water saturation of the models are corrected, a priori, to avoid 

overestimation of the volume of free gas and the original gas in place. Uncertain parameters 

such as fracture height, fracture half-length, and fracture conductivity were found by obtaining 

a good history match with gas field data. Afterwards, the surface diffusivities estimated in 

Chapter four are implemented into an established apparent permeability model, which was then 

applied to numerical reservoir simulations to model CO2 injection techniques. The efficiency 

of transport of CO2 via surface diffusion is investigated assuming various pore radii. The fractal 

model proposed in Chapter 4 is also applied to examine the impact of rock surface roughness 

on CH4 production and CO2 adsorption. The Chapter closes by investigating the effect of 

larger-scale reservoir heterogeneity on gas production via geostatistical reservoir simulations.  

 

Chapter six presents the construction of a fluid characterization model for the Prinos oil 

reservoir. The fluid characterization model is based on both existing experimental studies and 

laboratory-measured data for live oil samples. Then, the fluid characterization model is 

implemented into a numerical reservoir simulator and the simulated reservoir model is history 

matched with real field scale oil production data. Subsequently, several CO2 injection 

techniques are simulated and compared with waterflooding, as a base case. Similar to Chapter 

five, a geostatistical approach is applied to assess the effect of reservoir heterogeneity on oil 

production and CO2 storage efficiency. In order to select the best development strategy for the 

Prinos field, an economic analysis is performed for each case. 

 

Chapter seven draws the general conclusions from the research findings, as well as provides 

some recommendations for future research.  
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2. Chapter Two: Literature review 
 

2.1 Introduction 

 

The first section of this chapter presents a comprehensive review of the different oil and gas 

recovery techniques. Critical assessment of their merits and demerits is also made. The aim of 

the review is to identify the superiority of carbon dioxide injection over the other recovery 

techniques, mainly, in unconventional reservoirs. The following are identified to be among the 

realisable advantages of carbon dioxide (CO2) injection over the other methods: 

 

i. It extracts heavier components (C5 - C30) from the oil reservoir compared to 

other gas injection methods. 

ii. It is soluble in water. 

iii. It increases oil density. 

iv. It has significantly lower minimum miscibility pressure (MMP) value compared 

to other gas injection methods.  

v. It can be utilized for a wide depth range of oil reservoirs. 

vi. It promotes oil swelling. The greater the methane amount within the oil, the less 

the swelling. 

vii. It reduces oil viscosity, thereby improving oil mobility, and, thus the oil 

recovery factor. 

viii. It reduces the difference between water and oil density, thereby reducing the 

change for gravity segregation. 

ix. Miscible CO2 -Enhanced Oil Recovery (EOR) reduces the surface tension of oil 

and water due to absence of capillary forces, which results in a more effective 

displacement and increase of oil recovery factor. 

x. It has greater sorption affinity than that of methane in shale gas reservoirs, 

thereby enhancing gas recovery and simultaneously reducing greenhouse gas 

emissions from the use of fossil fuels.  

 

The review of oil and gas recovery methods is then followed by a critical review of the 

characteristics of unconventional shale gas reservoirs. The aim of this, is to investigate the 

mechanisms of gas adsorption phenomenon since a significant portion of the total gas volume 

in shale reservoirs exists in the adsorbed phase.  The Chapter closes by discussing the multiple 
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flow mechanisms within shale reservoirs which play a major role in comprehending and 

forecasting the production of gas. 

 

2.2 Oil and Gas Recovery Processes 
 

Oil and gas production in reservoirs consists of three distinct phases, namely primary, 

secondary, and tertiary recovery. Primary recovery is the initial stage for extracting oil and gas 

from the reservoir. It relies on the natural rise of hydrocarbons due to the pressure difference 

between the underground reservoir and the surface, combined with artificial lift techniques (rod 

pumps) to force oil to the surface.  However, only approximately 10% of original oil in place 

is typically produced at this stage (Tzimas et al., 2005). Subsequently, secondary and tertiary 

(enhanced) recovery methods are implemented with the intent of extending a field’s productive 

life and reducing the residual oil saturation. The secondary recovery method involves the 

waterflooding process, whereas the tertiary recovery methods consist of three major categories, 

namely, gas injection, chemical injection and thermal recovery. As will be explained later in 

this chapter, these methods improve both the displacement and sweep efficiency, thereby 

enhancing oil and gas production. 

 

 

2.2.1 Waterflooding  
 

Waterflooding, also known as secondary recovery, follows the primary recovery stage (Figure 

2.1). It is the process whereby water is injected into the reservoir to displace the remaining oil 

(Taber and Seright, 1992). The waterflooding process has also been successfully applied as a 

primary method in some heavy oil reservoirs across the world, namely the Continental Shelf in 

the United Kingdom (Etebar, 1995; Jayasekera and Goodyear, 1999). During the recovery 

process, water is injected into injector wells to push the oil towards the production wells. At 

the production wells, submersible pumps are utilized to bring the oil to the surface.  

Once the waterfront reaches the production well, a greater amount of water is produced, making 

the whole process thereafter uneconomical. The recovery factor varies within the range of 10% 

to 30% depending on oil and reservoir characteristics (Muggeridge et al., 2014; Istchenko and 

Gates, 2014). It should be noted that the greater the viscosity, the lower the recovery factor due 

to channelling of the waterflood front, and, thus poor sweep efficiency. 
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Despite the fact that the waterflooding technique has been widely used in conventional 

reservoirs, its application in unconventional reservoirs with low permeability is challenging. 

The reason for this challenging issue in unconventional reservoirs, is a combination of the low 

injectivity, along with the clay swelling problems and the poor sweep efficiency in the fracture 

networks.  

 

Figure 2.1 Schematic of waterflooding process (NETL, 2010)  

 

2.2.2 Gas Injection 
 

The gas injection method used as a tertiary method, has been found to be one of the most cost-

effective methods amongst all the different methods of EOR. When compared to 

waterflooding, the gas injection method attains higher displacement efficiency, hence its wide 

range of applicability to various reservoirs. Gas injection is the most suitable technique in 

unconventional and conventional medium to light oil reservoirs (Verma, 2015). Gas injection 

is used as a tertiary method in oil recovery involves the injection of non-hydrocarbon gases 

(i.e. nitrogen, carbon dioxide) or hydrocarbon gases (i.e. natural gas, liquified petroleum gases) 

to displace reservoir oil under miscible or immiscible conditions.  

 

Gas injection reduces the interfacial tension (IFT) leading to higher oil recovery. The reason 

for this IFT reduction is a combination of oil swelling, along with the mass transfer between 

the displaced and displacing phases. In addition, it has been observed that oil viscosity is 

reduced, leading to reservoir repressurization and decrease of the capillary forces (Firoozabadi 

and Aziz, 1986; Christensen et al., 1998). The application of gas injection as an EOR method 

is generally categorised as either an immiscible or miscible technique.  
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Minimum miscibility pressure (MMP) and gas injection pressure determine the utilization of 

either miscible or immiscible flood.  The MMP refers to the lowest pressure at which crude oil 

becomes miscible with the injected gas. It should be noted that miscibility is achieved after a 

dynamic multiple contact between the two phases (i.e. injected gas and crude oil) at reservoir 

temperature (Stalkup, 1987).   

 

In immiscible flooding, the reservoir pressure is below the MMP, and the injected CO2 will not 

form a single phase with the crude oil. The immiscible CO2 injection technique was initially 

utilized for reservoir pressure maintenance and is dominated by the process of oil swelling. An 

interface between the injected fluid and the crude oil is developed, leading to the establishment 

of a capillary pressure. In immiscible flooding, the residual oil saturation is higher compared 

to the miscible flooding (Tewari et al., 2010) since the CO2 is not completely dissolved in crude 

oil and the interfacial tension values between the oil and the injected gas are low.   

 

In miscible flooding, the reservoir pressure should be maintained above the MMP. Miscible 

CO2 flooding is a multiple-contact process where the CO2 will vaporize the lighter oil fractions 

into the injected CO2-rich phase. The vaporization makes the CO2 phase denser to be soluble 

in the oil phase. In addition, the phases involved in the process can be mixed with each other 

at any ratio, leading to the absence of the interface between the two phases and the reduction 

of the capillary forces to a minimum value (Green and Willhite, 1998). It has been observed 

that miscibility, attained via vaporization and/or condensation process (Johns et al., 1993), 

enhances the mobility of great amounts of trapped oil (Oren et al., 1992; Ayirala and Rao, 

2006). Hence, the oil recovery factor in miscible flooding is higher when compared to the 

immiscible flooding. 

 

2.2.2.1 Nitrogen Injection 
 

The mechanism of nitrogen (N2) injection is similar to the mechanism of carbon dioxide 

injection as will be explained in Section 2.2.2.3. N2 injection is a more economical method 

when compared to other gas injection methods due to the low cost of nitrogen. In addition, 

nitrogen is easier to capture since it is abundant in air (78%) and less corrosive than CO2. The 

low cost of N2 makes the N2 option even more economical besides facilitating large volumes 

of gas being injected at a higher pressure. For example, the Cantarell offshore reservoir in 

Mexico is the largest nitrogen flood project with a daily production of 500,000 barrels of oil 
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(Sanchez et al., 2005). However, N2 injection is not as efficient as CO2 injection due to the 

MMP pressure. In particular, N2 gas has a high miscibility pressure (~ 9000 psi). In certain 

cases, the MMP of nitrogen is even greater than the fracture pressure of the reservoir.  

Consequently, N2 gas will be injected at high pressures to achieve miscibility. At high 

pressures, the vaporization of lighter components (C2 to C6) occurs to generate miscibility.  

These high pressures limit the N2 injection method to reservoirs having a depth deeper than 

5,000 feet (Bougre and Gamadi, 2021). Nitrogen injection is thus suggested to be applied as an 

immiscible flood at lower pressures.  

 

2.2.2.2 Hydrocarbon Injection 
 

Various gas drive methods have utilized light hydrocarbons as the injection gas (Lyons, 1996).  

These light hydrocarbons involve the injection of natural gas (methane) or a liquefied 

petroleum slug (e.g. propane) driven by natural gas and enriched natural gas. Enriched or 

condensing natural gas drive consists of higher hydrocarbons (ethane to hexane) and is 

transferred from gas to oil, leading to the reduction of viscosity and an increase of miscibility 

of the oil. The inverse of the enriched natural gas process is called the vaporizing gas process. 

This process entails the injection of dry methane at high pressure, which results in the 

vaporization of the ethane to hexane components. In addition, reservoir mobility is increased 

due to the expansion of vapour. Despite the fact that hydrocarbon gas injection is costly, high 

pressure is required for the vaporizing gas drive. Consequently, hydrocarbon gas injection is 

limited to reservoirs having depth deeper than 5,000 feet.  

 

2.2.2.3 Carbon dioxide Injection 
 

Carbon dioxide injection has been proposed as a promising EOR method (Figure 2.2). Over 

the past three decades, the number of CO2 injection projects in the United States has risen by 

300% (Manrique et al., 2010). According to previous researchers miscible CO2-EOR may 

enhance oil recovery by up to 20%, whereas immiscible CO2 -EOR may enhance oil recovery 

by up to 8% (Perera et al., 2016).  In addition, Rao (2001) showed that implementation of 

carbon dioxide increases the oil recovery factor of water-flooded projects by 30%. 

CO2 injection to recover oil and gas also has the advantage of simultaneously sequestering 

carbon dioxide, thereby concurrently addressing the issue of increased greenhouse gas 

emissions from the use of fossil fuels. 
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CO2 injection has been widely applied in conventional oil reservoirs (Jarrell et al., 2002; Kong 

et al., 2015) and the main mechanisms involved in the process have been well understood. 

These mechanisms mainly include oil viscosity, oil swelling, vaporisation of crude oil and oil 

density change (Holm and Josendal, 1974). In general, CO2 extracts light to intermediate 

components within the range of C5 and C30 from the reservoir oil. Once miscibility is developed 

after multiple contacts, the oil volume significantly expands, whereas both the surface tension 

and viscosity are reduced. As a result, residual oil becomes more mobile and flows easier in 

porous media  (Taber and Martin, 1983; David Martin and Taber, 1992; Lambert et al., 1996). 

 

 

Figure 2.2 Schematic of continuous CO2 injection method (Jarrell et al., 2002) 

 

Nonetheless, a distinct limitation that needs to be taken into account is the poor mobility control 

of CO2 due to its low viscosity. This leads to viscous fingering (Figure 2.3), gravity overriding 

and early breakthrough to the producer well. To counter this problematic behavior of CO2 and 

reduce the viscous instabilities in oil reservoirs, the CO2-Water Alternating Gas process (CO2-

WAG) is usually implemented, as will be explained in Section 2.2.3.  

 

          
(a)                                            (b) 

Figure 2.3 Schematic of fingering via (a) continuous CO2 method and (b) CO2-WAG method (Afzali et al., 2018) 
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In cases where a CO2 source is available, the process is more economical compared to natural 

gas flooding. Previous studies (Stalkup, 1987; Holm, 1987) showed that, CO2 has a 

significantly lower MMP compared with nitrogen and hydrocarbon gas. In addition, 

hydrocarbon extraction depends on the CO2 density, implying that the greater the CO2 density, 

the higher the oil extraction density (Holm and Josendal, 1982; Orr et al., 1983; Sigmund et 

al., 1984).  

 

When reservoir temperature is greater than the critical temperature of CO2 (31oC), the CO2 

density ranges from 0.1 to 0.8 g/cm3 at pressures between 1000 and 4000 psi (Holm and 

Josendal, 1982). Hereafter, a purification of source CO2 is necessary since it determines the 

sweep efficiency (Zhang et al., 2004).  

 

The global demand for natural gas is predicted to increase by 35% by 2040, and approximately 

30% of its supply is expected to come from shale gas (EIA, 2020). Consequently, there has 

been a paradigm thinking towards shale gas production, especially over the past decade.  

 

In a normal production process for shale gas, the free gas in large pores and fractures usually 

comes out first and its production usually lasts for just under two years (Pan and Connell, 

2015). Subsequently, after few years of production from the shale gas well, the gas rate declines 

steeply. Thus, there has been a growing interest in enhanced shale gas recovery (ESGR) via 

CO2 injection scenarios, namely CO2 huff and puff injection and continuous CO2 flooding.   

 

Even though rare field tests are reported for the CO2-ESGR injection technique (Nuttal et al., 

2005; Louk et al., 2017), there are both experimental and numerical studies conducted to assess 

its suitability in the exploration and production of shale (Kim et al., 2013; Fathi and Akkutlu, 

2014; Heller and Zoback, 2014; Li and Elsworth, 2015; Yu et al., 2015). In shale gas reservoirs, 

Kim et al. (2013) showed that cumulative gas production via CO2 huff and puff and CO2 

flooding was 6%, and 24%, respectively, higher than for the no CO2 injection. 

 

Furthermore, CO2 sorption affinity to the shale is greater than that of CH4 in the subsurface 

situation (Busch et al., 2008; Shi and Durucan, 2008). A study conducted by Liu et al. (2019) 

showed that 95% of the injected CO2 is effectively sequestered. Consequently, in shale gas 

reservoirs, CO2 injection does not just improve the production of CH4 but also enables CO2 

sequestration.  
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2.2.3 CO2-WAG injection 
 

CO2-WAG injection is considered as a tertiary method in oil recovery processes.  It was first 

implemented in the 1950s, and is the most widely used CO2 -EOR technique, especially in 

fields where waterflooding has been previously applied (Alvarado and Manrique, 2010; 

Ghedan, 2009; Rogers and Grigg, 2000; Taber and Martin, 1983). In addition, CO2-WAG  has 

been applied in over 90% of CO2 injection projects (Aghdam and Ghorashi, 2017; Merchant, 

2017; Afzali et al., 2018).  Previous studies have shown that CO2-WAG injection has improved 

the sweep efficiency, and thence the recovery factor of CO2 injection method, especially in 

conventional light-oil reservoirs (Bhatia et al., 2014; Ligero and Schiozer, 2014). According to 

Holm (1987) and Ghedan (2009) , typical incremental oil recovery by CO2-WAG varies in the 

range of 5% and 25%. 

 

The initial aim of the CO2-WAG process was the reduction of the CO2 injected, and the 

simultaneous enhancement of both the macroscopic and microscopic sweep efficiency.  In 

order to achieve this enhancement, CO2-WAG combines two recovery processes, 

waterflooding and CO2 injection method.    

 

Similar to gas injection, discussed in Section 2.2.2, CO2-WAG is categorized as either a 

miscible or immiscible displacement process (Green and Willhite, 1998; Christensen et al., 

1998). In CO2-WAG injection method, the MMP needs to be lower than the reservoir pressure 

to achieve miscibility. As shown in Figure 2.4, a miscible zone is generated at the front, which 

consists of the injected CO2 slugs and the oil bank.  Once miscibility is achieved, the CO2-

induced interfacial tension (IFT) and oil viscosity reduces, similar to CO2 injection in Section 

2.2.2.3. As a result, the oil bank expands and becomes better able to flow to the production 

wells. In contrast, in the immiscible CO2-WAG process, the injected gas is immiscible with the 

oil and maintains its gaseous state during the displacement process.  

 

Moreover, water injection efficiently controls the mobility of the injected gas by reducing the 

gas relative permeability. In contrast to the CO2 injection method, water injection during the 

half cycle of a CO2-WAG process, results in an increase in water saturation, reduction of gas 

relative permeability, and thus effective control of the mobility of the injected gas.  It should 

be noted that, effective control of the injected gas prevents early gas breakthrough (BT) in the 
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production wells.  The reason for an early BT in the production wells is a combination of 

viscous fingering and gravity overriding (Dellinger et al., 1984). 

 

Nonetheless, CO2-WAG method is not suggested as a recovery method in unconventional 

reservoirs. Due to the low permeability in unconventional reservoirs, water adsorbs in the 

internal shale matrix and channels via the fracture networks, inhibiting CO2 migration. 

Consequently, CO2 injection is considered as a more efficient oil and gas recovery method in 

unconventional reservoirs.   

 

 
Figure 2.4 Schematic of CO2-WAG method (NETL ,2010) 

 

 

2.2.4 Chemical flooding 
 

Chemical flooding is also used as a tertiary method where chemicals are utilised to reduce the 

interfacial tension and enhance the sweep efficiency (Thomas and Farouq Ali, 1999). Chemical 

flooding entails three main categories, surfactant, polymer and alkaline flooding (Figure 2.5). 

A combination of the main categories of chemical flooding can yield the best characteristics of 

each. This means that slugs of different composition and size are injected sequentially into the 

reservoir to enhance the performance of the chemicals. According to previous studies, chemical 

flooding may increase the oil recovery factor up to 40% (Shah et al., 2010). However, the use 

of this method has been restricted due to the high cost of the chemicals, except for reservoirs 

in China. 

Furthermore, reservoir characteristics limit the performance of chemicals. For instance, the 

adsorption capacity of chemicals (e.g. surfactants) on the surface of carbonates and sandstones 



 

 

16 

 

is high. The reason for this high adsorption is that the surface of carbonate rocks is positively 

charged whereas the surfactants are negatively charged after ionization in water. Consequently, 

the loss of surfactant during the propagation process leads to higher economic costs and a 

reduction in the mobility ratio of water.  In addition, reaction of alkali with clays causes an 

increase in swelling, which results in permeability reduction. 

 

Chemical flooding in unconventional reservoirs is not recommended due to the low fracture 

density. It should be noted that, the imbition rate is inversely proportional to the characteristic 

length (linearly or squared), which leads to a significantly slow recovery rate (Mattax and Kyte, 

1962; Kazemi et al., 1992; Cuiec et al., 1994). 

 

 

Figure 2.5 Schematic of surfactant flooding mechanism (International Energy Outlook, 2008) 

 

2.2.5 Thermal Recovery Processes 
 

Thermal EOR methods are mostly applied to enhance the recovery of heavy oil, or bitumen by 

injecting heat generated at the surface or in situ from steam or hot water to reduce oil viscosity. 

Subsequently, oil becomes more mobile and better able to flow to the production wells 

(Speight, 1999). Over the past few decades, thermal techniques, namely cyclic steam 

stimulation (CSS), toe-to-heel air injection (THAI), steam flooding, steam assisted gravity 

drainage (SAGD) and in situ combustion (ISC) have been investigated.  

 

Briefly, the general basic procedure of thermal EOR methods is described as follows: In the 

case of cyclic steam stimulation, steam is periodically injected to heat the reservoir around the 

wellbore. This process is also called huff and puff and the oil recovery can be up to 40% (Shah 

et al., 2010). In particular, a certain amount of steam is injected to the well to assist the heavy 



 

 

17 

 

oil to flow more easily into the production or injection well. Afterwards, the process stops in 

order to allow the steam to heat the formation around the well. Then, the wells are put back in 

the production and heat is exhausted with the produced fluid. This thermal process is 

recommended for extra-heavy oil production due to its high investment rate of return 

(Bahadori, 2018).  

 

The SAGD process is more efficient when compared to CSS, yielding between 60% and 70% 

recovery of oil (Speight, 2014). The SAGD process was initially introduced for bitumen 

extraction and is more economic when applied to thick reservoirs, in comparison to CSS. Two 

uneven horizontal wells are drilled, where the upper well is the injector and the lower the 

producer. A continuous stream of high-pressure gas is injected into the upper well. In that way 

oil viscosity reduces and the heated oil moves towards the producer. It should be mentioned 

that no vapour is produced since the gases are accumulated within the upper well due to density 

(Holdaway, 2014). Despite the fact that less reservoir damage would occur due to lower 

pressures, SAGD leads to generation of greenhouse gases.  

 

The steam flooding method is analogous to waterflooding, where steam is continuously 

injected into the oil layer in order to enhance the production of viscous crude oil by reducing 

the viscosity of the heavy oil. Typical oil recovery factors range from 50% to 60% (Bahadori, 

2018). The injection well pattern around the production well must be carefully considered. 

Nonetheless, the excessive heat lost during the steam flooding method, leads to high energy 

costs, increasing the cost of the process. 

 

The in-situ combustion method is also applied to high viscous oils with high oil recovery. The 

process involves exothermic reactions which increase the final temperature of the reservoir (i.e. 

300-400oC) and may reach phase change. In the ISC process, air is injected into the reservoir 

in order to oxidize a small fraction of hydrocarbons. Subsequently, heat and gas are generated, 

leading to a greater drive energy and a viscosity reduction (Prats, 1982). Despite the high 

efficiency of ISC (~75% oil recovery factor) (Zhang et al., 2019),  the process has led to few 

successful field experiences since the heat front is challenging to control (Turta et al., 2005). 

In addition, the combustion reactions (i.e. oxidation, cracking) increase the complexity of the 

process. 
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The horizontal production well and in situ combustion concept are integrated in the THAI 

method. In particular, the THAI method plays two major roles in terms of oil displacement. 

First, the oil viscosity is reduced, increasing the mobility of the oil. Second, the thermal 

cracking of the immobile oil plays a critical role in upgrading the heavy oil and achieving high 

oil recovery (Greaves et al., 2000). Experimental modelling has shown that recoveries up to 

85% are feasible (Greaves et al., 2000), which is significantly higher compared to other thermal 

methods.  THAI experiments conducted at the University of Bath (Xia et al., 2005) have shown 

that THAI overcomes problems associated with ISC.  As shown in Figure 2.6, THAI involves 

at least one vertical air injector and a horizontal production well which controls the flow regime 

in the reservoir. The vertical well is perforated in the upper part of the oil layer whereas the 

horizontal well is located at the lowest part of the oil layer and the toe faces the injector. In 

THAI, the heavy oil flows to the surface via a combination of procedures, namely mass-, heat, 

and gas- momentum transfer, gravity drainage and coke combustion reaction (Xia and Greaves, 

2002; Turta and Singhal, 2004; Xia et al., 2005; Greaves et al., 2008). The zone around the 

wells is initially heated to establish communication between the wells. Then the oil is ignited, 

but as combustion proceeds some of the oil-in-place acts as the fuel for the process. This fuel 

is essential for the combustion front and propagation. Subsequently, air is continuously injected 

to the formation via the injector well, generating a large temperature gradient. The mobile oil 

zone drains to the horizontal producer whereas the highly viscous material is deposited in the 

cracking zone. In contrast to ISC, mobile oil does not travel over a long distance due to the 

well arrangement (short well displacement). Of all the thermal methods, THAI is the safest and 

most stable oil recovery technique. The full description of the main advantages of THAI are 

summarized elsewhere (Turta and Singhal, 2004; Xia et al., 2005; Greaves et al., 2008). 

Moreover, a significant advantage of the THAI process is the addition of catalytic upgrading 

process in-situ (CAPRI) where in-situ further upgrading is achieved.  The full experimental 

work on the CAPRI is described in great detail elsewhere (Xia and Greaves, 2002).  Despite 

the fact that thermal EOR methods are applicable to all types of crude oil, the high energy 

consumption limits the methods for the high viscosity oils (i.e. heavy oils, sand oils) to be 

economically successful.  
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Figure 2.6 Schematic arrangement in THAI (Xia and Greaves, 2002) 

 

2.3 Characteristics of Unconventional Shale Reservoirs 
 

The world today is faced with a scarcity of conventional energy sources and the global energy 

consumption is expected to increase by approximately 50% by 2050 (Bellani et al., 2021). 

Current renewable resources may not be capable to relieve the pressure exerted on conventional 

resources. Hence, gas shales are an increasingly exploited resource across the world. According 

to Liu et al. (2019), gas reserves in unconventional shale are estimated at nearly 719 trillion 

cubic metres. Shales can be the seal, the reservoir, and/or the hydrocarbon source. Typically, 

the properties of gas shale include a very low permeability, of the order of nano-Darcy (10-6 

mD), a very small grain size, increased total organic carbon (TOC), and a small porosity. Gas 

hold-ups in shale reservoirs are mainly made up of bulk gas within the pore space and gas 

adsorbed on the internal shale matrix (Crosdale et al., 1998; Curtis, 2002; Pan and Wood, 

2015). According to past studies, a significant portion of the total gas volume (20% - 80%) is 

present as adsorbed state in the nanopores of organic matter and clay minerals (Chalmers and 

Bustin, 2007; Ross and Bustin, 2007; Zhang et al., 2012) 

 

2.3.1 Gas Adsorption Phenomenon  
 

Adsorption is the adhesion of molecules (the adsorbate, or the adsorptive) to the surface of the 

solid (the adsorbent) (Figure 2.7). Adsorption is a reversible process, because it involves weak 

attractive forces. The adsorption process is also exothermic (ΔH<0) due to the substantial loss 

of entropy (ΔS<0), for the formerly dispersed adsorbate molecules, on being adhered at the 
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surface. Adsorption initiates when, the number of molecules that accumulate at the surface is 

greater compared to the number of molecules that leave the surface. Subsequently, adsorption 

is a dynamic equilibrium process where molecules are both accumulating at the surface and 

departing at all times. Equilibrium is achieved when the size of accumulation flux equals that 

of the departing flux. The adsorption process can be divided into two main categories 

depending on the strength of the interaction: Physisorption (physical adsorption) and 

Chemisorption (chemical adsorption).      

 

Figure 2.7 Schematic of gas adsorption phenomenon at the surface of solid material (Bolis, 2013) 

Isotherms are utilized to describe adsorption indicating the amount of adsorbate on the 

adsorbent as a function of concentration at constant temperature. Key information about the 

mechanism of physisorption and the energy interaction between gas and solid is obtained from 

the isotherm shape and the hysteresis pattern. The shape of the isotherm is used in the 

determination of the types of pores found in the adsorbent. Pressure is normalized to the 

saturation vapour pressure po when the temperature is below the critical temperature and the 

adsorbed amounts are so referred to the dimensionless relative pressure, p/po.  

According to the International Union of Pure and Analytical Chemistry (IUPAC) 

recommendation (Sing, 1985), the pores in porous materials are categorized into three different 

kinds: 

i. Macropores, pores with pore-width greater than 50 nm 

ii. Mesopores, pores with pore-widths between 2nm and 50 nm 

iii. Micropores, pores with pore-widths below 2 nm 

It should be noted that it has become popular to refer to micropores and mesopores as 

nanopores. In 2015, Thommes et al., refined the original IUPAC recommendations (Sing, 

1985) of physisorption isotherms. The proposed updated classification of physisorption 
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isotherms were grouped into six characteristic types of isotherms which are closely related with 

certain pores structures (Figure 2.8).  

As shown in Figure 2.8, Type I (a) and I (b) isotherms are reversible and are concave to the 

relative pressure axis. At low relative pressure the curves rise sharply and as the pressure 

increases, they reach a plateau implying that the amount adsorbed approaches the limiting value 

(p = 1). The Type I (a) curve corresponds to the filling of the narrow micropores while Type I 

(b) isotherms is an indication of the existence of wider micropores and probably narrow 

mesopores (< ∼ 2.5 nm). Hence, Type I isotherms represent microporous materials (i.e. shale, 

coal) or monolayer adsorption. Type II isotherms are also reversible and refer to multi-layer 

adsorption on non-porous or macroporous adsorbents. At point B where the linear middle 

section starts is an indication of the completion of the monolayer coverage. Type III isotherms 

are characterised by a convex shape to the relative pressure axis over the whole range. It 

represents the weak interaction between the adsorbent and adsorbate on the non-porous or 

macroporous adsorbent. Mesoporous adsorbents typically demonstrate Type IV [(a) and (b)] 

isotherms. In the low p/po range, the Type IV isotherm shape is very similar to that of Type II. 

At high relative pressure, the isotherms are flat with a characteristic saturation plateau. 

Capillary condensation is observed for Type IV (a) isotherms and is often indicated by the 

presence of hysteresis as will be explained in more detail at Section 2.3.4.  Hysteresis refers to 

the gap between the two isotherm branches. The reason for this gap is due to the lack of 

thermodynamic reversibility of the capillary condensation. It should be noted that the pore 

width depends on temperature and adsorption system. For instance, hysteresis for nitrogen in 

cylindrical pores occurs when the pore width is wider than ∼ 4 nm at 77 K (Lowell et al., 2004; 

Landers et al., 2013; Thommes et al., 2015). Reversible Type IV (b) isotherms are obtained for 

adsorbents having mesopores of smaller width. Type V isotherms are similar to Type III 

isotherms at low relative pressures. This is due to weak interactions between adsorbent and 

adsorbate on microporous or mesoporous solid. Initially, the Type V isotherm is convex to 

relative pressure axis but at higher relative pressures the shape becomes similar to type IV 

isotherms. The presence of a hysteresis loop is indicated, and this is attributed to pore filling 

via capillary condensation. Layered build-up of adsorption on a highly uniform nonporous 

surface characterizes Type VI isotherms. Type VI isotherms are reversible, and each layer is 

completed before the next starts. The generated steps represent the capacity of each adsorbed 

layer. The adsorption system and temperature determine the sharpness of steps.  
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Figure 2.8 IUPAC classification scheme of physisorption isotherms (Thommes et al., 2015) 

 

The thermodynamic properties of gas within nanopores are significantly different from the 

equivalent bulk gas properties (Koga et al., 2001; Alba-Simionesco et al., 2006; Holt, 2006; 

Köfinger et al., 2008; Giovambattista et al., 2009; Pellenq et al., 2009; Petropoulos and 

Papadokostaki, 2012). A gas molecule changes from a free gas to the adsorbed film when 

adsorbed on a surface. Thereupon, heat is released due to loss of potential energy. One of the 

most fundamental thermodynamic quantities used in the description of the physisorption 

phenomena is the heat of adsorption. The heat of adsorption relates the strength of interaction 

between the solid adsorbent and the gas adsorbate.   

 

At equilibrium, the isosteric heat of adsorption (Hads) refers to the change in enthalpy of the 

system due to adsorption at a specific state of surface occupancy. Heat of adsorption varies as 

a function of system conditions, the quantity of adsorbate and the pore properties. In the first 

stages of the adsorption process, the released heat of adsorption increases the delay to achieve 

an equilibrium between the bulk phase and adsorbed phase. High heat of adsorption leads to 

slow gas desorption.  The reason for this, is the strong interaction induced between the adsorbed 

molecules and the adsorbent. Previous studies (Xiong et al., 2017; Zhang et al., 2012) have 
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shown that the methane adsorption capacity could be reflected by the heat of adsorption of 

methane.  

 

The isosteric heat of adsorption can be measured indirectly via Clausius-Clapeyron 

relationship. The Clausius-Clapeyron is applied on the isothermal data at two or more different 

temperatures, and is given by the expression: 

 

                                                          Δ𝐻𝑎𝑑𝑠 = 𝑅𝑇2 [(
∂(ln 𝑃)

∂𝑇
)

𝑛𝑎

]                                                (2.1) 

 

The equilibrium data provided by the isotherms is used for the evaluation of the heat of 

adsorption. A plot of the equilibrium pressure as a function of the adsorption temperature at 

constant coverage θ is applied to determine the isosteric heat of adsorption. After the 

integration of Eq. (2.1), the isosteric heat of adsorption, for a given constant coverage θ, can 

then be expressed as:  

 

                                                         ln (
𝑝1

𝑝2
) =

Δ𝐻𝑎𝑑𝑠

𝑅
[(

1

𝑇2
) − (

1

𝑇1
)]                                            (2.2) 

 

It should be emphasized that Eq. (2.2) can be applied only when the gas behaves like an ideal 

gas. In addition, Eq. (2.2) is valid when the impact of the adsorbed phase can be ignored. It is 

thus suggested that the foregoing equation is not applicable in cases where the impact of the 

adsorbed phase cannot be neglected or the gas behavior deviates from ideal gas. However, it is 

applicable in the low-pressure condition (Henry’s range). 

 

Adsorption calorimetry can be utilized to directly determine the heat of adsorption since it 

measures the heat evolved (differential enthalpies of adsorption) when a certain amount of gas 

adsorbs onto the pore surface. For both theoretical and experimental reasons, adsorption 

calorimetry is the most suitable method to measure accurately the heat of adsorption, especially 

in micropore region.  
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2.3.2 Pore filling processes 
 

At low relative pressures, in the pre-capillary condensation range of a physisorption isotherm, 

filling of micropores of width less than 2nm occurs (Figure 2.9). This process is referred to as 

primary micropore filling and is due to enhanced interactions between adsorbent – adsorbate 

in smaller pores. The impact of the wall extends to the centre of the pore due to overlapping of 

interaction with opposite walls. If the width of the pore falls within the ultramicropore range 

(pore width less than 0.7 nm), then the pore filling occurs at very low relative pressures. At 

higher relative pressures, a secondary process fills the wider micropores (pore width between 

0.7 nm and 2 nm) extending into the multilayer region. Adsorbate molecules start to bind to 

already adsorbed molecules creating a continuous film of adsorbate. This film of adsorbate has 

a greater density when compared to the un-adsorbed fluid. The reason for this increase in 

density, is that the attractive force of the wall potential leads to close packing of the adsorbate. 

The saturation of gas storage is demonstrated by the smaller nanopores as a result of 

overlapping of the fields of opposite walls of the pores (Dubinin, 1960; 1975). For meso- and 

larger pores, the adsorbate gas molecules are adsorbed onto the surface of the pore wall in a 

mono- or multiple layers (Langmuir, 1916; Brunauer et al., 1938), as will be explained in 

Sections 2.3.3.1 and 2.3.3.2. In multilayer adsorption, more than one layer of molecules will 

accumulate over time whereas a small amount of adsorbed molecules come in direct contact 

with the adsorbent surface. In this case the overlapping effect disappears since the impact of 

the pore wall is negligible on the centre of the pore. Moreover, the densities between the bulk 

phase and the adsorbed phase in the pore space are more pronounced.  

 

 

Figure 2.9 Successive filling of micropores and mesopores during adsorption (Rouquerol et al., 1999) 
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2.3.2.1 Langmuir Theory 
 

The Langmuir isotherm (Langmuir, 1916) is the most widely used model because of its 

simplicity and effectiveness. The Langmuir equation was developed by Irving Langmuir and 

describes the dynamic equilibrium between the adsorbed phase and bulk phase. The model 

describes gas storage capacity on an adsorbent as a function of pressure at a given temperature. 

The model is based on certain assumptions. First, the Langmuir model assumes that the 

equilibrium has been reached, an assumption which plays a critical role in experimental 

conditions. Second, it is assumed that the adsorbent consists of definite number of active 

surface sites where each adsorbate molecule occupies one site on the adsorbent (localized 

adsorption). Third, the model is based on the assumption that the surface is homogeneous and 

flat. Hence, the adsorption sites are energetically equivalent (homogeneous) where the heat of 

adsorption is constant and independent of surface coverage.  Fourth, the model assumes no 

lateral interactions between the adjacent adsorbed molecules. Lastly, the adsorption sites are 

identical and monolayer. This means that adsorbate molecules do not bind to already adsorbed 

molecules, and, thus adsorption only arises in a monolayer (Figure 2.10). The Langmuir 

isotherm can be expressed as: 

 

                                                                   𝜃 =
𝑞𝑒

𝑞𝑚
=

𝑏𝑃

1+𝑏𝑃
            (2.3) 

 

where θ is the surface coverage, qe is the amount adsorbed amount, qm is the maximum 

adsorbed capacity (monolayer), P is the pressure, and b is an empirical constant related to heat 

of adsorption of monolayer and is assumed to be equal for all adsorption sites. The Langmuir 

isotherm can be expressed as: 

 

                                                                   𝑏 = 𝐴𝑜𝑒(
𝐸𝑜
𝑅𝑇

)
                                                              (2.4) 

 

where Ao is the prefactor, Eo is the activation energy, R is the universal gas content and T is the 

temperature. The shape of plot of Langmuir isotherm is similar to Type I isotherms (Figure 

2.8).  Eq. (2.3) can be written in the linear form as: 
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Eq. (2.5) implies that if one plots 1/qe versus 1/qm,, a straight line will be thereby obtained, 

whose intercept (1/qm) and slope (1/qe ) are related to monolayer capacity and constant b, 

respectively.  It should be mentioned that the specific surface area can be obtained by 

multiplying the capacity by the effective cross-sectional area of a single molecule. Langmuir’s 

model reduces to Henry’s model at the low limit pressure: 

 

                                                       𝑞𝑒 = 𝑙𝑖𝑚
𝑃→0

 (
𝑞𝑚𝑏𝑃

1+𝑏𝑃
) = 𝐾ℎ𝑃                                                   (2.6) 

 

where Kh is the Henry’s constant. It should be noted that Henry’s constant is a function of the 

binding energy and temperature and has a linear form.   

 

The Freundlich equation which is one of the empirical equations of equilibrium data does not 

mathematically have Henry’s law as a limit. In addition, it does not have a finite limit at high 

pressures. The Freundlich isotherm can be expressed as: 

                                                                          𝐶𝜇 = 𝐾𝑃1/𝑛           (2.7) 

where K and n are constants which depend on temperature.  

 

Arri et al. (1992) extended the Langmuir isotherm for mixtures. The isotherm can be expressed 

as: 

                                                                         𝑞𝑖 =
(𝑞𝑠)𝑖𝑏𝑖𝑃𝑖

1+∑  𝑛
𝑖=1 𝑏𝑖𝑃𝑖

                  (2.8) 

 

where qsi and bi are the Langmuir constants for pure gas sorption. Pi is the partial pressure of 

adsorbate i and is given by Dalton’s law of partial pressures: 

 

                                                                          𝑃𝑖 = 𝑃𝑦𝑖              (2.9) 

 

where yi is the gas content of each component. It should be noted that no binary sorption 

constant is utilized and only the Langmuir constants are needed.  

 

Numerous analyses of experimental data for gas in shale and coal have utilized the Langmuir 

model (Bustin and Clarkson, 1998; Yu et al., 2016; Tang et al., 2017). The model is routinely 
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applied in modelling of the adsorption of methane in coal and shale for the estimation of the 

adsorbed methane at reservoirs of the shale gas industry and coalbed methane.  

 

 

Figure 2.10 Schematic of Langmuir monolayer gas adsorption (Yu et al., 2014) 

 

2.3.2.2 BET Theory 

Brunauer, Emmet and Teller (BET) developed a theory of multilayer adsorption theory in 1938. 

The BET theory was based on the Langmuir model but also incorporated the concept of 

adsorption of gas molecules as multiple layers on a pore surface. As shown in Figure 2.11, 

additional adsorbate molecules can bind to already adsorbed molecules. The BET model was 

based on the assumption that the forces active for the condensation of gases are responsible for 

the binding energy in multilayer adsorption. Similar to the Langmuir model there are no lateral 

interactions between adjacent adsorbed molecules. Hence, molecules in second and subsequent 

layers interact with molecules vertically. In addition, the number of layers may approach 

infinity while the uppermost layer is in equilibrium with the vapor phase. In particular, it is 

assumed that molecules in the second and higher layers adsorb directly on top of previously 

adsorbed molecules. It should be noted that the van der Waals forces at the surface of the 

adsorbent are stronger when compared to the van der Waals forces between gas molecules. 

Subsequently, the heat of adsorption of the first layer will be greater than the higher layers. 

Except for the first layer, the additional layers will have equivalent heat of adsorption. The 

BET model is used for the interpretation of Type II isotherms and the reversible part of Type 

IV isotherms. In cases where the empirical constant is low, the BET model will also reproduce 

Type III and V isotherms. The BET isotherm can be expressed as: 

                                                               
𝑞𝑒

𝑞𝑚
=

𝐶𝑥

1−𝑥

1−(𝑁+1)𝑥𝑁+𝑁𝑥𝑁+1
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where N is the maximum number of adsorbed layers, x is the relative pressure, and C an 

empirical constant, expressed approximately by:  

 

                                                          𝐶 ≈ 𝑒𝑞1−𝑞𝐿/𝑅𝑇                                                                (2.11) 

 

Where q1 is the heat of adsorption and qL is the latent heat of vaporisation of the adsorptive. 

When the empirical constant (C) exhibits low values (< 50), the shape of plot of BET isotherm 

is similar to Types III and V isotherms, while greater values are associated with Types II and 

IV isotherms. When N is equal to 1, then Eq. (2.10) reduces to the Langmuir equation. When 

N approaches infinity Eq. (2.10) reduces to the standard form of the BET equation:  

                                                             
𝑥

𝑞𝑒(1−𝑥)
=

1

𝑞𝑚𝑐
+

𝐶−1

𝑞𝑚𝐶
𝑥                                                   (2.12) 

Eq. (2.12) suggests that if one plots x/[qe(1-x)] against x, a straight line with the slope (C – 

1)VmC and the intercept 1/ VmC is expected.  Hence, the monolayer capacity can be obtained. 

Similarly to Langmuir model, the surface area of the sample can also be determined by 

multiplying the capacity by the cross-sectional area of a single molecule. 

 

 

Figure 2.11 Schematic of BET multilayer gas adsorption (Yu et al., 2014) 

  

For mesoporous materials, the range of linearity of the BET plot is limited to a certain part of 

isotherm, usually between 0.05 and 0.35 relative pressure. However, this relative range of BET 

plot is not applicable to complex materials with micropores, namely shale or coal. 
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2.3.2.3 Theory for adsorption on fractal surfaces 
 

According to previous researchers (Yang et al., 2014; Sakhaee-Pour and Li, 2016; Li et al., 

2019), the Frenkel-Halsey-Hill (FHH) model has been extensively used to quantitively 

characterize pore structure of shales. The fractal dimension of the pore wall is estimated via 

low-pressure nitrogen adsorption measurements such that: 

 

                                                      ln (
𝑉

𝑉𝑚
) = 𝐶𝐹 + Sln [ln (

𝑃0

𝑃
)]                                                 (2.13) 

 

where V is the equivalent volume of adsorbed gas at equilibrium pressure P, P0 is the saturation 

pressure and Vm is the equivalent volume of gas in a monolayer. S is a power law exponent 

dependent on the surface fractal dimension (d), whereas the constant CF is a pre-exponential 

factor. 

 

Two limiting cases arise (Pfeifer and Liu, 1997): It has been determined that at the beginning 

of the multilayer build-up, the film-gas interface is subjected to van der Waal's forces, which 

act between the solid and the gas, thereby causing the film-gas interface to assume the same 

shape as the surface roughness. The value of the constant S is then given by: 

                                                                           𝑆 =
𝑑−3

3
                                                          (2.14) 

 

However, generally for thicker surface films, the form of the interface is influenced by the gas-

liquid surface tension, thereby causing it to migrate away from the surface, which eventually 

results in the reduction of the upper external surface area of the film. In this case, S is given 

by: 

                                                                           𝑆 =  𝑑 − 3                                                        (2.15) 

 

2.3.3 Mechanism of Capillary Condensation 

 

Capillary condensation indicates the presence of a non-equilibrium process where the vapor 

phase in a porous medium condenses to a liquid like phase at a pressure p less than the 

saturation pressure po of the bulk liquid. As explained in Section 2.3.1 capillary condensation 

is often accompanied by hysteresis loops where a gap between two isotherm branches (i.e. 
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Type IVa and V isotherms) is observed (Haul, 1982). Since high Van der Waals forces exist 

between the particles in the capillary tube, less pressure is required for the condensation to 

occur. 

 

Figure 2.12A, shows that gas molecules bind to the walls of the capillary tube due to adhesive 

forces. A multilayer adsorption is formed since more gas molecules enter the capillary tube 

(Figure 2.12B). Figure 2.12D shows that a meniscus has been formed at the liquid-vapour 

interface. Evaporation of the adsorbate occurs from the liquid meniscus leading to the 

formation of a hemispherical shape (Figure 2.12E). Typically, the contact angle for nitrogen is 

assumed to be zero and the curvature radius at that point is related to the pore radius (i.e. basis 

of the Kelvin equation). Figure 2.12F illustrates the formation of multilayer adsorption at low 

relative pressure, which is in equilibrium. At that point hysteresis does not exist.   

 

 

 

Figure 2.12 Mechanism of capillary condensation (Rouquerol et al., 1999) 

Thommes et al. (2015) identified the major types of hysteresis loops (Figure 2.13). Each of 

these six characteristic types in Figure 2.13, are an extension of the original IUPAC 

classification of 1985, which included Types H1, H2(a), H3 and H4. In addition, these main 

types of hysteresis loops are closely related to particular characteristics of pore structure and 

adsorption mechanism. 
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Figure 2.13 IUPAC classification scheme of Hysteresis Loops (Thommes et al., 2015) 

 

For the Type H1 hysteresis loop, the network effect is minimal. In addition, the narrow and 

steep loop is an indication of delayed condensation on the adsorption branch. Hysteresis loops 

of type H1 are common in materials having uniform mesopores, namely, templated silicas, 

ordered carbons and controlled pore glasses. Hysteresis loop of Type H1 is also obtained in 

disordered silica where the onset of condensation in one pore sets off advanced condensation 

in rest (Hitchcock et al., 2014). In addition, Thommes and Cychosz (2014) observed that Type 

H1 hysteresis can also be found in pores where the width of the neck size distribution is similar 

to the width of the pore distribution (i.e. ink-bottle). In Type H2 hysteresis loop, the pore 

structure is more complex compared to Type H1. Moreover, the network effect is now more 

pronounced. In particular, the steep desorption branch in Type H2(a) loop is mainly due to 

cavitation-induced evaporation or pore blocking in pore necks with narrow width. For instance, 

desorption is delayed in ink-bottled shaped pores because the wide body of the pore will remain 

filled until the pore at the neck evaporates at lower vapor pressure. Thus, interconnected larger 

pores must empty through pores with a smaller diameter as a result of the pore network effect. 

Hysteresis loops of H2(a) is common in materials, such as porous glasses (i.e. vycor) and silica 

gels. In cases where materials consist of greater neck width, Type H2(b) is observed. Similarly 

to Type H2(a), the Type H2(b) loop is also related to pore blocking. 

 

In the Type H3 loop, the adsorption branch is similar to a Type II isotherm while the lower 

limit of the desorption branch is situated at the cavitation induced relative pressure. Hysteresis 

loop H3 is mainly observed in non-rigid aggregates with slit-shaped pores (i.e. clays) where 

the pore network (usually macropores) is not completely filled with gas condensate.   
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In hysteresis loops of Type H4, the two branches are horizontal and parallel over a wide range 

of relative pressure. In particular, the Type H4 loop is a combination of Type I and II isotherms. 

At low relative pressure the gas uptake is related to the filling of the micropores. Type H4 loops 

commonly arise for mesoporous zeolites and micro-mesoporous carbons. Lastly, the Type H5 

loop is common in pore structures which include open as well as blocked mesopores (e.g. 

plugged hexagonal templated silicas). However, this type of hysteresis loop is rare.  

 

In general, condensation of gas in pores with different diameters will occur at different 

pressures, implying the pore size distribution of the sample. Sudden closure of the desorption 

branch at a relative pressure (i.e. Tensile strength effect) between 0.35 and 0.45 indicates the 

presence of pores with width less than 4 nm (Groen et al., 2003). The reason for this sudden 

disappearance of the hysteresis is that surface tension forces are stronger than the tensile 

strength of the liquid, leading to spontaneous evaporation of the bulk liquid and collapse of the 

hemispherical meniscus.  

 

It is thus reasonable to consider hysteresis loops can be a useful source regarding pore shape 

and width. However, it is challenging to characterize materials with pore size distribution of 

narrow mesopores and micropores, since the Kelvin equation cannot be applied. The reason 

for this, is that the Kelvin equation is derived using bulk thermodynamics and there are 

limitations when applied to pores where the adsorbate density becomes greater than the bulk 

gas phase (i.e. walls overlap substantially). In these cases, microscopic treatments, namely 

molecular simulation models and density functional theory (DFT) can bridge the gap between 

macroscopic approaches and molecular level. 

 

2.3.4 DFT Theory 

Previous researchers (Landers et al. 2013) have shown that the Kelvin-Cohan equations cannot 

be applied to pores of width less than 20 nm. However, other researchers (Kruk et al., 1999) 

have suggested that, with minor corrections, it can describe accurately pore size distribution 

down to a few nanometers. At the time of writing, the most widely-used models are based upon 

density functional theory (DFT). Seaton et al. (1989) first reported the pore size distribution 

from nitrogen adsorption isotherms on porous carbons, using DFT theory. The theory was 

formed on the basis of the local mean field approximation (Evans and Tarazona, 1984; Evans 

et al., 1985; Evans et al., 1986). 
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The general basic procedure of DFT is described as follows. DFT can be used to estimate 

adsorption for pores of a particular surface chemistry, geometry and size, at a particular 

pressure. The density profile from DFT is converted to an amount adsorbed at the molecular 

level, and thus describing efficiently the sorption behavior of inhomogeneous fluids confined 

to porous media. It is important to mention that this procedure is repeated for different 

pressures, leading to the construction of a full isotherm for a particular size. Once this 

procedure is completed for a single characteristic size, it is repeated for a variety of pore sizes. 

The complete series of theoretical isotherms for various pore sizes, of a specific surface 

chemistry and geometry, is called the “kernels”. Afterwards, the kernels are fitted to the 

experimental isotherm in order to obtain the pore size distribution of a porous material. Despite 

the fact that kernels determine the fluid-solid interaction potential, they can be used as a 

reference for a particular class of adsorbent/adsorptive system. Different DFT kernels (e.g. slit, 

cylinder, spherical) have been developed for materials such as silicas, carbons and zeolites.  

The pore size distribution function f(D) depends on a solution of the general adsorption 

isotherm (GAI) equation. The GAI relates the  kernel of the theoretical sorption isotherms to 

the experimental sorption isotherms. The GAI is given by the expression:  

 

                                                     𝑁 (
𝑝

𝑝0
) = ∫ 𝑁 (

𝑝

𝑝0
, 𝐷) 𝑓(𝐷)𝑑𝐷

𝐷𝑚𝑎𝑥

𝐷𝑚𝑖𝑛
                                     (2.16) 

 

where N(P/Po) is the experimental sorption isotherm data, D is the diameter of the pore, N(P/P0, 

D) is the kernel of the theoretical isotherms of different pore width D, and f(D) is the PSD 

function, and Dmax and Dmin are the maximum and minimum pore sizes in the kernel, 

respectively.  

A further improvement was the non-local density functional theory (NLDFT). Lastoskie et al. 

(1993) was the first to utilize NLDFT to initially estimate simple slit geometries for activated 

carbon. Despite the fact that NLDFT theory enhanced the accuracy of pore size distribution for 

microporous materials, the theory was based on smooth density approximation (Landers et al. 

2013; Lowell, 2004; Thommes et al., 2015). This means that NLDFT assumes that the surface 

of the pores is flat and homogeneous, leading to spurious step-like multilayer build-up and 

artificial gaps in the PSD. Hence, NLDFT is not representative for real materials with 

heterogeneous chemistry and surface roughness, which tend to have smooth build-up of 

adsorbate. In particular, for pores with width less than 5 nm, NLDFT isotherms deviate from 
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the experimental adsorption isotherms since the NLDFT does not account for the nucleation 

phenomenon (Landers et al. 2013). For pores below the hysteresis critical pore size (~ 4nm), 

capillary condensation becomes reversible and matches the equilibrium kernel. 

Quenched solid density functional theory (QSDFT) incorporated the impact of pore wall 

surface roughness and heterogeneity to address this issue. In particular, the inner part of the 

pore wall has a constant gradient in solid density with roughness parameter δ. The parameter δ 

is equal to the half-width of the molecular level geometrical heterogeneity of pore walls, known 

as the “corona”. The roughness parameter δ can be either approximated by using XRD data or 

as a free-fitting parameter. A complete description of the equation can be found in Landers et 

al. (2013). Therefore, QSDFT theory is suitable for pore size analysis of geometrically and 

chemically disordered silicas/zeolites and carbons. The solid density profile equation can be 

found in Landers et al. (2013). In QSDFT, the parameters of solid-fluid potential are different 

compared to NLDFT, since different approaches were proposed for accounting for 

intermolecular interactions. For instance, in QSDFT, the pairwise Lennard-Jones (LJ) 

potentials were applied, instead of Steel potential in NLDFT carbon kernels and integrated LJ 

potentials in NLDFT silica kernels. Consequently, the PSD might not be comparable.  

 

 

2.4 Multiple Mechanisms of gas flow in shales 
 

Mass transport models based upon conventional continuum flow equations (i.e. Darcy’s law) 

neglect certain gas transfer mechanisms that exist within the matrix of shale gas reservoirs 

(SGRs) (Figure 2.14). Hence, gas production from SGRs may be significantly overestimated, 

or underestimated, when the apparent permeability, which is the transport parameter that 

includes provision for these additional mechanisms, is not used. The reason that standard mass 

transfer models cannot be utilized for predicting the physics of fluid flow in shale reservoirs is 

due to the presence of organic matter and particular nano-scale phenomena. Previous studies 

have indicated that organic matter contributes approximately 40% of the total gas volume 

(Firouzi et al., 2014; Xiong et al., 2017). Moreover, the diameter of nanopores is comparable 

to the order of the gas molecular mean free path at reservoir conditions. Consequently, 

increased consideration has been given to modify the continuum flow, or Darcy flow, by 

coupling with additional different mass transfer mechanisms to accurately predict gas 

production in SGRs. The gas transfer mechanisms, occurring within the matrix of SGRs, 
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include both bulk gas transfer and surface diffusion mechanisms. Previous researchers (Wu et 

al., 2016, 2015; Wang et al., 2016a) established approaches to articulate the mass transfer 

processes in the nanopores of SGRs.   

 

 

Figure 2.14 Schematic diagram of gas transfer mechanism in nanopores of shale gas reservoirs (Wu et al., 

2015) 

  

 

2.4.1 Continuum Flow of Free Gas 
 

Continuum no-slip flow, or Darcy flow, occurs when the Knudsen number (Kn) < 10-3. The 

collisions between molecules then dominate, and, thus the gas flow is continuum flow, which 

can be expressed according to the Hagen-Poiseuille equation (Choi et al., 2001): 

 

                                                             𝐽𝑣 = −ζ𝑚𝑏
𝑟2𝑃

8𝜇𝑅𝑇

d𝑝

d𝑙
                                                        (2.17) 

 

                                                                   where 

 

                                                                         ζ𝑚𝑏 =
𝜀

𝜏
                                                               (2.18) 

 

where Jv is the continuum-flow, 𝜁𝑚𝑏 is a dimensionless correction factor of apparent 

permeability, μ is the gas viscosity, P is the pressure, l is the gas transport distance, T is the 

temperature, ε is the porosity, τ is the tortuosity, and r is the nanopores radius. 

 

 



 

 

36 

 

2.4.2 Slip Flow of Free Gas 
 

Slip flow occurs when 10-3<Kn<10-1, where gas molecules slip on the nanopore wall. In this 

case, both the intermolecular collisions, and collisions between gas molecules and nanopore 

walls, are similarly dominant. The slip boundary condition was achieved by modifying the no-

slip boundary condition in continuum flow (Karniadakis et al., 2005): 

   

                               𝐽𝑣𝑠 = −
1

1+𝐾𝑛
ζ𝑚𝑏𝜔𝑠𝜔𝑚

𝑟2𝑃

8𝜇𝑅𝑇
(1 + α𝐾𝑛) (1 +

4𝐾𝑛

1−𝜓𝐾𝑛
)

d𝑃

d𝑙
                        (2.19) 

 

where 

                                          𝜔𝑚 = [1 +
(𝛼𝑓−𝛼𝑠)

(1+𝐾𝑛𝑎𝑣𝑔/𝐸𝑠)

𝑠(𝑝−𝑝int)

𝑏int𝐸𝑠
]

3

                                           (2.20) 

 

and 

 

                                                        𝜔𝑠 = [1 −
3

𝜙

𝜀𝐿𝑝𝐿(𝑝−𝑝int )

(𝑝+𝑝𝐿)(𝑝int +𝑝𝐿)
]

3

                                            (2.21) 

 

 

where ψ is the dimensionless gas-slip constant (takes a value of -1), α the dimensionless 

rarefaction coefficient, ωm is the poromechanical response coefficient and ωs is the sorption-

induced swelling response coefficients of the shale matrix. af is the dimensionless Biot’s 

number for microfracture, as is the dimensionless Biot’s coefficient for shale matrix, Es is the 

shale matrix Young’s modulus, Knavg is the average microfracture normal stiffness, bint is the 

initial microfracture aperture, pint is the initial pressure, εL is the dimensionless Langmuir strain 

and pL is the Langmuir pressure. According to previous molecular-simulation results 

(Karniadakis et al., 2005), the relationship between the Knudsen number and the rarefaction 

coefficient is depicted in Figure 2.15. 
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Figure 2.15 Experimentally data (symbols) conducted by Tison (1993) and fits to molecular simulation results 

(Karniadakis et al., 2005) 

 

2.4.3 Knudsen Diffusion of Free Gas 
 

Knudsen diffusion arises for Kn1, when collisions between gas molecules and nanopore walls 

dominate. Assuming that the pore is circular in cross-section, with a radius r, and taking into 

account the wall roughness, the Knudsen equation can be expressed as (Choi et al., 2001; 

Darabi et al., 2012): 

 

                                                 𝐽𝑘 = −
1

1+1/𝐾𝑛

2

3
ζ𝑚𝑏 𝜔𝑠𝜔𝑚𝑟δ𝐷𝑓−2 (

8

π𝑅𝑇𝑀
)

0.5 d𝑃

d𝑙
                       (2.22) 

 

where 

 

                                                                    𝐷𝑘 =
2

3
ζ𝑚𝑏 (

8𝑅𝑇

π𝑀
)

0.5

                                                  (2.23) 

 

where Dk is the Knudsen diffusion coefficient, δ the ratio of the gas molecule diameter, Df is 

the fractal dimension of the pore wall and M the gas molar mass. Researchers have shown the 

importance of Knudsen diffusion to the pore transport mechanism in nanopores and a study 

conducted by Darabi et al. (2012) showed that Knudsen diffusion contributes around 20% of 

the total produced gas at typical SGR conditions.  
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2.4.4 Surface Diffusion of Adsorbed Gas 
 

Surface diffusion plays a significant role in mass transport within the nanopores of shale, 

wherein there is organic matter with a large surface area, and, thence, in the overall gas mass 

transfer (Etminan et al., 2014; Fathi and Akkutlu, 2014; Xiong et al., 2017; Kang et al., 2011). 

Experimental investigations have also indicated that, in comparison to bulk gas transport, 

surface diffusion, is more significant where the pore network is not yet well-evolved within 

shale gas reservoirs (Rigby and Gladden, 1999; Rigby, 2003a). During gas phase mass transfer 

in nanopores, the surface diffusion of adsorbed gas is characterised by a large concentration 

gradient, which plays a crucial role in this process (Darabi et al., 2012). Surface diffusion is a 

physical process that entails a random hopping mechanism, such that the adsorbed particles 

periodically escape from, and move between, lower-energy adsorption sites. The activated 

molecules can, thence, jump between fixed sites with a specific velocity, which leads to surface 

migration in the adsorbed phase. Once a molecule acquires enough energy to fully escape from 

the surface, it returns to the gaseous state.  

 

2.4.4.1 Surface diffusivity at low pressure 
 

Previous studies have shown that it is more appropriate to investigate shale gas sorption by 

using the Langmuir isotherm which is based on single-layer adsorption (Cui et al., 2009; 

Ambrose et al., 2010). Thus, the hopping model can be most appropriate to surface diffusion 

of adsorbed gas in shales. Various researchers established different classical hopping models. 

For instance, a widely used analytical model was developed by Hwang and Kammermeyer 

(1966) and Guo et al. (2008) for low-pressure conditions where the equation of the surface 

diffusion coefficient is influenced by temperature, adsorbent and adsorbate.  

 

                                                                    𝐷𝑠
0 = 𝛱𝑇𝑚exp (−

E

𝑅𝑇
)                                           (2.24) 

 

where 

 

                                                                           𝐸 = Δ𝐻0.8                                                          (2.25) 

 

where E is the gas activation energy, Π is the constant that relates to gas molecule weight, ΔH 

is the isosteric heat of adsorption and m is a dimensionless constant which takes a value of 0.5. 
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It should be emphasized the combination of Eqs. (2.24) and (2.25), experimental data for 

methane/activated-carbon adsorption was fitted to obtain the surface diffusion coefficient (Guo 

et al., 2008): 

 

                                                      𝐷𝑠
0 = 8.29 × 10−7𝑇0.5exp (−

Δ𝐻0.8

𝑅𝑇
)                                 (2.26) 

  

2.4.4.2 Surface diffusivity at high pressure 

 

The impact, on surface flow of surface occupancies above the zero limit, was obtained using 

the Chen and Yang (1991) model. These authors established a surface diffusion model 

describing the influence of adsorbed-gas coverage from a hopping model. In particular, a 

kinetic method was applied to derive the surface diffusion coefficient under a high-pressure 

condition such that: 

 

                                       𝐷𝑠 = 𝐷𝑠𝑜

(1−θ)+
𝑘

2
θ(2−θ)+[𝐻(1−κ)](1−κ)

𝑘

2
θ2

(1−θ+
κ

2
θ)

2                                           (2.27) 

 

                                                     𝐻(1 − 𝜅) = {
0,                𝜅 ≥ 1
1,       0 ≤ 𝜅 ≤ 1

                                            (2.28) 

 

                                                                  κ =
𝜅𝑏

𝜅𝑚
                                                                      (2.29) 

 

where Ds is the gas surface diffusion coefficient, θ is the dimensionless gas coverage; H(1-κ) 

is the dimensionless Heaviside function, κ is the ratio constant for blockage to the rate constant 

for forward migration and takes a value of 0.5 (Wu et al., 2015), κb and κm are the coefficients 

for surface-gas molecules for the blocking velocity and forward velocity, respectively.  

 

2.5 Summary 
 

From the literature reviewed, the EOR technique that is gaining prominence in recent years, is 

CO2 gas injection. The reason that CO2 injection is an attractive method, is mainly due to the 

increasing pressure for countries to reduce their emissions of greenhouse gases (i.e. CO2).  

Subsequently, CO2 can be utilized as a means to address the challenge of greenhouse gas 



 

 

40 

 

emissions by sequestering carbon, mainly in shales. Despite the fact that CO2 injection is an 

environmentally friendly technique, it is also an efficient method for oil and gas recovery, 

especially in medium to light oil reservoirs. In particular, implementation of CO2 injection in 

oil reservoirs promotes oil swelling and reduces the oil viscosity. Hence, residual oil becomes 

more mobile and flows easier to the production wells. However, previous studies have 

determined a distinct limitation that needs to be considered. For instance, continuous CO2 

injection produces an early CO2 breakthrough (BT) due to viscous fingering and gravity 

overriding. This results to leaving large areas of the reservoir unswept. To overcome this 

problematic behavior of CO2, CO2-WAG process is applied to effectively control the mobility 

of the injected CO2 by reducing the gas relative permeability. As a result, gas BT is delayed in 

the production wells.  

 

There has been a paradigm shift in thinking towards shale gas production to relieve the pressure 

exerted on conventional resources. Gas adsorption phenomenon plays a major role in shale gas 

reservoirs since a significant portion of the total gas volume exists in the adsorbed state (20% 

- 80%). The isotherm equations presented are utilized to efficiently describe adsorption data in 

shale reservoirs. Moreover, the isotherm shape and hysteresis pattern are closely related to pore 

sizes and pore structures. The BET equation, building upon the Langmuir equation, is the most 

popular equation for determining the surface area of porous solids. When condensation occurs 

in reduced relative pressures (0.4-0.995), the Kelvin equation is applied for the determination 

of pore size distribution as well as pore width. However, Kelvin equation is only valid down 

to approximately 10nm and is not used to characterize systems with pore size distribution 

including narrow mesopores and micropores, such as shales. Thus, models based upon DFT 

theory were developed to determine both mesoporosity and microporosity. Furthermore, the 

Clausius-Clapeyron (CAC) method may lead to an overestimation of isosteric adsorption heat 

since it utilizes the ideal gas law and assumes that the heat does not depend upon temperature. 

Hence, adsorption calorimetry is the most suitable method to precisely measure heats of 

adsorption. 

 

This chapter has presented the mass transfer processes within shale-gas reservoirs compared to 

conventional gas reservoirs. Previous researchers have modified the continuity equation, or 

Darcy equation, to include the gas transfer regimes in SGRs. The gas transfer regimes in SGRs 

include bulk gas transfer as well as surface diffusion mechanisms. The Knudsen diffusion in 

the bulk gas transfer regime, contributes significantly to the total produced gas (~20%) at 
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typical SGR conditions and should not be overlooked. Previous experimental investigations 

have also shown that surface diffusion probably plays the major role because of the greater 

amount of adsorbed gas, especially within the abundant nanopores within the organic matter of 

shale gas reservoirs. Subsequently, surface diffusion of adsorbed gas and the Knudsen diffusion 

of the free gas, can increase the apparent permeability of the SGRs.  Hence, these regimes 

should not be omitted to ensure accurate prediction of shale gas recovery. 
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3. Chapter Three: Experimental and Numerical Methods 

3.1 Introduction 
 

Shales are unconventional gas systems which have the potential to be the major source of 

natural gas across the globe. The surface area and pore size distribution in the shale matrix 

(predominantly composed of micro- to meso-pores) are significant parameters for assessing 

gas adsorption capacity and gas-transport mechanism in shales. As outlined in Section 2.3 of 

Chapter 2, gas molecules in shale reservoirs are present as free state and/or as adsorbed state 

in the pore media, where the latter state makes up the larger part of the total gas volume. 

Elucidating the pore structure and surface area of shales via gas adsorption experiments is 

important in comprehending the gas-in-place for these plays and modelling gas flow in shale 

matrix. Carbon dioxide (CO2) injection method can be utilised as a means of both enhancing 

gas recovery from shales and sequestering carbon, as explained in Section 2.2.2.3. Greater 

mobility of CO2 within the shale matrix improves the displacement efficiency of the originally 

present CH4, as well as, increasing the CO2 penetration of the shale formation. Hence, CO2 

uptake kinetics in the shale matrix provides a key criterion for numerically simulating CO2 

injection in field applications. Furthermore, shale gas reservoirs consist of natural fractures 

which are of major importance in hydraulic fracture propagation and gas production. In order 

to simulate the fluid flow in fractured reservoirs mathematical formulations need to be applied 

via a reservoir simulator. This Chapter primarily contains experimental methods to obtain 

surface area, pore size distribution and gas uptake kinetics prior to reservoir simulating shale 

reservoirs. Thereafter, this Chapter presents numerical reservoir application and the summary 

of the methodology employed to accurately simulate fluid flow in fractured shale gas 

reservoirs. 

 

 

3.2 Experimental Methods 
 

Gas adsorption techniques are widely used to characterize the pore structure and surface area 

of fine microporous materials (i.e. zeolites, activated carbons, catalysts etc.) and powders. 

Various gases, namely nitrogen, argon and carbon dioxide are used to quantify the interaction 

processes at the gas/liquid-shale interface. The accurate measurement of an equilibrium 

isotherm is essential for the determination of surface area, pore size distribution or other 

parameters estimation from gas sorption. In certain machines, gas uptake kinetics can also be 
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obtained for each isotherm data point as will be explained later in Section 3.2.2. In order to 

ensure that each individual point in the isotherm has reached equilibrium, enough time is 

allowed for the adsorptive to enter the void space. In general, gas sorption isotherms are 

obtained via a pressure table which consists of a set of pressure points. The capabilities of the 

machine used will determine the range of these pressure points. The majority of sorption 

measurements are conducted via volumetric or gravimetric methods.   

 

 

3.2.1 Volumetric Analysis 
 

The volumetric method provides a way to estimate the surface area and pore size distribution. 

Figure 3.1 illustrates a schematic diagram of a generic volumetric adsorption analyzer. In 

particular, the adsorptive gas supply valve is initially closed while the sample and vacuum 

valves open. Subsequently, the manifold and sample tube are evacuated (degassed). The reason 

for the degassing procedure is due to the fact that the adsorbents (i.e. shales, coals) adsorb 

contaminants from the air when exposed to the atmosphere. Typically, heat is applied to the 

sample tube to enhance the contaminant desorption process. Once vacuum is achieved, the 

vacuum and sample valves close simultaneously. Then, the cold bath reservoir is raised 

bringing the sample to the analysis temperature. The adsorptive gas supply valve opens to 

charge the manifold to a pressure which is above vacuum.  In that way the instrument is ready 

to dispense a dose of adsorptive onto the sample. The known quantity of gas added in the 

manifold is determined from the universal gas law. Afterwards, sample valve is opened to allow 

gas to enter the sample tube. Thus, the dosing cell is connected to the uptake cell which contains 

the adsorbent (i.e shale, coal). Equilibration pressure and adsorption quantity are calculated 

once the pressure is stabilized. It should be mentioned that pressure is monitored at all stages 

throughout the experiment. 

The total number of moles in the system before and after the sample valve is opened, can be 

expressed respectively as: 

𝑛𝑇𝑜𝑡 = (𝑉𝑢 − 𝑉𝑆)
𝑃𝑢𝑜

𝑧𝑢𝑅𝑇𝑢
+ 𝑉𝑑

𝑃𝑑𝑜

𝑧𝑑𝑅𝑇𝑑
+ 𝑉𝑆𝑞0

𝑒𝑥      (3.1) 

𝑛𝑇𝑜𝑡 = (𝑉𝑢 − 𝑉𝑆)
𝑃𝑢1

𝑧𝑢𝑅𝑇𝑢
+ 𝑉𝑑

𝑃𝑑1

𝑧𝑑𝑅𝑇𝑑
+ 𝑉𝑆𝑞1

𝑒𝑥      (3.2) 
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where Puo is the pressure in uptake cell before valve is opened, Pu1 is the pressure in uptake 

cell after valve is opened, Pdo is the pressure in dosing cell before valve is opened, Pd1 is the 

pressure in the dosing cell after the valve is opened, qex is the excess adsorbed phase 

concentration, Vs is the volume of solid, and Vu is the volume of uptake cell. It should be noted 

that the non-accessible (dead) volume of the adsorbent has been estimated by charging the 

system with a known amount (moles) of non-adsorbing gas, such as helium. In that way, the 

excess amount adsorbed is estimated. In particular, the excess mass of gas adsorbed is equal to 

the mass of the adsorbed layer minus the mass of an equivalent volume of non-adsorbed gas 

(helium). As discussed in Section 2.3.4 of Chapter 2, the excess amount adsorbed is due to the 

Van der Waals’ forces. Notably, excess adsorption may be considered equal to the absolute 

adsorption at low pressures (< 10 bar) since the difference between the two quantities is of the 

order of less than one percent (Myers and Monson, 2014). 

In cases where the temperature of the reservoir bath is different from the ambient temperature, 

the temperature profile varies along the sample tube. The reason for this, is that one portion of 

the sample tube is at ambient temperature, and another is at the temperature of the cold bath 

(i.e. liquid nitrogen). In order to characterize the sample tube volume with regard to “warm” 

and “cold” temperature, a free-space measurement of the sample tube is typically conducted at 

ambient temperature and the temperature of the reservoir bath.  Consequently, the quantity of 

gas remaining in the sample tube as well as in the manifold volume can be accurately estimated 

through the universal gas law. 

Once the point on the isotherm is estimated, the sample valve closes while the adsorptive gas 

supply valve re-opens and charges the manifold to a pressure higher than Pu1. The dosing and 

equilibration processes are repeated over a number of cycles until the analysis pressure is near 

the saturation pressure. At that point, the desorption isotherm is measured by a stepwise 

reduction in pressure where the physically adsorbed molecules will desorb from the adsorbent.  
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Figure 3.1 Schematic diagram of the Micromeritics 3Flex volumetric analyser 

 

 

3.2.2 Gravimetric Analysis 
 

In addition to volumetric analysis, suitable for structural characterization, gravimetric analysis 

is used to obtain information on mass transport. A Hiden XEMIS (gravimetric apparatus) was 

used to obtain kinetic gas uptake data against time, and a schematic diagram of this apparatus 

is shown in Figure 3.2. The XEMIS microbalance by Hiden incorporates a magnetically 

coupled balance which allows operation at high pressures (200 bar) and over a broad 

temperature range (77-77 3K).  Due to the symmetric design, buoyancy effects are reduced, 

and measurement accuracy is improved. A pair of admit and exhaust valves are used to regulate 

the pressure. Similar to volumetric analysis, adsorbents (i.e. shales, coals) are initially degassed 

at elevated temperatures (110 oC) to remove excess moisture and contaminants from the air.  

The vacuum system includes an oil-free backing pump which reduces the system pressure 

down to 10-8 bar. Subsequently, a water bath is raised to reach the required temperature and 

adsorptive gas is dosed onto the sample in controlled increments via the admit valve. The 

pressure is equilibrated and excess mass of gas adsorbed is estimated after each step of dosing 
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increment. It is essential to ensure that enough time is allowed for each individual data point in 

the isotherm to reach equilibrium. The XEMIS is equipped with multiple sensors to accurately 

measure high (up to 200 bar) and low pressures (up to 1 bar).  

 

In addition, the control system provides the interface to Hiden’s HIsorp software which has 

real-time processor functions. Hence, it is possible to observe whether equilibrium has been 

reached and analyze experimental data against time. In a gravimetric system the force acting 

on the sample is measured. Thereafter, the amount adsorbed is determined via a force balance 

wherein the buoyancy forces acting on the microbalance components must be corrected for. 

Table 3.1 shows a summary of the components within the XEMIS microbalance. These 

components are constructed from materials with known densities. 

 

The sample’s buoyancy is governed by Archimedes’ principle, which states that the upward 

buoyant force exerted on the sample immersed in a fluid, is equivalent to the volume of the 

displaced fluid. Archimedes’ principle can be expressed as: 

 

                                 𝐹𝑏 = −𝑉𝑖𝜌𝑔𝑔 = −
𝑚𝑖

𝜌𝑖
𝜌𝑔𝑔(𝑇, 𝑃)                                    (3.3) 

 

where Fb is the buoyant force, Vi the volume of the object, ρg the density of the gas surrounding 

the sample at known temperature and pressure, and g the gravitational acceleration. NIST 

refpropo database was utilized to determine the gas phase density. 

 

The general force balance applied to correct the buoyancy forces acting on each microbalance 

component is expressed as: 

 

balance reading ∗ g= ∑  𝑖 𝑚𝑖 ∗ 𝑔( sample side )  − ∑  𝑗 𝑚𝑗 ∗ 𝑔( counterweight side )         (3.4) 

 

 

balance reading = ∑  𝑖=1 𝑚𝑖 − ∑  𝑗=1 𝑚𝑗 − ∑  𝑖=1
𝑚𝑖

𝜌𝑖
𝜌𝑔(𝑇𝑖, 𝑃) + ∑  𝑗=1

𝑚𝑗

𝜌𝑗
𝜌𝑔(𝑇𝑖, 𝑃)   

        +𝑚𝑠 + 𝑚𝑎 −
𝑚𝑠

𝜌𝑠(𝑇𝑠)
𝜌𝑔(𝑇𝑖, 𝑃) −

𝑚𝑎

𝜌𝑎(𝑇𝑎)
𝜌𝑔(𝑇𝑖, 𝑃) − 𝐶𝑓(𝑇𝑠, 𝑃)           (3.5) 

  
 

where ms is the mass of the sample, ma is the mass of the adsorbed gas and Cf is a balance 

correction factor for nonideal changes.  
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Table 3.1 Xemis microbalance components applied for buoyancy correction 

Subscript Component Material 

s Sample Variable 

a Gas Variable 

i1 Sample container Pyrex 

i1 Lower hangdown wire Tungsten 

i3 Upper hangdown chain 22 Ct. gold 

i4 Sample side balance hook Tungsten 

j1 Counterweight (CW) 316 SS 

j2 CW hook Tungsten 

j3 CW hangdown chain 22 Ct. gold 

j4 CW balance hook Tungsten 

 

 

 

 

 
Figure 3.2 Schematic diagram of the Xemis gravimetric analyser 

 

A typical example of gas uptake data against time in shale sample, obtained via XEMIS 

gravimetric apparatus, is shown in Figure 3.3. It should be noted that the pressure has reached 

equilibrium. Hereafter, the temperature variation which is closely related with the diffusivity 

should be examined. When adsorbate enters the sample container most of the gas is likely to 

be adsorbed.  This means that there will be an exotherm due to the adsorption phenomenon, as 

highlighted in Section 2.3.1 of Chapter 2. In cases where the heat does not escape the sample, 

a steep rise in temperature, and, thus in the diffusivity can be observed. This rise in temperature 
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leads to two different diffusion components in the gas uptake data, a fast uptake followed by a 

slower uptake.   

 

Typically, a variety of equations can fit the gas uptake data. Notably, the Linear Driving Force 

(LDF) model (Do, 1998) is the most widely used model to approximate the solution to the 

diffusion equation. The model can be expressed as: 

 

                                             
𝑀(𝑡)

𝑀(∞)
= 1 − exp (−𝑘𝑡)                                                           (3.6) 

 

where M(t) is the measure of uptake at time t, M(∞) is the amount adsorbed at infinite time, 

and k is the mass transfer coefficient.  

 

Nonetheless, certain samples may experience some sort of patchwise heterogeneity, implying 

two different media for adsorption. For this reason, a composite LDF model may be 

implemented to better fit the gas uptake data: 

 

 

                             
𝑀(𝑡)

𝑀(∞)
= 𝑝(1 − exp (−𝑘1𝑡)) + (1 − 𝑝)(1 − exp (−𝑘2𝑡))                         (3.7) 

 

where p is the fraction of component 1. 

 

In cases where the LDF model cannot fit the uptake data, a more complex analysis is utilized 

(Crank, 1975). In particular, Crank (1975) proposed spherical as well as cylindrical geometry 

solutions to the diffusion equation which give the rate of uptake at time t. The cylindrical 

geometry solution to the diffusion equation is given by: 

   

                                          
𝑀t

𝑀∞
= 1 − ∑  ∞

𝑛=1
4𝛼(1+𝛼)

4+4𝛼+𝑎2𝑞n
2 exp (−𝐷𝑞𝑛

2𝑡/𝑎2)                                 (3.8) 

 

where a is the characteristic diffusion length (radius) of the cylindrical adsorbent, and qn are 

positive non-zero roots of: 

                                                           𝛼𝑞𝑛𝐽𝑜(𝑞𝑛) + 2𝐽1(𝑞𝑛) = 0                                               (3.9) 

  

The spherical geometry solution to the diffusion equation is given by: 

 

                                    
𝑀𝑡

𝑀∞
= 1 − ∑  ∞

𝑛=1
6𝛼(1+𝛼)

9+9𝛼+𝑎2𝑞𝑛
2 exp (−𝐷𝑞𝑛

2𝑡/𝑎2)                                     (3.10) 
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where a is the characteristic diffusion length (radius) of the spherical adsorbent, and qn are 

positive non-zero roots of: 

                                                        tan 𝑞𝑛 =
3𝑞𝑛

3+𝛼𝑞𝑛
2                                                                 (3.11) 

 

It should be noted that the foregoing equations are suitable for homogenous samples. 
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Figure 3.3 Experimentally measured (symbols) uptake curves, and fits to the LDF model (dashed lines) for the 

Marcellus shale 7834-7837 ft 

 
 

3.3 Numerical Modelling 
 

Reservoir simulators are constructed using a set of mathematical equations that govern the flow 

of fluid within porous media. These mathematical equations are in the form of strongly non-

linear partial differential equations (PDEs). In order to establish a correlation between the fluid, 

the porous medium, and the system’s flow conditions, these PDEs are formulated according to 

physical principles (i.e. equation of state, continuity equation etc.). Due to the analytical 

intractability of these equations, they must be solved numerically. This entails discretizing the 

equations in order to find an approximate solution on the finite set of difference points (i.e. 

mesh or grid points). In addition, a system of algebraic equations replaces the PDEs since they 

are more easily solved.  The discretization of any PDE can be achieved via three techniques, 
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namely the Finite Difference or Taylor series method, the Spectral or the Variational method, 

and the Finite Volume or the Integral method (Aziz and Settari, 1979). Of all these methods 

the finite difference method is usually applied in reservoir simulations (Appau et al., 2019). 

 

 

3.3.1 Modeling of Shale Gas Reservoirs 
  

Mass transfer processes within organic-rich shale gas reservoirs (SGRs) are significantly 

different compared to conventional reservoirs, as explained in Section 2.3 of Chapter 2. The 

main reason is that gas in conventional reservoirs migrates into porous and permeable rock 

formations. In particular, conventional gas has migrated from a source rock (unconventional 

reservoir) and is trapped under a seal. By contrast, with unconventional gas, the source rock 

(i.e shale) where gas is trapped, has low porosity and extremely low permeability (Figure 3.4). 

The poor permeability in shale reservoirs implies that gas, either free in natural fractures or 

adsorbed on the surface of shale matrix, is unable to flow through the porous media easily. A 

combination of horizontal drilling and artificial stimulation techniques, such as multi-stage 

hydraulic fracturing, is applied to enhance gas flow by improving reservoir permeability. In 

order to capture all the processes and simulate the fluid flow in fractured reservoirs, 

mathematical formulations were applied.  

 

Figure 3.4 Permeability diagram of conventional and unconventional reservoirs 

 

Numerous studies have been presented (Cipolla et al. 2010; Rubin 2010; Yu et al. 2013; Lee et 

al. 2014; Kim et al. 2014, 2015; Kim and Lee 2015) using a variety of numerical models to 

simulate fluid flow in SGRs. These numerical models often include the equivalent continuum 

(single porosity), dual porosity, dual permeability, and multiple interaction continua (MINC) 

models (Figure 3.5). 
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(a)                                                                      (b) 

                                                                              

       

                            (c)                                                                          (d)                                                                              

Figure 3.5 Schematic conceptualizations for handling matrix-fracture interactions a) single porosity model, b) 

dual porosity model, c) dual permeability model, d) multiple interaction continua model 

                      

The single porosity model is where the properties of the fracture arrays (i.e. porosity, 

permeability etc.) are averaged over the entire porous medium. Consequently, the fractured 

porous media is considered as a continuum media and the fluid behavior is predicted via a 

single block in naturally fractured shale reservoirs. Hence, this model is not suitable to describe 

the mass transport in fractured SGRs since it is extremely challenging to obtain an averaged 

value for the reservoir permeability and porosity. 

 

Warren and Root (1963) presented the dual porosity model (Figure 3.6) where the flow of fluids 

is assumed to occur between matrix blocks and fractures (Figure 3.7). In addition, the fracture 

system in SGRs is the only pathway connected to the wellbore. In contrast to the single porosity 

model, two sets of reservoir properties (porosity and permeability) per grid block are defined. 

This entails that each simulator block has two interacting media (i.e. matrix blocks, fracture 

network) with one set of reservoir properties in the matrix and one in the fractures. It should 

be noted that the matrix blocks with high porosity have either low or high permeability, 

whereas the natural fractures have low porosity and high conductivity.  
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Figure 3.6 Idealization of a fractured system (Warren and Root, 1963) 

 

 

 

Figure 3.7 The schematic concept of dual porosity model (Warren and Root, 1963) 

 

The dual porosity model was enhanced by the dual permeability model (Kazemi et al., 1978). 

Similar to dual porosity model, each simulation grid block has two distinct sets of reservoir 

properties in the matrix and fracture. However, in the dual permeability model, fluid can flow 

via the matrix and fracture system to the wellbore since both matrix and fractures are connected 

to the wellbore. In addition, the dual permeability model allows both matrix-to-matrix and 

fracture-to-fracture flow between gridblocks (Figure 3.8).   
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Figure 3.8 The schematic concept of dual permeability model (Kazemi et al., 1978) 

 

Pruess and Narasimhan (1985) proposed the Multiple Interaction Continua method as an 

extension of the dual porosity model. In general, the MINC method yields better numerical 

approximations for the fracture-matrix interaction when compared to the dual porosity model. 

Despite the fact that MINC approach is more suitable for handling SGRs, it is more 

computationally intensive since the method subdivides the matrix system into a sequence of 

nested rings (Figure 3.9). Previous studies (Moridis et al., 2010) have also shown that the 

MINC approach is not suitable to reservoirs where the fracture system is sparse and cannot be 

approximated as a continuum.  

 

 

 

Figure 3.9 The schematic concept of multiple interaction continua model (Pruess and Narasimhan, 1985) 

 

Over the last few years, researchers have developed the Discrete fracture modeling (DFM) to 

explicitly simulate the fracture geometries and complexities (Rubin, 2010; Gong et al., 2011; 

Karimi-Fard and Durlofsky, 2016). When applying DFM in SGRs, each fracture is 

characterized as a geometrically well-defined entity (Figure 3.10). Despite the fact that these 

models are able to capture detailed geometry of each fracture, DFM is considered as the most 

rigorous method due to its computational intensity. In addition, DFM is limited due to the 
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incompatibility with existing reservoir simulators and lack of detailed knowledge of fracture-

matrix properties and spatial distribution in reservoirs (Civan et al., 2011; Fumagalli et al., 

2017). 

 
(a)                                                                            (b) 

Figure 3.10 The schematic concept of unstructured discrete fracture model that corresponds to a) natural and 

b) hydraulic fractures (Civan et al., 2011) 

 

Amongst the foregoing models, studies (Ho, 2000; Moridis et al., 2010; Guo et al., 2018) have 

shown that the dual permeability model is the main approach for modelling fluid flow in 

fractured SGRs. Despite the fact that it is less computationally demanding compared to MINC 

and DFM, it accurately characterizes the interacting media (i.e. matrix blocks, fracture 

network), which results in more reliable outcomes for shale reservoir analysis.   

 

 

3.3.1.1 Dual-Permeability Formulation 
 

The governing equations of the dual permeability model are similar to those of the dual porosity 

model. However, additional channels for fluid flow exist due to communication between matrix 

gridblocks, as explained in Section 3.3.1. It should be noted that the governing equations of 

dual-permeability and dual-porosity models are an extension of the equations for single 

porosity systems. According to Kazemi et al. (1978), the representation of the matrix acts as 

boundaries to matrix elements, whereas the fractures are assumed orthogonal in the three co-

ordinate directions. Dual permeability formulations in the matrix (Eqs. (3.12) and (3.13)) and 

fracture (Eqs. (3.14) and (3.15)) can be given by the expressions: 

 

 

 

𝜓𝑖𝑚 = Δ𝑇𝑜𝑚
𝑠 𝑦𝑖𝑜𝑚

𝑠 (Δ𝑝𝑛+1 − 𝛾𝑜
𝑠Δ𝐷)𝑚 + Δ𝑇𝑔𝑚

𝑠 𝑦𝑖𝑔𝑚
𝑠 (Δ𝑝𝑛+1 + Δ𝑝𝑐𝑜𝑔

𝑠 − 𝛾𝑔
𝑠Δ𝐷)

𝑚
                                                          

              − 𝜏𝑖𝑜𝑚𝑓 −    𝜏𝑖𝑔𝑚𝑓 −
𝑉

Δ𝑡
(𝑁𝑖

𝑛+1 − 𝑁𝑖
𝑛)

𝑚
= 0         𝑖 = 1, … , 𝑛𝑐                                      (3.12) 

 



 

 

55 

 

𝜓𝑛𝑐+1,𝑚 = Δ𝑇𝑤𝑚
𝑠 (Δ𝑝𝑛+1 − Δ𝑝𝑐𝑤𝑜

𝑠 − 𝛾𝑤
𝑠 Δ𝐷)𝑚 − 𝜏𝑤𝑚𝑓 −

𝑉

Δ𝑡
(𝑁𝑛𝑐+1

𝑛+1 − 𝑁𝑛𝑐+1
𝑛 )

𝑚
= 0                (3.13) 

 

 
  

𝜓𝑖𝑓 = Δ𝑇𝑜𝑓
𝑠 𝑦𝑖𝑜𝑓

𝑠 (Δ𝑝𝑛+1 − 𝛾𝑜
𝑠Δ𝐷)𝑓 + Δ𝑇𝑔𝑓

𝑠 𝑦𝑖𝑔𝑓
𝑠 (Δ𝑝𝑛+1 + Δ𝑝𝑐𝑜𝑔

𝑠 − 𝛾𝑔
𝑠Δ𝐷)

𝑓
 

            +𝑞𝑖
𝑛+1 + 𝜏𝑖𝑜𝑚𝑓 + 𝜏𝑖𝑔𝑚𝑓 −

𝑉

Δ𝑡
(𝑁𝑖

𝑛+1 − 𝑁𝑖
𝑛) = 0,                          𝑖 = 1, … , 𝑛𝑐                      (3.14) 

 

 

𝜓𝑛𝑐+1,𝑓 = Δ𝑇𝑤𝑓
𝑠 (Δ𝑝𝑛+1 − Δ𝑝𝑐𝑤𝑜

𝑠 − 𝛾𝑤
𝑠 Δ𝐷)𝑓 + 𝑞𝑤

𝑛+1 + 𝜏𝑤𝑚𝑓 −
𝑉

Δ𝑡
(𝑁𝑛𝑐+1

𝑛+1 − 𝑁𝑛𝑐+1
𝑛 )

𝑓
= 0         (3.15)                          

       
 

where ψ is the material balance equation, Δt is the time step, yi is the mole fraction of 

component i,  τiomf is the matrix-fracture transfer in the oil phases for component i, τigmf is the 

matrix-fracture transfer in the gas phases for component i, τwmf is the matrix-fracture transfer 

for water, V is the grid block volume,  Ni are the moles of component i per unit of grid block 

volume, Nnc+1 are the moles of water per unit of grid block volume, T is the transmissibility, 

yio is the mole fraction of component i in the oil phase, γ is the gradient, D is the depth, pcog is 

the oil-gas capillary pressure, and pcwo is the water-oil capillary pressure. The subscripts f and 

m correspond to the fracture and matrix respectively. The subscript nc+1 is the water 

component and the subscript i with i = 1, ..., nc is the hydrocarbon component. Subscripts o, 

g, and w refer to oil, gas, and water, respectively. 

 

The superscripts n and n+1 correspond to the old- and new-time step, respectively. The 

superscript s corresponds to n for explicit blocks and to n+1 for implicit blocks.  

Eqs. (3.12) and (3.13) are the same as those in dual porosity formulation. 

 

Assuming that the matrix and fracture blocks are at the same depth, the matrix-fracture transfer 

is given by the expressions: 

 

 

𝜏𝑜𝑚𝑓 = 𝜎𝑉
𝑘𝑟𝑜𝜌𝑜

𝜇𝑜
(𝑝𝑜𝑚 − 𝑝𝑜𝑓)                                                                                         (3.16) 

 

𝜏𝑔𝑚𝑓 = 𝜎𝑉
𝑘𝑟𝑔𝜌𝑔

𝜇𝑔
{(𝑝𝑜𝑚 − 𝑝𝑜𝑓) + [𝑆𝑔𝑚 +

𝜎𝑧

𝜎
(

1

2
− 𝑆𝑔𝑚)] (𝑝𝑐𝑜𝑔,𝑚 − 𝑝𝑐𝑜𝑔,𝑓)}                  (3.17) 

 

 

𝜏𝑤𝑚𝑓 = 𝜎𝑉
𝑘𝑟𝑤𝜌𝑤

𝜇𝑤
{
(𝑝𝑜𝑚 − 𝑝𝑜𝑓) − (𝑝𝑐𝑤𝑜,𝑚 − 𝑝𝑐𝑤𝑜𝑓)

− (
1

2

𝜎𝑧

𝜎
) [(�̃�𝑐𝑤𝑜,𝑚 − 𝑝𝑐𝑤𝑜,𝑓) − (𝑝𝑐𝑤𝑜,𝑚 − 𝑝𝑐𝑤𝑜𝑓)]

}                          (3.18) 
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where σ is the transfer coefficient (shape factor) and is given by: 

 

                                                  𝜎 = 4 (
1

𝑙𝑥
2 +

1

𝑙𝑦
2 +

1

𝑙𝑧
2)            (3.19) 

 

 

Eqs. (3.16), (3.17), and (3.18) account for the pseudo capillary pressure and partially 

immersed matrix element in either gas or water. 
 

 

  

3.3.2 Non-Darcy Flow 
 

One of the most fundamental equations in the oil and gas industry was developed by Henry 

Darcy in 1856. Darcy conducted experiments to examine the flow of water through sand pack 

configurations by varying the inlet and outlet pressures. After multiple experiments for a 

variety of test cases, a single expression correlating ground water flow and pressure loss was 

generated. Darcy’s law is given by the expression: 

                                                        
𝑞

𝐴𝑐
= −

𝑘

𝜇

𝑑𝑝

𝑑𝑥
                                                         (3.20)                      

where q is the flow rate, k is the permeability, Ac is the cross-sectional area of the rock, μ is the 

viscosity, and dp/dx is the pressure gradient in the direction of flow. Eq. (3.20) has been utilized 

to linearly relate pressure gradient and fluid-flow rate across the porous media. This linear 

proportionality simplifies its implementation in the numerical reservoir simulations and 

reservoir engineering analysis.  

Nonetheless, Forchheimer (1901) observed deviation from the linearity of Eq. (3.20)  in 

hydraulic fractures making Darcy’s law not applicable. The reason for this deviation, is the 

increased turbulent flow, which leads to an additional pressure drop inside the hydraulic 

fractures so that production rate is maintained. Hence, an additional proportionality constant 

was induced. Forchheimer equation is given by: 

                                                     −
𝑑𝑝

𝑑𝑥
=

𝜇𝑣

𝑘
+ 𝛽𝜌𝑣2                                                 (3.21)  
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where β is the non-Darcy flow coefficient. Various researchers addressed different correlations 

for the non-Darcy flow coefficient (Cooke, 1973; Geertsma, 1974). However, the most widely 

used correlation was developed by Evans and Civan (1994) and can be expressed as: 

                                                                          𝛽 =
1.485×109

𝜙𝑘1.021                                  (3.22) 

It should be noted that, this correlation is determined from a large variety of porous media 

(consolidated and unconsolidated) under different conditions where the quality of fit is high 

(R=0.974). Hence, this correlation of the non-Darcy coefficient is expected to yield reasonable 

estimations and is implemented in numerical reservoir simulations. 

 

 

 

3.3.3 Reservoir Modelling with Hydraulic Fractures 
 

The local grid refinement (LGR) technique was implemented to accurately model flow within 

the hydraulic fractures, within shale, and from shale to hydraulic fractures (Figure 3.11). Local 

grid refinements, which are either cartesian or cylindrical, aim to provide improved accuracy 

of the transient effects (i.e. rapid pressure drops, condensate dropout, undulating horizontal 

wells etc.), especially in the region around the hydraulic fracture. In general, cells increase in 

size logarithmically away from the hydraulic fracture.  This means that, the region around the 

hydraulic fracture is discretized to a much finer degree compared to the region further away 

from the hydraulic fractures, which is more coarsely gridded. In particular, this approach has 

been extensively used by previous researchers (Cipolla et al., 2010; Yu et al., 2016; Kim et al., 

2017) to simulate transient fluid flow in hydraulically fractured shale gas reservoirs. In these 

studies, the fracture width was set to a small value (0.01ft) with a large permeability. An LGR-

based, logarithmically spaced, dual-permeability grid approach accurately models shale-gas 

reservoirs using orders of magnitude less CPU time than finely gridded equivalent models, as 

has been suggested (Rubin, 2010; Cipolla et al., 2010). 
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Figure 3.11 Local grid refinement for one fracture network. The scale bar is the pressure (psi) 

 

 

3.3.4 Multicomponent Adsorption 
 

According to previous studies, adsorbed methane could be responsible for 5–30% of the entire 

gas production in shale gas reservoirs (Cipolla et al., 2010; Mengal and Wattenbarger, 2011; 

Thompson et al., 2011). Adsorption trapping is also a dominant means for storing CO2, because 

the adsorption interaction of CO2 with a highly organic shale is five times stronger than that of 

CH4 (Nuttal et al., 2005). To formulate a model that includes competitive multi-component 

adsorption/desorption, the extended Langmuir isotherm has been identified as providing a good 

description of the binary gas sorption of CO2 and CH4, and, thus is applied in the current 

dissertation. The generalised multi-component Langmuir isotherm is given as (Arri et al., 1992; 

Hall et al., 1994): 

 

                                                                      𝛼𝜁 =
𝛼𝜁𝑚𝑎𝑥𝑏𝑖𝛾𝜁𝑔𝑃

1+𝑃 ∑ 𝑏𝑗𝑌𝜉𝑔𝜉
                                               (3.23) 

 

where αζ represents the quantity of adsorbed component ζ in moles per unit rock mass, αζ𝑚𝑎𝑥 

[gmole/lb] represents the highest quantity of adsorbed component ζ in moles for each unit mass 

of rock, bi represents the energy of interaction parameter for the Langmuir isotherm relation, 

γζ𝑔 represents the molar fraction of adsorbed component i in the gas phase, and P represents 

the pressure. αζ𝑚𝑎𝑥 and bi depend upon the total organic content (TOC) of the shale and must 

be measured experimentally for core samples.  
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3.3.5 Thermodynamic Equilibrium 
 

When designing CO2 injection in field applications, it is required to describe the phase behavior 

of reservoir fluids under reservoir conditions as CO2 is injected.  It is assumed that the gas 

phase and the aqueous phase are in thermodynamic equilibrium: 

 

                                        𝑔𝑖 = 𝑓𝑖𝑔 − 𝑓𝑖𝑤 = 0, 𝑖 = 1, … , 𝑛𝑐                                              (3.24) 

 

where fig is the fugacity of component i in the gas phase, fiw is the fugacity of component i in 

the aqueous phase and nc is the number of gaseous components. The Peng-Robinson (1976) 

equation of state (PR-EOS), used throughout this thesis, is the principle method used to 

determine the fugacity fig. Previous work (Yu et al., 2015; Yu et al., 2016; Kim et al., 2017) 

has shown that the PR-EOS accurately describes the volumetric and phase behavior of both 

pure components and their mixtures, while only the critical properties and the acentric factor 

of each component are required. The PR-EOS model can be expressed as: 

 

             ln
𝑓𝑖𝑔

𝑦𝑖𝑝
= ln 𝜙𝑖𝑔 =

𝐵𝑖

𝐵
(𝑧 − 1) − ln(𝑧 − 𝐵) +

𝐴

2√2𝐵
ln (

𝐵𝑖

𝐵
−

2

𝐴
∑  𝑁

𝑗=1 𝑦𝑗𝐴𝑖𝑗) 𝑙𝑛 (
𝑧+(1+√2)𝐵

𝑧−(1−√2)𝐵
)                   (3.25) 

 

where A is the attraction parameter between molecules and B is the repulsion parameter 

between molecules. The complete procedure for the determination of the fugacity and 

explanation of the corresponding parameters in the PR-EOS, can be found in Appendix A.  

 

Furthermore, Henry’s law is utilized to calculate the fugacity fiw of gaseous components soluble 

in the reservoir fluid (Li and Nghiem, 1986): 

 

                                                             𝑓𝑖𝑤 = 𝑦𝑖𝑤𝐻𝑖                                         (3.26) 

 

 

where yiw is the mole fraction of component i in the aqueous phase and Hi the Henry’s constant 

of component i. The Henry’s constants Hi can be expressed as (Stumm and Morgan, 1996): 

 

 

                                           ln𝐻𝑖 = ln𝐻𝑖𝑟 +
�̅�𝑖(𝑝−𝑝𝑟)

𝑅𝑇
                          (3.27) 

where Hir is the Henry’s constant for component i at pressure pr, 𝑉i is the partial molar 

volume of component i and pr is the reference pressure. 
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3.3.6 Solution Technique 
 

Fluid flow in an underground porous medium where oil or gas are trapped stratigraphically 

and/or structurally, is a complex phenomenon. Reservoir simulation is often the only tool to 

obtain reliable solutions for many complex fluid problems.  In general, reservoir simulators are 

described by a set of mathematical equations that govern the flow of fluid in porous media. 

These mathematical equations are in the form of strongly non-linear partial differential 

equations (PDEs). In order to establish a correlation between the fluid, the porous medium and 

the system’s flow conditions, these PDEs are formulated by obeying to physical principles (i.e. 

equation of state, continuity equation, Darcy’s law etc.). Due to the complexity of these 

equations, they must be solved numerically. This entails discretizing the equations in order to 

find an approximate solution on the finite set of different points (i.e. mesh or grid points). 

 

As outlined in the equations above (Section 3.3.1.1), a system of algebraic equations has 

replaced the PDEs since they were easier to be solved.  The discretization of any PDE can be 

achieved via three techniques, namely the Finite Difference or Taylor series method, the 

Spectral or the Variational method, and the Finite Volume or the Integral method (Aziz and 

Settari, 1979). Of all these methods, the finite difference approach is the most widely used 

numerical method in reservoir simulations to discretize the reservoir (Appau et al., 2019). In 

general, the nonlinear PDEs are, usually, discretized using central finite difference method with 

the time discretized using backward finite difference method. Thereafter, a fully implicit 

discretized equation is obtained which is solved via Newton-Raphson’s method. Figure 3.12 

depicts the development of a reservoir simulator, where the finite difference equations of a 

mathematical model to describe the fluid flow are initially established. Afterwards, numerical 

modelling and computer programming is applied, and, finally, reservoir simulation software is 

generated.  

 

The discretization of the nonlinear equations using the finite difference approach is not 

discussed here as these are not the subject of this thesis. The mathematical  derivations and 

solutions in discretizing the nonlinear PDEs are given elsewhere (Thomas, 1977; Peaceman, 

1978; Aziz and Settari, 1979; CMG-GEM, 2019). This is justified given that the reservoir 

simulator, GEM (CMG-GEM, 2019), implemented and utilised throughout this thesis, solves 

the above equations.  It should be mentioned that GEM, which is a compositional reservoir 

simulator, is suggested for unconventional reservoirs and gas flooding techniques (i.e. CO2 
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injection) since it provides more accurate results compared to thermal and black oil simulators. 

The reason for this accuracy, is that GEM solves both the fluid flow equations and the equation 

of state, whereas the black-oil and thermal simulators solve only the fluid flow equations.   

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

3.4 Summary 
 

Textural parameters of shales, namely the pore size distribution, and the surface area can be 

experimentally measured via the volumetric method. A gravimetric analyser (Hiden XEMIS) 

is used to obtain CO2 uptake kinetics in shale matrix prior to numerically simulating the CO2 

injection process. The dual permeability model is suggested to accurately simulate the naturally 

fractured shale reservoirs, while the logarithmic refinement is required to capture the transient 

effects around the hydraulic fractures. The Peng-Robinson equation of state is applied to 

accurately model the phase behavior of reservoir fluids as CO2 is injected in reservoirs. In shale 

reservoirs, the extended Langmuir isotherm is utilized to describe the binary gas sorption of 

CO2 and CH4. 
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Figure 3.12 Reservoir simulation process 
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4. Chapter Four: Predicting Surface Diffusivities of Gas Molecules in 

Shale 
 

4.1 Introduction 
 
Gas shales are an increasingly exploited resource across the world due to the depletion of 

conventional reservoirs and their potential to supply the world with an immense amount of 

energy. Gas reserves in unconventional shale are estimated at nearly 719 trillion cubic metres 

(Liu et al., 2019). Gas recovery from shales can be enhanced greatly by injection of carbon 

dioxide (Kim et al., 2017;Godec et al., 2013;Yu et al., 2015). CO2 injection to recover methane 

also has the advantage of simultaneously sequestering carbon, thereby concurrently addressing 

the issue of increased greenhouse gas emissions from the use of fossil fuels. The displacement 

efficiency of the CH4 and the carbon sequestration potential is much enhanced by greater 

mobility of the CO2. Previous work (Wu et al., 2016) has shown that the mass transport flux in 

shales is dominated by the surface diffusion mechanism because of the large internal surface 

area-to-volume ratio of shale rocks. Hence, a better understanding of the structure-transport 

relationship for surface diffusion in shale rocks will greatly improve the assessment of the 

production and storage potential of shale gas reservoirs. 

 

Surface diffusion probably plays the major role to gas transfer mechanisms due to the greater 

amount of adsorbed gas, particularly within the abundant nanopores within the organic matter 

of shale gas reservoirs. Surface diffusion is a complex physical phenomenon, which is 

characterized by an activated process (Riekert, 1971; Yeh and Yang, 1989). It is a physical 

process that entails random hopping, as the adsorbed particles move between adsorption sites, 

that requires a minimum activation energy and experiences an activated transition state. During 

transport, the adsorbed gas is characterised by a large concentration gradient, and the 

occupation of a large specific surface area gives rise to a large flux (Yi et al., 2009; Clarkson 

et al., 2013). In the presence of surface diffusion, the apparent permeability can be ten times 

higher than when compared to without (Darabi et al., 2012).The high magnitude of the surface 

diffusion contribution to overall mass transport, leads to challenges in the prediction of long-

term production for shale gas reservoirs since the structure transport relationship for surface 

diffusion in shales is not well understood (Majumder et al., 2005; Holt, 2006). Some 

experimental investigations have also indicated that, in comparison to the bulk gas transport, 

surface diffusion, is more significant in particular circumstances (Do and Wang, 1998), as in 
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the case where the pore network is not yet well-developed within shale gas reservoirs (Akkutlu 

and Fathi, 2012). Hence, it is reasonable to say that surface diffusion is considered as an 

essential mechanism for transport in shale gas resources.  

 

Surface diffusivity depends upon the concentration of the adsorbate on the porous solid and the 

non-linearity of the isotherm. The particular value of surface diffusivity derived from 

experimental measurements depends upon how the surface flux is defined, and this is usually 

achieved by subtraction, whereby the pore diffusion rate is isolated from the overall rate 

observed. One procedure, for isolating the pore diffusion contribution, is usually conducted by 

increasing the temperature until it reaches a point whereby the effects of surface diffusion are 

greatly reduced. Surface diffusion is rendered negligible at high temperatures because the 

surface diffusion flux is a product of the surface diffusivity and the surface loading. An increase 

in temperature results in an increase in surface diffusivity but this is, relatively, much less than 

the decrease of the surface loading; hence, overall, the surface flux decreases (Schneider and 

Smith, 1968; Mayfield and Do, 1991). However, this particular technique, has several 

disadvantages. Firstly, it may not be practical to attain the temperature at which surface 

diffusion is no longer of any matter since this value may be very high. Secondly, when the pore 

diffusion rate is compared with the surface diffusion rate, it is usually found that the latter only 

becomes negligible as the temperature is increased if the adsorption isotherm is linear. This 

problematic high-temperature method can be avoided by using the half-time method that allows 

for the extraction of surface diffusivity through a simple physical analysis without the need to 

resort to the use of the mass balance equation, which is always complicated and 

computationally intensive (Do, 1990; Do and Rice, 1991). The half-time is the period that it 

takes for the quantity of adsorbate on the porous solid to attain half of the equilibrium amount. 

 

A simple diagram of the inverse of half time of adsorption against concentration factor can be 

plotted (Do and Rice, 1991). The pore diffusivity can be obtained from the intercept of the 

anticipated linear plot, while the surface diffusivity can be calculated from the slope. The 

application of this particular technique to the mass transport of butane within Ajax carbon has 

been demonstrated. This study utilized the theory proposed by Do for the derivation of surface 

and pore diffusivities, to obtain these parameters for highly heterogeneous adsorbents, namely 

shales. It will be seen that this technique reveals that surface diffusion is the predominant mass 

transport mechanism for CO2 in a series of Marcellus shales. 
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The relationship between surface mass transport and the nature of a surface is poorly 

understood. Further, the surface of shale rocks is particularly complex, possessing both 

chemical and geometric heterogeneities, given they are composed of a variety of mineral types, 

including clays, quartz and carbonaceous materials. The use of fractal models to describe the 

structural heterogeneity in shales has become increasingly common (Zgrablich, 1997; Fan et 

al., 2018), since fractals enable the discernment of hidden patterns in the face of seemingly 

intractable disorder. Indeed, it has been found that fractals can provide good structural models 

for a number of different types of shales (Daigle et al., 2015; Ojha et al., 2017; Wang et al., 

2019). However, the implications for mass transport have been much less studied (Ojha et al., 

2017), and for surface diffusion not at all. In the past, a fractal theory for surface diffusion, 

applicable to a variety of molecular species, has been found to be successful for predicting 

surface diffusivity on relatively homogeneous materials like activated carbons, precipitated 

silica and porous glasses (Rigby, 2005). It was found that both of the Arrhenius parameters, 

characterising the variation of the diffusivity on these surfaces with temperature, were directly 

related to the surface fractal dimension and some other structural parameters of the pore 

network of the material. The fractal theory was also found to directly predict the compensation 

effect observed experimentally for surface diffusivity (Rigby, 2003a; Rigby, 2005). It is the 

purpose of this work to determine whether this fractal theory for surface diffusion can be 

applied successfully to more heterogeneous materials like shales, and, thereby, offer a way to 

predict the variation in surface diffusion flux found in a series of different shales. 

 

In this study, low-pressure gas adsorption isotherms and helium pycnometer experiments will 

be primarily conducted to investigate pore size distribution and estimate porosity for a series 

of Marcellus shales from different depths. However, the low-pressure nitrogen adsorption-

desorption measurements are also analysed to estimate surface fractal dimension, according to 

the Frenkel-Halsey-Hill method. In addition, Rock Eval Analysis and Mineral Liberation 

Analyser experiments are also applied to determine the TOC and mineralogy, respectively. 

Furthermore, gravimetric experiments are performed to effectively measure the half-time, and, 

thereby, pore-surface diffusivities could be derived according to Do’s theory. Subsequently, 

gravimetric gas uptake experiments are reported at three different temperatures, in order to 

estimate the Arrhenius parameters for surface diffusivity on each shale sample. These data will 

be used to test the applicability of the fractal theory to highly structurally and chemically 

heterogeneous natural materials. 
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4.2 Theory 

 

4.2.1 Fractal theory for surface diffusion 
 

In an activated process of surface diffusion, where the rate of diffusion varies with temperature, 

the diffusivity can be represented using the Arrhenius expression: 

                  𝐷 = 𝐷0exp (
−𝐸D

𝑅𝑇
) =

𝑘𝜆0
2

𝜏0
exp [

−(2𝐸𝜆−𝐸𝜏)

𝑅𝑇
]                       (4.1) 

 

where D0 is the pre-exponential factor and ED the activation energy for diffusion, and the 

surface diffusion proceeds by a series of activated jumps of range λ occurring on a characteristic 

timescale of τ, that each have Arrhenius dependence such that τo is the pre-exponential factor 

and Eτ is the activation energy for the correlation time and, similarly, λo is the pre-exponential 

factor and Eλ is the activation energy for jump length. 

 

The pre-exponential factor in the Arrhenius expression is the entropic term related to the 

difference in entropy between the initial and final states of a diffusional hop. This entropy 

change relates to the number of possible configurations of the migrating molecule in the initial 

and final states. Past studies (Alexander and Gladden, 1997; Cheah et al., 1997) have 

determined that the pre-exponential factor of the correlation time has an inverse relationship 

with the number of available sites to which a molecule can hop, where this space was estimated 

to be within a jump range of R. For a fractally rough surface, the quantity of accessible 

destinations to which it is feasible for a molecule of linear extent r to hop to is equivalent to 

the quantity of molecular sized boxes, N, expected to fill the surface within the characteristic 

upper length scale R: 

                                                                        𝑁(𝑅, 𝑟) ∝ (
𝑅

𝑟
)

𝑑

r2                                                  (4.2) 

 

where d is the scaling law exponent referred to as the fractal dimension of the surface (Avnir 

et al., 1984). Therefore, (R/r)d is the number of boxes of size r2 needed to cover an area A within 

an upper length scale R.  

 

By using Eq. (4.2), to adapt an expression previously (Alexander and Gladden, 1997) obtained 

for zeolites to fractal surfaces, Rigby (1999) showed that the pre-exponential factor for the 

correlation time for the motion of a molecule on a surface characterised by a fractal dimension 

d is given by the expression: 
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 𝜏0 = 𝜏0𝑟 (
𝑅∞

𝑟
)

(𝑑𝑟−𝑑)

                                                 (4.3) 

 

where r is the cross-sectional area of the molecule, R  is the apparent limiting upper length 

scale cut-off for the area as the temperature tends to infinity (related to the upper limit of the 

jump length), and dr and τor  are the fractal dimension and pre-exponential factor, respectively, 

for a reference material. The correlation times in Eq. (4.3) are predicted correctly for the surface 

diffusion of benzene adsorbed on a variety of silica surfaces (Rigby, 1999). Combining Eqs. 

(4.1) and (4. 3) means that: 

 

                                           
ln 𝐷0 = [ln 𝐷0𝑟 − 𝑑𝑟ln (

𝑅∞

𝑟
)] + 𝑑ln (

𝑅∞

𝑟
)
                                 (4.4) 

Thus, a linear relationship exists between the natural logarithm of pre-exponential factor for 

the surface diffusivity and the fractal dimension. In deriving Eq. (4.4) it is assumed that the 

Arrhenius parameters for the jump length are independent of the surface fractal dimension 

(Rigby, 2003a). 

For a fractal dimension to be valid it must hold over a wide range of length-scales. In this 

surface diffusion model the fractal dimension referred to above, which holds at the jump range 

of the molecule, must also be the same fractal dimension that holds for shorter length-scales, 

just above that of the single molecule, occupied by its nearest neighbours. Hence, the condition 

for a valid fractal dimension is also essential to this theory of surface diffusion. The theory 

behind the derivations below will be given briefly, since it is described in more detail in a 

previous paper (Rigby, 2005). The activation energy is the enthalpy term and can also be 

directly related to surface fractal dimension.  In prior studies, it was proposed that the total 

interaction energy, comprising such as the activation energy for the correlation time or the heat 

of adsorption, originates from the individual contributions from each of the adjacent adsorption 

sites and from directly beneath the adsorbed molecule. The convolutions of rougher surfaces 

mean that they have a higher connectivity, which results in more contributions from the nearby 

sites. On a fractal surface, the particular number of nearby sites is a function of the surface 

fractal dimension.  

In past work (Rigby, 1999; 2003a; 2003b), it was accepted that just closest neighbor 

interactions were significant. Hence, it has been shown that the surface fractal dimension is 

related to total interaction energy Ei by the expression: 
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                                                               𝐸𝑖 = (𝐸S𝑖 − 𝜀𝑖) + 𝜋𝜀𝑖 (
𝑅𝑛

𝑟
)

𝑑
                                                (4.5) 

 

where the subscript i denotes the particular surface of interest, and ESi the contribution from 

the surface site directly below the adsorbed molecule, εi the contribution from a single 

neighbouring site, and Rn a characteristic length-scale. In cases where only the interactions 

from the closest neighbors are deemed significant, then the distance from the middle of a 

molecule to the furthest edge of an immediately adjacent site can be denoted by Rn. In this 

particular case, Rn/r then equals 1.5. From Eq. (4.5), it can be observed that a linear relationship 

exists between Ei and (Rn/r)d. Eqs. (4.2) and (4.5) can be combined to give: 

 

                                                                         𝐸D = 𝑤 + 𝑥(
𝑅𝑛

𝑟
)

𝑑
                                                      (4.6) 

where 𝑤(= 2𝐸𝜆 − 𝐸Sr
+ 𝜀r) and 𝑥(= −𝜋𝜀𝜏) are terms composed only of constants. Eq. (4.6) 

demonstrates that the activation energy for the surface diffusivity is a linear function of the 

group (Rn/r)d. Rigby (2002) showed that a compensation effect results when both the natural 

logarithm of the pre-exponential factor and the activation energy depend on surface fractal 

dimension as described above, such that: 

 

                                                                                ln 𝐷0 = 𝑚𝐸D + ℎ                                                (4. 7) 

 

where m and h are constants.  

 

As outlined in Section 2.3.3.3, the Frenkel–Halsey–Hill (FHH) model has been used 

extensively by researchers to quantitively characterize pore structure of shales based on N2 

adsorption isotherms (Yang et al., 2014; Sakhaee-Pour and Li, 2016; Li et al., 2019). Hence, 

the surface fractal dimension factor in Eqs. (4.4) and (4.6) can be measured independently 

using Eqs. (2.13) and (2.15) from Chapter 2, for the analysis of gas adsorption data (Pfeifer 

and Liu, 1997). 

 

It is noted that the heat of adsorption and the surface fractal dimension are independent 

parameters since they are obtained from different parts of the isotherm data. The adsorption 

heat is derived from the sub-monolayer region, while the surface fractal dimension is 

determined from the multilayer region. 
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4.2.2 Theory for obtaining surface diffusivity 
 

As mentioned above, Do proposed a theory whereby surface diffusivity may be obtained from 

gas uptake measurements (Do and Rice, 1991). The diffusion fluxes of the free (J) and adsorbed 

(Js) species are expressed as (Barrer, 1987):   

 

                                                               𝐽 = −ε𝑀𝐷𝑝
∂𝐶

∂𝑟
                                                             (4.8) 

 

                                                                  𝐽𝑠 = −(1 − ε𝑀)𝐷𝑠 [
∂𝐶μ

∂𝑟
]                                                 (4.9) 

 

where εΜ is the voidage of the particle (cc void volume/cc of total particle envelope volume), 

Cμ is the concentration in the adsorbed phase (mole/cc), C is the bulk fluid concentration 

(mole/cc), Ds is the surface diffusivity, and Dp is the pore diffusivity. It is noted that the Do 

and Rice (1991) analysis uses equations for standard Fickian diffusion, rather than those of 

anomalous diffusion associated with pore fractals (Havlin and Ben-Avraham, 1987). The use 

of the standard Fickian equations for data analysis here is justified as follows. The theory 

presented in Section 4.2.1 is for the rate-controlling step in surface diffusion, namely the rate 

of individual molecular jumps, and thus is sensitive to the characteristic length-scales of this 

process (ie of the order of the molecular jump length). In contrast, the CO2 uptake experiments, 

by which the surface diffusivity will be measured, have characteristic timescales and length-

scales (i.e. diffusion path length is ~size of shale particles) that are much bigger than the 

correlation time of individual molecular jumps and the size of pores in shale (<100 nm), 

respectively. The shale is not a pore fractal over these length-scales (i.e. >100 nm to 100s 

microns) so diffusion is not anomalous in uptake experiments. For example, mercury intrusion 

porosimetry data exhibits no macroporosity. Hence, the random walk of the surface diffusing 

molecules is not anomalous over long times, and normal diffusion equations are applicable. 

 

The fluxes are determined from the overall surface area of the cross-section, while their units 

are based on the number of moles transported across a unit section within a unit time. The 

material balance equations can then be written as follows: 

 

            𝜀𝑀
𝜕𝐶

𝜕𝑡
+ (1 − 𝜀𝑀)

𝜕𝐶𝜇

𝜕𝑡
= (𝜀𝑀𝐷𝑃)

1

𝑟𝑠

𝜕

𝜕𝑟
(𝑟𝑠 𝜕𝐶

𝜕𝑟
) + (1 − 𝜀𝑀)𝐷𝑠

1

𝑟𝑠

𝜕

𝜕𝑟
(𝑟2 𝜕𝐶𝜇

𝜕𝑟
)               (4.10) 
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The symmetry condition always applies at the centre of the particle, while continuity of flux at 

the exterior boundary of the pellet is maintained, such that: 

 

                                                    𝑟 = 0;  
𝜕𝐶

𝜕𝑟
=

𝜕𝐶𝜇

𝜕𝑟
= 0                                                       (4.11) 

 

                                       𝑟 = 𝑅𝑑;  (𝜀𝑀𝐷𝑝)
𝜕𝐶

𝜕𝑟
+ (1 − 𝜀𝑀)𝐷𝑠

𝜕𝐶𝜇

𝜕𝑟
= 𝑘𝑚(𝐶𝑏 − 𝐶)                          (4.12) 

 

If the pore diffusion is the only diffusion mechanism and the adsorption isotherm is linear, 

then the half time of adsorption is given by (Crank, 1975): 

 

                                                                 
𝜀𝑀𝐷𝑝𝑡0.5

𝑅𝑑
2[𝜀𝑀+(1−𝜀𝑀)𝐾]

= 0.03055                                               (4.13) 

 

By carrying out numerical simulation of intermediate cases for a Langmuir isotherm (Eq. 

(4.13)), Do (1990) derived the following expression for the half time for the pore diffusion 

model with local adsorption equilibrium:  

 

                                   
𝜀𝑀𝐷𝑝𝑡0.5

𝑅𝑑
2[𝜀𝑀+(1−𝜀𝑀)(𝐶𝜇0/𝐶0)]

= 0.03055 [1 −
0.3𝛿

1+3𝛿/4
]                                    (4.14) 

 

where Cμo (mole/volume of solid),  is the adsorbed amount in equilibrium with the bulk 

concentration Co (mole/volume of fluid). The overall adsorption rate is considered to happen 

faster than pore and surface diffusion. Local adsorption equilibrium is thus attained within a 

short time. Therefore, the equilibrium data can be described using the local Langmuir isotherm.  

 

                                                              C𝜇0 = C𝜇s
bC0

1+bC0
                                                         (4.15) 

 

where Cμs is its maximum concentration, and b is the Langmuir constant. The justification for 

the continued use of the Langmuir isotherm, as employed by Do and Rice (1991), in the 

analysis of CO2 uptake data for the fractal shales studied here is as follows. It should be noted 

that all isotherm model predictions (Langmuir, BET, fractal BET and fractal FHH) look very 

similar up to around point B (the first knee of the isotherm corresponding roughly to a statistical 

monolayer coverage) since the influence of multilayer adsorption (which distinguishes the 

others from Langmuir) only becomes evident beyond that point. Since we are only considering 

the surface diffusion of CO2 up to the region of point B, then the Langmuir model is sufficient 

to characterise the CO2 isotherm in this region. The surface fractality enters the adsorption 

isotherm models via two separate effects. First, the surface roughness at short length-scales 

affects the heat of adsorption for individual molecules, which determines such model 
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parameters as the Langmuir and BET constants. Second, multi-layer build-up is affected by the 

decline in number of adsorption sites in successive adsorbed layers on fractal surfaces, which 

is the effect also incorporated into the fractal BET and fractal FHH models, but which is only 

manifest in experimental data well beyond point B. Further, it is noted that if the surface fractal 

dimension tends towards a value of 3 (as it does in this study), then the overall forms of the 

fractal BET and fractal FHH isotherms tend towards that of the Langmuir isotherm. 

 

Now, allowing for the pore and surface diffusion being in parallel, and that the isotherm is 

linear, the half time of adsorption is then given by: 

 

                                                        
[𝜀𝑀+(1−𝜀𝑀)𝐾𝐷𝑠]𝑡0.5

𝑅2[𝜀𝑀+(1−𝜀𝑀)𝐾]
= 0.03055                                                  (4.16) 

 

Finally, when the surface diffusion is the controlling mechanism, the half time will be: 

 

                                                                   
Dst0.5

R2 = 0.03055                                                      (4.17) 

  

no matter what the isotherm nonlinearity is, and the Langmuir isotherm can be used. Thus, by 

combining the behaviour of the half time at various limits (Eqs. (4.13) - (4.17)), the following 

general equation for the half time for parallel pore and surface diffusion and any nonlinearity 

of the isotherm is obtained (Do and Rice, 1991): 

 

                                                       𝛺 = 𝜀𝑀𝐷𝑝 + (1 − 𝜀𝑀)𝐷𝑠𝛯                                         (4.18) 

 

where: 
 

                                                  𝛺 =
𝛼𝑅2[𝜀𝑀+(1−𝜀𝑀)

𝐶𝜇0

𝐶0
](1−

𝛽𝑏𝐶0
1+𝛾𝑏𝐶0

)

𝑡0.5
                                             (4.19) 

 

and 
 

                                                             𝛯 = (1 −
𝛽𝑏𝐶0

1+𝛾𝑏𝐶0
)(

𝐶𝜇0

𝐶0
)                                                  (4.20) 

           

This equation suggests that if one plots Ω versus Ξ, a straight line with the slope (1-εM)Ds and 

the intercept εMDp is expected. Eq. (4.18) is valid for any of the three possible shapes (as 

expressed via the geometrical parameters α, β, γ) of the particle. The only difference between 

the three particle shapes is the values of the parameters α, β, and γ given in Table 4.1. The 

samples used in this study have a spherical shape and will be analysed in Section 4.4. 
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 Table 4.1 Parameters values for shape particle 

Shape of particle α  β    γ 

Slab 0.19674 0.25 0.686 

Cylinder 0.0631 0.26 0.663 

Sphere 0.03055 0.3 0.75 

 

 

 

4.3 Materials used and Experimental Methods 
 

4.3.1 Materials 
 

Three core shale samples from the Marcellus Formation were obtained during exploratory 

drilling of a borehole located in the Appalachian basin, Ohio, USA. The core samples were 

collected from three different depths: 7804-7807ft, 7834-7837ft and 7864-7867ft. Due to 

commercial confidentiality reasons, a more detailed location cannot be disclosed. The 

Marcellus Shale lies within a total area of greater than 100,000 miles, and its depth ranges 

between 4000 and 8500 ft, having an average thickness of 50–200 ft. (NETL, 2013). The 

formation contains 1500 trillion cubic feet (tcf) of original gas in place (OGIP) and has 141 

TCF of technically recoverable gas (NETL, 2013). 

 

Each shale specimen was ground and sieved using 0.15-0.18 mm metal sifters and placed in a 

drying oven at 110 °C for 16 h to dehydrate. Subsequently, helium pycnometer experiments 

were performed to obtain the skeletal density, and, thus the solid volume of the dried shale 

samples. Once the skeletal density of the samples was determined, the samples were then stored 

in a desiccator prior to gas (N2 and CO2) sorption measurements.  

The porosity can then be calculated as: 

                     𝜑 =
𝑉𝑝

𝑉𝑝+ 𝑉𝑠
            (4.21) 

where φ is the absolute porosity, Vp is the total pore volume obtained from gas sorption 

experiments and Vs is the solid volume obtained from helium pycnometer experiments.   

The physical parameters of the shale samples are summarized in Table 4.2. 
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Table 4.2 Results of Marcellus Shale characterisation 

Depth(ft)      BET(m2/g) 
 

TOC(%) Illite(%) Quartz(%) Density (g/cm3) Porosity(%) Tortuosity 

7804-7807 43.2 ± 1.17 
 

7.22 70  6.88 
2.63 7.7 1.74 

7834-7837    34.6 ± 0.81  4.39 68.31 7.01 2.68 7.6 2.69 

7864-7867 28.8 ± 1.76  6.11 38.12 37.46 2.69 7.6 1.99 

 

 

4.3.2 Scanning Electron Microscopy (SEM) and Mineral Liberation Analysis 

(MLA) 
 

Scanning electron microscopy - Mineral liberation analysis (SEM-MLA) experiments were 

conducted on an FEI Quanta 600 which was equipped with mineral liberation analysis software 

by JKTech/FEI. The MLA software enables the quantification of sample mineralogy by taking 

several energy dispersive X-ray (EDX) points. The mineral identification was achieved by 

matching the EDX points from SEM to a known mineral database. It should be noted that the 

EDX points were related with a specific dispersive X-ray spectrum. Afterwards, the modal 

mineralogy (area % of the sample) was calculated by the computer software. Artificial colours 

were associated to minerals and the process was repeated until all possible minerals were 

identified (Sylvester, 2012). 

The Marcellus shale samples were embedded in epoxy resins in different orientations (i.e. 

parallel and perpendicular) to the bedding plane.  Afterwards, the samples were placed in a 

vacuum oven for 16 h to remove the air bubbles. In order to obtain the best energy dispersive 

X-ray analysis, the samples were polished with decreasing coarseness of polishing pads. This 

led to smoother surfaces and greater exposure of the samples. It should be mentioned that the 

samples were carbon coated in a thick coat of carbon (10-20 nm) prior to analysis.  It should 

be mentioned that SEM is not a good technique to determine PSDs for samples including a 

great amount of microporosity and molecular scale pores. The reason is that SEM allows areas 

between 1 cm and 5 μm to be viewed and features at a scale of 50-100 nm to be seen (Fandrich 

et al., 2007). However, SEM is a good technique to determine mineralogy and mineral 

distribution in the sample. 

 

 

 

 

 



 

 

73 

 

4.3.3 Volumetric Analysis 
 

A Micromeritics 3Flex volumetric analyzer was used to automatically determine the gas 

sorption isotherms. The sample preparation process involved the crushing of the samples to 

powder particle sizes between 150 and 180 mesh, followed by degassing, using a VacPrep 

Degasser, for 16 hours at 110 oC. The adsorbates used were nitrogen (N2) at 77 K, and carbon 

dioxide (CO2) at 273K. These gases were used to determine the overall pore volume from the 

Micromeritics 3Flex volumetric analyser. 2-2.5 grams of shale samples were used for each N2 

isotherm, and a filler rod was utilized in all the experiments. 1-1.5 grams of each shale sample 

were used for the CO2 isotherms. The sample tubes containing these shale samples were then 

submerged in 50% ethylene glycol solution. These solutions were contained in an isothermal 

controller maintained at 0 oC. The pressure measurement approach was used to measure the 

equilibrium isotherm of each sample tested; the partial pressure fluctuation was within 0.1%. 

Non-Local Density Functional Theory (NLDFT) was used to obtain the pore size distribution 

(Ravikovitch et al., 2000). This technique was adopted since it is considered that this is the 

most appropriate for shales because the pore sizes are so small, and various carbon DFT kernels 

have been successively used previously in experiments involving organic materials like 

carbons (Ravikovitch et al., 2000; Landers et al., 2013). In this study, the carbon slit pore model 

of NLDFT kernel was applied for meso- and macro-porosity determination using N2 adsorption 

data, and the CO2-DFT model was applied for microporosity using CO2 adsorption data. The 

determination of the bulk density for each sample was performed using helium pycnometry. 

 

 

4.3.4 Heat of Adsorption 
 

The measurement of the heats of adsorption (such as in Figure 4.1) has been done using 

simultaneous calorimetry, as opposed to the method of isosteres and the Clausius-Clapeyron 

equation. The Clausius-Clapeyron (CAC) method cannot be used because it may lead to an 

overestimated isosteric adsorption heat because it utilizes the ideal gas law and assumes that 

the heat does not depend upon temperature. Both of these common assumptions do not apply 

in this case.  
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Figure 4.1 Variation of heat of Adsorption of CO2 with coverage for Marcellus Shale 7804-7807 ft  

The adsorption was performed in a Quantachrome Autosorb iQ. In order to precisely measure 

the real heats of adsorption for the duration of equilibration and the adsorption process, a 

Sensys Evo Tian-Calvet heat flux calorimeter was used. The calorimeter had to be placed as 

close as possible to the analysis station of the Autosorb iQ, with the aim of minimizing the 

length of the tube between the calorimeter cell and the analysis station. All the calorimeter 

results have been pre-calibrated with an indium standard.  

 

4.3.5 Gravimetric Analysis  
 

A Hiden XEMIS (gravimetric analyser) was used to obtain kinetic gas uptake data, and a 

schematic diagram of this apparatus is shown in Figure 3.2. In the case of each sample, a series 

of experiments was conducted with a range of sizes of steps in exterior bulk pressure from 

vacuum to different ultimate pressures. In the uptake experiments the set of values chosen for 

ultimate pressures in the pressure steps were close to that required to achieve a statistical 

monolayer according to the carbon dioxide adsorption isotherms. Even though experiments 

were carried out at different bulk concentrations over the isotherm, the range of bulk gas 

concentrations steps was consistent for all shale samples.  

 

Gravimetric measurements were conducted using a sensitive microbalance which measured the 

change in mass of an adsorbent sample subjected to a step change in adsorbate concentration. 

This represents a direct indicator for the adsorption rate onto the solid. In the kinetic 

measurements case, only a small sample (usually of the order of ten milligrams) was used.  



 

 

75 

 

The adsorbents to be used were initially degassed overnight to remove the excess moisture. On 

completion of degassing the adsorbent is brought to the adsorption temperature by immersing 

in an isothermal water bath. At this point the system is ready for commencing adsorption. At 

time zero adsorbate gas passes through the ceramic tube and the sample weight change was 

monitored until constant mass was observed indicating that equilibrium had been attained. The 

adsorbent was then degassed again until constant mass was achieved and the gas that was 

initially injected had been desorbed. This procedure was repeated for all the points. Between 

twelve to eighteen data points were normally acquired to characterise an uptake curve. Lastly, 

data correction for buoyancy effects was also made. 

 

4.4 Results and Discussion 
 

In order to characterise the inorganic mineral content of the shale samples, Mineral Liberation 

Analysis (MLA) was used. The information thereby obtained for the samples is listed in Table 

4.2. From Table 4.2 it can be seen that the samples are heterogeneous, being predominantly 

composed of illite, quartz, and carbonaceous phases. It is further noted that no kaolinite or 

smectite were detected in the Marcellus shale samples, which shows that these particular clay 

minerals must have undergone a complete transformation. Typically, the overall transformation 

of the clay takes place in two stages; kaolinite first transforms to smectite, and, then, smectite 

transforms into illite. The densities for the shale samples were obtained from helium 

pycnometry, and the values given in Table 4.2 are similar to those reported previously (Yu et 

al., 2016) for Marcellus shale of 2.63 g/cc, and shales in general (Manger, 1963) of 2.06-2.75 

g/cc. 

 

Figure 4.2 and Figure 4.3 show the adsorption isotherms for nitrogen and carbon dioxide, 

respectively, on Marcellus Shale samples from three different depths. It is highlighted that the 

pore volume of the microporosity decreased with depth, which also resulted in lower surface 

area (Figure 4.4). The reason for this decrease in the micropore volume was a combination of 

the change in content of both TOC and illite, as can be seen in Table 4.2. 
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Figure 4.2 Adsorption isotherms for N2 on Marcellus shale 
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Figure 4.3 Adsorption isotherms for CO2 on Marcellus shale 
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Figure 4.4 Pore size distribution of Marcellus Shale 

Figure 4.5 shows an example of a fractal FHH plot obtained using one of the sets of nitrogen 

adsorption isotherm data given in Figure 4.2. The parameters obtained from such fits (using 

Eqs. (2.13) and (2.15)) to all the nitrogen isotherm data above a statistical monolayer coverage 

are given in Table 4.3. It can be seen that the surface fractal dimension tends to decline with 

increasing depth of the shale sample. 
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Figure 4.5 Fit of  Fractal FHH Eq. (2.13) (dashed line)  to the adsorption isotherm data (symbols) for nitrogen 

on Marcellus shale 7804-7807 ft 
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Table 4.3 Parameters obtained from fractal FHH analyses of the N2 gas adsorption isotherms 

Depth(ft) Fractal dimension (d) 
r2  

 (FHH plot) 

 Fitted relative pressure 

  range for FHH plot 
      (Rn/r)d 

7804-7807 2.937±0.003 0.996       0.42-0.996 3.29 ± 0.0033 

7834-7837 2.893±0.001 0.996       0.43-0.996 3.23 ± 0.0014 

7864-7867 2.847±0.005 0.995       0.44-0.995 3.17 ± 0.007 

 

 

Examples of the isotherm data for CO2 on the three shale samples, obtained via the gravimetric 

method, can be seen in Figure 4.6(a-c). Since the local adsorption equilibrium is reached 

quickly, these isotherm data were reasonably fitted to a Langmuir isotherm expression by using 

a non-linear regression technique for the selected temperatures of 10 oC,20 oC, and 30 oC. The 

agreement between the experimental data and Langmuir isotherm model was good, and the 

parameters, Cμs and b, thereby obtained from this non-linear regression are given in Table 4.4 

for the three temperatures.  From Figure 4.6(a-c), it can be seen that the Langmuir isotherm fits 

the experimental data well for the three temperatures.   

 

 
 

Table 4.4 Langmuir isotherm parameters for CO2 on Marcellus shale derived from isotherms measured at the 

indicated different temperatures 

Depth(ft)             Property                             Temperature(oC) 

  10 20 30 

7804-7807       

Cμs (mol/cm3)  0.000534 0.000491 0.000443 

                   b(cm3/mol)  49836 40855 35445 

7834-7837       

Cμs (mol/cm3)  0.000349 0.000332 0.000292 

                  b(cm3/mol)  42527 33481 31649 

7864-7867       

 Cμs (mol/cm3)  0.000279 0.000246 0.000229 

                  b(cm3/mol)  40629 37290 31097 
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Figure 4.6 Isotherms for CO2 adsorption onto Marcellus Shale from a) 7804-7807 ft b) 7834-7837 ft c) 7864-

7867 ft measured at 100 oC , 200 oC, 300 oC using Xemis apparatus. The lines shown are fits to the Langmuir 

isotherm model using parameters given in Table 4.4 

 

Figure 4.7 shows examples of the fractional uptake of CO2 with time which was obtained via 

the gravimetric method at various different ultimate bulk concentrations of CO2. When the 

initial bulk gas concentration is lower, the adsorption equilibrium time will also be shorter. A 

single exponential Linear Driving Force (LDF) model was used in order to fit the experimental 

data and thereby obtain the rate constant to find the half time of adsorption (Do, 1998). The 

measured half-times were ultimately used in Eq. (4.19) to estimate the surface diffusion.  
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Figure 4.7 Plot of fractional uptake of CO2 onto Marcellus shale 7804-7807 ft at three different bulk 

concentrations at 20 oC as listed with the legend  

 

Figure 4.8(a-c) show the experimental fractional uptakes at three similar bulk concentrations 

of CO2 for samples of spherical particles of shale having a radius of 0.00825 cm. It is noted 

that the half-time is decreasing with temperature for all three bulk concentrations and for all 

samples; that is the time to attain equilibrium is reduced at higher temperatures. These results 

are in agreement with past findings of Do for a spherical particle (Do, 1998). At this point, it 

should be emphasized that higher gas mobility systems do not necessarily mean that they will 

reach equilibrium at a much faster rate. The time to reach equilibrium is also dependent upon 

the ultimate adsorbed quantity that the solid can accommodate at the equilibrium state. The 

speed with which a system approaches equilibrium is determined by two factors: capacity and 

mobility. Given the same concentration of the bulk gas at the initial stages, it is considered that 

when the temperature is higher, the adsorption equilibrium time will be shorter.  



 

 

82 

 

0 50 100 150 200 250 300

0.0

0.2

0.4

0.6

0.8

1.0

 10
o
C

 20
o
C

 30
o
C

F
ra

c
ti
o
n
a
l 
U

p
ta

k
e

Time (sec)
 

              (a) 

0 100 200 300 400 500 600

0.0

0.2

0.4

0.6

0.8

1.0

 10
o
C

 20
o
C

 30
o
C

F
ra

c
ti
o
n
a
l 
U

p
ta

k
e

Time (sec)  
        (b) 



 

 

83 

 

0 50 100 150 200 250 300

0.0

0.2

0.4

0.6

0.8

1.0

 10
o
C

 20
o
C

 30
o
C

F
ra

c
ti
o
n
a
l 
U

p
ta

k
e

Time (sec)  
        (c) 

Figure 4.8 Experimentally measured (symbols) uptake curves, and fits to the LDF model (lines) for Marcellus 

shale a) 7804-7807 ft, b) 7834-7837 ft, c) 7864-7867 ft 

The effectiveness of the Do technique (1991) for surface diffusion parameter determination 

was tested with the sorption data for CO2 into the shale samples. Adsorption dynamics were 

measured at different bulk gas concentration steps but for the same range as explained in 

Section 4.4.4. Plotting the parameter Ω from Eq. (4.18) versus the parameter Ξ, as shown in 

Figure 4.9(a-c) for all the samples gave rise to straight lines, which were then used to estimate 

the slopes and the intercepts. From Eq. (4.18) the intercept and the slope correspond to εΜDp 

and (1-εΜ)Ds respectively. Figure 4.9(a-c) show that the data gave rise to good fits to the various 

expressions for the Do technique.  
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(a) 

 

 
(b) 

 
(c) 

Figure 4.9 Plot of the term Ω versus Ξ given in Eq. (4.18) for Marcellus shale a) 7804-7807 ft b) 7834-7837 ft 

c) 7864-7867 ft. It can be noted that if dashes are extrapolated the intercept is positive 
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It should be noted that, if there was no surface diffusion occurring in the system, then a linear 

plot of the Eq. (4.18) must then have zero slope, with the intercept being the pore diffusivity. 

The CO2 sorption data on the three Marcellus shale samples in the laboratory have indicated a 

good fitting to the theoretical uptake model. Therefore, this finding supports the 

implementation of the Do’s theory (1991) in heterogeneous systems like shales in which pore 

diffusion and surface diffusion may be determined within the system. 

 

Figure 4.10 shows Arrhenius plots for the surface diffusivities of CO2 on the three shale 

samples. The values of the surface diffusivities obtained in this work are similar in size to those 

obtained in previous studies in the literature, such as those found, by Karacan and Mitchell 

(2003), for CO2 in coal. The values of pore diffusivities obtained here for CO2 in the shales are 

~10-6 cm2/s. It should be noted that these results are consistent with previous findings (Karacan 

and Mitchell, 2003). In this study, pore diffusivity was not several orders of magnitude higher 

than surface diffusivity but of similar order of magnitude or only ten times larger. The reason 

is probably due to the existence of small pores restricting the entrance of CO2 molecules into 

the shale. The resultant fitted Arrhenius parameters for the surface diffusivity at a monolayer 

coverage are shown in Table 4.5.  
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Figure 4.10 Arrhenius plot of the surface diffusivities for CO2 on Marcellus shale from various depths 
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Table 4.5 Arrhenius parameters for the surface diffusivity of CO2 on Marcellus shale samples 

Depth(ft) 
Heat of 

Adsorption(kJ/mol) 

ln (pre-exponential 

factor 109(cm2/s)) 

Activation 

Energy(kJ/mol) 

7804-7807 26.5 ± 0.35 19.22 ± 0.47  37.45 ± 0.87 

7834-7837 24.7 ± 0.33 15.80 ± 0.14   30.03 ± 0.28 

7864-7867 22.7 ± 0.53 11.12 ± 0.54   20.27 ± 0.86 

 

The characteristic isosteric heat of adsorption, ΔH, for each shale listed in Table 4.5 was 

calculated from the iQ-calorimeter. From Table 4.2 and  Table 4.5, it can be seen that the heat 

of adsorption and surface area had a positive correlation with illite and the TOC content, while 

their correlation with quartz content was negative.  

 

Figure 4.11 shows the correlation of the characteristic heat of adsorption of CO2 with the group 

(Rn/r)
d for the various depths of Marcellus Shale.  The coefficient of determination for the fit 

to the data shown in Figure 4.11 was 0.999, and thus, a good fit between the fractal parameter 

(Rn/r)
d and the heat of adsorption was obtained. The good quality of fit to a straight line shows 

that the data are consistent with the theoretical prediction given in Eq. (4.5).  
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Figure 4.11 Variation of heat of adsorption of CO2 versus (Rn/r)d for various depths of Marcellus shale. The 

solid line is a fit of the data to Eq. (4.6) 

 

Figure 4.12 shows a plot of the natural logarithm of the pre-exponential factor for the surface 

diffusivity at a statistical monolayer coverage against the fractal dimension of the surface of 

the shale from the three depths of the Marcellus field described above. Figure 4.12 also shows 

a fit of the data to Eq. (4.4). It can be seen that the quality of fit is high (r2=0.994) and thus the 

data are consistent with the fractal theory described in Section 4.2.1. 
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Figure 4.12 A plot of natural logarithm of the pre-exponential factor for the surace diffusivities for CO2 against 

the fractal dimension on a variety of depths of Marcellus shale 

 

Figure 4.13 shows a plot of the activation energy for the surface diffusivity at statistical 

monolayer coverage against the group (Rn/r)d for the shale sample from three depths of the 

Marcellus shale core. From Figure 4.13 it can be seen that a good fit of the experimental data 

was obtained to Eq. (4.6). It is noted that both the data for activation energy shown in Figure 

4.13 and that for heat of adsorption in Figure 4.11 show a similar form of behaviour when 

plotted. 

 
Figure 4.13 A plot of activation energies for the surface diffusivities of CO2 against (Rn/r)d on different depths of 

Marcellus shale 

Various past authors (Gilliland et al., 1974) have suggested that there is a linear relationship 

between these two enthalpy parameters, and the above findings are consistent with this 
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proposal. This means that, if heat of adsorption has a linear relationship with (Rn/r)d and 

activation energy of surface diffusion, it then follows that the surface diffusion activation 

energy also has a linear relationship with (Rn/r) d.  

 

Figure 4.14 depicts a plot of the natural logarithm of the pre-exponential factor for the surface 

diffusivity at statistical monolayer coverage against the corresponding activation energy for 

surface diffusion on the shale samples. Figure 4.14 also shows a fit of the experimental data to 

a straight line of the form of Eq. (4.7).  
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Figure 4.14 A plot of compensation effect of the Arrhenius parameters for the surface diffusivities of CO2 on 

Marcellus shale 

 

 

The results shown in Figure 4.14 suggest the occurrence of the theoretically predicted (Rigby, 

2005) compensation effect for surface diffusion for CO2. Moreover, it was determined that the 

activation energy for surface diffusivity for CO2 produced a good fit for all three depths of 

Marcellus shale in accordance with the theoretical prediction, and hence the model is probably 

correct. 

 

In summary, the results indicate that the data obtained for CO2 surface diffusion on the 

Marcellus shale samples from different depths give outcomes consistent with the theoretical 

predictions. The fact that only one single fractal dimension for each shale was necessary to 

predict the surface diffusivity of CO2 for such heterogeneous samples, may be a combination 

of two factors. 
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First, critical path analysis (Rigby, 2003a) suggests that the observed rate of mass transport 

processes in network-like structures, such as shale rocks, is controlled by a particular set of 

critical conductances. The critical conductance is the lowest value in the network of pathways 

through which the mass transport flux actually migrates. In a shale rock, these critical 

conductances would correspond to particular patches of the internal pore-space surface that had 

the critical value of surface diffusivity. These critical surface patches would be the regions of 

the rock through which the surface diffusion flux is necessarily funnelled. This is because 

conductances above the critical value have the most rapid mass transport and, therefore, they 

are not rate-limiting, while conductances below the critical value would not contribute 

appreciably to the flux and they are effectively bypassed. Hence, the observed surface 

diffusivity is that characteristic of the set of critical surface patches with intermediate surface 

diffusivity. 

 

Second, previous work suggests that nitrogen is much more of a specific adsorbate than is 

commonly suspected (Watt-Smith et al., 2005). Even for supposedly relatively homogeneous 

materials, such as industrial sol-gel silicas, nitrogen has some tendency towards preferential 

adsorption, rather than being completely pervasively distributed across the whole surface 

(Watt-Smith et al., 2005). Therefore, pore structural parameters obtained from nitrogen 

sorption can be more heavily-weighted towards certain regions of the void space. 

 

Hence, if the critical patches for surface diffusion are part of the pore space surface 

predominantly characterised by nitrogen sorption, then even for a relatively heterogeneous 

material the structural parameters obtained from gas sorption will be predictive of the observed 

surface diffusivity. These two pore space regions are likely to overlap because the above 

findings suggest regions with intermediate heat of adsorption will correspond to regions of 

intermediate surface diffusion activation energy. Further, it is frequently found for shales that 

most of the accessible void space is predominantly associated with one component, namely the 

carbonaceous pores, with only a relatively small fraction of accessible porosity associated with 

illite or quartz phases (Gu et al., 2016). Further, previous work (Rigby, 2003a)  has indicated 

that for surface coverages around a statistical monolayer, due to surface heterogeneities and/or 

intermolecular interactions, adsorption on the surface is patchwise heterogeneous and surface 

coverages of the critical patches controlling mass transport approaches unity, irrespective of 

overall average surface coverage (at least for moderate partial coverages and above). 
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The combined diffusivity was calculated using the pore diameters attained through gas 

adsorption. The Bosanquet equation was applied in this calculation. The particle tortuosity was 

then calculated. Different values of tortuosity, ranging between 1.74 and 2.69, were obtained 

which are reasonable values for shale tortuosity given past results in the literature (Du and 

Nojabaei, 2020). 

 
 

4.5 Summary 
 

It has been found that Do's theory for combined pore and surface diffusion gives rise to good 

fits to data even for highly heterogeneous adsorbents such as shales, and, thence, the surface 

diffusivity can be effectively estimated. The technique of parameter determination was 

demonstrated using sorption data for CO2 onto Marcellus shale. It has also been found that the 

experimental data shows that the surface geometry of the adsorbent determines the activation 

energy for CO2 surface diffusion and the heat of adsorption. The activation energy and pre-

exponential factor were both found to be dependent on the surface fractal dimension, and this 

led to an expected compensation effect. It has been found that the surface diffusion data for 

CO2 on Marcellus shale from a variety of depths is consistent with the fractal theory developed 

by Rigby.  The results confirm that the degree of structural heterogeneity of a shale surface 

determines the value of the Arrhenius parameters for surface diffusivity. Hence, the fractal 

theory for the structure-transport relation for surface diffusion can be used even for highly 

heterogeneous natural materials like shales. 
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5. Chapter Five: Evaluation of impact of surface diffusion on methane 

recovery via carbon dioxide injection in shale 
 

5.1 Introduction 
 

The world today is faced with a scarcity of conventional energy sources due to population 

growth and technological advancement (Lozano-Maya, 2016; Wang et al., 2017). The global 

demand of natural gas is predicted to rise by 35% by 2040, due to its relative environmental 

friendliness (EIA, 2020). In particular, gas shales are expected to contribute approximately 

30% of the natural gas supply (EIA, 2020). The production potential of shale gas reservoirs, 

which are amenable to hydraulic fracturing and horizontal drilling techniques, has been 

scrutinized in order to overcome the depletion of conventional reservoirs and to supply the 

world with greater quantities of clean-burning energy (Yuan et al., 2015). As a result, there has 

been a paradigm shift in thinking towards unconventional gas that is now, to a large extent, 

changing the world energy landscape, leading to a rapid expansion of shale gas production, 

especially over the past decade. In particular, there has been an increase in supply from the 

shale resources in North America (Weijermars, 2014), namely the Marcellus Shale, as 

discussed in Chapter 4.  

 

According to Pan and Connell (2015), shale gas production usually lasts for just under two 

years, while the free gas in large pores and fractures is mainly produced in the early stage of 

development. In the later production processes, the dominant source of gas is then adsorbed gas 

because the small pores in shale have slow desorption kinetics which restricts diffusion from 

the matrix (Yuan et al., 2014). Subsequently, shale gas production rate exhibits steep initial 

decline and gradually flattens out.   Thence, there has been a growing interest in enhanced shale 

gas recovery (ESGR) via carbon dioxide (CO2) injection. As highlighted in previous sections, 

the CO2-ESGR injection technique does not just improve the production of CH4 but also 

enables CO2 sequestration. According to a number of studies, the main reason is the greater 

sorption affinity of CO2 compared to that of CH4 (Shi and Durucan, 2008; Busch et al., 2008) 

 

In general, shales act as the seal, the reservoir, and/or the hydrocarbon source. The typical 

features of gas shales mainly include a small porosity, a very low permeability (ranging 

between 10-3 and 10-6 mD) and increased total organic carbon (TOC). As outlined in Section 

2.3 of Chapter 2, bulk gas and adsorbed gas both exist in shale reservoirs simultaneously 
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because of their unique nanoscale phenomena.  Specifically, gas is stored as bulk gas within 

the pore space and as adsorbed gas on the internal shale matrix (Crosdale et al., 1998; Curtis, 

2002; Pan and Wood, 2015). According to past studies, gases are adsorbed in the nanopores of 

clay minerals and organic matter, which make up the larger part of shale (Chalmers and Bustin, 

2007; Ross and Bustin, 2007; Zhang et al., 2012). Notably, adsorbed gas is estimated to be up 

to 20%-80% of the total gas in place (OGIP) in five of United States shale formations, while a 

study conducted by Lu et al. (2015) for 24 Devonian shales found that adsorbed gas can average 

61% of the total gas volume. A study conducted by Wang et al. (2016a) showed that, without 

the appropriate petrophysical corrections to commercial simulators (Eclipse, CMG, VIP) when 

considering gas adsorption, the original gas in place (OGIP) can be overestimated by 

approximately 50%.   

 

In addition, shale-gas reservoirs (SGRs) have a gas mass-transfer process exhibiting a 

significant rate difference from that seen in conventional gas reservoirs. This kind of variation 

is ultimately attributed to the presence of organic matter and particular nano-scale phenomena. 

According to Xiong et al. (2017) and Firouzi et al. (2014) the diameter of organic pores is 

usually below 10 nm and accounts for 42% of the total volume. Moreover, the diameter of 

nanopores has the same order of magnitude as the gas molecular mean free path at reservoir 

conditions. The gas transfer regimes, occurring within the SGRs, include both bulk gas transfer 

and surface diffusion mechanisms (as highlighted in Section 2.4 of Chapter 2). The latter 

regime tends to have been overlooked by previous researchers, who have conducted reservoir 

simulations (Yu et al., 2016; Kim et al., 2017) to investigate the practical feasibility of use of 

CO2 for gas extraction from shale reservoirs. Subsequently, gas production predicted may be 

significantly overestimated or underestimated. Further, Knudsen diffusion plays a significant 

role in mass transport within the nanopores of shale since it has the potential to contribute 

approximately 20% of the total produced gas at typical SGR conditions (Darabi et al., 2012).  

Experimental studies have also been made of transport and phase changes in fabricated 

nanofluidic models for shale rocks (Zhong et al., 2018; Jatukaran et al., 2019). However, while 

these model pore networks studied have included pore body-pore neck geometries, they are 

only 2D planar and thus miss the full three-dimensional connectivity of real rocks. These 

models also have only limited spatial extent and thus miss the impact of longer-range 

heterogeneities. Further, these experiments also only considered transport by Knudsen 

diffusion and viscous flow. 
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However, other experimental investigations have also indicated that surface diffusion is much 

more significant than the bulk gas transport where the pore network is not yet well-evolved 

within shale gas reservoirs (Rigby and Gladden, 1999; Rigby, 2003a). This means that, surface 

diffusion dominates in the microporous kerogen due to high surface area and the non-

development of fractures within shales. It has also been shown that the surface diffusion of 

adsorbed gas and the Knudsen diffusion of the free gas, can increase the apparent permeability 

of the SGRs. Previous studies have indicated that the estimated apparent permeability may be 

several orders of magnitude higher than that of conventional hydrodynamic techniques (i.e. the 

Darcy and Klinkenberg models) (Holt, 2006; Rahmanian et al., 2010; Darabi et al., 2012). 

Thence, it is reasonable to say that the surface diffusion of adsorbed gas and the Knudsen 

diffusion of the free gas, can increase the apparent permeability of the SGRs and must be 

included to ensure accurate prediction of gas recovery, despite them generally being omitted 

in previous work.  

 

In this study, a new dual permeability-dual porosity model of the Marcellus shale reservoir will 

be primarily generated based on existing geological data. The Langmuir isotherm is considered 

as a model for adsorption in different areas of Marcellus shale. Then, the bulk porosity, free 

gas saturation, and connate water saturation of the models are corrected, a priori, according to 

Wang’s theory (2016b) to avoid overestimation of the volume of free gas and the original gas 

in place.  Fracture height, fracture half-length, and fracture conductivity were the main fitting 

parameters used to obtain a good history match with gas field data (Yu et al., 2016).  Thereafter, 

surface diffusion is implemented into a reservoir scale simulator. This was achieved by 

utilizing an established approach based on apparent permeability model that included surface 

diffusion (Wu et al., 2016). Most publications to date have used a theoretical model to predict 

surface diffusivity in a low-pressure condition (Hwang and Kammermeyer, 1966; Guo et al., 

2008). In this study, the adsorbed-gas surface diffusivity in a low-pressure condition is 

estimated from gravimetric gas uptake experiments on Marcellus shale samples. In addition, 

Barnett and New Albany reservoir models are also generated from previous studies to 

investigate the significance of surface diffusion to CO2 injection techniques in these locales. 

The fractal theory for surface diffusivity proposed, and tested, in Chapter 4 is applied, for the 

first time, to all reservoir models to permit the examination of the effects of degree of surface 

roughness on CH4 production and CO2 adsorption. Finally, a geostatistical approach is applied 

to assess the effect of larger-scale reservoir heterogeneity on gas production. The goal of this 
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study is to provide insights into a better understanding of the effectiveness of surface diffusion 

on methane recovery via CO2 injection techniques at shale reservoir scale. 

 

5.2. Theory 
 

5.2.1 Correction of petrophysical properties 
 

Wang et al. (2016a, b) demonstrated a feasible approach to correct the petrophysical properties 

of shale gas reservoirs effectively within commercial reservoir simulators when considering 

gas adsorption. Figure 5.1 is a schematic depiction of the volumetric constituents of the 

nanopores within a typical shale matrix in both the petro-physical model and a commercial 

reservoir simulator. In commercial simulators, the volume of adsorbed gas is frequently treated 

as polymer, alkali or other chemical agents, or is often ignored. However, adsorbed gas 

comprises 20%-80% of the total gas in place and should not be overlooked as discussed in 

Section 5.1. 

 

 

 
Figure 5.1 Schematic diagram illustrating the volume fractions of shale matrix in a) Wang et al. (2016a, b) 

petrophysical model and b) commercial reservoir simulator  

 

As illustrated in Figure 5.1b, the total void volume (Vt’) is equal to the sum of the connate water 

volume (Vcw’) and the free gas volume (Vf’). In contrast, the total void volume (Vt) in the 

petrophysical model is equal to the sum of the connate water (Vcw), free gas (Vf), and gas 

adsorbed (Va) (Figure 5.1a). Hence, the total void volumes (Vt’) and porosity (φt’) of both the 

petrophysical model and commercial simulator are expressed as: 

 

                                         𝑉𝑡
′ = 𝑉𝑐𝑤

′ + 𝑉𝑓
′ < 𝑉𝑡 = 𝑉𝑐𝑤 + 𝑉𝑓 + 𝑉𝑎                                          (5.1) 

 

                                      𝜙𝑡
′ = 𝜙𝑐𝑤

′ + 𝜙𝑓
′ = 𝜙𝑐𝑤 + 𝜙𝑓 = 𝜙𝑡  −  𝜙𝑎                                          (5.2) 



 

 

95 

 

 

where φcw and φα are the connate water porosity and adsorbed gas porosity, respectively. Eqs. 

(5.1) and (5.2) show that the free gas volume and porosity in the commercial simulator are 

overestimated, and, thus both the total void volume and porosity in the simulator should be less 

than that in Wang’s petrophysical model of the shale matrix. Subsequently, bulk porosity, free 

gas saturation, and connate water saturation were corrected in order to accurately predict the 

gas production and reduce the error of OGIP. The theory behind the derivations will be given 

only briefly, since it is described extensively in previous work (Wang et al., 2016a). 

 

Ambrose et al. (2012) proposed a new method for obtaining the storage capacities of both 

adsorbed and free gas. The storage capacities of free gas (Gf) and adsorbed gas (Ga) on the 

basis of Langmuir isotherm are:  

 

                                                       𝐺𝑎 = 𝑉𝐿 (
𝑃/𝑍

𝑃/𝑍+𝑃𝐿
)                                                                 (5.3) 

 

                                        𝐺𝑓 =
32.0368

𝐵𝑔𝑓
[

𝜙𝑡(1−𝑆𝑤)

𝜌𝑟
−

1.318×10−6𝑀

𝜌𝑔𝑎
𝐺𝑎]                                                   (5.4) 

 

 

where Βgf  is the free gas volume factor, PL is the Langmuir pressure, VL is the Langmuir 

volume, Sw is the water saturation, ρr is the rock density, ρga the adsorbed gas density and Z is 

the gas factor. Moreover, Ambrose et al. (2012) showed that the density of free gas and 

adsorbed gas is different in the shale matrix nanopore. Hence, the porosity ratio of free gas and 

adsorbed gas in the petrophysical model is: 

  

                                                          
𝜙𝑔𝑓

𝜙𝑔𝑎
=

𝑉𝑔𝑓

𝑉𝑔𝑎
=

𝐺𝑓𝜌𝑔𝑎

𝐺𝑎𝜌𝑔𝑓
                 (5.5) 

 

                                                                Hence, 

 

                                                         𝜙𝑔𝑎 =
𝜙𝑔𝑓𝐺𝑎𝜌𝑔𝑓

𝐺𝑓𝜌𝑔𝑎
                           (5.6) 

 

At connate saturation, the total gas porosity is: 

 

                                                           𝜙𝑔𝑓 + 𝜙𝑔𝑎 = 𝜙𝑡(1 − 𝑆𝑤𝑐)                                                        (5.7) 

 

Substituting Eqs. (5.1) and (5.6) into Eq. (5.7), the corrected bulk porosity in the commercial 

simulator is: 
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                                            𝜙′𝑡 = 𝜙𝑔𝑓 + 𝜙𝑤𝑐 = 𝜙𝑡 −
𝜙𝑔𝑓𝐺𝑎𝜌𝑔𝑓

𝐺𝑓⋅𝜌𝑔𝑎
                                               (5.8) 

 

The connate water saturation and free gas saturation in the simulation model are: 

 

                                               𝑆wc
′ =

𝜙𝑡𝑆𝑤𝑐

𝜙𝑡
′ =

𝐺𝑓𝜌𝑔𝑎𝜙𝑡𝑆𝑤𝑐

𝐺𝑓𝜌𝑔𝑎𝜙𝑡−𝜙𝑔𝑓𝐺𝑎𝜌𝑔𝑓
               (5.9) 

 

                                                𝑆𝑔𝑓
′ =

𝐺𝑓𝜌𝑔𝑎𝜙𝑡(1−𝑆𝑤𝑐)−𝜙𝑔𝑓𝐺𝑎𝜌𝑔𝑓

𝐺𝑓𝜌𝑔𝑎𝜙𝑡−𝜙𝑔𝑓𝐺𝑎𝜌𝑔𝑓
           (5.10) 

 

Consequently, the total porosity, water saturation and gas saturation used in the commercial 

reservoir simulator are calculated, a priori, according to Eqs. (5.8), (5.9), and (5.10) 

respectively. It should be mentioned that these equations have already been validated in 

previous studies using field data obtained from Marcellus and Barnett shale (Wang et al., 

2016a). 

 

5.2.2 Gas Transfer mechanisms for shale gas 
 

Numerical simulations play a major role in comprehending and forecasting the production of 

gas and oil from reservoirs. In industry a range of commercial reservoir simulator packages are 

used. However, mass transport within reservoir models constructed with these commercial 

simulators is generally based upon Darcy's law, and, thence neglects certain gas transfer 

mechanisms that exist within the SGRs. As a result, the shale gas production forecasted can be 

overestimated, or underestimated, when the apparent permeability is not used. Previous studies 

have demonstrated (Wang et al., 2016b; Wu et al., 2016) that the Darcy flow permeability can 

be corrected for additional transport mechanisms via multipliers, which are functions of gas 

pressure and are input into the simulator model.  

 

The mass flux for total fluid transfer, Jt, is given by (Wu et al., 2015; Wu et al., 2016; Huang 

et al., 2018): 

 

                                                     𝐽𝑡 = 𝐽𝑏 + 𝐽𝑠 = 𝐽𝑣𝑠 + 𝐽𝑘 + 𝐽𝑠                 (5.11) 

 

where Jb is the mass flux of the bulk gas transfer and Js is the mass flux of the adsorbed gas 

surface diffusion. Jb includes the contributions from Jvs and Jk, which are the slip-flow flux and 

Knudsen diffusion flux, respectively. Substituting Eqs. (2.19) and (2.22), the bulk gas transfer 

in nanopores is:  
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𝐽𝑡 = −
1

1 + 𝐾𝑛
ζ𝑚𝑏𝜔𝑠𝜔𝑚

𝑟2𝑃

8𝜇𝑅𝑇
(1 + α𝐾𝑛) (1 +

4𝐾𝑛

1 − 𝜓𝐾𝑛
)

d𝑃

d𝑙
  

                                              −
1

1+1/𝐾𝑛

2

3
ζ𝑚𝑏 𝜔𝑠𝜔𝑚𝑟δ𝐷𝑓−2 (

8

π𝑅𝑇𝑀
)

0.5 d𝑃

d𝑙
 + 𝐽𝑠                        (5.12) 

 

From Eq. (5.12), it can be observed that the adsorbed-gas flux and bulk-gas flux are determined 

from a simple sum, whereas the resultant gas flux in the bulk transfer phase is obtained by 

taking the weighted sum of Knudsen diffusion flux and slip-flow flux based on their respective 

contributions. Moreover, Eq. (5.12)  demonstrates a correlation, for both the poromechanical 

and sorption-induced swelling responses, to the bulk gas flux, which varies with permeability 

during the development of SGRs (Wang et al., 2012).  

 
 

5.2.3 Surface diffusion of adsorbed gas 
 

Surface diffusion is of major importance in the overall gas mass transfer within the nanopores 

of shale reservoirs (Kang et al., 2011; Fathi and Akkutlu, 2014; Etminan et al., 2014; Xiong et 

al., 2017). Previous work has shown that it is more reasonable to investigate shale gas sorption 

via the Langmuir isotherm (Cui et al., 2009; Ambrose et al., 2010). As discussed in Section 

2.4.4.1 of Chapter 2, Hwang and Kammermeyer (1966) and Guo et al. (2008) developed an 

analytical model which is widely used by various researchers to estimate the surface diffusion 

coefficient at low-pressure conditions. In this analytical model (hopping model), the equation 

of surface diffusivity is influenced by adsorbent, adsorbate and temperature.  

 

However, this model overpredicts surface diffusivity at low pressure, which is an observation 

made by Do et al. (2001). In particular, Do et al.(2001) estimated surface diffusivities by 

analyzing kinetic data collected using three different kinetics methods: constant molar flow, 

the differential adsorption bed, and the differential permeation methods. The experimental 

results showed that the apparent surface diffusivity decreases very rapidly with molecular 

weight, and much more strongly than the inverse of the square root of molecular weight, as 

obtained by Hwang and Kammermeyer (1966) and Guo et al. (2008), and, thus this latter model 

will not be used.  

 

Experimental measurements of kinetic gas uptake into a reference shale material were used to 

estimate the surface diffusivity of carbon dioxide at the limit of surface coverage tending to 
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zero. As discussed in Section 4.2.3 of Chapter 4, the analysis of the experimental kinetic data 

was performed using the dual-diffusion model proposed by Do and Rice (1991). This analysis 

was used to obtain an estimate of the surface diffusivity at zero coverage for the reference 

surface. The sample particles used in this work have a roughly spherical shape and will be 

analysed as such in Section 5.3.1.  

 

The difference in surface diffusion rates between different shales resulting from variation in 

surface roughness was determined using a fractal model. As was shown in Chapter 4, Section 

4.2.3, for shales, both the pre-exponential factor and the activation energy for surface 

diffusivity are functions of the surface fractal dimension, and, thus the surface diffusivity on 

shales could be established from an equilibrium gas adsorption isotherm. Hence, the surface 

diffusivities for new surfaces can be obtained from measurements performed on a reference 

material and knowledge of the surface fractal dimension for the new surface.  

 

The impact, on surface flow of surface occupancies above the zero limit, was obtained using 

the Chen and Yang (1991) model (as highlighted in Section 2.4.4.2 of Chapter 2). According 

to Eq. (4.18), Dso is initially estimated via gravimetric experiments using the dual-diffusion 

model and implemented in Eq. (2.27). Thereafter, in cases where the surface roughness for 

shales was other than that of the reference, the fractal model in Eq. (4.1) was applied to estimate 

Dso. 

 

In order to simplify the treatment of the contribution of surface diffusion to flow in the reservoir 

simulations, the component of effective permeability resulting from surface diffusion will be 

estimated using the properties of carbon dioxide alone. This assumption means that the impact 

of surface diffusion on methane production estimated below is likely to be a lower limit, given 

the relatively higher mobility of methane compared with carbon dioxide. In order to estimate 

the contribution of surface diffusion to effective permeability a series of models were used. 

First, an estimate of the surface diffusivity at zero coverage on a reference shale was obtained 

using a dual-diffusion model to analyse low pressure gas uptake experiments. Second, if 

considering simulations in shales other than the reference, this zero-coverage surface 

diffusivity was adjusted for the influence of different surface roughness between shales using 

a fractal model. Third, where the pressure was such that the surface coverage was above zero 

the surface diffusivity was also adjusted accordingly using a model for the impact of surface 
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occupancy on migration. The resultant surface diffusivity was then used to obtain the 

contribution of surface diffusion to the effective permeability for a particular shale. 

 

 

5.2.3.1 Surface diffusion contribution to effective permeability 
 

According to previous studies (Wu et al., 2015; Wu et al., 2016; Huang et al., 2018) the 

apparent permeability of adsorbed gas surface diffusion can be expressed as:  

 

                                                  𝑘s = −
𝐽s𝑉std𝜇

𝑀d𝑃/d𝑥
= 𝜁ms𝐷s

𝐶s𝑉std𝜇

𝑃𝑀
                                              (5.13) 

 

                                                               where 

 

                                              𝜁𝑚𝑠 =
𝜙

𝜏
[(1 −

𝑑𝑀

𝑟
)

−2

− 1]                                                         (5.14) 

 

    and 

 

                                                           𝐶𝑠 =
4𝜃𝑀

𝜋𝑑𝑀
3 𝑁𝐴

                                (5.15) 

 

                                                             𝜃 =
𝑃

𝑃𝐿+𝑃
                                                                       (5.16) 

 

where Cs is the adsorbed gas concentration; ζms is the correction factor of surface diffusion of 

adsorbed gas; dM is gas molecular diameter; and NA is Avogadro’s constant.  

 

Eq. (5.13) is based on the combination of the Maxwell-Stefan method, which states that the 

driving force of surface diffusion is a chemical potential gradient, and the assumption that the 

gas behaves as an ideal gas (Krishna and van den Broeke, 1995; Do et al., 2001).  

 

 

5.2.4 Apparent Permeability Model Flow Gas Transfer in Shale Nanopores 
 

The gas transfer mechanisms discussed above include slip flow, Knudsen diffusion, and surface 

diffusion in the nanopores of SGRs. The sum of each gas flux mechanism comprises the total 

gas flux. While the adsorbed-gas flux and bulk-gas flux are determined from a simple sum, the 

slip-flow flux and Knudsen diffusion flux are determined from the weighted sum.  
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By Combining Eqs. (5.12) and (5.13), the apparent permeability for the total gas transport 

through shale nanopores, comprising of slip flow, Knudsen diffusion and surface diffusion, is 

expressed as: 

 
                                                        𝑘𝑡 = 𝑘𝑣𝑠 + 𝑘𝑘 + 𝑘𝑠                                                                 (5.17) 

 

            where 

 

                            𝑘𝑣𝑠 =
1

(1+𝐾𝑛)
ζ𝑚𝑏ω𝑚ω𝑠

𝑟2(1+α𝐾𝑛)

8
(1 +

4𝐾𝑛

1−𝜓𝐾𝑛
)                                         (5.18) 

 

                                𝑘𝑘 =
1

(1+1/𝐾𝑛)
ζ𝑚𝑏ω𝑚ω𝑠

2

3
𝑟δ𝐷𝑓−2 (

8𝑅𝑇

π𝑀
)

0.5 𝜇

𝑃
                                         (5.19) 

 

                                                      𝑘𝑠 = ζ𝑚𝑠𝐷𝑠
𝐶𝑠𝑅𝑇𝜇

𝑃2𝑀
                                                                (5.20) 

 

Eq. (5.17) has been validated through molecular simulation and experimental data (Wu et al., 

2015; Wu et al., 2016). The model includes the effects of rarefaction, slippage, poromechanical 

response, nanopore structure (porosity, pore size, surface roughness, and tortuosity), and 

sorption-induced-swelling response on the bulk-gas transfer. It can successfully describe the 

contributions of each gas transfer mechanism taking into account the impact of Knudsen 

diffusion and slip-flow on bulk gas transfer. Notably, it includes the contribution of surface 

diffusion which is considered as an essential mechanism for transport in the nanopores of shale 

reservoirs.  

 

 

5.3 Methods 
 

5.3.1 Experimental Method 
 

Marcellus Shale samples were used as the reference material for this study to estimate surface 

diffusion at a low-pressure condition. Dynamic measurements were made by using a 

gravimetric method. Kinetic gas uptake data were obtained from a gravimetric analyser (Hiden 

XEMIS) using a sensitive microbalance (see  Figure 3.2), which measured the change in weight 

of a shale sample subjected to a step change in adsorbate concentration. 

 

Marcellus shale samples were initially degassed at 383K overnight to remove the atmospheric 

moisture. Then, the sample is brought to the adsorption temperature (328K), chosen to be 

similar to the actual reservoir conditions used in the simulations. The reservoir temperature is 
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achieved by immersing the adsorbent in an isothermal water bath. Thereafter, adsorption 

initiates where the adsorbent was exposed to adsorbate gas which passes through the ceramic 

tube. With sufficiently long adsorption times and monitoring of the sample weight change, 

constant mass was determined indicating that equilibrium had been attained. Then, the sample 

was degassed at elevated temperature in order to desorb the gas that was initially injected. By 

repeating this procedure for a series of various bulk concentrations, a series of uptake curves 

was generated. Lastly, the uptake curves were corrected for buoyancy effects. 

 

5.3.2 Numerical Reservoir Simulation Method 
 

In this study, the main tool that is used for simulating CO2 injection is the GEM simulator, 

which is the CMG (Computer Modelling Group) advanced general equation-of-state 

compositional simulator (CMG-GEM, 2019). First, a single porosity (SP) model, as proposed 

by Yu et al. (2016) without considering the gas-desorption effect, was generated.  

 

However, the model did not consider the natural fracture system which is crucial for CO2 

injection. Previous studies showed that, actually, a dual permeability model in unconventional 

reservoirs offers the best prediction of production performance, and yields more reliable 

outcomes for shale reservoir analysis (Ho, 2000; Moridis et al., 2010; Guo et al., 2018). Hence, 

for the base case, a dual porosity dual-permeability model (DP-DP) was developed by keeping 

constant the main parameters from the SP model (Table 5.1) and adding natural fracture 

porosity and permeability. Subsequently, flow via matrix and fractures to the production well, 

were considered. Once the DP-DP numerical model was history matched with existing field 

data, then the adsorption capacity from different areas of Marcellus shale was included (Table 

5.2). The corrections presented in Section 5.2.1 were also applied to avoid overestimation of 

the volume of free gas and the original gas in place.  

 

Table 5.1 Reservoir and fracture parameters for the Marcellus Shale well (Yu et al., 2016b) 

Parameter Value 

Initial reservoir pressure, psi 5100 

Reservoir Temperature, K 328 

Reservoir permeability, nD 800 

Reservoir porosity, upper layer 7.1% 

Reservoir porosity, bottom layer 14.2% 

Initial water saturation 10% 

Total compressibility, psi-1 3 x 10-6 
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Number of stages 16 

Cluster spacing, ft 50 

Gas specific gravity 0.58 

Fracture height, ft 95 

Fracture conductivity, md-ft 3.5 

Fracture half-length, ft 400 

Total number of fractures 64 

 
 

5.3.2.1 Basic Reservoir model 
 
A commercial simulator (CMG-GEM) was used for the numerical modelling and the analysis 

of CO2 injection into the shale reservoirs.  The basic 3-dimensional DP-DP  model for the 

Marcellus reservoir (Figure 5.2) was constructed via history matching with existing field scale 

gas production data published by Chief Oil and Gas LLC (Yu et al., 2016), using CMG-MOST 

(CMG-MOST, 2019) (please see Appendix B). Fracture half-length, fracture conductivity, and 

fracture height were the main tuning parameters used to obtain a good history match (Table 

5.3). After extensive numerical simulations, the best match obtained for the cumulative gas 

production data has only 0.7% of average matching error (Figure 5.3). Similar to previous 

researchers, the flowing bottomhole pressure (BHP) (Yu et al., 2016) was utilised to constrain 

the reservoir simulation.  

 

The field reservoir dimensions are 6,000 ft × 1,500 ft × 130 ft (i.e. length, width and thickness 

respectively), and there are two shale layers in the reservoir (the upper and the bottom layers) 

whose porosity values are 7.1 % and 14.2 %, respectively (Yu et al., 2016). Stimulation of the 

horizontal well is done in the bottom layer that contains 16 fracturing stages, as well as four 

perforation clusters in every stage with a cluster spacing of about 50 ft in total, such that the 

length of the well is approximately 3,900 ft.  It is assumed that the reservoir is homogeneous, 

where the fractures are spaced evenly with stress independent permeability and porosity. It 

should be mentioned that the distance between production and injection wells is 775 ft and 

remains constant for all of the areas within the Marcellus reservoir.  
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Figure 5.2 Schematic view of the DP-DP model of Marcellus shale reservoir. The dark blue area and the colour 

variation represent hydraulic fractures and reservoir thickness (ft), respectively.  The scale bar is the reservoir 

thickness (ft) 

 
Figure 5.3 Comparison between field data (symbols) for cumulative gas production (Yu et al., 2016) and 

simulation data (lines) of SP model and DP-DP model. 

 

In the subsequent simulation studies, gas adsorption capacity was considered in the DP-DP 

model for different areas of Marcellus shale. In particular, the shale samples investigated in 

this study are taken from the areas of Oatka, Canoga, Bedford, and Burlington (Dilmore et al., 

2015). Since gas adsorption is to be considered, the petrophysical properties of the models are 

corrected according to the theory proposed by Wang et al. (2016b). 

 

In order to correct the total porosity, water saturation, and gas saturation a priori, Eqs. (5.8), 

(5.9), and (5.10) were used, respectively. Figure 5.4 shows that, otherwise, gas production leads 

to an overestimated OGIP without applying formula corrections (Eqs. (5.8), (5.9), (5.10)) after 
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30 years. The results in Figure 5.4 are in agreement with similar findings by Wang et al. 

(2016b), where an overestimation of up to 50% of gas production was observed. 

  

 
Figure 5.4 Comparison of predictions of cumulative gas production performance carried out both with(W) and 

without(W/O) corrections proposed by Wang et al. (2016b) 

Competitive adsorption of CO2 and CH4 on the shales was described using a multi-component 

Langmuir isotherm. The parameters for this isotherm were obtained from pure component 

adsorption experiments. The Langmuir constants for CH4 and CO2 for the calculation of the 

competitive sorption mechanism were obtained from experiments on Marcellus shale cores 

(Dilmore et al., 2015). The shale samples were initially degassed at elevated temperatures (110 

oC) to remove excess moisture and contaminants from the air. Since these experiments were 

performed at different temperatures from the reservoir simulation model, the combined 

Langmuir-Freundlich model 2 (Eq. (5.21)) was applied which has been shown to predict 

successfully the gas adsorption data at multiple temperatures (Fianu et al., 2018) (Figure 5.5 

and Figure 5.6): 

  

                                                             𝑉 = 𝑉𝐿exp (
−𝑞1

𝑇
) (

𝑏𝑖𝑃𝑛

1+𝑏𝑖𝑃
)                                         (5.21) 

 
where 

 

                                                                𝑏𝑖 = 𝑏0exp (−
Δ𝐻ads 

𝑅𝑇
)                                                         (5.22) 

 
where ΔHads is the heat of adsorption, bo is the pre-exponential factor, and q1 a temperature-

independent constant. The Langmuir constants of CH4 and CO2 for the calculation of the 

competitive sorption are presented in Table 5.2. 
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Figure 5.5 Experimentally (Expt.) measured adsorption data (symbols) for CH4 on Oatka area of Marcellus shale 

at temperature of 349 K. Also shown (dashed lines) are fits of the combined Langmuir-Freundlich isotherm model 

 

 
Figure 5.6 Experimentally (Expt.) measured adsorption data (symbols) for CO2 on shale from the Oatka area of 

the Marcellus shale at temperature of 349 K. Also shown (dashed lines) are fits of the combined Langmuir-

Freundlich isotherm model 

 

 
 

Table 5.2 Parameters of the multicomponent Langmuir isotherm model for adsorption of CH4 and CO2 for 

shales taken from the various stated areas of the Marcellus shale reservoir 

  CH4 CO2 

Region of 

Marcellus PL(psi) VL(scf/ton) bi(1/psi) PL(psi) VL(scf/ton) bi(1/psi) 

Oatka 2833 209.0 0.000353 1155 283.5 0.000866 

Bedford 1209 133.5 0.000827 1116 352.1 0.000896 

Burlington 4771 26.3 0.000210 2951 93.1 0.000339 

Canoga 1027 283.5 0.000974 326 360.0 0.003068 
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Once the gas adsorption capacities with the corrected petrophysical properties were 

implemented in the base case model (i.e. DP-DP without desorption), separate history matching 

was performed for all the different areas.  

 

Previous studies have shown that fracture half-length, fracture height, and fracture conductivity 

are the key parameters to obtain a good history match at the early stage of gas production (Yu 

and Sepehrnoori, 2016; Yu et al., 2016). Thus, history matching was performed by tuning these 

three parameters. During the history-matching process both fracture height and half-length 

were reduced relative to the base case model (i.e. DP-DP with no desorption) for each sample 

(Table 5.3) from different locales. This observation is in agreement  with past findings of 

previous researchers (Yu and Sepehrnoori, 2016; Yu et al., 2016) for different regions in 

Marcellus shale reservoir.   As shown in Figure 5.7, a good match to the raw adsorption data 

was obtained using the Langmuir adsorption isotherm for the four samples from the different 

areas of the Marcellus reservoir.  

 
Table 5.3 Optimised reservoir and fracture parameters obtained from history matching 

                      Regions of   Marcellus 

Parameters No desorption Oatka Bedford Burlington Canoga 

Reservoir Temperature, K 328 328 328 328 328 

Matrix permeability, nD 800 800 800 800 800 

Fracture permeability, nD 1000 1000 1000 1000 1000 

Fracture height, ft 95 70 80 78 80 

Fracture half length, ft 350 235 325 325 350 

Fracture conductivity, md-ft 3.5 1.5 4 3.7 4.6 

 

 
Figure 5.7 Comparison between field data (symbols) and simulation results, obtained with Langmuir isotherms,  

for cumulative gas production from different areas of Marcellus shale reservoir (lines) 



 

 

107 

 

5.4. Results and discussion 

5.4.1 Surface diffusivity 
 

Figure 5.8 shows the CO2 equilibrium isotherm data for a representative sample of the 

Marcellus shale, obtained at the reservoir temperature (328K) via the aforementioned 

gravimetric method. The Langmuir isotherm fits the experimental data well for the reservoir 

temperature, and the parameters Cμs and b, thereby obtained via nonlinear regression are given 

in Table 5.4. 

 
Figure 5.8 Equilibrum adsorption data for CO2 on Marcellus shale at reservoir temperature of 328 K. Also 

shown (dashed line) a fit of the Langmuir isotherm model. The parameters are given in Table 5.4 

 

The gravimetric kinetic uptake method was used to obtain the variation of fractional uptake of 

CO2 with time at 328K for various bulk concentrations of CO2 on Marcellus shale. The 

characteristic half time of the adsorption process was obtained by fitting a single exponential 

Linear Driving Force (LDF) model to the experimental data.  The measured half-time was 

incorporated into Eq. (4.19) to estimate the surface diffusivity.  

 

Figure 5.9 shows an example of a typical plot of a fit of the experimental data to the Linear 

Driving Force (LDF) model. Adsorption dynamics were measured at different ultimate bulk 

gas concentration steps for use in the Do model for surface diffusion. 



 

 

108 

 

0 20 40 60 80 100

0.0

0.2

0.4

0.6

0.8

1.0

 Expt. Data

 LDF Model

F
ra

c
ti
o
n
a
l 
U

p
ta

k
e

Time(sec)
 

Figure 5.9 Experimentally measured (symbols) uptake curves and fits to the LDF mode (dashed line) for CO2 on 

Marcellus shale at reservoir temperature of 328 K 

 

The experimental uptake data was then fitted to the Do and Rice model (Do and Rice, 1991) 

for surface diffusion. It can be seen from Figure 5.10 that the agreement between the 

experimental data and the linear variation expected from the model of Do and Rice is good. 

Plotting the parameter Ω, from Eq. (4.19), versus the parameter Ξ (Eq. (4.20)), as shown in 

Figure 5.10, gave rise to a linear form for the data, and a fit to a straight line was used to 

determine the slope which corresponds to the group (1-εΜ)Dso. 

 

 
Figure 5.10 Plot of Ω versus Ξ for CO2 for the Marcellus shale reservoir 
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Table 5.4 Langmuir isotherm and surface diffusivity parameters obtained from fit of the Do model to CO2 

uptake data for shale samples from Marcellus shale reservoir 

Parameter Value 

Temperature(K) 328 

Cμs (mol/cm3)  0.00036 

b(cm3/mol)  22188 

εM 0.076 

Dso(cm2/sec)  1.30E-07 

 

 

5.4.2 Simulation of CO2 injection scenarios in Marcellus shale reservoir 
 

A simplified segment, for each of the areas of Marcellus shale reservoir, was generated in order 

to reduce computational demands (Figure 5.12). Three different simulation cases have been 

compared in order to analyse the effects of different CO2 injection methods in shale reservoirs, 

namely no-injection, CO2 flooding, and CO2 huff and puff scenarios.  

 

In the case without CO2 injection, both horizontal wells produce CH4 for 30 years. Production 

was conducted by dropping the BHP gradually to 500 psi and maintaining that pressure for 30 

years.  

 

In the CO2 flooding case, both horizontal wells produce shale gas for the first 5 years. After 5 

years of production, one well is converted to a CO2 injector well with a rate of 350 Mscf/day. 

After 6 years of CO2 injection, the injector is shut-in, while the other well continues to produce 

CH4 for the entire period of 30 years. It should be noted that the carbon dioxide injected is in a 

supercritical state due to the reservoir conditions.  

 

In the huff and puff case, both horizontal wells produce CH4 for 5 years, and then both wells 

are converted to CO2 injectors with a rate of 640 Mscf/day for 2 months. After a 1 month 

soaking period, both wells are converted back to producers for 3 months. This cycle is repeated 

for 10 years and the overall amount of CO2 injected is the same as for the CO2 flooding case.  

 

As can be seen from the findings shown in Figure 5.11(a-d), CH4 production for the cases with 

CO2 injection is higher than that of the models without CO2 injection in all areas except for the 

Oatka area. The reason for this exception is probably due to the combination of a small fracture 

conductivity value, and the reduced fracture half-length, in Oatka.  
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(a) 

 
(b) 

 
(c) 
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(d) 

Figure 5.11 A comparison of the CH4 production from the Marcellus shale reservoir with no CO2 injection, CO2 

flooding, and huff and puff scenarios for the areas of (a) Bedford, (b) Burlington, (c) Oatka, and (d) Canoga 

 

 
In the findings for the Bedford and Canoga areas (in Figure 5.11a,b), it can be observed that 

CH4 production with CO2 flooding starts approximately after 8 years. Despite the fact that the 

sample from the Burlington area has the lowest Langmuir b constant for CH4, and thus it might 

be expected that CH4 is more weakly bound to the shale there, the CH4 production with CO2 

flooding starts approximately after 12 years. A potential reason, for this apparent anomaly, is 

a combination of the low fracture conductivity value, along with the low monolayer volume of 

CH4 for the Burlington area, when compared to the samples from Bedford and Canoga areas. 

The cumulative gas production from the Bedford, Canoga, and Burlington areas were 4.8%, 

8.3%, and 2.2%, respectively, higher than for the no CO2 injection model at the end of 

production. 

 

From Figure 5.11d, in the CO2 huff and puff scenario, it can be observed that a steep increase 

of CH4 production occurred once the cycles had been completed in the Canoga area. As shown 

in Figure 5.12, this steep increase is probably due to low reservoir pressure which results from 

the spread of CO2 molecules through the reservoir. The CH4 production for the remaining areas 

increases more steadily. The cumulative gas production from the Bedford, Canoga, and 

Burlington areas was 7.7%, 11.9%, and 3.7%, respectively, higher than for the no CO2 injection 

case at the end of production. 
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(a)                       (b)                   (c)                       (d) 

Figure 5.12 Distributions of pressure (psi) for the areas of a) Canoga b) Oatka, c) Burlington and d) Bedford of 

Marcellus shale reservoir at the end of simulation of CO2 huff and puff after 30 years 

 

 

5.4.3 Effects of Surface Diffusivity  
 
One of the issues yet to be addressed in the literature is that only a few studies have 

implemented, into a reservoir simulator, an apparent permeability model that includes 

additional mass transfer mechanisms beyond Darcy flow (Wang and Marongiu-Porcu, 2015; 

Wang et al., 2016a; Feng et al., 2019). However, even these studies did not include all gas 

transfer mechanisms, especially surface diffusion, which may result in overestimating, or 

underestimating, gas production. To the best of our knowledge, this is the first study that 

extends the established model of Wu et al. (2016) for gas transport in nanopores of shale gas 

reservoirs to include surface diffusion and has implemented it into a reservoir simulator. The 

basic underlying apparent permeability model (Eq. (5.17)) has already been validated through 

experimental data and molecular simulation (Wu et al., 2016). 

 

Models for the Barnett and New Albany shales have been generated to investigate the effect of 

CO2 surface diffusion on CH4 production compared with other areas from the Marcellus shale 

reservoir. Figure 5.13 shows the geological models of the Barnett and New Albany shale 

reservoirs used. The models were created based on the reservoir data of Kim et al. (2017) and 

Liu et al. (2013), respectively (Table 5.5). Similar to the approach of previous researchers, both 

models are segregated for computational efficiency. The parameters of the Langmuir isotherm 

for adsorption of CH4 and CO2 in the two shales implemented in these models have been 
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estimated in previous studies (Table 5.6) (Strąpoć et al., 2010). Eq. (4.1) was applied in order 

to estimate the surface diffusion at the appropriate temperature of each reservoir. 

 

Table 5.5 Reservoir and Fracture parameters for the Barnett and New Albany model. 

Parameters Barnett  New Albany 

Reservoir Temperature, K 314 303 

Porosity 0.029 0.12 

Matrix permeability, nD 0.58 150 

Natural fracture permeability, nD 7120 1000 

Fracture height, ft 330 100 

Fracture half length, ft 100 450 

Fracture conductivity, md-ft 1 100 

 
 
Table 5.6 Parameters of the Langmuir isotherm model for adsorption of CH4 and CO2 for shales taken from the 

Barnett and New Albany shale reservoir 

  CH4 CO2 

Shale 
Reservoir 

PL(psi) VL(scf/ton) bi(1/psi) PL(psi) VL(scf/ton) bi(1/psi) 

Barnett 1596 39.2 0.000627 1254 183.6 0.000797 

New Albany 894 119.5 0.001119 1116 510 0.000896 

 

 

                     
(a)                                      (b) 

Figure 5.13 Schematic views of the a) Barnett and b) New Albany shale reservoirs along with the movement of 

gas (shown by green lines) at the end of simulation with CO2 flooding after 30 years. Dark blue areas represent 

hydraulic fractures 

Eq. (5.17) was applied to determine the apparent permeability, via permeability multipliers 

which are functions of pressure, for the different areas of the Marcellus reservoir. Thereafter, 

evaluation of the impact of surface diffusion on methane recovery was investigated for models 

with pores in the micropore region ( 2 nm) where surface diffusion is more pronounced (Wu 

et al., 2015; Wu et al., 2016). The variation in typical pore sizes for porous matrices studied in 

this work is 0.5 nm, 1 nm, and 2 nm, and the surface diffusivity employed in the models was 

ultimately determined from the gravimetric experiments. 
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Assuming that the average pore radius is 0.5 nm, in certain regions of the Marcellus shale 

reservoir, such as the Canoga and Oatka areas, and in the New Albany reservoir, the cumulative 

CH4 produced at the end of production, as predicted by the new reservoir simulator models 

presented here, can range between 0.91% and 1.8% higher than for the equivalent CO2 injection 

model without considering surface diffusion (Table 5.7). However, as the average pore radius 

increases to 1 nm and 2 nm (Figure 5.14b,c), the cumulative CH4 production declines 

significantly, which results in a smaller percentage of increase of CH4 production due to surface 

diffusion. 

 
Table 5.7 Change introduced to production increase percentage (PIP) by adding surface diffusion (SD) after 30 

years of production, for the CO2 flooding scenario. Surface diffusion is estimated via gravimetric experiments 

(GE) and fractal model (FM), assuming an average pore radius of 0.5 nm, 1 nm, 2 nm 

Regions 

PIP (%)     

0.5nm 1nm 2nm 

Change 

With SD                                      

(GE) 

Change 

 With SD                                      

(FM) 

Change 

With SD                                      

(GE) 

Change  

With SD                                      

(FM) 

Change 

With SD                                      

(GE) 

Change  

With SD                                      

(FM) 

Oatka 1.549 2.996 0.201 0.416 0.040 0.105 

Bedford 0.187 0.387 0.019 0.032 0.002 0.003 

Burlington 0.340 0.688 0.031 0.075 0.013 0.017 

Canoga 1.770 3.167 0.247 0.471 0.048 0.108 

Barnett 0.151 0.268 0.025 0.043 0.006 0.010 

New Albany 0.908 1.422 0.126 0.197 0.065 0.072 

 

Further, the fractal surface diffusion model, implemented via Eqs. (4.18), (4.19) and (4.20), 

was used to investigate the impact of the particular morphology of the specific shale rock in 

the Marcellus reservoir on CH4 production. It should be mentioned that the fractal dimension 

used in all the marine reservoirs (Marcellus, Barnett, New Albany) investigated is 2.9 and was 

obtained from the Frenkel-Halsey-Hill (FHH) model applied to N2 adsorption data (Liu et al., 

2018). For the fractal surface diffusion model in all regions, the production with surface 

diffusion is higher by up to 1.5%, thereby enhancing further the CH4 production compared with 

the model with the experimental surface diffusivity (Table 5.7).  

 

An improvement in cumulative gas production of the order of 1.5% could still yield 250 

(MSCF) of additional gas. It has been reported that 250 (MSCF) could bring in additional 

revenue of up to $500,000 with an assumption of a gas price of $5 per thousand cubic feet and 

a CO2 price of $20 per ton (Pei et al., 2015). 
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While the data are not shown, when, for comparison purposes, surface diffusivity was 

estimated for a shale surface with a low fractal dimension, the results for CH4 production were 

similar to the models without surface diffusion. This is probably because a higher surface 

fractal dimension will enhance surface diffusion significantly. It should be noted that surface 

diffusion at similar pore radii was also investigated for the huff and puff scenario and the results 

for the cumulative CH4 production were similar to those for CO2 flooding.  

 
(a) 

 

 
(b) 
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 (c) 

Figure 5.14 Cumulative CH4 production with an average pore radius of a) 0.5 nm, b) 1 nm, and c) 2 nm for the 

Canoga area with CO2 flooding scenario 

 

From Table 5.7, it can be seen that the contribution of SD to PIP becomes less pronounced with 

an increase of typical pore radius in all the reservoirs examined. This result is reasonable 

considering that the smaller the pore radius, the greater the ratio of surface area per unit volume, 

and, thus the greater adsorbed-gas transfer volume via surface diffusion. In addition, it has been 

observed that the apparent permeability of surface diffusion decreases with an increase in 

pressure. From Eq. (5.20), the apparent permeability of surface diffusion is related not only to 

the surface-diffusion coefficient but also to the ratio of the adsorbed-gas concentration to the 

square of reciprocal pressure Cs/p
2. This means that, the ratio of the adsorbed-gas concentration 

to the square of reciprocal pressure is greater than the increase of the surface diffusion 

coefficient which results in a low surface diffusion flux. 

 

Comparing the findings for the Bedford area of the Marcellus reservoir, and for the Barnett 

shale (Figure 5.15a) reservoir, to the corresponding findings for New Albany (Figure 5.15b) 

and the remaining areas of Marcellus shale reservoir (i.e. Canoga, Burlington, Oatka), it can be 

seen that surface diffusion does not make an important contribution to gas transfer, and, thus 

to CH4 production (Table 5.7). The reason for this insignificant contribution of surface 

diffusion to CH4 production in certain areas, is that the surface capacity in those areas is lower. 

Surface diffusion becomes more pronounced when the surface capacity is higher since this 

means a greater amount of adsorbed gas molecules. Hence, the values of the Langmuir capacity 

parameter play a critical role in determining the effectiveness of CO2 injection and should be 

considered in shale gas reservoirs. 
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(a) 

 
(b) 

Figure 5.15 Cumulative CH4 production, assuming an average pore radius of 0.5 nm for (a) Barnett and (b) 

New Albany shale reservoir, for the CO2 flooding scenario 

 

 

Table 5.8 shows the variation in the amount of adsorbed CO2 molecules, for each of the CO2 

injection scenarios, when compared to the equivalent CO2 injection models without considering 

surface diffusion. The results indicate that the effect of surface diffusion on the CO2 amount 

adsorbed is not significant for the regions that have low surface capacity. The Canoga region 

of the Marcellus shale reservoir has the highest surface capacity and, in the flooding scenario, 

the amount of adsorbed CO2 molecules may increase by up to 2.74% when surface diffusion is 

included and the average pore radius is 0.5 nm (Figure 5.16). 

 

Figure 5.16 also shows the variation in the amount of adsorbed CO2 for the huff and puff 

scenario. The results indicate that the relative increase in the amount of adsorbed CO2 

molecules for the models with surface diffusion compared to no surface diffusion, is similar to 

those for the CO2 flooding scenario. It should be mentioned that, in the case of the CO2 huff 
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and puff scenario, the total amount of CO2 molecules trapped in the reservoir is roughly half 

the amount of CO2 molecules trapped in the flooding scenario. The reason for the observed 

difference between the two injection scenarios is that the CO2 molecules cannot spread as far 

within the reservoir during the huff and puff method, since CO2 is produced during the puff 

cycles. 

 
Table 5.8  Change introduced to CO2 adsorption increase percentage (AIP) molecules by adding surface diffusion 

(SD) after 30 years of production, for the CO2 injection scenarios. Surface diffusion is estimated via fractal model 

(FM), assuming an average pore radius of 0.5 nm, and 1 nm 

Regions 

CO2  AIP (%) 

CO2 flooding CO2 huff and puff 

0.5 nm 1 nm 0.5 nm 1 nm 

Change With SD 
(FM)      

 Change With SD  
(FM)          

Change With SD  
(FM)         

 Change With SD  
(FM)               

Oatka 1.63 0.29 0.63 0.06 

Bedford 0.48 0.47 0.53 0.26 

Burlington 1.32 0.23 1.35 0.55 

Canoga 2.74 1.06 0.73 0.71 

Barnett 0.20 0.02 1.19 0.24 

New Albany 1.22 0.29 2.04 1.41 

 

 
Figure 5.16 Effect of inclusion of surface diffusion (SD), assuming an average pore radius of 0.5 nm, on the 

amount of adsorbed CO2 molecules for the Canoga area with CO2 flooding and CO2 huff and puff scenario 

 

Table 5.9 shows the variation in the amount of desorbed CH4 molecules for the various CO2 

injection scenarios compared to the equivalent CO2 injection models without considering 

surface diffusion. In areas with high surface capacity, such as Canoga (Figure 5.17) and Oatka, 

when surface diffusion is applied, the amount of desorbed CH4 molecules may increase by up 

to 2.3% in the flooding scenario. In the remaining areas, the effect of surface diffusion on the 
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amount of CH4 desorbed molecules is not significant. This result is similar to the effect of 

surface diffusion on the amount of CO2 adsorbed molecules.  

 

Figure 5.17 also shows the variation over time of the adsorbed amount of CH4 for the Canoga 

area of the Marcellus shale reservoir during CO2 huff and puff. In all reservoirs investigated, 

the difference between the corresponding amounts of CH4 desorbed for the models with surface 

diffusion and without surface diffusion is similar to found for the CO2 flooding scenario.  

 

The results indicate that the amount of CH4 desorbed is always higher in the case of the CO2 

flooding technique when compared to huff and puff, except for the case of the New Albany 

reservoir. A reason for the higher amount of CH4 desorbed in the huff and puff scenario is the 

high fracture conductivity of the New Albany reservoir (Table 5.9) which exhibits a wider-

spread of CH4 molecules within the reservoir.  In particular, the model that has the lowest 

fracture conductivity (Oatka) shows the largest difference in CH4 amount desorbed amongst 

the various CO2 injection techniques (i.e. CO2 flooding and huff and puff). 

 

Table 5.9 Change introduced to CH4 desorption increase percentage (DIP)) molecules by adding surface diffusion 

(SD) after 30 years of production, for the CO2 injection scenarios. Surface diffusion is estimated via fractal model 

(FM), assuming an average pore radius of 0.5 nm, and 1 nm 

Regions 

CH4 DIP (%) 

CO2 flooding CO2 huff and puff 

0.5 nm 1 nm 0.5 nm 1 nm 

Change With SD  
(FM)         

 Change With SD  
(FM)                   

Change With SD  
(FM)                  

 Change With SD  
(FM)               

Oatka 2.37 0.33 3.31 0.48 

Bedford 0.51 0.05 0.77 0.04 

Burlington 0.57 0.06 1.13 0.17 

Canoga 2.29 0.33 2.61 0.36 

Barnett 0.71 0.20 2.05 0.26 

New Albany 1.46 0.21 1.32 0.19 
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Figure 5.17 Effect of surface diffusion (SD), assuming an average pore radius of 0.5 nm, on comparison of 

remaining adsorbed CH4 molecules for the Canoga area with a) CO2 flooding and b) CO2 huff and puff 

scenario 

 

5.4.4 Effect of reservoir heterogeneity 
 

Geostatistics is defined as a technique which takes into consideration spatial relationships of 

variables in estimating values of the variables at unsampled locations. Geostatistical modelling 

assumes that reservoir properties (i.e. porosity, permeability) are more similar at two nearby 

locations than for two locations distant from each other. In this work, a geostatistical approach 

was used for stochastically generating multiple permeability realizations to assess the effect of 

reservoir heterogeneity on gas production. 

 

The observed statistical data on permeability, namely the variance and mean, are utilised in the 

stochastic method, in conjunction with correlation lengths representing model anisotropy in 

various directions. This means that this approach generated a relationship between permeability 

and distance, from a given site, and thus was capable of representing the natural variability of 

permeability. In addition, the geostatistical approach helps in quantifying uncertainty when 

describing the reservoir. 

 

Hereafter, semivariogram modelling is used, which is mathematically defined as a measure of 

dissimilarity over distance. A semivariogram model expresses the generated permeability data 

and captures the correlation between the spatial variation of the permeability with distance.  In 

particular, the spherical semivariogram is applied to describe the  generated heterogeneity, 

since it has been shown to be the best fit to experimental variograms for shales (Yu et al., 2015; 
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Hosseini et al., 2019). From Figure 5.18 it can be seen that the semivariance (γ) increases as a 

function of separation distance (lag). For instance, γ shows smaller permeability values for 

paired samples which are closer together in space. However, the difference between 

permeability data increases with lag. 

 

Discontinuities in the spatial distribution of permeability data within the reservoir are generated 

using the nugget effect. The nugget effect adds an amount of short-wavelength randomness to 

the solution from Geostatistics. In particular, a nugget is the vertical jump from the value of 

zero at the origin (0 lag) to the value of the variogram. More heterogeneity and increased 

discontinuities are caused by a larger value of the nugget.  

 

 
Figure 5.18 Spherical model (dashed line) with a nugget value of 0.5 fitted to the generated permeability data 

(symbols) for a semivariogram model. The semivariogram model represents the Canoga area of Marcellus 

shale reservoir 

 
Figure 5.19 shows the comparison between methane gas production, with and without CO2 

injection, for cases of heterogeneous and homogeneous reservoir models for the Bedford area. 

Different nugget values of 0.001, 0.01 and 0.5 were used in this work to represent minimum, 

medium and maximum heterogeneity respectively (as shown in Figure 5.20). In the three 

heterogeneous reservoir model with different nugget values, the average permeability is similar 

to the base case of each reservoir.  
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Figure 5.19 Effect of spatial heterogeneities in reservoir permeability on CH4 production over time in cases 

with and without CO2 injection for the area of Bedford (Homo:Homogeneous case, Hete:Heterogeneous case) 

 

 

                                          
(a)                              (b)                              (c) 

Figure 5.20 Maps of 2D sections through reservoir models with heterogeneity in the spatial distribution of 

permeability exhibiting either (a) minimum heterogeneity or (b) medium heterogeneity or (c) maximum 

heterogeneity along with the movement of gas (shown by the flowlines) with CO2 flooding at the end of 

simulation. The scale bar is the permeability (mD). The size of individual lattice square is 25 ft in x and y 

direction, respectively 
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After a production period of 30 years, the incremental CH4 production, for all the areas in the 

Marcellus shale reservoir considered in the heterogeneous case, is less than for the 

homogeneous base case. The overall percentages produced of original CH4 in-place for 

minimum, medium and maximum levels of heterogeneity are lower compared to the 

homogeneous base case by approximately 0.8%, 1.2% and 1.5% respectively. Similarly to 

Marcellus shale reservoir, the CH4 production from the New Albany shale for minimum, 

medium and maximum levels of heterogeneity are lower compared to the homogeneous base 

case by approximately 0.01%, 0.05% and 0.07% respectively. A reason for the reduction in the 

produced CH4 in-place in the heterogeneous case, may be because of the slower mass transport 

rates than for the homogeneous case. This results in a greater amount of CO2 trapped in the 

matrix which inhibits gas migration.  

 

In contrast, the results for the Barnett shale reservoir shown in Figure 5.21 exhibit a small 

increase in CH4 production in the case of heterogeneity in permeability. The data in Figure 5.21 

shows that the CH4 production values for minimum, medium and maximum degrees of 

heterogeneity in permeability are relatively higher than for the homogeneous base case by 

approximately 0.02%, 0.05% and 0.1% respectively. In contrast to the homogeneous base case 

model for the Barnett reservoir, adding heterogeneity enhances the CO2 flow to the production 

well. It should be noted that Barnett shale has a lower overall permeability compared to the 

New Albany and Marcellus shale reservoirs. The new higher permeability sites introduced by 

the heterogeneous model assist mass transport relative to the uniformly low permeability in the 

homogeneous case thereby enhancing CH4 production. The corresponding results for 

simulations of the impact of spatial heterogeneities in permeability on the performance of the 

huff and puff technique are similar to those for CO2 flooding.  
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Figure 5.21 Effect of reservoir permeability on comparison on CH4 production with and without CO2 injection 

for Barnet shale reservoir (Homo:Homogeneous case, Hete:Heterogeneous case) 

 

 

5.5 Summary 
 

In the areas of Bedford, Canoga, and Burlington of the Marcellus shale reservoir, there is an 

increase of CH4 production by CO2 injection compared to no injection scenario due to high 

fracture conductivity. It has been shown that the surface diffusivity estimated from gravimetric 

experiments makes an important contribution to CH4 production when the average pore radius 

is less than 2nm and should not be ignored. It has also been found that a high fractal dimension 

(2.9) may enhance CH4 production when the average pore radius is less than 1nm. For example, 

when the average pore size is 0.5 nm, areas with high surface capacity show an increase up to 

3.2% of cumulative gas production when surface diffusion is applied. This increase could bring 

a revenue by up to $1 million with an assumption of gas price $5 per thousand cubic feet and 

CO2 price $20 per ton. In the remaining reservoirs, surface diffusion is not pronounced since 

the ratio of the adsorbed-gas concentration to the square of pressure is greater than the increase 

of surface diffusion coefficient. 

 

The effect of surface diffusion on the amount of CO2 molecules adsorbed and CH4 molecules 

desorbed is not significant for the regions that have low surface capacity. However, for areas 

with high surface capacity, such as Canoga, adsorption of CO2 and desorption of CH4 

molecules may increase by up to 2.74% and 2.3%, respectively, when compared to the models 

with no surface diffusion.  
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In all the areas investigated, geostatistical simulations showed that reservoir heterogeneity is 

not favourable for the CO2 injection techniques, except the Barnett shale reservoir. The reason 

for this exception is probably due to the impact of high permeability heterogeneities in an 

otherwise low permeability of the reservoir (0.58 nD) which results in the CO2 diffusion being 

more pronounced, and, thus enhancing CH4 production. 
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6. Chapter Six: CO2 Injection for Enhanced Oil Recovery and CO2 

Sequestration in Prinos Oil Reservoir 
 

6.1 Introduction 
 
 

A stable low oil price over a long period of time has forced oil companies to focus on potential 

techniques for enhanced oil recovery (EOR).  It has been shown that around 40% of oil remains 

trapped in the reservoir after primary and secondary oil recovery (Mandal et al., 2010; Samanta 

et al., 2012; Ghosh et al., 2016; Bera et al., 2020). Previous studies have proposed gas injection 

as a cost-effective technology for EOR to extract the remaining oil (Kumar and Mandal, 2017; 

Pancholi et al., 2020). 

The industrial revolution is one of the major contributors to the global warming (Falkowski et 

al., 2000; Le Quéré et al., 2014). It is widely accepted that the primary cause for very recent 

global warming is anthropogenic carbon dioxide (CO2) emissions, which are mainly produced 

from fossil fuel combustion and industrial sources (Behrensmeyer, 2006).  

The implementation of CO2 enhanced oil recovery (CO2-EOR) in oil and gas reservoirs is 

considered as a method to address the issue of increased anthropogenic CO2 released into the 

atmosphere by sequestering CO2 in oil reservoirs. Injection of CO2 represents an opportunity 

not only to mitigate greenhouse gas emissions but also to simultaneously enhance or improve 

oil recovery factor (RF) due to high microscopic displacement efficiency of CO2 (Bachu, 2000; 

Kovscek, 2002; Rubin et al., 2005). Typically, CO2 injection may recover an additional 10-

20% of the original oil in place (Yongmao et al., 2004) thereby prolonging the reservoir life 

for 15-20 years. The various CO2-EOR techniques mainly include continuous CO2 injection, 

CO2-Water alternating gas (CO2-WAG) injection under miscible or immiscible conditions, and 

CO2 huff and puff (Han and Gu, 2014; Gong and Gu, 2015).  However, previous studies have 

determined some distinct limitations that need to be taken into account (Li and Gu, 2014) when 

CO2-EOR techniques are applied. For instance, continuous CO2 injection produces an early 

CO2 breakthrough (BT) due to viscous fingering and gravity overriding (Dellinger et al., 1984). 

In addition, the great amount of CO2 injected into the oil reservoir increases the operating and 

capital costs of CO2 supply, transportation, storage and compression (Holt et al., 2009). 

Moreover, the CO2 huff and puff technique, which is best applied in tight reservoirs and 

fractured matrix formations, produces substantial amounts of the injected CO2 (Abedini and 
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Torabi, 2014a; Abedini and Torabi, 2014b; Li and Gu, 2014). In particular, the injected CO2 is 

produced simultaneously with oil, thereby increasing the cost related to CO2 collection and 

separation. Economically speaking, the CO2-WAG injection method reduces CO2 consumption 

and the associated capital and operating costs.  

The CO2-WAG technique has been applied in over 90% of CO2 injection projects (Merchant, 

2017; Aghdam and Ghorashi, 2017; Afzali et al., 2018). This technique has various advantages, 

especially when it is implemented in light-oil reservoirs. Initially, the injected CO2 and the light 

crude oil become miscible under reservoir conditions due to low minimum miscibility pressure 

(MMP) between them. Then, the CO2-induced interfacial tension (IFT) and oil viscosity 

reduces, allowing the oil to expand and become better able to flow to the production wells. 

Once, water is injected, the reservoir pressure increases above the MMP.  In addition, the water 

injection leads to effective control of the mobility of the injected CO2 by reducing the gas 

relative permeability. Previous studies (Jaber and Awang, 2017; Karimaie et al., 2017) have 

shown that CO2-WAG leads to a higher  recovery factor when compared to waterflooding or 

continuous CO2 flooding.  

It should be noted that not all reservoirs are suitable for the application of CO2-EOR techniques. 

A variety of factors, namely reservoir geology, viscosity, oil density, MMP need to be 

examined (Verma, 2015) before applying the CO2-EOR technique.  Generally, reservoirs 

having depths deeper than 3,000 ft, oil with API gravity more than 12, oil viscosity less than 

500 cP and oil saturation more than 35% are the best suitable candidates for the implementation 

of the CO2-EOR technique (Taber et al., 1997). According to a previous study of the U.S. CO2 

field applications, it was also suggested that CO2 is best applied to sandstones with 

permeabilities greater than 10 mD (Yin, 2015). As will be shown in Section 6.2, the Prinos 

field (sandstone oil reservoir) in Greece is a suitable candidate for the implementation of CO2-

EOR processes. The main reasons are the petrophysical and fluid characteristics (i.e. API 

gravity, oil viscosity, oil saturation, depth). 

In this chapter, a fluid characterization model was primarily constructed for the Prinos reservoir 

in northern Greece. The fluid characterization model was based on laboratory-measured data 

for live oil samples and existing laboratory experimental studies from the Prinos reservoir.  

Thereafter, the fluid characterization model was implemented into a reservoir simulator. The 

simulated reservoir model was history matched with real field scale oil production data. 

Afterwards, several CO2-flooding injection strategies were investigated and compared with 
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waterflooding, as a base case. The simulated CO2-flooding injection strategies include 

continuous CO2 injection and CO2-WAG injection under miscible and immiscible conditions. 

Various CO2-WAG ratios and reservoir heterogeneities were simulated to assess their impact 

on cumulative oil production and CO2 storage efficiency in the Prinos reservoir. Subsequently, 

the results obtained were analyzed depending on the economic analysis for each case. As a 

result, this chapter will provide insights into the potential of CO2-EOR techniques for the Prinos 

reservoir. 

 
 

6.2 Reservoir Characterization and description 
 

The Prinos sedimentary basin is the only geological area in Greece where oil and gas have been 

extracted for more than 40 years. The Prinos Oil Field is located offshore in the Gulf of Kavala 

of the North Aegean Sea (Figure 6.1). It covers an area of 6 km2 and the sea depth is less than 

50 metres (Proedrou and Papaconstantinou, 2004). The basin was explored in the 1970s and 

the first exploration well in the Prinos field was drilled in 1974. Crude oil production 

commenced in 1981, at initial rates of 9,000 Bopd. The field was formed by a low relief faulted 

anticline and the oil trapped was found from depths of 2450 to 2800m TVDSS (HHRM, 2018). 

The proven and probable (2P) reserves have been independently audited at 17.8 MMbls of oil, 

while the contingent (2C) resources are estimated to be 25 MMbls of oil. Of the total 54 wells 

drilled in the Prinos reservoir, 14 wells are currently producing and 4 are being injected with 

sea water. 

 

 

Figure 6.1 Geographic Location of Prinos oil field (Energean PLC, 2018) 

 

It has been reported that cumulative production is approximately 110 million barrels of oil 

(MMbbls) (Energean PLC, 2018) and 600 Mcm3 of natural gas. The average recovery factor is 
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38%. The reservoir is mainly composed of sandstones of Miocene Age with reservoir thickness 

of approximately 200 m. 

 

Porosity ranges from 12% to 22%, and permeability can range up to 400 mD.  The reservoir 

temperature is approximately 120 oC and the oil is considered medium (27-28 oAPI).  It should 

be noted that both porosity and permeability decrease with increasing depth. The reason for 

this decrease is a combination of weight overlay, dolomitization and clay content (Proedrou 

and Papaconstantinou, 2004).  The oil produced from the field is under-saturated and sour with 

a gas oil ratio (GOR) of 600 scf/bbl (Energean PLC, 2018). In addition, asphaltene precipitation 

occurs at pressures below 2,400 psi. Hence, the values of bottomhole pressures are being 

maintained above the asphaltene onset pressure. Stamataki and Magoulas (2000) reported that 

the H2S content in the reservoir is about 60%(mole) in the gas phase, and the bubble point 

pressure varies from 1190 to 2060 psia. The initial formation volume factor (FVF) is 

approximately 1.40 reservoir barrels per stock tank barrel (RB/STB) and the in-situ viscosity 

ranges from 0.55 to 0.80 centipoise (cP) at initial conditions. Initial pressures in the reservoir 

were between 4,000 to 4,500 psia and seawater has been used for partial pressure support. 

 
 

6.3 Materials Used and Experimental Methods 
 

6.3.1 Materials 
 
A crude oil sample was obtained from a vertical production well located in the Prinos offshore 

reservoir. The depth of the oil reservoir is between 2,300 m and 2,500 m.  Due to commercial 

confidentiality reasons, a more detailed location cannot be disclosed. The average oil gravity 

and the sulfur content suggested by Energean PLC was approximately 26 oAPI and 3%, 

respectively. These values were confirmed by laboratory tests conducted at the University of 

Nottingham.  In particular, the average oil gravity was around 25.4 oAPI and was estimated 

using a glass pycnometer following ASTM D5355-95. According to ASTM D4294-16, a 

calibrated energy-dispersive X-ray fluorescence spectrometer was used to measure the sulfur 

content.  The sulphur content was approximately 3.03%, indicating that the crude oil is high 

sulphur or sour. Hence, these experimental results were in agreement with similar findings by 

Energean PLC. 
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6.3.2 Viscometer 
 
The oil viscosity was measured using a co-axial cylinder type rotational viscometer, made by 

Brookfield company. For this research work, a small diameter spindle (22mm) was set to rotate 

inside a hollow cylinder which contained the oil. The amount of crude oil used in all the 

experiments was approximately 50 ml. 

 

The viscosity at different temperatures was estimated by initially measuring the amount of 

torque required to rotate the spindle immersed in the oil (Table 6.1). This torque is quantified 

as a “shear stress”. Keeping the shear rate constant, viscosity was estimated since it is defined 

as the ratio of shear stress to shear rate.   

 

Table 6.1 Properties obtained from viscometer experiment for the Prinos oil 

                                                      Temperature (oC) 

Property 28 80 100 120 135 150 

Shear Rate (s-1) 186 186 186 186 186 186 

Shear Stress (gr/cm × sec2) 32.3 9.8 8 6.7 5.8 5.5 

Viscosity (cP) 17.4 5.3 4.3 3.6 3.1 3 

 
 
 

6.3.3 Thermogravimetric analysis 

Thermogravimetric analysis (TGA) (SDT Q600) experiments were conducted to monitor and 

record the weight change of the crude oil, as a function of increasing temperature. The sample 

was initially immersed in an alumina crucible which was then placed in the sample holder.  A 

controlled heating program was used to heat the crucible under a N2 gas flow. The sample was 

heated with a constant heating rate (10oC/min) from room temperature to a desired ultimate 

temperature of 700oC. In particular, the purging gas (N2) displaced the evolved vapour phase 

of the crude oil. Afterwards, the mass loss of the oil which resulted from evaporation and 

cracking reactions, was recorded at different temperatures. To generate the PVT data for the 

crude oil, the experimental True Boiling Point Curve was implemented into a fluid package, 

Aspen HYSYS software (HYSYS, 2020). The Peng-Robinson Equation of State (PR-EOS), 

available in Aspen HYSYS software as a fluid package, was then applied to fit the experimental 

True Boiling Point curve. From Figure 6.2, it can be seen that the PR-EOS fits the experimental 
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data well. The PR-EOS was then used to form a raw crude oil blend from which the Energean 

oil pseudo-components were generated. 
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Figure 6.2 Experimental data (symbols) and calculated True Boiling Point (TBP) curve (dashed line) for Prinos 

Crude Oil 

 

 

6.3.4 Fluid Characterization of Prinos  

The offshore crude oil used in this work was supplied by Energean PLC. The oil sample is 

representative of the Prinos reservoir which was extracted via a vertical well, as described 

above. The CMG-WinProp phase behavior module was used to construct the fluid model for 

the Prinos oil reservoir. This module allows for component lumping, PVT matching, and 

modeling of laboratory experiments. As mentioned in Section 6.3.1, the average oil gravity is 

around 25.4 oAPI and the sulfur content is approximately 3.03%. Stamataki and Magoulas 

(2000) conducted laboratory experiments and presented that the bubble point pressure is 1190 

psia, oil volume factor is 1.08-1.63 RB/STB, oil density is 47.4-52.1 lb/cft and GOR is 222-

1192 scf/stb (Table 6.2). The crude oil composition was considered to consist of 6 pseudo 

components to ensure the accuracy of the calculation results in the numerical simulation. Since 

no experimental minimum miscible pressure (MMP) is reported for this oil, a typical variation 

seen for similar oils of between 2500 psi and 3500 psi will be examined (Jaber and Awang, 

2017). Table 6.3 shows the mole fractions of the six pseudo-components along with the input 

data required for the Peng-Robinson equation-of-state (EOS). Table 6.4 lists the binary 



 

 

132 

 

interaction parameters for oil components and Figure 6.3 shows the pressure temperature (P-

T) phase diagram of crude oil. Once the fluid model was tuned via a regression technique to 

match the experimental values (please see Appendix C), it was implemented in the 

compositional reservoir simulator CMG-GEM. Afterwards, CMG-GEM was used to model 

and evaluate the effectiveness of the use of waterflooding and gas flooding processes for the 

Prinos oil reservoir.  

 

Table 6.2 Fluid properties of Prinos oil 

Variable Name Value 

0API gravity of oil 25.4 

Molecular Weight (g/mol) 146 

Oil Viscosity at reservoir condition (cP) 1.72 

Crude Oil density (kg/m3) 849 

Bubble point pressure (psi) 1190 

Gas-Oil ratio (scf/stb) 970 

 

 

Table 6.3 Compositional Data for the Peng-Robinson EOS in the Prinos reservoir 

Component Content 

(%) 

Critical 

Pressure 

(atm) 

Critical 

Temperature 

(K) 

Critical 

Volume 

(m3/kgmole) 

Molar 

Weight 

(g/gmole) 

Acentric 

factor 

Parachor 

Coefficient 

CO2 3.24 72.8 304.2 0.094 44.01 0.23 78 

N2 0.06 33.5 126.2 0.09 28.01 0.04 41 

H2S-C1 47.12 82.4 348.5 0.099 31.96 0.09 79.7 

C2-C4 10.76 41.4 417.6 0.211 46.12 0.15 154.5 

C5-C6 6.91 33.7 417.9 0.324 78.85 0.26 238.7 

C7
+ 31.91 20.8 801.9 0.891 219.31 0.69 702.4 
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Table 6.4 Binary interaction parameters for oil components from the Prinos reservoir 

Component CO2 N2 H2S-C1 C2-C4 C5-C6 C7
+ 

CO2 0 0 0.131 0.123 0.115 0.151 

N2 0 0 0.118 0.074 0.107 0.120 

H2S-C1 0.131 0.118 0 0.071 0.056 0.009 

C2-C4 0.123 0.074 0.071 0 0.005 0.051 

C5-C6 0.115 0.107 0.056 0.005 0 0.025 

C7
+ 0.151 0.120 0.009 0.051 0.025 0 
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Figure 6.3 Pressure-Temperature phase diagram of crude oil from Prinos reservoir 

 

6.4 Results and Discussion 
 

6.4.1 Basic Reservoir Model  
 

For the base case, a conventional single porosity (SP) reservoir model was constructed in 

CMG-GEM, as shown in Figure 6.4. The dimensions for the reservoir were 500 m × 400 m 

×200 m, which corresponds to length, width, and thickness, respectively. The grid block size 

was set to 50 m × 40 m × 40 m in the x, y, z directions, respectively. For the basic 3-dimensional 

SP model, a waterflooding technique was applied. The Prinos reservoir history matching was 

conducted to match 6 years (2014-2020) of real field scale oil production data using CMG-
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MOST (please see Appendix D). Crude oil production data, water injection data and bottom 

hole pressure were provided by Energean PLC. Initial water saturation was 20% (HHRM, 

2018). The assumed oil/water and oil/gas relative permeability curves, shown in  Figure 6.5, 

are based on previous published data (Yu et al., 2017). The rock compressibility was selected 

based on typical values in sandstone reservoirs (Guliyev, 2018). History matching was 

performed by tuning reservoir parameters, namely porosity and permeability. As done by 

previous researchers the flowing bottomhole pressure (BHP) (Yu et al., 2016) data in Figure 

6.6, was utilized to constrain the reservoir simulation.  

 

 

Figure 6.4 Schematic view of the single porosity model of Prinos oil 
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Figure 6.5 Relative permeability curves for the Prinos oil (a) Water-Oil relative permeability curve, (b) Oil-Gas 

relative permeability curve 
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Figure 6.6 Flowing bottomhole pressure of the Prinos production well 

 
The porosity obtained was 18%, and the permeability was found to be 100 mD, which are 

within the reasonable range of typical values of Prinos reservoir as explained in Section 6.2. 

Table 6.5 summarizes the detailed properties for the numerical reservoir simulation study. As 

shown in Figure 6.7 a good history match was obtained. 
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Table 6.5 Reservoir rock properties of Prinos reservoir 

Reservoir Parameters Value 

Reservoir depth (m) 2300-2500 

Pay thickness (m) 200 

Initial reservoir pressure (psi) 4060 

Reservoir temperature (oC) 120 

Reservoir porosity (%) 18 

Reservoir permeability (mD) 100 

Initial water saturation (%) 20 

Rock compressibility (psi-1) 1.03 × 10-5 
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Figure 6.7 Comparison between field data (symbols) for cumulative oil production and simulation data (line) of 

single porosity (SP) model 

 

6.4.2 Miscibility 
 

The CO2 injection processes can be classified as miscible or immiscible. The minimum 

miscibility pressure (MMP) is the minimum pressure, for a given specific temperature, where 

miscibility occurs (El-Maghraby et al., 2011). Slim-tube experiments are typically conducted 

to determine the MMP accurately. However, slim tube experiments are costly and time 

consuming. In the absence of slim-tube experiments, numerical models using the Peng-

Robinson equation of state (EOS) and correlations are applied to determine the MMP.  Previous 

studies (Verma, 2015) have shown that mathematical models using EOS analysis are a more 
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rigorous procedure for calculating MMP and provide more accurate results than correlations 

(Ahmadi and Johns, 2011; Verma, 2015). 

 

In this work, the MMP was estimated via the multiple-mixing-cell method (Ahmadi and Johns, 

2011), utilizing the CMG-Winprop simulator. The multiple-mixing method is a numerical 

model which relies upon conducting P/T flash calculations using the EOS. In particular, the 

crude oil of the Prinos reservoir, was represented by a 6 component model (Table 6.3), namely: 

CO2, N2, H2S-C1, C2-C4 ,C5-C6 , and a lumped pseudo C7
+ fraction.  

In order to achieve miscibility between CO2 and the reservoir oil, the MMP needs to be lower 

than the reservoir pressure (i.e. 3770 psi). Since slim-tube experiments have not been 

conducted to estimate the MMP in the Prinos reservoir, typical values of MMP from the 

literature were assumed for the miscible and immiscible processes (Yellig and Metcalfe, 1980; 

Alston et al., 1985; Glaso, 1985; Yuan et al., 2004). In the CO2 injection case under miscible 

conditions, the experimental MMP value was assumed to be 2750 psi, which is a reasonable 

value for medium oil reservoirs (Jaber and Awang, 2017). In the CO2 injection case under 

immiscible conditions, the experimental MMP value was assumed to be 5500 psi which is 

considered the upper bound of the typical range (Hassan et al., 2019).  

The parameters of the Peng-Robinson EOS were tuned via a regression technique to match the 

experimental MMP values under miscible and immiscible conditions (i.e. 2750 psi, 5500 psi), 

at reservoir temperature (120oC). In particular, the volume shift, acentric factor, Omega A, and 

Omega B parameters in the Winprop model for Prinos crude oil were adjusted.  

 

Figure 6.8 shows that the recovery factor for CO2-WAG injection under miscible conditions is 

2.14% higher than for CO2-WAG under immiscible conditions. In particular, the miscibility 

between reservoir oil and CO2, results in a lowering of the interfacial tension between oil and 

CO2, and swelling of the crude oil. The swelling of the crude oil is due to the mass transfer of 

the injected CO2 into the oil (condensation gas-drive process) (Merchant, 2010). Once the 

injected CO2 had dissolved into the oil, oil viscosity and density were lowered, increasing the 

oil recovery factor. In the subsequent simulation studies, the MMP to CO2 was taken as 2750 

psi.   
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Figure 6.8 Comparison between CO2-WAG case under miscible conditions (miscible CO2-WAG) for cumulative 

oil production and immiscible conditions (immiscible CO2-WAG) 

 

6.4.3 Economic Analysis 

 

Previous studies (Jaber and Awang, 2017; Arnaut et al., 2021) have shown that a variety of 

EOR methods were technically feasible but not economically justifiable. In this study, 

economic calculations were based on criteria to select the best development strategy for the 

Prinos field. In particular, one of the most widely used economic criteria is the net present value 

(NPV). NPV is defined as the aggregate of all future project cash flows (i.e. inflows, outflows) 

where each future cash flow must be discounted back to a common point in time. NPV is 

considered as a measure of profit and it comprises the time value of money. Hence, NPV was 

obtained by calculating the present value of all the future cash flows. According to previous 

studies (Fukai et al., 2016; Jaber and Awang, 2017), a fixed discount rate of 12% per annum 

was considered acceptable to obtain the present value of future cash flows. The discount rate 

accounts for the time-dependent value of money and risk associated with a future investment. 

In this study, the discount rate of 12% used for all the economic calculations is within the range 

of discount rates used in the Advanced Resources International (ARI) studies. Table 6.6 depicts 

a sensitivity analysis of the discount rate for the miscible CO2-WAG scenario, where the CO2 

injection rate and the water injection rate were kept constant at 0.2Mt/yr and 2500 m3/day, 

respectively.   
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Table 6.6  Sensitivity Analysis of the discount rate for the miscible CO2-WAG scenario  

Discount rate (%) NPV ($MM) 

8 385.86 

10 339.64 

12 300.89 

14 268.10 

16 240.12 

The future cash flows included the gross revenue of the produced oil and gas minus the 

operational expenditure (OPEX) and capital expenditure (CAPEX).  

The NPV was estimated using the following formula (Abdus and Ganesh, 1994; Nwaozo, 

2006):  

                                                                    𝑁𝑃𝑉 = ∑  𝑛
𝑡=0

𝑁𝐶𝐹𝑡

(1+𝑖)𝑡                                               (6.1) 

where  

                                                 𝑁𝐶𝐹𝑡 = 𝑅𝑒𝑣𝑒𝑛𝑢𝑒 − 𝐶𝐴𝑃𝐸𝑋 − 𝑂𝑃𝐸𝑋                                              (6.2) 

where NCFt is the revenue at time t, t is the time in years, and i is the discount rate. 

Despite the fact that the Prinos field is located offshore it is a great candidate for application of 

EOR processes for various reasons. First, the reservoir exists at a shallow burial depth and at a 

short distance from the Greek mainland. Second, a coal fired power plant exists on the mainland 

and CO2 can be transported via pipeline to the field (190km). Thence, the costs of CO2 capture, 

pipeline maintenance, and CO2 transportation were reduced (Kouzoukas et al., 2011). In 

addition, royalties and taxes were neglected in the economic analysis since the oil fields are 

owned and developed by the Greek Government.  

In the case of waterflooding, operational costs included water handling and reinjection (Jaber 

and Awang, 2017), lifting cost (King et al., 2011), and gas processing costs of the produced 

gas (EIA, 2016). In the case of CO2 injection, operational costs included lifting cost, gas 

processing costs of the produced gas, CO2 transportation and capture cost (Kouzoukas et al., 

2011), operation and maintenance cost of CO2 recycling (Jaber and Awang, 2017),  and CO2 

compression and injection (Gozalpour et al., 2005; Ghani et al., 2015; Fukai et al., 2016). When 

CO2-WAG was conducted, operational costs were obtained both from the waterflooding and 

from the CO2 injection cases. 
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The capital cost included the injection well drilling, completion and tie in of the well, and the 

CO2 compressor. Since, the field has already conducted primary and secondary flooding (i.e. 

waterflooding) it was assumed that the water injection wells were converted to CO2 injection 

wells. The reason for this is that reworking in the existing well field with the current 

infrastructure will be significantly cheaper than drilling a new well for CO2-EOR (McCoy, 

2008). 

Similar to the approach of previous researchers (Jaber and Awang, 2017; King et al., 2011; 

Iwashaki et al., 2004), the prices of oil, gas and CO2 were assumed to be constant over the 

project life. The initial capital investment is also included in the NPV. Table 6.7 shows the 

economical parameters used in this study. 

Table 6.7 Economic Analysis Parameters for the Prinos Reservoir 

Parameter Value 

Interest Rate(%) 12 

Oil Price ($/stb) 55 

Gas Price ($/Mscf) 2.5 

CO2 Capture($/Mscf) 1 

Well drilling (MM$/well) 2.5 

Completions and tie in (MM$/well) 2 

Water injection Facilities (MM$/well) 17 

CO2 compressor ($MM) 1.6 

Oil Lift ($/stb) 0.25 

Gas processing cost($/Mscf) 0.25 

Water handling ($/stb) 0.37 

Water reinjection ($/stb) 0.56 

CO2 transportation($/Mscf) 0.13 

CO2 compression and injection($/Mscf) 0.5 

CO2 recycled($/Mscf) 0.3 

 

 

6.4.4 Comparison of simulated development scenarios 
 
In the Prinos reservoir model, reservoir simulations have been performed to compare the 

efficiency of different injection techniques for cumulative oil production. Specifically, three 

different cases were simulated, namely waterflooding, continuous CO2 flooding, and CO2-

WAG injection under miscible conditions.  In all three cases the base case model in Section 

6.4.1 was applied for the first 6 years. Afterwards, production forecasting was conducted by 
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dropping the BHP at 6 years to 3770 psi and maintaining that pressure for 14 years. It should 

be noted that the BHP is higher than the asphaltene-onset pressure (AOP) which inhibits 

asphaltene precipitation (Energean PLC, 2018). Asphaltene precipitation may lead to clogging 

of the reservoir and the reduction of cumulative oil production. In addition, the selected BHP 

is greater than the minimum miscibility pressure (MMP) to ensure a miscible condition in the 

oil reservoir.  

 

In the waterflooding case, water was injected at a constant rate of 2500 m3/d via a vertical well. 

Approximately 12.8 MMm3 of water was injected at the end of the simulation. The total oil 

production and recovery factor were around 2.18 MMm3 and 51% respectively. 

 

In the CO2 flooding case, continuous pure CO2 was injected was injected at a constant rate of 

0.2 Mt/yr via the aforementioned vertical well into the reservoir. Approximately 2.8 Mt of CO2 

was injected by the end of the simulation. Figure 6.9 shows that CO2 flooding shows less 

cumulative oil production than the waterflooding case. In particular, the total oil production 

and recovery factor were around 194000 m3 and 45% respectively. In total, 1.6 Mt of CO2 has 

been stored in the reservoir at the end of the simulation which is equal to 51% of the total CO2 

injected. 

 

Hereafter, reservoir simulations have been conducted to determine the impact of CO2-WAG 

on cumulative oil production. CO2-WAG involves a cyclic injection process whereby water 

injection and CO2 injection are carried out alternately over a number of cycles until the end of 

the simulation. Figure 6.9 shows miscible CO2-WAG injection where the CO2 injection rate 

has been kept constant at 0.2 Mt/yr, similarly to the CO2 flooding case. The water injection rate 

has been kept constant at 2500 m3/day. The simulation results show higher cumulative oil 

production in the CO2-WAG case at the end of the simulation when compared to the 

waterflooding and continuous CO2 flooding. In particular, the recovery factor for the miscible 

CO2-WAG injection was around 57%. Consequently, the NPV in the waterflooding and 

continuous CO2 injection cases, were 3.6% and 19.1%, respectively, lower than for the miscible 

CO2-WAG case (Table 6.8).  The reason is that the CO2-WAG case comprises increasing 

volumetric sweep efficiency compared to waterflooding and the enhanced microscopic 

displacement efficiency of CO2 injection.  A total of about 1.2 Mt CO2 will be stored in the 

reservoir at the end of production.  This means that approximately 38% of the injected CO2 can 

be stored in the reservoir at the end of the production period.  
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In the CO2-WAG injection case, the CO2 injection rate was decreased to 0.1Mt/yr to reduce 

the cost of the CO2 injection project. The results showed an increase up to 1% of the oil 

recovery factor when compared to the waterflooding case (Table 6.8).   
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Figure 6.9 A comparison of the cumulative oil production with CO2-WAG under miscible conditions, 

Waterflooding and continuous CO2 flooding 

 
Table 6.8 Net Present Value (NPV) and oil Recovery Factor (RF) for different development scenarios for the 

Prinos reservoir 

Process Oil Recovery Factor (%) NPV ($MM) 

Waterflooding 51 290.472 

CO2 flooding with CO2 rate 0.2Mt/yr 45 252.677 

CO2-WAG with CO2 rate 0.1Mt/yr 52 283.011 

CO2-WAG with CO2 rate 0.2Mt/yr 57 300.887 

 
 

6.4.4.1 Miscibility rather than pressure support 
 
A consideration of the oil saturation in the CO2-WAG and Waterflooding model grid site will 

enable the determination of whether the oil produced is from developed miscibility or pressure 

support.  Figure 6.10 shows the simulated oil saturation variation in a selected grid cell for the 

Prinos reservoir during CO2-WAG and Waterflooding techniques. The grid cell was located 

midway between the producer and the injector at the top of Prinos reservoir. In the 

waterflooding case, oil saturation remained unchanged for the first 9 years. After water 
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breakthrough in the grid cell, oil saturation dropped gradually to around 0.45. In the CO2-WAG 

injection case, oil saturation remained unchanged for the first 7 years. After CO2 breakthrough 

in the grid cell, oil saturation dropped steeply to residual oil saturation (i.e. 0.15). This 

observation is in agreement with similar findings by Karimaie et al. (2017), where CO2 

segregates to the top of the reservoir and oil saturation decreases to almost zero.  

 

Figure 6.11 shows that the average reservoir pressure in the waterflooding case is higher than 

that of the CO2 injection case. This means that the increase in oil production in the CO2-WAG 

injection case is due to miscibility rather than pressure support. 

0 5 10 15 20

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

O
il 

S
a
tu

ra
ti
o
n

Time (years)

 Waterflooding

 CO
2
-WAG

 
Figure 6.10 A comparison of oil saturation from the Prinos reservoir with Waterflooding and CO2-WAG 

injection 
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Figure 6.11 A comparison of reservoir pressure from the Prinos reservoir with Waterflooding and CO2-WAG 

injection 
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6.4.5 Effect of CO2-WAG cycles 
 
Previous studies (Han and Gu, 2014; Karimaie et al., 2017) have shown that the initialization 

of CO2-WAG injection is an important factor when designing a CO2-WAG process. Hence, 

various simulations were conducted to determine the most optimal time to initiate the CO2-

WAG process after the base case model. Four different starting CO2-WAG injection periods 

were investigated such as year 6, 9, 12, and 15. As can be seen from Figure 6.12, the most 

optimal time to initiate the CO2-WAG injection is year 6; after the waterflooding base case. 
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Figure 6.12 A comparison of the cumulative oil production from the Prinos reservoir with WAG injection after 

6, 9, 12 and 15 years 

 
 

6.4.6 Effect of CO2-WAG injection rate 
 
A sensitivity analysis was conducted to determine the optimal CO2-WAG cycle time. Various 

time intervals were considered such as 30, 60, 90 and 120 days. As can be seen from Figure 

6.13, CO2-WAG cycle time does not have a significant impact on cumulative oil production 

(~0.02%). Thence, 90 days of CO2-WAG cycle time was considered for this study. 

 
 



 

 

145 

 

 
Figure 6.13 A comparison of the cumulative oil production from the Prinos reservoir with CO2-WAG injection 

cycles of 30, 60,90 and 120 days 

 
 

6.4.7 Effect of CO2-WAG Slug Ratio 
 
Economic analysis was conducted to investigate the impact of CO2-WAG ratio on cumulative 

oil production. As can be seen from Table 6.9, the NPV in the case with a CO2-WAG cycle of 

1:1 under miscible conditions (Case Am) was increased by up to 5 million dollars compared to 

the CO2-WAG cycle of 1:1 under immiscible conditions (Case Aim). The reason for this 

increase in NPV in Case Am is due to the increase of the oil recovery factor (1%). In Case Am, 

the injected CO2 dissolves in the reservoir oil which results in swelling of oil. Thereafter, 

viscosity and density were lowered, thereby improving the oil mobility, and, thus the oil 

recovery factor.                  

 

In addition, various injected CO2-WAG ratios (CO2/water) were examined (Figure 6.14). In 

the cases with CO2-WAG ratio of 2:1(Case B) and CO2-WAG ratio of 3:1(case D), the CO2 

slugs were greater than water slugs.  

 

In cases B and D, the oil recovery factors were 18% and 21%, respectively, higher than for the 

Case Am. While the oil RF (%) in Case D was higher than for the case B, the NPV was lower 

(Table 6.9).  The reason for this NPV decrease in Case D was due to the operational costs (i.e. 

recycling) of CO2. 
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In addition, cases with CO2 slug size (volume) lower than water slug size were examined, i.e. 

a CO2-WAG ratio of 1:2 (Case C) and CO2-WAG ratio of 1:3 (Case E). In Cases C and E, the 

oil recovery factor was 15.8% and 15.9%, respectively, higher than for the Case Am.  From 

Table 6.9, it can also be seen that the NPV for the Cases C and E was increased by 

approximately 6.3%, respectively, compared to the Case Am. Moreover, the NPV difference 

between Cases C and E is not significantly great ($0.035M). Hence, the CO2 injection rate has 

a greater impact on the cumulative oil production when compared to the water injection rate in 

the CO2-WAG case. These results indicate that Case B is considered as the optimum NPV case 

since it yields a high oil recovery factor and lower operational costs for CO2.  
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Figure 6.14 Effect of CO2-WAG slug ratio of 1:1, 2:1, 1:2, 3:1 and 1:3 on the cumulative oil production for the 

Prinos reservoir 

 
 
Table 6.9 Net Present Value (NPV) and oil Recovery Factor (RF) for different water alternating gas (CO2-

WAG) scenarios for the Prinos reservoir 

Slug ratio (CO2/Water) Oil Recover Factor (%) NPV ($MM) 

1:1 miscible (Case Am) 57 300.887 

1:1 immiscible (Case Aim) 56 295.202 

2:1 (Case B) 60 313.73 

1:2 (Case C) 59 308.643 

3:1 (Case D) 62 313.725 

1:3 (Case E) 59 308.745 
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6.4.8 Effect of CO2-WAG Cycles on Storage Mechanisms  
 
Previous investigations (Ampomah et al., 2016) have shown that the CO2 stored within the 

reservoir can be affected by changes in CO2-WAG ratio. In this work the CO2 storage efficiency 

is given by the expression: 

 

                                   𝐸 =
 Stored CO2 

 Maximum volumetric CO2 sequestration 
× 100                             (6.3) 

 
where the stored CO2 mass was estimated from numerical simulations and the total potential 

storage of CO2 was estimated from the static geologic model. In particular, the maximum 

theoretical volumetric CO2 sequestration capacity of the Prinos reservoir can be expressed as: 

 

                                            𝑄 = (𝐴) ∗ (𝑇) ∗ (𝜑) ∗ (𝜌) ∗ (1 − 𝑆𝑤)                                           (6.4) 

 

where A is the field area (ft2), T is the producing interval thickness (ft), φ is the average 

reservoir porosity (%) and ρ is the density of CO2 (lb/ft3) at reservoir temperature and pressure 

and Sw is the initial water saturation (%). 

 

From Table 6.10, it can be seen that the CO2 storage efficiency in the Case Aim may decrease 

by approximately 1% compared to Case Am. A potential reason for this decrease is that in Case 

Aim, the CO2 free gas was produced via the free gas channel to the production well and the 

injected CO2 did not mix with the reservoir oil. In contrast, in Case Am, the injected CO2 was 

dissolved in the oil, which meant that better CO2 storage efficiency was achieved.  

 

In addition, the high volume of CO2 led to an increase in the CO2 stored. For example, in the 

Cases B and D the CO2 stored was 1.55Mt and 1.75Mt, respectively. Hence, in the Cases B 

and D the CO2 storage efficiency may increase by up to 11% and 17%, respectively, when 

compared to the case with a CO2-WAG cycle of 1:1 (Case A). As shown in Figure 6.15, 

increasing the total volume of injected CO2, the average reservoir pressure also increases. 

Subsequently, the CO2 storage mechanism of capillary trapping and dissolution trapping in the 

reservoir increases. This observation comes in agreement with past findings of previous 

researchers (Ampomah et al., 2016; Lei et al., 2016).  
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In the Cases C and E the CO2 stored was 0.99Mt and 0.98Mt, respectively. The CO2 storage 

efficiency from cases C and E are lower compared to Case A by approximately 7% and 7.2% 

respectively. Hence, high water volume decreases the storage amount of CO2. This result is 

reasonable considering that the greater the water volume injected, the greater the average 

pressure (Figure 6.16), the greater the cumulative oil produced, and, thus the greater CO2 

produced.  

 

 
Table 6.10 CO2 sequestration for a variety of CO2-WAG slug ratios 

Slug ratio (CO2/Water) CO2 stored (Mt) CO2 storage efficiency (%) 

1:1 miscible (Case Am) 1.21 38.3 

1:1 immiscible (Case Aim) 1.18 37.4 

2:1 (Case B) 1.55 49 

1:2 (Case C) 0.99 31.3 

3:1 (Case D) 1.75 55.4 

1:3 (Case E) 0.98 31.1 

 

 

 
Figure 6.15 Effect of CO2-WAG slug ratio of 1:1, and 3:1 on the average field pressure for the Prinos reservoir 
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Figure 6.16 Effect of CO2-WAG slug ratio of 1:1, and 1:3 on the average field pressure for the Prinos reservoir 

 

6.4.9 Effect of Reservoir Heterogeneity 
 
In this work, the potential impact of reservoir permeability heterogeneity was investigated for 

the Prinos reservoir. Due to the absence of detailed geological information on the spatial 

variation of permeability, a geostatistical approach was applied. As was shown in Chapter 5, 

Section 5.4.4, geostatistical modelling is one of the most widely used techniques for efficient 

reservoir simulation and characterization. CMG software was utilized as the 3D modelling 

package to define the petrophysical properties (i.e. permeability) of the Prinos reservoir. 

Multiple permeability realizations were generated to determine the effect of reservoir 

heterogeneity on oil recovery factor, NPV and CO2 storage efficiency. The nugget effect was 

implemented within the reservoir to generate discontinuities in the spatial distribution of 

permeability data. As shown in Figure 6.17(a-c) different nugget values of 0.01, 0.1 and 0.5 

were applied to represent minimum, medium and maximum heterogeneity respectively. It 

should be noted that the average permeability in the three heterogeneous reservoir models is 

similar to the average permeability of the homogeneous reservoir model (i.e. 100mD).  

 



 

 

150 

 

         

                (a)                                        (b)                                             (c) 

Figure 6.17 Distributions of reservoir permeability heterogeneity exhibiting (a) minimum heterogeneity, (b) 

medium heterogeneity, (c) maximum heterogeneity for the Prinos oil reservoir. The scale bar is the permeability 

(mD) 

 

 

Hereafter, a spherical semivariogram was applied to describe the generated permeability 

heterogeneity. Figure 6.18(a-c) shows that the difference between permeability data increases 

with distance (lag). 
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Figure 6.18 Permeability variance for the reservoir heterogeneous models with a nugget value of (a) 0.01, (b) 

0.1, and (c) 0.5 

As shown in Table 6.11, the CO2 storage efficiency for minimum, medium and maximum 

levels of heterogeneity are greater compared to the homogeneous base case by approximately 

140t, 220t and 650t respectively. As a result, the CO2 storage efficiency increases with 

increasing permeability heterogeneity, which is an observation made by previous researchers 

(Al-Khdheeawi et al., 2017; Anderson et al., 2018).  
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In the case of a homogeneous reservoir, the density difference between CO2 molecules and 

reservoir oil enhances mobility of CO2 molecules towards the top of the reservoir. In contrast, 

reservoir heterogeneity slows down the migration of CO2 molecules towards the top of the 

reservoir and CO2 spreads laterally (Bondor, 1992; Kovscek, 2002; Flett et al., 2005). 

Subsequently, CO2 dissolution within the reservoir oil is increased, leading to greater storage 

potential. 

 

Simulation results showed that the CO2 injected, and CO2 produced in the heterogeneous cases 

were lower than the homogeneous case. This means that CO2 cost (i.e. CAPEX and OPEX) in 

the heterogeneous case was lower than the homogenous case. This observation comes in 

agreement with similar findings by Lengler et al. (2010) for CO2 storage in the Ketzin reservoir. 

However, the NPV in the maximum heterogeneity case showed a decrease by approximately 

$325,000 compared to the homogeneous case. The reason for this NPV decrease was the oil 

RF which is directly related to NPV. Table 6.11 also shows that oil RF may decrease by up to 

0.02% with increasing permeability heterogeneity due to reduction of CO2 mobility and greater 

trapping of CO2 molecules. In summary, reservoir heterogeneity may have a positive effect on 

CO2 storage efficiency, whereas it negatively affects the oil RF. 

 

Table 6.11 Oil recovery factor (RF), Net present value (NPV) and CO2 sequestration for the homogeneous and 

heterogeneous scenarios 

Reservoir Model RF (%) NPV ($MM) CO2 stored (Mt) 
CO2 storage 

Efficiency (%) 

Homogeneous 57.163 300.89 1.2098 38.257 

Minimum Heterogeneity 57.155 300.87 1.2099 38.261 

Medium Heterogeneity 57.149 300.82 1.21 38.263 

Maximum Heterogeneity 57.147 300.56 1.2104 38.277 

 

 

6.5 Summary 
 
This chapter has shown the impact of various CO2-EOR injection cases compared to the 

waterflooding case, as the base model. Simulation results showed that the continuous CO2 

flooding case is not favorable for the Prinos reservoir since the NPV decreased by 13% 

compared to the waterflooding case. 
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In all the CO2/water ratios investigated, simulation results showed that CO2-WAG injection 

case is favorable for the Prinos reservoir. In particular, CO2 injection rate had a greater impact 

on the oil RF when compared to the water injection rate. The optimum CO2/water ratio at CO2-

WAG injection was the 2:1 ratio since it yields the highest NPV ($313.73 million) due to low 

operational costs of CO2 and high oil recovery factor. 

 

The effect of miscibility is a significant factor for the NPV and should not be overlooked. For 

instance, CO2-WAG injection under miscible conditions increased by up to $5 million 

compared to the CO2-WAG injection under immiscible conditions.  

 

It has also been shown that CO2 storage efficiency is greatly affected by CO2-WAG ratio. When 

the CO2/water ratio is 3:1 the CO2 storage efficiency may increase by up to 17% compared to 

the CO2/water ratio 1:1. In contrast, high water volume may decrease the CO2 stored by up to 

7.2%.   

 

Geostatistical simulations showed that increasing reservoir permeability heterogeneity was 

favorable for the CO2 storage efficiency, whilst it had a negative impact on oil RF. Hence, NPV 

was affected. For instance, the NPV for reservoir models with maximum permeability 

heterogeneity may decrease by up to 0.11% (i.e. $325,000), respectively, when compared to 

the homogeneous base case model. The reason for this decrease was due to reduction of CO2 

mobility and greater trapping of CO2 molecules. 
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7. Chapter Seven: Conclusion and Future Work 
 

7.1 Conclusion 
 

 

In this dissertation, CO2 injection techniques were investigated in conventional and 

unconventional reservoirs. A key issue affecting the efficiency of such processes is the 

transport of CO2 within the porous rock. A fractal theory for the structure-transport relation for 

surface diffusivity of molecules on heterogeneous surfaces was expanded and applied to 

experimental data on the surface diffusion of CO2 upon shales. Gas (N2 and CO2) sorption 

experimental methods (volumetric and gravimetric analysis) offered an insight into the 

application of the fractal theory on different shale samples. The experimental results revealed 

that the value of Arrhenius parameters for surface diffusivity, at a monolayer coverage, can be 

determined through the degree of structural heterogeneity of a shale surface. Hence, the fractal 

theory can effectively predict, a priori, surface diffusivity parameters for such structurally and 

chemically heterogeneous natural samples like shales. Therefore, it is concluded that this 

theory enables the optimization of the designs of CO2 injection in field applications since 

surface diffusion is of major importance in the apparent permeability, and, thus, in the gas flow 

mechanisms. 

 

The experimental values of surface diffusivity were then implemented into an apparent 

permeability model within a reservoir simulator to investigate the impact of surface diffusion 

on methane recovery via CO2 injection techniques (CO2 flooding, CO2 huff and puff) at various 

shale gas reservoirs with different properties. The results showed that surface diffusion plays a 

significant role in increasing CH4 production when the average pore radius is less than 2 nm. 

The reason for this significant contribution of surface diffusion is that the smaller the pore 

radius, the greater the ratio of surface area per unit volume, and, thus the greater adsorbed-gas 

transfer volume via surface diffusion. However, in areas where the surface capacity is low, the 

surface diffusion becomes less pronounced.  

 

The proposed fractal model was additionally applied to all reservoir models to examine the 

effects of degree of surface roughness on CH4 production and CO2 adsorption. It revealed that 

high surface fractal dimension can potentially enhance CH4 production and should not be 

neglected, especially when the average pore radius is less than 1nm. In areas with high surface 
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fractal dimension (2.9), the adsorption of CO2 and desorption of CH4 molecules both show 

substantial increases, when compared to models with no surface diffusion. In all the reservoirs 

examined, geostatistical reservoir simulations showed that reservoir heterogeneity is not 

favourable to methane recovery via CO2 injection techniques where the CO2 diffusion was not 

pronounced. 

 

Application of CO2 injection techniques were also studied in the Prinos reservoir to optimize 

the oil recovery factor, and, thence, the NPV. In contrast to the shale gas reservoirs, continuous 

CO2 injection is not efficient for the Prinos reservoir due to viscous fingering and gravity 

overriding. However, the CO2-WAG injection technique was more favorable for the Prinos 

reservoir. The reason was that the CO2-WAG technique increases the reservoir pressure above 

the MMP and effectively controls the mobility of the injected CO2, leading to higher volumetric 

sweep efficiency. The effects of CO2/water ratio, miscibility and reservoir heterogeneity at 

WAG injection are significant factors for the NPV, as well as the CO2 storage efficiency and 

should not be overlooked.  

 

 

 

7.2 Future Work 
 

Even though the results and conclusions from this thesis provide valuable information for our 

understanding of gas adsorption behavior, thermodynamics, fractal theory, kinetics in shale 

and CO2 injection in unconventional as well as conventional reservoirs, these topics are far 

from being exhaustive.  

 

For the proposed fractal theory for surface diffusion, the following future research should be 

considered: 

1. Extension of the fractal theory to different shale types, as well as coal samples, 

exhibiting a wide range of surface fractal dimensions. 

2. Measurement of the surface diffusivity parameter via Nuclear Magnetic Resonance 

(NMR) to establish the fractal theory.  

3. Experimental investigation of impact of water on the kinetics of CO2 molecules in 

shale and coal since water can displace the adsorbed phase of methane due to the 

high affinity of water. 

4. Applicability of the fractal theory on a multi-component gas adsorption system. 
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For the numerical model of CO2 injection for enhanced gas recovery in shale reservoirs, the 

following future research should be considered: 

1. Examination of the mass transfer processes in CH4 recovery and CO2 sequestration 

assuming a greater range of pore radius in the matrix.  

2. Evaluation of the Langmuir capacity parameters in determining the efficiency of 

transport of CO2 via surface diffusion.   

3. Validation of gas adsorption behavior in different scales of pore via the robust 

theoretical background of molecular simulation.  

4. Evaluation of the impact of surface diffusion on CH4 recovery via CO2 injection in 

coal reservoirs. 

 

For the numerical reservoir simulations of CO2 injection for enhanced oil recovery in the Prinos 

reservoir, the following future research should be considered: 

1. Investigation of the effects of fault reactivation and CO2 migration during CO2 

injection.   

2. Examination of the local grid refinement to improve predictions and reduce 

simulation run-time. 

3. Optimization of the vertical and lateral distance between injectors. 

4. Investigation of the comparison between WAG and thermal methods in Prinos oil 

reservoirs.  

 

 

Apart from the foregoing future work suggested, preliminary experimental work was 

conducted to investigate the application of the fractal theory to both shale and coal samples 

over a wide range of fractal dimension (please see Appendix E).  
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Appendices 
 

Appendix A: Peng-Robinson equation of state  
 

The PR-EOS model, mainly used in petroleum industry, is applied to calculate the fugacity 

coefficient of the components in the gas phase. In terms of the z factor the PR-EOS is expressed 

in cubic polynomial form as: 

                  𝑧3 − (1 − 𝐵)𝑧2 + (𝐴 − 3𝐵2 − 2𝐵)𝑧 − (𝐴𝐵 − 𝐵2 − 𝐵3) = 0                   (A.1) 

The cubic z-factor equation is solved by trial and error. In cases where the real root is more 

than one, then the correct root is selected according to the lowest normalized Gibbs energy.  

The parameter A and B, which are functions of pressure and temperatures can be expressed as: 

                                                                           𝐴 = 𝑎
𝑝

(𝑅𝑇)2                                        (A.2) 

and 

                                                                            𝐵 = 𝑏
𝑝

𝑅𝑇
                                          (A.3) 

The parameters a and b are given by: 

 

          𝑎 = 0.45724
𝑅2𝑇𝑐

2

𝑝𝑐
[1 + (0.37469 + 1.54226𝜔 − 0.26992𝜔2)(1 − 𝑇𝑟

0.5)]2        (A.4) 

and 

                                                                        𝑏 = 0.0778
𝑅𝑇𝑐

𝑝𝑐
                                     (A.5) 

 

where Tc is the critical temperature, Pc is the critical pressure and ω is the acentric factor.  

The parameters A and B use the linear mixing rule to corelate the properties of the pure 

components to the properties of the mixtures such that: 

                                                                   𝐴 = ∑  𝑁
𝑖=1 ∑  𝑁

𝑗=1 𝑦𝑖𝑦𝑗𝐴𝑖𝑗                               (A.6) 

and 

                                                                            𝐵 = ∑  𝑁
𝑖=1 𝑦𝑖𝐵𝑖                                    (A.7) 

with 

                                                                          𝐴𝑖𝑗 = (1 − 𝑘𝑖𝑗)√𝐴𝑖𝐴𝑗                                (A.8) 

where kij is the binary interaction parameter. 
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Appendix B: Sensitivity Analysis of Marcellus shale reservoir 
 

Sensitivity analysis was conducted to determine the sensitivity of parameters in Marcellus shale 

reservoir. These parameters include matrix permeability, fracture permeability, fracture 

porosity, fracture permeability, rock compressibility and fracture half length. Figure B.1 gives 

a visual representation of the parameter sensitivity. Parameters with higher percentage values 

on the plot can be considered to be more sensitive to parameter value changes than parameters 

with a low value. 

 

 

Figure B.1 Sensitivity Analysis for the Marcellus shale reservoir 
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Appendix C: Fluid Characterisation model of Prinos oil reservoir 
 

Figures C.1 - C.3 represent the fluid model of Prinos reservoir which was tuned via a regression 

technique to match the experimental values. 
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Figure C.1 Experimentally measured (symbols) (Stamataki and Magoulas, 2000) and simulation data (dashed 

line) of the Gas Oil Ratio for the Prinos oil 
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Figure C.2 Experimentally measured (symbols) and simulation data (dashed line) of the oil volume factor for 

the Prinos oil 



 

 

181 

 

0 1000 2000 3000 4000 5000 6000

44

45

46

47

48

49

50

O
il 

D
e
n

s
it
y
 (

lb
m

/f
t3

)

Pressure (psi)

 Sim. Data

 Expt. Data

 

Figure C.3 Experimentally measured (symbols) and simulation data (dashed line) of the Prinos oil density 
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Appendix D: Sensitivity Analysis of Prinos oil reservoir 

Sensitivity analysis was conducted to determine the sensitivity of parameters in Prinos 

reservoir. These parameters include grid thickness, permeability, porosity, initial pressure and 

rock compressibility. As explained in Appendix B, the higher the percentage, the more 

sensitive the parameter (Figure D.1).  

 

 

Figure D.1 Sensitivity Analysis for the Prinos oil reservoir 
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Appendix E: Characterisation of Utica shale and Pocahontas coal 
 

E.1 Materials Used  
 

Three core shale samples from the Utica Formation were obtained during exploratory drilling 

of a borehole located in the Appalachian basin, Ohio, USA. The core samples were collected 

from three different depths: 5860-5863 ft, 5875-5878 ft and 6102-6106 ft. The Utica shale lies 

within a total area of greater than 115,000 square miles and extends across four states: New 

York, Ohio, West Virginia and Pennsylvania. The depth ranges between 2000 and 8000 ft in 

Ohio, having an average thickness of less than 100 ft to approximately 500 ft (EIA, 2017). In 

specific, the Utica formation is thickest in western Ohio (200-300 ft), and it generally thins to 

the southern Ohio (~100 ft).  

 

The blocks of coal utilized in this study were obtained from the Pocahontas (Poca) coal seam 

located in Buchanan County, Western Virginia, USA. The core samples were collected from 

two different depths: 1297-1299 ft and 1413-1414 ft. The Poca formation extends from the top 

of the Mississippian Bluestone Formation to the base of the New River Formation where the 

depth ranges between 1000 and 2000 ft. Throughout most of its extent, the formation is around 

700 ft thick (Miller, 1974).  

 

E.2 Volumetric Analysis 
 

Gas sorption was conducted using a Micromeritics 3Flex volumetric analyser. Each shale and 

coal specimen was ground and sieved using 0.15-0.18 mm metal sifters. All samples were 

degassed for 16 hours at 110 °C for 16 h using a VacPrep Degasser. The adsorbates used were 

N2 at 77 K, and CO2 at 273 K. Similar to Marcellus shale samples in Chapter 4, the meso- and 

macro-porosity was determined via the carbon slit pore model of NLDFT kernel using N2 

adsorption data. Afterwards, the microporosity was obtained via the CO2-DFT kernel using 

CO2 adsorption data. In addition, the determination of the bulk density was obtained using 

helium pycnometry. The physical parameters of the shale and coal samples are shown in 

E.1Table E.1. 
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Table E.1 Results of Utica shale and Poca coal characterisation 

Sample name Depth(ft) BET(m2/g) 
Fractal dimension 

(d) 
TOC(%) Illite(%) Calcite(%) Porosity(%) 

Utica  

5860-5863 2.3 ± 0.04 2.547 ± 0.001 2.33 39.75 9.7 2.53 

5875-5878 1.7 ± 0.04 2.534 ± 0.007 1.27 21.69 25.29 - 

6102-6106 1.5 ± 0.04 2.614 ± 0.006 0.39 0.84 75.43 - 

Poca 
1297-1299 0.2 ± 0.05 2.543 ± 0.007 69.8 0.21 0.19 - 

1413-1414 0.8 ± 0.03 2.565 ± 0.004 70.23 0.22 0.16 5.06 

 

 

Figure E.(a,b), shows the N2 adsorption isotherms for Utica shale (5860-5863ft) and Poca coal 

(1413-1414ft), respectively. From Figure E.1 (a,b) and Table E.1, it can be observed that Utica 

shale (5860-5863 ft) has greater BET surface area compared to Poca coal (1413-1414 ft). A 

potential reason that the BET surface area is higher in Utica shales may be the main inorganic 

compositions of shale (illite,quartz and calcite). According to previous studies (Venaruzzo et 

al., 2002; Slatt and O’Brien, 2011; Milliken et al., 2013) these inorganic compositions (clays) 

contribute significantly to the inner surface area. Hence, clay types (illite) and inorganic 

minerals (calcite), are of major importance on gas adsoprtion capacity, leading to higher BET 

surface area. Gas sorption isotherms of the remaining Utica shale and Poca coal samples, can 

be found in Appendix F. 
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Figure E.1 Adsorption isotherms for N2 on a) Utica shale (5860-5863 ft) b)Poca coal (1413-1414 ft) 

According to Figure E.2(a,b), the adsorption isotherms for carbon dioxide on Utica shale 

(5860-5863 ft) and Poca coal (1413-1414 ft), respectively, show that the micropore surface 

area of coal is much larger than those of shale. The reason for this great difference in micropore 

surface area, is the abundance of micropores in the organic matter of coal (Figure E.3). Thus, 

the porosity of Poca coal is greater compared to Utica shale (Table E.1). 

 

It should be noted that the skeletal densities for the Utica shale (5860-5863 ft) and Poca coal 

(1413-1414 ft) samples were obtained from helium pycnometry and the values are equal to 

2.70 g/cm3 and 1.41 g/cm3, respectively. These density values are in agreement with past 

findings of Manger (1963) for shales, and Roux (2021) for coals.  
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Figure E.2 Adsorption isotherms for CO2 on a) Utica shale (5860-5863 ft) b)Poca coal (1413-1414 ft) 
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Figure E.3 Pore size distribution of Utica shale (5860-5863 ft) and Poca coal (1413-1414 ft) 

 

Figure E.4(a,b), show examples of a fractal FHH plot obtained using one of the sets of nitrogen 

adsorption isotherm data given in Figure E.1(a,b). The surface fractal dimension obtained from 

such fits (using Eqs. (2.13) and (2.15)) to all the nitrogen isotherm data above a statistical 

monolayer coverage are given in Table E.1. In contrast to the surface fractal dimension of 

Marcellus shale samples in Chapter 4 (Table 4.3), the surface fractal dimension of Utica shales 

and Poca coal samples do not tend to decline with increasing depth. The remaining fractal FHH 

plots can be found can be found in Appendix F. 
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Figure E.4 Fit of  Fractal FHH (dashed line)  to the adsorption isotherm data(symbols) for nitrogen on a) Utica 

shale (5860-5863 ft), b) Poca coal (1413-1414 ft) 

 

E.3 Gravimetric Analysis 
 

Kinetic gas (CO2) uptake data were obtained from a gravimetric analyser (Hiden XEMIS) using 

a sensitive microbalance. The detailed procedure for the experiment is outlined in Section 4.4.4. 

Examples of the isotherm data for carbon dioxide on Utica shale and Poca coal, can be seen in 

Figure E.5(a,b). Similar to Chapter 4 (Figure 4.7), the local adsorption equilibrium is reached 

quickly. Subsequently, the isotherm data were reasonably fitted to a Langmuir isotherm 

expression by using a non-linear regression technique for the selected temperatures of 10 oC, 

20  oC, and 30  oC. Table E.2 shows the Langmuir parameters, Cμs and b, which were obtained 

from this non-linear regression for the three temperatures.  From Figure E.5(a,b), it can be seen 

that the Langmuir isotherm fits the experimental data well for the three temperatures.   

 

Table E.2 Langmuir isotherm parameters for CO2 on Utica shale and Poca coal derived from isotherms 

measured at the indicated different temperatures 

Sample name Depth(ft)          Property      Temperature(oC) 

      10 20 30 

Utica  5860-5863         

  Cμs (mol/cm3)  0.001034 0.000931 0.000836 

  b(cm3/mol)  33268 27648 22835 

Poca 1413-1414      

  Cμs (mol/cm3)  0.000078 0.000068 0.000075 

    b(cm3/mol)  36075 35864 28261 
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Figure E.5 Isotherms for CO2 adsorption onto a) Utica shale from 5860-5863ft b) Poca coal 1413-1414ft 

measured at 10oC, 20oC, 30oC using Xemis apparatus. The lines are fits to the Langmuir isotherm model using 

parameters given in Table E.2 

       

Figure E.6 shows the experimental fractional uptakes at three similar bulk concentrations of 

CO2 for Poca coal (1413-1414 ft) samples. These spherical particles of coal have a radius of 

0.00825 cm. It can be seen that the half-time is decreasing with temperature for all three bulk 

concentrations. These results are in agreement with past findings of Chapter 4 for spherical 

particles on Marcellus shale. Hence, given the same concentration of the bulk gas at the initial 
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stages, it is considered that when the temperature is higher, the adsorption equilibrium time 

will be shorter.  
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Figure E.6 Plot of fractional uptake of CO2 onto Poca coal (1413-1414 ft) at three different temperatures 

 

Figure E.7 shows an example of the fractional uptake of CO2 on Poca coal (1413-1414 ft). A 

single exponential Linear Driving Force (LDF) model was used in order to fit the experimental 

data and thereby obtain the rate constant to find the half time of adsorption (Do, 1998). The 

measured half-times were ultimately used in Eq. (4.19) to estimate the surface diffusion.  
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Figure E.7 Experimentally measured (symbols) uptake curves, and fits to the LDF model (lines) for Poca coal 

(1413-1414 ft) 
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The effectiveness of the Do technique (1991) for surface diffusion parameter determination 

was tested with the sorption data for CO2 into Utica shale and Poca coal samples. Adsorption 

dynamics were measured at different bulk gas concentration steps but for the same range as 

explained in Section 4.4.4. From Figure E.8(a,b), it can be observed that the agreement between 

the experimental data and the linear variation expected from the model of Do and Rice (1991)  

is good. Plotting the parameter Ω from Eq. (4.19), versus the parameter Ξ (Eq. 4.20), as shown 

in Figure E.8(a,b), gave rise to a straight line for both shale and coal samples. As outlined in 

Section 4.2.2, the slope and the intercept correspond to (1-εΜ)Ds  and εΜDp, respectively.  
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Figure E.8 Plot of the term Ω versus Ξ given in eq. 4.18 for a) Utica shale (5860-586 3ft) b) Poca coal (1413-

1414 ft) 
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The results shown in Figure E.8(a,b), suggest that the CO2 sorption data on Utica shale and 

Poca coal sample in the laboratory have indicated a good fit to the theoretical uptake model. 

Hence, this finding supports the implementation of Do’s theory (1991) to heterogeneous 

systems (i.e. shale, coal) exhibiting fractal dimension down to ~2.54, in which surface diffusion 

and pore diffusion may be obtained within the system.  

 

The values of the surface diffusivities obtained in this work are ~10-8 cm2/s. It should be 

mentioned that these results are consistent with previous studies in the literature (Karacan and 

Mitchell, 2003), for CO2 in coal. However, direct measurement of heat release is also needed 

to examine if the heat of adsorption for surface diffusion of CO2 is determined by the surface 

geometry of the adsorbent. As outlined in Chapter 4, Section 4.3.3, measurement of the heat of 

adsorption via the iQ-calorimeter in shale and coal is feasible. Therefore, more experimental 

work is needed on both shale and coals to establish the fractal theory and effectively predict, a 

priori, surface diffusivity parameters. 
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Appendix F: Characterisation of Utica shale and Pocahontas coal 
 

Figure F.1(a-c) shows the nitrogen adsorption isotherms for Utica shale (5875-5878ft), Utica 

shale (6102-6106ft) and Poca coal (1297-1299ft), respectively. From Figure F.1(a-c), it can be 

observed that Utica shales have greater BET surface area compared to Poca coal (1297-1299ft). 

As highlighted in Appendix E, a potential reason that the BET surface area is higher in Utica 

shales is main inorganic compositions of shale (illite, quartz and calcite) which contribute 

significantly to the inner surface area.  
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Figure F.1 Adsorption isotherms for N2 on a) Utica shale (5875-5878 ft), b) Utica shale (6102-6106 ft), c)Poca 

coal (1297-1299 ft) 

 

Figure F.2(a-c) shows the carbon dioxide adsorption isotherms for Utica shale (5875-5878ft), 

Utica shale (6102-6106ft) and Poca coal (1297-1299ft), respectively.  From Figure F.2(a-c), it 

can be observed that the micropore surface area of coal is much larger than those of shales. 

These results are similar to those reported in Appendix E, and the reason for this great 

difference in micropore surface area, is the abundance of micropores in the organic matter of 

coal.  
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Figure F.2 Adsorption isotherms for CO2 on a) Utica shale (5875-5878 ft), b) Utica shale (6102-6106 ft), 

c)Poca coal (1297-1299 ft) 

 

Figure F.3(a-c) shows examples of a fractal FHH plot obtained using one of the sets of nitrogen 

adsorption isotherm data given in F.1(a-c). The surface fractal dimension obtained from such 

fits (using Eqs. (2.13) and (2.15)) to all the nitrogen isotherm data above a statistical monolayer 

coverage are given in Table E.1 of Appendix E.  

 



 

 

196 

 

-6 -5 -4 -3 -2 -1 0 1 2

-2.5

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

2.0

ln
(A

m
o
u
n
t 
a
d
s
o
rb

e
d
/(

cc
/g

))

ln(ln(1/Relative pressure))
 

(a) 

-6 -5 -4 -3 -2 -1 0 1 2

-2.0

-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5

2.0

ln
(A

m
o
u
n
t 
a
d
s
o
rb

e
d
/(

c
c
/g

))

ln(ln(1/Relative pressure))  

(b) 

-6 -5 -4 -3 -2 -1 0 1 2

-5

-4

-3

-2

-1

0

ln
(A

m
o
u
n
t 
a
d
s
o
rb

e
d
/(

c
c
/g

))

ln(ln(1/Relative pressure))  

(c) 

Figure F.3 Fit of  Fractal FHH (dashed line)  to the adsorption isotherm data(symbols) for nitrogen on a) Utica 

shale (5875-5878 ft), b) Utica shale (6102-6106 ft), c)Poca coal (1297-1299 ft) 
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The Scanning Electron Microscopy-Mineral Liberation Analyzer (SEM-MLA) was applied to 

evaluate the inorganic minerals of Utica shale samples. From Figure F.4, it can be seen that 

minerals which comprise heavier components (i.e. pyrite) backscatter more of the incident 

electrons of the SEM and seem brighter in the backscattered electron (BSE) image. However, 

minerals with lighter components (i.e. quartz) backscatter less electrons and seem darker. 

 

 

Figure F.4 Scanning Electron Microscopy image for the Utica Shale sample (6102-6106 ft) 

 


