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Abstract

In this thesis, we study the all same helicity loop amplitudes in self-dual Yang-Mills
and self-dual gravity. These amplitudes have long been conjectured to be interpreted
as an anomaly and are recently linked to the UV divergence of two-loop quantum
gravity. In the first part of the thesis, we study the loop amplitudes in self-dual
Yang-Mills. We show that the four point one-loop amplitude can be reduced to a
computation of shifts, which strongly suggests a case for an anomaly interpretation.
We next propose a new formula for the one-loop amplitudes at all multiplicity, in
terms of the Berends-Giele currents connected by an effective propagator. We prove
the formula by observing that it readily implies the correct collinear properties. To
demonstrate the validity of our formula, we do an explicit computation at 3, 4 and
5 points and reproduce the known results. The region momenta variables play an
important role in our formula and thus it points to both the worldsheet and the
momentum twistor interpretations. In the second part of the thesis, we study the
one loop behaviour of chiral Einstein-Cartan gravity and the one-loop amplitudes in
self-dual gravity. We develop the ghost Lagrangian in chiral Einstein-Cartan gravity
for a general Einstein background using the BRST formalism and compute the ghost
contribution to the one-loop effective action. We next construct the one-loop graphs
contributing to the four point same helicity amplitude. The double copy property
is manifest in the diagrams. We also perform a shift computation of the self-energy
bubble in gravity and show that the result is the square of Yang-Mills. The bub-
ble is interpreted as an effective propagator, in complete analogy with Yang-Mills.
However, the interpretation of the shift parameters in this case is not clear and thus
the computation of the four point amplitude remains incomplete. We comment on a
possible way to resolve this ambiguity.
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Chapter 1

Introduction

1.1 Motivation

Quantum gravity and amplitudes

It has been well established since a long time now that quantum field theory approach
to quantum gravity fails. It gives results which are not consistent with perturbative
unitarity and leads to loss of predictability. There are several ways to understand this.
The perturbative expansion of the Einstein-Hilbert Lagrangian yields terms which are
second order in derivatives. Thus, the coupling constant in gravity has negative mass
dimensions. The tree amplitude for 2 → 2 graviton scattering grows with the energy
scale and indicates power counting non-renormalizability. Further, if one computes
loop corrections, it is not hard to see that one would encounter more and more diver-
gent integrals at each loop order because of increasing number of derivatives, which is
an implication of negative mass dimension coupling. Thus, one can say that perturba-
tive quantum gravity does not make sense. However, this argument is too naive as it
stands and it will be inappropriate to immediately arrive at this conclusion without
explicitly computing physical quantities of interest. It may happen that there are
cancellations between the divergent parts of the diagrams and the final result does
make sense. Indeed, as it turns out, pure gravity with zero cosmological constant
is finite at one-loop [25]. This can be understood by analysing the arising counter-
terms. The only possible counter terms that may arise at one-loop are of the form
R2, RµνR

µν and RµνλρR
µνλρ, where R is the Ricci scalar, Rµν is the Ricci tensor and

Rµνλρ is the Riemann curvature tensor. Thus, the counter-term Lagrangian takes a
form LR2 = a1R

2 + a2RµνR
µν + a3RµνλρR

µνλρ, for arbitrary constants ai. However,
the first two terms can be eliminated by field re-definitions and the last term can be
expressed in terms of the first two by adding the Gauss Bonnet curvature square. The
Gauss Bonnet term is topological and therefore it integrates to zero in topologically
trivial backgrounds. Thus, the one-loop counter-term completely vanishes. Four di-
mensional quantum gravity without cosmological constant is then finite at one-loop.

1
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If one assumes a non-zero cosmological constant, divergences do arise but they can be
absorbed into the tree level action. Despite behaving nicely at one-loop, gravity does
diverge at two-loops. This was first observed explicitly by Goroff and Sagnotti [27]
and the non-zero two loop divergence is given by the term LR3 = Rµν

σδR
σδ
λνR

λν
µν .

This term can neither be eliminated by field re-definitions nor is a total derivative.
Thus, quantum gravity at two-loops is said to be non-renormalizable. This fact led
to abolishing perturbative treatments of quantum gravity and motivated interest in
building new frameworks like string theory, loop quantum gravity and causal sets to
name a few. However, each of these frameworks have their own technical limitations
and this is why the problem of consistently quantizing gravity in four dimensions
remains open to this day.

In recent years, and in particular over the last two decades, there has been tremen-
dous development in the field of scattering amplitudes [15, 16, 23, 24, 30, 31, 35, 51].
On one hand, new techniques such as recursion relations and on-shell methods are
implemented to simplify computations in Yang-Mills and gravity. While on the other,
conceptual developments are made in both these theories and their supersymmetric
counterparts [24, 30, 31]. Several works in the past [5, 6, 7, 9, 11, 16] have outlined
the detailed computations of multi-photon/gluon/graviton scattering amplitudes. A
corollary of these developments indicate that the UV behaviour of gravity is in some
sense, better than Yang-Mills. Indeed, the BCFW recursion relations [44] imply that
the fall-off behaviour of gravity tree amplitudes at large values of complex momenta
goes like 1/z2, as opposed to Yang-Mills which goes like 1/z, where z is the complex
momentum parameter. This is related to the fact that the group of diffeomorphisms
is at play in gravity. However, the real surprise of the developments is that gravity
is rather linked to Yang-Mills. This has been realized in the so called double copy
relations where gravity amplitudes are a certain square of the Yang-Mills ones [46].

Alongside these developments, there has been a resurgence of interest during the last
few years in probing the ultraviolet structure of gravity, using on-shell techniques. In
recent years, concrete results by Bern and collaborators [28, 29] have shown that the
UV behaviour of gravity is much more subtle and interesting than was thought ear-
lier. In particular, the two-loop divergence was analyzed and it was observed that its
coefficient is sensitive to off-shell degrees of freedom in the theory. In their work [28],
they have added non-dynamical three-forms to gravity and found that the coefficient
of the two-loop divergence changes. Also, when pseudo-scalar fields are replaced by
their duals, i.e anti-symmetric two-forms, the divergence once again changes. The
Gorof and Sagnotti computation of the two-loop divergence, although gives a direct
result for the coefficient, falls short of giving any understanding of the particular
number. Thus, it is not very surprising that the coefficient depends on off-shell de-
grees of freedom. However, in a subsequent paper [29], what they found is that the
coefficient of the renormalization scale dependence remains unchanged if one changes
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the off-shell contents of the theory. So, while the coefficient of the divergence does
change, the renormalization scale dependence is not sensitive to the unphysical con-
tents of the theory. Thus, it comes as a rather surprise that there is no direct relation
between the coefficients of the divergent part of the two-loop amplitude and that of
the renormalization scale dependence in gravity, unlike in conventional quantum field
theories. Using unitarity cuts, they have analyzed the divergent contribution and
the associated renormalization scale dependence of the identical helicity four gravi-
ton scattering amplitude at two loops. It is quite clear from their computation that
this coefficient gets a non-vanishing contribution from the two-particle cut, where the
identical helicity one-loop four graviton amplitude appears on one side of the cut and
a tree level four graviton amplitude appears on the other side. The three particle cuts
do not contribute and vanish identically. Thus, overall the coefficient of the divergent
part of the four graviton two-loop amplitude reduces to the same helicity one-loop
amplitude. The relevant expression is given by [29]

M2−loop
4 (+ + ++) =

(κ
2

)6 i

(4π)4
s12s23s13

(
[12][34]

⟨12⟩⟨34⟩

)2(
209

24ϵ
− 1

4
lnµ2

)
+ finite,

where s12s23s13

(
[12][34]
⟨12⟩⟨34⟩

)2
is the one loop amplitude. Thus, the divergence of quantum

gravity at two-loops is related to the non-vanishing of the all plus four point ampli-
tude at one-loop. It is therefore very important to understand this non-vanishing
and its origin. The main aim of this thesis is to sharpen the understanding of this
amplitude and thus the two loop divergence. However, such an amplitude is al-
ready non-vanishing in simpler theories like massless QED and self-dual Yang-Mills
(SDYM). It then makes sense to simplify the question and understand such a non-
vanishing first in these simpler theories. In the order of complexity, the theories are
scalar QED, spinor QED, SDYM and self-dual gravity (SDGR). Thus, the study of
the all same helicity (minus in our convention) amplitudes in these theories is the
unifying theme of this thesis.

An important feature of the identical helicity amplitudes in SDYM and SDGR is
that the integrand of this amplitude vanishes if we take the loop momenta to be four-
dimensional. This is easily verified in the case of gravity from unitarity principles as
shown in [28]. In SDYM, this behaviour is tied to an anomaly of the currents which
make the theory integrable [8]. However, the existing computations of this amplitude
in massless QED and SDYM [7, 5] do not reveal any anomaly type of behaviour and
neither give any deeper understanding of the physics behind the non-vanishing. In
this thesis, a new understanding of these amplitudes first at four points and then at
all multiplicity is achieved in the case of Yang-Mills (and SDYM). At four points an
analogous understanding is also achieved for the case of scalar QED and massless
spinor QED. In particular, the four point one-loop amplitude of all these theories is
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reduced to a computation of shifts of the so-called quadratically divergent integrals.
The computation is carried out in four dimensions and the result comes out without
performing any integral explicitly, but rather from the shift technology that is well
established in the case of chiral anomaly triangle diagram calculation. Although it
does give some hint that the result may be related to an anomaly like behaviour, it
directly does not give any interpretation of these amplitudes. The more prominent
new understanding in the case of SDYM amplitudes at all multiplicity is achieved in
terms of our formula with the Berends Giele currents of SDYM. It is now clear that
the amplitudes are constructed from simpler building blocks, such as the currents,
which are completely understood, and the self-energy diagram that is ambiguous
(shift-dependent) but finite. The amplitude puts these blocks together in a way that
removes the ambiguity and produces an expression that has all the right property such
an amplitude should have. This can be understood as following from the fact that the
loop momenta can be chosen so that the complete one-loop integrand vanishes. The
special choice of loop momenta is related to the so-called region momenta (or dual
momenta) variables which has interpretations in both the worldsheet formulation of
Yang-Mills (YM) [14] and its twistor descriptions [31]. Thus, the interpretation in
the case of YM reduces to the question of interpreting the bubbles, which is a much
simpler and more sharply posed question than the original question of interpretation
of the non-vanishing of the all same helicity amplitudes. The interpretation of the
bubbles is not answered in this thesis and is left for future work. However, it is clear
that considerable progress has been made to gain understanding of the same helicity
amplitudes in YM.

We have also developed partial understanding of the said amplitudes in the case of
gravity. It is now clear that the one-loop same helicity amplitudes in self-dual grav-
ity (SDGR) can be constructed from the flat SDGR Feynman rules. The integrand
of these amplitudes show the double copy structure. These can also be constructed
from the full GR Feynman rules but we work in the simpler theory of SDGR. The
amplitudes can be understood from the perspective of simpler building blocks like the
currents and the self-energy bubble in an analogous way like SDYM. In particular we
have performed a detailed computation of the self-energy bubble in this case and the
result comes out to be the square of YM. More so, it is also clear that one can glue
Berends Giele currents to this bubble and sum all possible contributions to represent
the full amplitude. However, the interpretation of specific choices of loop momenta
is not clear in this case and this is left for future work. Thus, for gravity we have
detailed out the first steps of the understanding of these amplitudes in this thesis,
which can now be phrased in terms of the understanding of the bubble. We expect
to do the remaining part in a future work.
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1.2 Thesis outline

Let us now sketch the outline of this thesis. It is divided into two parts. Part I deals
with chiral formulation of Yang-Mills and amplitudes in self-dual Yang-Mills. Part
II deals with chiral formulation of gravity and amplitudes in self-dual gravity. In the
next section we review some basic concepts in scattering amplitudes. In chapter 2,
we summarise the mathematical tools relevant for the computations in this thesis.
In chapter 3, we give a brief introduction to chiral Yang-Mills. In chapter 4, we ex-
pand on the chiral formulation of Yang-Mills, namely the Chalmers-Siegel action and
compute the β-function in this theory using Feynman diagrams. We then explain
the theory of self-dual Yang-Mills in its covariant form, describe the gauge fixing and
write the Feynman rules. We next compute the BG current in this theory.
In chapter 5, we elaborate on the amplitude sector in self-dual Yang-Mills. We per-
form a new computation of the same helicity one-loop four point amplitude and show
that this is related to a shift computation. We also emphasize that the same holds
for scalar QED and massless QED. Next we elaborate on the sum of all possible
geometries (four points) at one-loop and do an explicit calculation to show that the
sum vanishes using appropriate choice of loop momentum variables. We use the self-
energy bubbles to reproduce the one-loop four point amplitude. We then propose a
new formula of the amplitude at all points in terms of the bubble and the Berends
Giele currents. We give a general proof of our conjectured formula by showing that
it satisfies the correct collinear limits. We interpret the self-energy bubble in SDYM
as an effective propagator. We also sketch the explicit computation of the amplitude
at 3, 4 and 5 points from our formula.

In chapter 6, we give a brief introduction to chiral formulation of gravity. In chapter
7, we expand on the chiral Einstein-Cartan gravity, which was proposed recently [40].
We study the BRST quantization of this theory on a general Einstein background and
develop the ghost Lagrangian. We thereby compute the one-loop ghost contribution
to the effective action using heat kernel methods. We then pass to the flat back-
ground case and write the corresponding Feynman rules. Our contribution in the flat
background case is the development of the ghost Lagrangian and the ghost Feynman
rules. In chapter 8, we describe the recently proposed flat-SDGR action. We explain
the gauge fixing and Feynman rules in this theory and sketch the computation of the
Berends-Giele currents.

In chapter 9, we construct the Feynman graphs for the one-loop four point same
helicity amplitude in gravity. We demonstrate that the arising loop integrals are fi-
nite. We then construct the self energy bubble and compute it after projecting to two
positive helicity states. We then expand on the gluing of currents to the self energy
bubble but our computation stops because of the unavailability of the interpretation
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of bubble momenta. We thus leave this to future work.
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1.3 Review

1.3.1 Scattering Amplitudes

The scattering amplitude in a field theory is a probability amplitude for one set of
particles to scatter into another set of particles via some interaction. To compute this
object in the conventional way, one considers the set of all possible Feynman diagrams
with external propagators amputated, external legs put on-shell and finally these legs
are projected to polarization states. The compact notation of such an amplitude in
say, Yang-Mills theory is given as

Aa1a2..an(k1, ϵ1, ...., kn, ϵn), (1.1)

where ai are the colour indices which are left free, ki are the momenta of the particles
scattered and ϵi are the polarization states of the particles. While the colour indices
in such an amplitude are left free, the Lorentz indices are projected to polarization
states. Thus the amplitude is a Lorentz scalar. Scattering in the classical limit is
captured by the tree level amplitudes, while quantum corrections are perturbatively
taken into account by loop level amplitudes. Amplitudes have few essential features
which severely constraint their form. Let us point out and explain these.

• Unitarity
The unitarity principle states that the sum of all probabilities for a process to
happen will be unity. Thus, the complete S-matrix for a process must be a
unitary operator

SS† = 1. (1.2)

The unitarity principle restricts the type of quantum field theories one can study
to model reality. The fact that non-renormalizability is seen as a breakdown of
the predictability of a theory stems from the fact that perturbative unitarity
is lost. Beside constraining the theoretical structure, the principle of unitarity
is very much applicable to compute actual processes. Based on it, the ideas
of computing loop level amplitudes were developed many years ago and such
techniques remain immensely fruitful to this day.

• Locality
The interactions of a field theory are local in character, due to relativistic con-
straints. The amplitude contains the interactions in a given Feynman graph.
Locality then manifests in the kinematic structure of an amplitude, particu-
larly in its pole structure. For instance, the intermediate line in a Feynman
graph corresponds to a propagator which is off-shell. The only poles which may
occur are when some subset of these intermediate particles become on-shell.
Thus, these poles determine the energy width in which some of the particles
can appear to be observables.
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• Crossing symmetry
In a scattering amplitude, we use a particular convention to apply momentum
conservation. The convention can be that all the particles are taken to be in-
coming or all outgoing or some of them to be incoming and the rest could be
outgoing. Whatever the convention, crossing symmetry states that the ampli-
tude and thus the S-matrix is unchanged if we convert an incoming particle to an
outgoing one and also change the corresponding signs of its momentum and he-
licity. Thus, consider a scattering process whereX(p1)+Y (p2) → Z(p3)+W (p4).
Then we can alter the positions of the particles across the arrow, e.g X(p1) →
Ȳ (−p2) + Z(p3) +W (p4) where Ȳ (−p2) is the corresponding anti-particle with
the sign of the momentum and helicity changed. Crossing symmetry says that
these two processes are exactly identical and fetches the same amplitude.

1.3.2 Colour decomposition in Yang-Mills

Yang-Mills is an SU(N) gauge theory. In such a theory, we have a gauge group where
there are (N2 − 1) generators, labelled T a. These are traceless Hermitian matrices of
order N . The colour structure constants of the theory are related to the generators
by f ijk = − i√

2
(Tr(T iT jT k) − Tr(T iT kT j)). In the chiral reformulation of Yang

Mills, as we will see, there is just a single cubic vertex. The structure constant is a
coefficient in the vertex. Any tree or loop level amplitude is constructed using this
vertex and thus is a function of colour factors and kinematic factors (polarizations,
momenta). The colour decomposition allows us to write any such amplitude as a sum
over permutations of products of colour coefficients with purely kinematic factors.
This leads us to define the so called colour ordered amplitude. Thus, the simplifcation
allows us to just compute the colour stripped part of the amplitude, without bothering
about the colour factors. These factors are put in at the end of the computation to
write the complete amplitude. Let us write such a decomposition for the tree and
loop level amplitudes. At tree level, there are terms with only single traces. It is
given by

An
tree({ai, ki, ϵi}) = gn−2

∑
σ∈Sn/Zn

Tr(T aσ(1) ...T aσ(n))A(kσ(1), ϵσ(1), ..., kσ(n)ϵσ(n)), (1.3)

where Tr(AB..) stands for the matrix trace, σ(i) are the permutations over the labels
of the external particle and A(ki, ϵi) is the colour ordered/ colour-stripped amplitude,
which is just a function of the momenta and the polarizations. In contrary to tree
amplitudes, one-loop amplitudes have both single and double trace terms. However, in
the large N limit, i.e when N → ∞ only the single trace terms contribute. Moreover,
there is a relation between the colour ordered amplitudes in the single trace terms
and those in the double trace ones. Thus, it is reasonable to deal with the single
trace term amplitudes. These amplitudes consists of planar Feynman diagrams. The
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colour decomposition is similar to that in the tree level case and is given by

An
1−loop({ai, ki, ϵi}) = gn

∑
σ∈Sn/Zn

Tr(T aσ(1) ...T aσ(n))An,1(kσ(1), ϵσ(1), ..., kσ(n)ϵσ(n)). (1.4)

1.3.3 Double copy

The double copy is a conjectured relation between the amplitudes of gauge theories
and of gravity [45]. This relation stems from the fact that there is a duality between
colour and kinematics observed in Yang-Mills theory. The duality is proven to be
true at tree level and is a conjecture at loop level. To understand it briefly, note that
any tree level Yang-Mills amplitude is represented by a sum of all Feynman graphs.
There are two kinds of vertices in Yang-Mills, cubic and quartic. However, the quartic
vertex can be re-written as a sum of cubic vertices and the tree amplitudes can then
be constructed from just cubic graphs. The form of such a generic amplitude is given
by

An
tree = gn−2

∑
j∈Γ

1

Sj

cjnj

Dj

. (1.5)

Here the sum j runs over all Feynman graphs with cubic vertices, nj are the kinematic
numerators which store the information about momenta and polarizations of the
particles scattered, cj are the colour factors which store the information about the
gauge group of the theory, Sj are the symmetry factors for the diagrams and Dj are
the appropriate propagator factors in the denominator for each diagram. The colour
factors obey a Jacobi identity because they are built from the Lie algebra structure
constants for some gauge group. The Jacobi identity is given by

ci + cj + ck = 0. (1.6)

Here the labels i, j, k stands for different cubic graphs. The important idea to realize
is that the kinematic numerators nj are built from gauge dependent objects and are
thus far from unique. Indeed, one can do gauge transformations on the fields and the
kinematic numerators change appropriately. However, it has been noted that there
exists a certain choice of a gauge such that the kinematic numerators can be obtained
in such a way that they satisfy an analogous Jacobi like relation, in a similar way like
the colour factors.

ni + nj + nk = 0. (1.7)

This kind of a relation of the kinematic numerators does not arise from Feynman
rules. It is only in a specific representation that such a choice of numerators occurs.
Although the choice is in no way unique, it has been proven at tree-level that such
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a choice always exists. This suggests that there might be some hidden symmetry at
play in the Yang-Mills theory, manifesting itself in the form of a Jacobi like identity
in the kinematic sector. So far this symmetry has resisted understanding except in
the self-dual sector of Yang-Mills. In the self dual sector, this duality is manifest
from the Feynman rules as was shown by Monteiro and O’Connell [47]. Let us now
understand the double copy relation which follows from this duality. Whenever one
finds a representation of the cubic graphs in a Yang-Mills amplitude such that the
kinematic numerators obey the same Jacobi relation like the colour factors, it is
straightforward to obtain the corresponding gravity amplitude. This is done by just
replacing the colour factors by another copy of the kinematic factors. Note, the two
kinematic factors can come from different gauge theories. Thus in the tree level case,
with the simple replacement

cj → ñj (1.8)

we obtain the corresponding gravity amplitude as

Mn
tree =

∑
j∈Γ

1

Sj

ñjnj

Dj

. (1.9)

where the Sj and Dj are the same symmetry factors and propagators which enter
the Feynman graphs in gravity and the numerator now comprises of only two copies
of kinematic factors. The two copies can come from two different gauge theories
and thus amplitudes for a variety of different gravity theories can be obtained by
considering the appropriate products of gauge theories. The loop level generalization
is also straightforward. We will deal with only one loop amplitudes in this thesis and
in this case, let us first write a generic one-loop amplitude in Yang-Mills (ignoring
couplings)

An
one−loop =

∑
j∈Γ

∫
d4l

(2π)4
1

Sj

cjnj

Dj

. (1.10)

The procedure to obtain the corresponding gravity amplitude is to replace the colour
factors in the integrand of the one-loop amplitude by another copy of the numerator
factor. Thus, at the loop level, it is the numerator of the integrand of a colour-stripped
Yang-Mills amplitude which gets squared to produce the corresponding gravity one-
loop amplitude.

Mn
one−loop =

∑
j∈Γ

∫
d4l

(2π)4
1

Sj

ñjnj

Dj

. (1.11)
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1.3.4 Dual momentum variables

In planar Feynman graphs with a canonical ordering, we can associate dual momen-
tum coordinates by a re-labelling of all the usual momentum coordinates. Sometimes
these are called region momenta because they belong to the regions separated by lines
on the plane. It is important that the graphs must be planar and has to have a well
defined ordering to consistently admit such a representation. The dual momenta are
related to the ordinary momenta as

ki = pi − pi−1, (1.12)

where ki is the i-th ordinary momentum and pi is the i-th dual momentum variable.
Thus on a given graph with n ordinary momenta, we have the following set of relations

k0 = p0 − pn−1,

k1 = p1 − p0,

.

.

.

kn−1 = pn−1 − pn−2.

(1.13)

We can then see that momentum conservation is automatically satisfied in dual mo-
mentum variables. Indeed, we have

k0 + k1 + ......kn−1 = (p0 − pn−1) + (p1 − p0) + ....+ (pn−1 − pn−2) = 0. (1.14)

We can interpret this graphically. Consider a Feynman graph with six external mo-
menta. The convention is that all momenta are incoming.

�p1 p5

p3

p2

p0

p4

k1

k2

k3

k6

k5

k4

⇐⇒ �k1
k2

k3

k5
k6

k4

p0

p1

p2

p5

p4

p3

The figure on the left hand side depicts a scattering process of six external mass-
less particles, where the usual momenta are labelled by the particle number at the
end of each line. The region momenta are labelled in the region between any two lines.
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The right hand side is a dual diagram where the region/dual momenta are placed at
each vertices and the edges represent the usual line momenta. The edges are ordered
in that the vertices are joined head to head in an oriented way. The edges are null
for an on-shell scattering process, i.e when all the momenta are on-shell. The null
polygon in dual space takes momentum conservation into account automatically in
that the vector sum of all edges add up to zero. This is the main motivation behind
introducing the dual momentum space.

In any loop diagram, we also ascribe a dual momentum for the region enclosed by
the loop. The original loop momentum can be expressed as a difference of the dual
loop momentum and one of the adjacent dual momenta outside the loop. Note, all
tree and one-loop diagrams are planar and they admit dual representations. However,
one also needs cyclic ordering in a graph to ensure that momentum conservation is
trivialized in the dual space. Thus for a graph with cyclic ordering, the identification
pn = p0 ensures momentum conservation automatically. In Yang-Mills we already
have the colour ordering which allows to consistently define dual momenta. In grav-
ity there is no such ordering and it is more subtle to deal with it. We will elaborate on
this further in the second part of the thesis when we construct one loop amplitudes
in gravity. Although dual variables trivialize momentum conservation, the on-shell
condition (k2 = 0) is an additional constraint. It is convenient and simpler to work
with amplitudes in a set-up where both these conditions are trivialized. This moti-
vated Hodges to introduce the notion of momentum twistors [38]. We will not use
momentum twistors in this thesis, but let us briefly review this idea for completeness.

1.3.5 Momentum twistors

The idea of twistors dates back to Penrose [36], where he established the connection
between null rays in spacetime and complex points in some auxiliary space, called the
twistor space. Thus, the space of twistors consists of points, with complex coordinates.
Let us call the twistor coordinates Z = (vA, λA′) where we use 2-component spinor
notations, which we describe in the next chapter. Then the incidence relation relates
the spacetime point xAB′

to the twistor vA = xAB′
λB′ . Points in spacetime thus gets

mapped to CP1 lines in twistor space. On the other hand, if two lines in twistor
space intersect, the corresponding points are null separated. So the null-condition is
trivialized in twistor space by the fact that one needs to associate a pair of twistors
for each null-separated point in spacetime and then the lines formed by these two
pairs automatically intersect. This motivated Hodges to introduce the notion of the
so called momentum twistors. The pivotal point to note is that the square of the
difference of two consecutive dual momentum coordinates is null

(pi − pi−1)
2 = 0. (1.15)
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Thus, instead of spacetime points, one can associate the dual momentum coordinates
to a new auxiliary space by the mapping pi ↔ (Zi, Zi+1). Then for an n-point
scattering with all external particles on-shell, the n dual momentum coordinates can
all be mapped to a set of n momentum twistors {Z1, Z2, ...Zn}. Then it is guaranteed
that the on-shell/null condition is automatically satisfied in the momentum twistor
space.



Chapter 2

Mathematical Preliminaries

In this chapter, we describe the technology of 2-spinors, which will be heavily used
in the rest of the portions of the thesis. This part is mostly based on [54] and [40],
but we describe it in our notations. The formalism of 2-spinors is unavoidable in
any amplitude computation. However, in addition to that, it is also very natural to
use spinors in the development of chiral theories, for e.g self-dual Yang Mills. Thus,
the role played by the spinor technology is two-fold. The first is to describe the
Lagrangian and the related Feynman rules of chiral theories in a convenient way and
the second is to compute scattering amplitudes of interest from those. Let us then
start building the relevant techniques and explain our notations.

2.1 Two Component Spinor Techniques

There exists a local isomorphism between the Lorentz group SO(4,C) and the group
SL(2,C)×SL(2,C) of unimodular transformations. This is the underlying idea that
leads to the development of spinor calculus in a flat 4-dimensional manifold. The
isomorphism between groups induces an isomorphism on the Lie algebras so(4,C) ≡
sl(2,C) × sl(2,C). Therefore, any vector valued in so(4,C) index on the complex
manifold MC can be represented by a pair of spinor indices taking values in sl(2,C).

We define at each point of our complex 4-dimensional space-time, a complex 2-
dimensional linear space, the spinor space. The elements of the spinor space are
2-component complex quantities ϕA. We label these spinors using unprimed indices.
The elements of the complex conjugate spinor space are labelled with primed indices.
The 2-component spinors are subject to the group of unimodular spin transformation,
the group SL(2,C) of 2× 2 complex matrices

D =

[
a b
c d

]
(2.1)

14
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with unit determinant,
|D| = ad− bc = 1. (2.2)

Therefore, if ϕA is a spinor, it undergoes a transformation

ϕ
′A = ϕBSA

B. (2.3)

The elements of the complex conjugate space are subjected to analogous transforma-
tions with matrices replaced by SA′

B′ . Given the general notion of spinors in spaces
of any signature, let us now stick to the Lorentzian signature case. In this case, the
four coordinates of spacetime can be represented in the form of a matrix

x = i

[
x0 + x3 x1 − ix2
x1 + ix2 x0 − x3

]
(2.4)

such that the norm of a vector is given by the determinant of the matrix

det(x) = −x20 + x21 + x22 + x23. (2.5)

The group SL(2,C) acts on the space of the such matrices and the action is given by

x→ hxh†, h ∈ SL(2,C). (2.6)

As already mentioned, the spinors come in two different types. They are the two
irreducible representations of the group SL(2,C). We classify them as unprimed and
primed spinors. By convention, the unprimed spinors are represented as two compo-
nent columns and are labelled by an unprimed index. They undergo the following
transformation under the SL(2,C) group action

µM → h N
M µN . (2.7)

The space of such spinors are denoted by S+. We then have the primed spinors which
are represented by two component columns but this time with complex entries. We
denote the space of such spinors to be S−. complex conjugated group elements act
on such spinors as

µM ′ → (h∗) N ′

M ′ µN ′ . (2.8)

Let us now discuss about raising and lowering of spinor indices. In the flat Minkowski
space, the invariant metric tensor is the object which raises and lowers tensor indices.
We thus need to define an analogous metric through the inner product in the space of
spinors. The spinors metrics in S+ and S− will be complex conjugates of each other.
For the space S+ we define it using the bilinear form (inner product)

⟨µλ⟩ := (ϵµ)Tλ = −µT ϵλ, (2.9)
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where the object ϵ is a 2× 2 matrix

ϵ =

[
0 1
−1 0

]
. (2.10)

The entries of the matrix ϵ are all real and thus the complex conjugation results in
the same matrix. The definition of the inner product in (2.9) helps us identify the
spinor contraction and raising of indices. The object (ϵµ)T is interpreted to be the
action of ϵ on µ such that it raises the index of µ. This is reminiscent of what we do
for 4-vectors. In that case we write the inner product of two vectors xµ, yν as ηµνxµyν
where ηµνxµ = xν . Thus in a similar way, our spinor contraction takes the form
⟨µλ⟩ = µBλB. However, the difference with 4-vectors is that our spinor contraction
is anti-symmetric with respect to the two spinors. Indeed, in index free notations, we
have

⟨µλ⟩ = −⟨λµ⟩. (2.11)

We can understand the anti-symmetry from the anti-symmetric structure of ϵ. In
particular, let us show how it arises using indexed notations. We have

µBλB = ϵBAµAλB = −ϵABλBµA = −λAµA. (2.12)

We see that the unprimed index in the upper left gets contracted to the one on the
lower right. The crucial step is interchanging the indices of ϵ and this picks up a minus
sign. The order of spinors are irrelevant and thus it is now the spinor λB on which
ϵAB acts from the left to raise its index. This gives the required identity. Next, we
define the lowering of indices. To do so, we use the fact that consecutive operations
of lowering and raising the index of a spinorial object in any order returns the same
spinor. We then define the lowering operation as

µMϵMN = µN . (2.13)

With this definition, it is easy to see that if we simultaneously raise and lower a
spinor index, we end up with the spinor with its indices in the original position. In
particular, we have ϵMNµNϵMK = µK . This immediately gives us an identity between
the two ϵ.

ϵMNϵMK = 1 N
K . (2.14)

Also we note that the same raising and lowering operation can be applied in the above
identity to conclude that the identity matrix in the spinor space is just the matrix
ϵ with the first index lowered and the second index raised. In other words, we can
represent the above equation as ϵMNϵMK = ϵ N

K . This leads us to the equality of two
ϵ, one with all upper indices and another with all lower indices.

ϵAB = ϵAB =

[
0 1
−1 0

]
. (2.15)
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A similar set of relations hold for the primed spinor space. We have the primed ϵ
which is the same as the unprimed one. The primed spinor contraction is labelled
by a square bracket. It follows the anti-symmetry property. However, the difference
in this case is that the indices are contracted from the below left to the upper right
direction.

µB′λB
′
= [µλ] = −[λµ]. (2.16)

The completely antisymmetric tensor in 4-dimensional spacetime is represented with
spinor objects in the following way

eµνηχ = i(ϵCAϵ
D
Bϵ

D′

A′ ϵC
′

B′ − ϵDAϵ
C
Bϵ

C′

A′ϵD
′

B′ ). (2.17)

Clearly, if we exchange a pair of spinors say AA′ with another pair say BB′, then
right hand side picks up a minus sign. This justifies the spinorial representation of
the completely anti-symmetric tensor. It is important to note that the matrix in (2.4)
can be interpreted as a bi-spinor. Indeed, we can decompose such a matrix in a basis
of soldering forms. Let us elaborate on this a bit further.

2.1.1 Soldering form

To define a map from the space of four vectors to the space of rank two spinors, we
introduce an object known as the soldering form. We use a Hermitian soldering form
defined by

(eBB′

ν )∗ = eBB′

ν . (2.18)

The metric is obtained as a square of the soldering form:

ηµν = −eA′

νAe
B′

νBϵ
ABϵA′B′ , (2.19)

where a minus sign appears because we wish to work with a Hermitian soldering
form while at the same time have signature (−,+,+,+). The sign can be traced to
the convention we use in defining contractions of primed and unprimed spinors. The
primed spinors are contracted as µB′λB

′
while the unprimed ones are contracted like

µBλB. We can also rewrite the above formula as

ηµν = −eBµ B′eB
′

ν B. (2.20)

The contraction which appears in this formula, i.e primed spinors contracting bottom
left to up right and primed spinors contracting oppositely, will be referred to as the
natural contraction. Let us then express the bi-spinor in terms of the soldering forms
and the 4-vector

xBB′
= i

√
2eBB′

µ xµ. (2.21)
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It is then customary to identify (2.4) with (2.21) and write an explicit representation
of the soldering forms. We have

e0 =
1√
2

[
1 0
0 1

]
, e1 =

1√
2

[
0 −1
−1 0

]
e2 =

1√
2

[
0 i
−i 0

]
, e3 =

1√
2

[
−1 0
0 1

]
, (2.22)

where eµ are the components of the particular form

2.1.2 Momentum spinor

We deal with massless fields in our work. The momentum of a massless particle is
null. This is is used in amplitude computations where we have external states and
the momentum of such states are constrained to be null. To incorporate this feature
in the language of spinors, let us quickly introduce the notion of null vectors and their
decomposition into the so called momentum spinors.

Any null vector has the property that the square of its 4-momentum vanishes. In
spinorial notation, this can be written as kAA′

kAA′ = 0. But as we know, the vector
inner product can be expressed as the determinant of its equivalent matrix represen-
tation, so we write, for any null vector,

|kAA′ | = 0. (2.23)

A vanishing determinant implies that the rank of such a matrix is less than the
dimension of the space, i.e, 2 in this case. One can always write such a matrix as a
tensor product of a row vector and a column vector. Therefore, any such null vector
kAA′

can be decomposed as

kAA′
= kAkA

′
. (2.24)

Also, the inner product of two null vectors, k1AA′ and k2BB′ is given by

kAA′

1 k2AA′ = ⟨k1k2⟩[k1k2]. (2.25)

Contraction in index free notation: Let us now explain some further notations
which will be used in in subsequent parts of this work. We represent any one-loop
amplitude as an integral over loop momenta which is non-null and project it to appro-
priate polarization states. The integrand will be a scalar, built from contractions of
different kinds of spinors. We give some examples of these contractions and introduce
a convenient notation. The loop momentum lµ becomes a spinorial object l M ′

M . This
can get contracted by a primed and an unprimed spinor. In index free notations:

µM l M ′

M λM ′ ≡ ⟨µ|l|λ]. (2.26)
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Labelling of external momenta:
For external momenta k1, k2, .. we refer them just by their number, dropping the letter
k. Our standard notation: k1µ ≡ 1µ. In index free notation

k M ′

1M ≡ 1 M ′

M = |1⟩[1|. (2.27)

Let us illustrate this with an example. We will use a string of contraction of spinors
(both primed and unprimed) and write it in index free notations as follows

µM2 M ′

M l N
M ′ λN ≡ ⟨µ|2 ◦ l|λ⟩. (2.28)

Let us start from the left. The unprimed spinor index on µ gets contracted to the
unprimed index of 2 which we can represent as ⟨µ|2. Next, the primed spinor index
on 2 gets contracted to the primed one on l. This contraction of indices between two
mixed spinors is denoted by ◦. So far we thus have the object ⟨µ|2 ◦ l|. This can next
get contracted to an unprimed spinor and we recover (2.28).

2.1.3 Self-dual and anti self-dual forms

We want to introduce the basis of self-dual 2-forms which are constructed from the
soldering forms eMM ′

µ . This is going to be used in order to explain the development
of the chiral formalism in gravity, where the notion of self-duality plays an important
role. The precise definition for the 2-form is

ΣMN
µν := eM[µM ′eNM ′

ν] . (2.29)

As we can see, the right hand side is a product of two soldering forms wedged with
respect to their vector indices µ, ν. We can instead strip of these indices and write
the self-dual 2-form as

ΣMN =
1

2
eMM ′eNM ′

. (2.30)

However, it is convenient if we write the 2-form in completely spinorial notations. This
helps us to do further computations which will be heavily based on these notations.
Another important aspect is about the definition of the particular self-dual 2-form
as in (2.29). Clearly, this definition is far from unique since the soldering forms can
admit many different representations. However, if we completely convert it to spinor
indices, it gives us a simple expression for the particular 2-form as we will see. This
is the main motivation behind the choice. We convert the spacetime indices µν using
the soldering form. We have

ΣMN
PP ′QQ′ := ΣMN

µν eµPP ′e
ν
QQ′ = ϵ

(M
P ϵ

N)
Q ϵP ′Q′ . (2.31)

We now compute the 2-forms explicitly in their matrix representation. Note that we
do not have to compute all of them separately because some are related to the others
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due to self-duality. In particular, we have a triplet of independent self-dual 2-forms
and we compute the components ΣMN

0j . We have

Σ01 =
1

2
(e0ϵe

T
1 − e1ϵe

T
4 ) =

1√
2

[
−1 0
0 1

]
,

Σ02 =
1

2
(e0ϵe

T
2 − e2ϵe

T
4 ) =

1√
2

[
i 0
0 i

]
,

Σ03 =
1

2
(e0ϵe

T
3 − e3ϵe

T
4 ) =

1√
2

[
0 1
1 0

]
. (2.32)

We can write the other components using self-duality. For instance, the component
ΣMN

23 = −iΣMN
41 . Let us now define the anti self-dual 2-form basis. A convenient

definition is to identify this basis with the complex conjugation of the self-dual 2-
forms and put a minus sign. Thus we have for the anti self-dual basis 2-forms

Σ̄M ′N ′

µν := eMM ′

[µ e N ′

ν]M . (2.33)

Once again, we can strip off the indices µ, ν and write the anti self-dual 2-form basis
in the compact form

Σ̄MN =
1

2
eMM ′eNM ′

. (2.34)

Next we want to write down some useful spinor identities. These will be later used
in computations and thus it is instructive to collect most of these here. There are
identities involving the ϵ, momentum spinors and the basis of self-dual/anti self-dual
2-forms. We also mention which of these identities can be translated to any number
of dimensions.

2.1.4 Spinor identities

Let us start with the identities involving the soldering form and the self-dual/anti
self-dual 2-forms. The product of two soldering forms when contracted in one of the
spinor indices gives

eMµ M ′eNM ′

ν = −1

2
ηµνϵ

MN + ΣMN
µν .

eMM ′

µ eN
′

νM = −1

2
ηµνϵ

M ′N ′
+ Σ̄M ′N ′

µν . (2.35)

In the first one, the primed spinor is contracted after taking the wedge product of two
soldering forms. The identity can be verified to be true as follows. We can contract
the unprimed indices with the ϵ on both sides and this gives us the coefficient of the
first term on the right hand side using the identity (2.20). The second term then
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follows from the identity (2.29). A similar reasoning holds for the second identity.
Let us write the wedge product for two soldering forms.

eMM ′
eNN ′

= ϵM
′N ′

ΣMN − ϵMN Σ̄M ′N ′
. (2.36)

It is easy to check that the above identity holds by contraction of both sides with
ϵMN , ϵM

′N ′
and then using the identity of the self-dual/anti self-dual 2-forms in (2.30)

and (2.34). To complete the list of identities with the 2-forms, we write down yet
another one which can be derived from the identities in (2.35).

Σ̄M ′N ′ α
β Σ̄P ′Q′ γ

α =
1

2
ηγβϵ

M ′(P ′
ϵQ

′)N ′

+
1

2

(
Σ̄

M ′(P ′ γ
β ϵQ

′)N ′
+ Σ̄

N ′(P ′ γ
β ϵQ

′)M ′

)
. (2.37)

Let us now state some of the identities which we will use extensively in amplitude
computations. These are the ones associated with momentum spinors and the spinor
metric. First we set the notation for the symmetrized addition of a pair of spinor
metrics in the following way

ϵACϵ
B
D + ϵADϵ

B
C = ϵAB

(CD). (2.38)

Note that in the right hand side, the symbol ϵ stands for just notation purposes. The
round bracket on the indices in the subscript imply symmetrization of these. We
could have equally written the expression with round brackets on the superscript.
The following identities with the metric spinors can be seen to hold.

ϵABϵ
D
A = ϵ D

B ,

ϵDB × ϵAB
(CD) = ϵAB

(BC) = 3ϵAC .
(2.39)

For any arbitrary momentum vector k, we have the following identities

kT
′

MkT ′J =
1

2
ϵMJk

2, (2.40)

kMJ ′kM ′J − kMM ′kJJ ′ =
1

2
ϵM ′J ′ϵJMk

2. (2.41)

2.1.5 Spinor basis

In each of the spinor spaces denoted by V (1/2,0) and its complex conjugate V (0,1/2)

there are two independent basis spinors

oA, τA ∈ V (1/2,0), (2.42)

oA′ , τA′ ∈ V (0,1/2),

τA′ = (τA)
∗,

øA′ = (oA)
∗. (2.43)
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Their normalization is

τAoA = 1, τA
′
oA′ = 1, (2.44)

ϵAB = oAτB − τAoB,

ϵA′B′ = oA′τB′ − τA′oB′ .

2.1.6 The soldering form in spinor basis

The soldering form e BB′
µ can be explicitly expressed in terms of the basis one forms

tµ and xµ,yµ,zµ as well as the spinor basis vectors oA,oA
′
,τA,τA

′
as follows:

eBB′

µ =
tµ√
2
(oBoB

′
+ τBτB

′
) +

xµ√
2
(oBτB

′
+ τBoB

′
)

+
iyµ√
2
(oBτB

′ − τBoB
′
) +

zµ√
2
(oBoB

′ − τBτB
′
).

Note that the expression above is explicitly Hermitian .

2.1.7 Parametrization of Momentum Spinors

Let us consider a massless particle with 3-momentum vector k⃗. The 4-vector kµ in
this case is null. It can be expressed as a product of two spinors kBkB

′
= eBB′

µ kµ.

The spinors kBkB
′
are complex conjugates of each other modulo a sign. The sign

determines whether the momentum vector is future or past directed in the light-cone.
As the unit vector n = k⃗/|k| varies over the sphere S2, there is no continuous choice
of the spinor kB. We make the following choice.

kA(k⃗) := 21/4
√
wk(sin θ/2e

−iϕ/2τA + cos(θ/2)eiϕ/2oA), (2.45)

where oB, τB is a basis in the space of unprimed spinors, wk = |k|. θ, ϕ are the usual
coordinates on S2 so that the momentum vector in the positive z-axis corresponds to
θ = ϕ = 0. The expression of the soldering form can be used to check the formula
2.45.
Let us now see the effects of the change of momentum direction. Consider the case
where the momentum direction gets reversed. This corresponds to θ → θ + π. We
then get

kA(−k⃗) := i21/4
√
wk(− cos θ/2e−iϕ/2τA + sin(θ/2)eiϕ/2oA). (2.46)

Let us now consider the scattering of four mass-less particles where we take the
convention of all momenta incoming. We take the particles 1 and 2 moving in the



2.1. TWO COMPONENT SPINOR TECHNIQUES 23

z-axes, positive and negative respectively. The particles 3, 4 we take to be scattered
ones moving at an angle θ to the z-axis. This gives using (2.45)

kB1 = 2
1
4
√
wko

B, kB
′

1 = 2
1
4
√
wko

B′
, (2.47)

kB2 = i2
1
4
√
wkτ

B, kB
′

2 = −i2
1
4
√
wkτ

B′
,

kB3 = 2
1
4
√
wk(sin

θ

2
τB + cos

θ

2
oB), kB

′

3 = −2
1
4
√
wk(sin

θ

2
τB

′
+ cos

θ

2
oB

′
),

kB4 = i2
1
4
√
wk(sin

θ

2
oB − cos

θ

2
τB), kB

′

4 = i2
1
4
√
wk(sin

θ

2
oB

′ − cos
θ

2
τB

′
).

Note the extra minus sign appearing in the primed spinor parameters for particles 3
and 4. This tells that these particles are past directed(so that 4-momentum conser-
vation is obeyed). We also introduce the three Mandelstam variables in terms of the
parameters

s = (k1 + k2)
2 = (k3 + k4)

2 = 2k1.k2 = 2k3.k4 = −4w2
k, (2.48)

t = (k1 + k3)
2 = (k2 − k4)

2 = 2k1.k3 = 2k2.k4 = 4w2
k sin

2 θ

2
,

u = (k1 + k4)
2 = (k2 − k3)

2 = 2k1.k4 = 2k2.k3 = 4w2
k cos

2 θ

2
.
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2.2 Spinor Helicity formalism

This part is mostly taken from an expository account on spinor helicity and ampli-
tudes in general [50]. The spinor-helicity formalism is natural for amplitude compu-
tations because one can exploit it to parametrize the polarization vectors (or tensors)
in a canonical way. Particularly, when all the helicities are same, one can choose a
single auxiliary spinor1 for all the polarization vectors, making the calculation ex-
tremely simple. This would not be possible in the usual four vector notation. Thus
it is efficient to use a better choice of variables, in this case spinors, which form the
smallest fundamental representation of the Lorentz group. The notational simplicity
which we already presented will be introduced from the perspective of Weyl spinors.
One can then use this notation not just for massless fermions, but for any particle
with spin degree of freedom. To this end, we consider trading the Lorentz vectors kµi
for a pair of spinors

kµi =⇒ u+(ki) ≡ |i+⟩ ≡ kAi , u−(ki) ≡ |i−⟩ ≡ kA
′

i . (2.49)

Here u+(ki) =
1
2
(1+γ5)u(ki) is a right-handed spinor written in four-component Dirac

notation, and kAi is its two-component version, with A = 1, 2. Similarly, u−(ki) =
1
2
(1− γ5)u(ki) a left-handed spinor in Dirac notation, and kA

′
i is the two-component

version. The massless Dirac equation is satisfied by these spinors,

/kiu±(ki) = /ki|i±⟩ = 0. (2.50)

There are also negative-energy solutions v±(ki) k
2
i = 0 they are not distinct from

the earlier one. The unprimed and primed spinor indices correspond to two different
spinor representations of the Lorentz group. We can build some Lorentz-invariant
quantities out of the spinors, which we already illustrated in the previous section. We
define the spinor products,

⟨ij⟩ ≡ ϵAB(ki)A(kj)B = ū−(ki)u+(kj),[
ij
]
≡ ϵA

′B′
(ki)A′(kj)B′ = ū+(ki)u−(kj). (2.51)

We have the positive energy projector for m = 0

ū+(ki)u+(ki) = |i+⟩⟨i+| = 1

2
(1 + γ5) /ki(1− γ5). (2.52)

In two-component notation, this relation becomes, using the explicit form of the Pauli
matrices,

kiAkiA′ = kµi (σµ)AA′ := kiAA′ . (2.53)

1An auxiliary spinor qA encodes the gauge freedom of the theory. Gauge transformations are
understood as shifts on the auxiliary spinor: qA → qA + ηkA, kA being some arbitrary momentum
spinor and η is the gauge parameter



2.2. SPINOR HELICITY FORMALISM 25

We note that the determinant of this 2× 2 matrix vanishes, which is consistent with
its factorization into a column vector kiA times a row vector kiA′ . Also note that if the
momentum vector kµi is real, then complex conjugation is equivalent to transposing
the matrix /ki , which corresponds to exchanging the left- and right-handed spinors,
kiA′ ↔ kiA. In other words, for real momenta, a chirality flip of all spinors (which
could be induced by a parity transformation) is the same as complex conjugating the
spinor products,

[ij] = ⟨ij⟩∗. (2.54)

The Mandelstam invariants in any scattering process can be defined using the spinorial
notations. Upto factors, they are various combinations of products of two momenta.
We denote them as sij = ⟨ij⟩[ij]. Now we provide two useful spinor product identities

Momentum conservation : Σn
i=1⟨ji⟩[ik] = 0,

Schouten identity : ⟨ij⟩⟨kl⟩ − ⟨ik⟩⟨jl⟩ = ⟨il⟩⟨kj⟩.
(2.55)

The main advantage of the helicity formalism is that the helicity states can be
conveniently written with a canonical choice of auxiliary spinors. Both the spin-1
and spin-2 particles come with two physical polarization states. The states can be
combined in the complex plane in two different ways which then gives rise to circular
polarizations. These are the states which form a helicity basis. Let us write down
the circular polarization states for each of the spin-1 and spin-2 massless particles in
spinorial notation. For the spin-1 particle, we have

eAA′

+ (q, k) =
qA

′
kA

[qk]
, eAA′

− (q, k) =
qAkA

′

⟨qk⟩
. (2.56)

where qA
′
and qA are the auxiliary spinors for each of the states respectively and kA,

kA
′
are the momentum spinors which identify the states with a particular momentum

kAA′
. Note, the polarization states are dimensionless quantities. We will later show

that these are the two solutions for the linearised Yang-Mills. Next, we give the states
for the spin-2 massless particle (graviton) which we will use for computations. It is
important to realize that for gravity, there can arise many different representations
for the polarization states in terms of spinors. We stick to one of the representations
which will appear in the chiral perturbation theory.

eAA′BB′

+ (q, k) =
qA

′
qB

′
kAkB

[qk]2
, eAA′BB′

− (q, k) =
qAqBkA

′
kB

′

⟨qk⟩2
. (2.57)

The structure of the states in (2.57) appears in the form such that taking two copies
of the ones in (2.56) produces these. The representation of such states in gravity
inherits the double copy property of amplitudes, which we will elaborate on later.
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Aspects of self-dual Yang-Mills
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Chapter 3

Introduction

Non abelian gauge theories are central to high energy scattering processes. However,
when it comes to theoretical computations, they pose many difficulties. The usual
route to compute any amplitude is carried out via Feynman diagrams in a perturba-
tive expansion of the theory. However, the complexity of diagrammatic computations
increase drastically if we start going to higher loop processes or increase the number
of external legs. On top of it, it is evident that individual Feynman diagrams are
not gauge invariant quantities. The amplitudes are however gauge invariant. The
gauge dependency gets cancelled when we take the appropriate sum of all Feynman
diagrams. However, this process to extract gauge independent quantities from some
inherently gauge dependent objects turns out to be very complicated. While in many
cases the final result happens to be quite simple. It thus motivates us to understand
if there are simpler ways to compute amplitudes which may also fetch deeper insights.
Here we would like to state particularly two such directions.

The first one has to do with avoiding the Lagrangian formulation altogether and
develop on-shell methods to determine amplitudes. After Witten’s seminal paper
on twistor strings [51], it was realised that there exists recursion relations for am-
plitudes in Yang-Mills and gravity. These are the so called BCFW relations [44].
The idea is that the simplest non-vanishing amplitude, namely the 3-point tree level
amplitude is first continued to the complex plane and is thereby fixed using scaling
behaviour of the helicity spinors. Next, a generic tree level amplitude is analyti-
cally continued to the complex plane and it is observed that the amplitude vanishes
as the complex parameter goes to infinity, due to gauge (or diffeomorphism in case
of gravity) symmetries. The amplitude consists of simple poles, where one of the
propagators go on-shell. Thus, the complete amplitude can be constructed from its
residues. However, the residues themselves are sub-amplitudes in the complex plane,
which are non-zero. Thus one can obtain all higher point tree-level amplitudes from
lower order pieces using such a recursive technology. This further generalizes to loop
level. Using the well developed one-shell technique, namely generalized unitarity, it is
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possible to construct all higher loop amplitudes using the tree level ones [57], which
are themselves determined by the recursion relations. Thus, without resorting to the
Lagrangian formulation, it is possible to determine amplitudes at each order in per-
turbation theory in both Yang-Mills and gravity.

Even though the computation of amplitudes becomes simpler using on-shell tech-
niques, it motivates us to understand what are the underlying reasons behind this
simplicity. To gain deeper understanding, it is essential to develop better theoretical
formulations which are expected to have close connections with the simpler observ-
ables which we compute, like the amplitudes. The chiral formulation is such an
attempt. We work with the chiral formulation of Yang-Mills, which was introduced
by Chalmers and Siegel [20].

The basis of chiral formulations is to consider the dimensionality of spacetime to
be four and to use mathematical ingredients which are specific to this many dimen-
sions. For instance, the Hodge dual operator, in a four-dimensional spacetime, maps
any p-form to a (4− p)-form.

⋆ : Ωp → Ω4−p. (3.1)

Particularly, any 2-form gets mapped to another 2-form thus preserving self-duality.
The 2-forms are eigenvectors of such an operator with eigen values±1 in the Euclidean
signature or ±i in Lorentzian signature. We work with the former because it is in
this signature that momentum and other observables become real. The Hodge dual
operator then allows any 2-form to decompose into its self-dual and anti-self dual
parts. These two sectors are the two chiral halves of the particular 2-form. The
main motivation of the chiral formulation is that it makes full Yang-Mills as an
extension of self-dual Yang-Mills, which is a nice theory. The theory is formulated
by considering just one chiral half of the 2-form curvature/field strength. Thus such
theories inevitably treat the two helicities of the gluon on a different footing. The
chiral decomposition is best understood in the spinor notations. In these notations,
the curvature 2-form decomposes as

F i
MM ′NN ′ =

1

2
F i
MNϵM ′N ′ +

1

2
F i
M ′N ′ϵNM , (3.2)

where F i
MM ′NN ′ is the 2-form field strength, F i

MN and F i
M ′N ′ are the self-dual and

anti self-dual parts of the field strength respectively. Clearly, the type of spinor index
(unprimed for self-dual and primed for anti self-dual) distinguishes the two sectors.
The chiral action for Yang-Mills is then given by

LYM = − 1

4g2
(F+ i

MN)
2. (3.3)
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which takes into account just one of the chiral halves of the curvature. We will
elaborate on this further in the second chapter of this part. The important point
to emphasize is that the Lagrangian in (3.3) can be written in a first order form by
introducing a non-propagating self-dual field B+. In the first order form, one just has
a single cubic interaction term along with a kinetic term. The form of the interac-
tion term leads to very simple Feynman rules, when expressed in 2-spinor notations.
Moreover, in the absence of the quartic vertex, unlike in the usual Yang-Mills, pertur-
bative computations becomes much simpler. As we will see, a further benefit of such
a formalism lies in its very simple gauge fixing procedure, which we outline in the
next chapters. Thus the advantage to work with the chiral formulation of Yang-Mills
is twofold. First it gives rise to very simple Feynman rules which reduces the number
of diagrams at each loop order significantly. Second, the use of 2-spinors is naturally
embedded in chiral theories and this leads to efficient computation of scattering am-
plitudes.

In the chiral setup, it is natural to pass from full Yang-Mills to self-dual Yang-Mills.
One just needs to remove the quadratic term in the auxiliary field, by taking the
gauge coupling parameter g → 0. Thus, one is left with just one propagator and the
cubic vertex. In SDYM, the connection carries one of the polarizations of the gluon
while the auxiliary field carries the other polarization. The equation of motion for
the connection is basically the self-duality condition of the curvature 2-form

F+ = 0. (3.4)

As is elaborated in [32], the theory is quantum finite since the arising divergences
are proportional to the Pontryagin number and are thus topological in character.
Therefore they do not contribute to the S-matrix. Then, it is easy to see that all tree
level amplitudes vanish. The theory is one-loop exact and the one loop amplitudes
are non-vanishing. As we will see, there is a striking similarity between the Feynman
rules of SDYM and massless quantum electrodynamics in the spinorial notations.
In particular, both the theories have one propagator and just the cubic interaction.
Thus, the arising one-loop diagrams are very similar. It is worth mentioning to note
that supersymmetric Ward identities relate the one-loop diagrams for different spin
particles circulating in the loop. In particular it is well established that one can em-
bed massless QED and pure Yang-Mills in a supersymmetric theory and then, the
one-loop (all same helicity) diagrams where a fermion circulates in the loop is pro-
portional to that where a gluon circulates in the loop. However, this is most easily
seen using the spinorial version of Feynman rules in SDYM and massless quantum
electrodynamics as we explain later.

SDYM is an integrable theory, integrability being prominent in its twistor description,
see [32]. Integrability can be seen to be the fundamental reason as to why tree level
amplitudes are trivial in the covariant formalism of SDYM and no higher loops except
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one loop diagrams exist. The one loop amplitudes are non-trivial and cut-free, except
for two particle poles. Some understanding as to why this is so comes from unitarity
principles, where for any one-loop amplitude, the tree level sub-amplitudes on the cut
vanish. However, from the Lagrangian point of view, there is no understanding as
to why the properties of one-loop amplitudes has a striking similarity to that of tree
amplitudes. Such a structure of the one-loop amplitudes led Bardeen to conjecture
that the same helicity (and all but one same helicity) four point one-loop amplitudes
may be related to some anomaly in the currents responsible for integrability of the
self-dual sector [8]. So far, this has not been realized in the literature. In this thesis,
we focus on the all same helicity amplitude, which is also the correct one captured
by SDYM theory. The previous calculations which compute this amplitude does not
shed light on the anomaly interpretation. Moreover, the computations use dimen-
sional regularization and thus it is difficult to see the origin of such a simple result,
which should be more transparent in a four dimensional calculation. In our work,
we use the language of 2-spinors and it is well known that dimensional regularisation
has its problems when dealing with such objects which are inherently described in
four dimensional spacetime. Also, the amplitudes in question are finite and thus it
is not necessary to introduce a regularization to compute them. We first propose
a four-dimensional computation of the one loop same helicity four point amplitude
which mimicks the chiral anomaly computation. It gives some idea about the origin
of the simple result which comes from a complicated loop integral. Although it does
not give rise to an interpretation, it does share some key features on the lines of an
anomaly.

Alternatively, there are well known worldsheet formulations of Yang-Mills, developed
by Thorn and co, see [13]. Bardakci and Thorn first proposed a way of expressing the
planar Feynman diagrams, selected by ’t Hooft’s Nc → ∞ limit, of a quantum matrix
field theory in the language of lightcone interacting string diagrams. Subsequently,
they formulated the planar sector of Yang-Mills on the string worldsheet in the light-
cone gauge [13]. In [14], they give the lightcone gauge calculation of (++++) gluon
scattering amplitudes, using a novel choice of regulator. They realized an interesting
fact that the complete one loop integrand for the on-shell Green function associated
with the (++++) amplitude vanishes, with a particular routing of momentum in
each diagram contributing to this amplitude. In a subsequent paper [15], Brandhu-
ber and collaborators showed that a two-point one-loop counterterm is the generating
function for the infinite sequence of the one-loop all same helicity amplitudes in pure
Yang-Mills. Their computation was carried out in the light-cone formalism and has
close connections with the well developed MHV diagram formulation of pure Yang-
Mills. The computation relies on a specific choice of regularization similar to the one
by Thorn and collaborators. However, any such analogue of these results is missing
in the covariant formalism of Yang-Mills.
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In this part of the thesis, we show as to how the two point function can be in-
terpreted as an effective propagator which can connect Berends Giele (BG) currents
and thereby generates the series of all same helicity amplitudes in SDYM in its co-
variant formulation. The main observation is that the two-point one-loop amplitude
is sensitive to shifts of the loop momentum variable. Thus, it is a very specific choice
of shifts which we use in order to first show that the complete one loop integrand
vanishes in SDYM theory. However, the diagrams contributing to the S-matrix are
the box and triangles. There are no tadpole diagrams in SDYM and the bubbles do
not contribute. Therefore, what we achieve is that the four point one loop (same
helicity) amplitude, which is the sum of the box and the triangle diagrams can be
expressed entirely in terms of the bubbles. The important aspect of the bubbles in the
covariant formalism is that they can be treated as an operator to which all possible
combinations of BG currents can be glued. Thus, it is this active participation of
the tree level BG currents, generating the one-loop amplitudes which naturally gives
an understanding as to why these amplitudes have striking similarities with the tree
level amplitudes, in that they are cut-free and only possess two particle poles.



Chapter 4

Chiral formulation of Yang-Mills

The same helicity sector of Yang-Mills has many simple properties. The tree ampli-
tudes in this sector altogether vanish while the one-loop amplitudes do not possess
any branch cut and resemble the features of tree amplitudes, in that they only possess
soft and collinear singularities. The usual process to derive these amplitudes from
the Yang-Mills Lagrangian is complicated. First, because the number of Feynman
diagrams needed to compute is quite large which can be traced to the fact that such
a Lagrangian contain both cubic and quartic vertices. The usual Yang-Mills admits
a first order formulation by integrating in a generic 2-form field. This gives rise to
a non-vanishing propagator of the 2-form field with itself, in addition to the usual
gauge field propagator and this makes perturbation theory complicated. However, if
a chiral version of the Yang-Mills is used, one needs to integrate in a self-dual 2-form
field and the propagator of this field with itself vanishes. This makes perturbation
theory simpler and thus motivates such a formulation. In a chiral theory, the two
helicities of the gluon are described differently and chiral projections are used. The
covariant formulation of the chiral Yang-Mills theory was first proposed by Chalmers
and Siegel in [20]. The resulting chiral theory is first order in the fields and the action
contains two terms. There is a self-dual Lagrange multiplier which enters the action
whose purpose is to restrict the field strength to be anti-self dual. It is then easy to
pass from the full Yang-Mills to self-dual Yang-Mills by just truncating the action
and taking appropriate limits of the coupling constant. We will elaborate on this
further in the remaining part of this chapter.

Such a formulation led to many other developments, most notably in the twistor
community. For a long time, only very special cases of the Yang-Mills theory could
be studied in the twistor space, for instance the self-dual or the anti self-dual con-
figurations. These configurations describe the instanton sector of the theory and is
classically integrable. Integrability can be understood in a convenient way in the
twistor space in contrast to ordinary spacetime. Also, the amplitudes in these sectors
admit elegant representations when they are uplifted to the twistor space. However,
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most of the studies were confined to one of these helicity sectors and the full theory
could not be studied because of a lack of a chiral action. The Chalmers-Seigel for-
mulation thus led to a perturbative study of the full Yang-Mills in the twistor space
around the self-dual (instanton) sector and opened up many further developments.
Studies of scattering amplitudes in twistor space in perturbative Yang-Mills led to
on-shell recursion relations (BCFW), MHV rules and the construction of all-loop in-
tegrands for the planar N = 4 super Yang-Mills.

The main purpose of this chapter is to develop the chiral Yang-Mills formulation
in the spinorial notations which is suitable for all pertubative calculations, derive the
Feynman rules and compute the one-loop β-function. The simplicity of the Feynman
rules with just a cubic vertex makes this formulation very useful for computations.
This will also establish the notations that we use in the next chapter. We will then
sketch the self-dual Yang-Mills theory from the chiral action and describe some of
the essential features of this theory. Let us then start with the Lagrangian descrip-
tion of usual Yang-Mills theory and appropriately recast it into the well known chiral
formulation.

4.1 From second order to first order

The Lagrangian of the full Yang-Mills is given by

LYM = − 1

4g2
F i
µνF

µν
i , (4.1)

where
F i
µν = ∂µA

i
ν − ∂νA

i
µ + f ijkAj

µA
k
ν (4.2)

is the field strength and f ijk are Lie algebra structure constants. We work in Lorentzian
signature to start with, and the convention is mostly plus, to simplify the analytic
continuation necessary for evaluation of the loop integrals.

It is convenient to pass to the spinor notations immediately. This converts each
spacetime index into a pair of spinor indices µ→MM ′. Whatever the signature, the
field strength two-form can be split into its self- and anti-self-dual parts

F i
µν = F+ i

µν + F− i
µν . (4.3)

The spinor formalism equivalent of this formula is

F i
MM ′NN ′ =

1

2
F i
MNϵM ′N ′ +

1

2
F i
M ′N ′ϵNM . (4.4)

Note the order of indices in the second ϵ is different from that in the first. This
is in order to produce the following expressions for the self- and anti-self-dual parts
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of the field strength FMN = FMM ′N
M ′
, FM ′N ′ = FM

M ′MN ′ . In particular, we have
F i
MN = 2∂MM ′Ai

N
M ′

+ f ijkAj
MM ′Ak

N
M ′

.

Using the fact that the self-dual part of the field strength squared equals to the
anti-self-dual part squared modulo a surface term, we can rewrite the YM Lagrangian
as

LYM = − 1

2g2
(F+ i

µν )
2, (4.5)

which in spinor notations becomes

LYM = − 1

4g2
(F+ i

MN)
2. (4.6)

In Lorentzian signature this Lagrangian is complex, with the imaginary part being a
total derivative.

4.1.1 Chiral YM Lagrangian

The second order Lagrangian with just one-half of the field strength is not very conve-
nient for perturbative computations. Indeed, we want a Lagrangian where the quartic
vertex can be eliminated which in turn could simplify the algebraic complexity in the
computations. Such a version is possible by switching to a first order formulation.
To do so, we introduce an auxiliary self-dual Lie algebra valued field Bi

MN and write
the full YM Lagrangian

LYM = BiMNF i
MN + g2(Bi

MN)
2. (4.7)

Indeed, integrating out the Bi
MN field we get back (4.6), and setting g = 0 we get back

the SDYM Lagrangian. We now linearize the theory on background Bi
µν = 0, Ai

µ = 0.
We denote the perturbations of B,A by b, a. The linearisation of (4.7) reads

LYM = 2biMN∂MM ′aiN
M ′

+ biMNf ijkajMM ′a
k
N

M ′
+ g2(biMN)

2. (4.8)

Gauge fixing

Let us now discuss the gauge-fixing. We take the BRST gauge-fixing fermion to be

Ψ = c̄iϵNM(2∂MM ′aiN
M ′

) + g2c̄iϵNMhcϵNM . (4.9)

The BRST variation of this is

sΨ = hicϵ
NM(2∂MM ′aiN

M ′
) + g2hicϵ

NMhcϵNM (4.10)

+2c̄iϵNM∂MM ′(∂N
M ′
ci + f ijkajN

M ′
ck).
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This is what needs to be added to the Lagrangian (4.8). One then notices that the
terms in the first line here can be combined with the terms already present in (4.8)
by introducing

b̄iMN := biMN + hcϵ
NM . (4.11)

The gauge-fixed Lagrangian is then

LYM + sΨ = 2b̄iMN∂MM ′aiN
M ′

+ b̄iMNf ijkajMM ′a
k
N

M ′
+ g2(b̄iMN)

2 (4.12)

+2c̄i∂MM ′(∂M
M ′
ci + f ijkajM

M ′
ck),

where to write the second term in the first line in terms of b̄ we used the fact that
the combination f ijkajMM ′akN

M ′
is automatically MN symmetric, and so extending

the symmetric object biMN in front of it to the object b̄iMN without any symmetry
does not change this term.

4.1.2 Feynman rules in 2-spinor notation

We start deriving the Feynman rules for the chiral formulation of YM. To derive the
propagators, we use the generating functional method. Let us write down the path
integral for the kinetic part of the YM Lagrangian.

Z0(J) =

∫
Db̄iMNDaiMM ′ei

∫
d4x[L′+J1MN b̄iMN+JN

2M′a
i
N

M′
] (4.13)

where
L′ = 2b̄iMN∂MM ′aiN

M ′
+ g2(b̄iMN)

2 (4.14)

is the lagrangian density.

We introduce Fourier transform of the fields

b̄MN(x) =

∫
d4k

(2π)4
eikxb̄MN(k), aiN

M ′
(x) =

∫
d4k

(2π)4
eikxaiN

M ′
(k) (4.15)

It is feasible to work in the momentum space because the derivative has a simpler
expression here. This is why we first express our position space field variables in
terms of the momentum space ones and then solve for the fields. To do so, let us
write the action in momentum space. We now omit colour indices.

S0 =

∫
d4k

(2π)4

[
2ib̄MN(k)kMM ′a M ′

N (−k) + g2b̄MN(k)b̄MN(−k) + (4.16)

J1MN(−k)b̄MN(k) + JN
2 M ′(k)a M ′

N (−k)

]
.
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Let us now solve for the fields using their equations of motion. The two equations
of motion are respectively the Euler-Lagrange equations for the auxiliary and gauge
fields. We have

2ikMM ′a M ′

N (−k) + 2g2b̄MN(−k) + J1MN(−k) = 0 (4.17)

and

2ib̄MN(k)kMM ′ + JN
2 M ′(k) = 0. (4.18)

To solve these equations simultaneously, we first consider the equation (4.18), take
the current to the other side and multiply both side with kAA′

. Then taking the
contraction on both sides, we get for the auxiliary field

b̄MN(k) =
iJN

2 M ′(k)kMM ′

k2
. (4.19)

Next, we put the solution of the auxiliary field in (4.17). Again, keeping everything
except the term with the gauge field on the right hand side, we multiply by another
copy of momentum and take the contraction, giving us the solution for the gauge field
in terms of the currents

a M ′

N (k) =
iJ1MN(k)k

MM ′

k2
− g2J M ′

2N (k)

k2
, (4.20)

where we have used the spinor identity

kMM ′
kMN ′ = −(1/2)ϵM

′
N ′k2. (4.21)

Let us now integrate out the fields from the action in (4.16). To do so, we plug their
equations of motion into the action, which then expresses the action solely in terms
of the currents. We next write the generating functional for this action

Z0[J ] = exp

(
i

∫
d4k

(2π)4

[
iJN

2M ′(k)kMM ′
J1MN(−k)

k2
− JN

2M ′(k)g2JM ′
2N (−k)

k2

])
. (4.22)

Propagators

We can now define the propagators in this theory by taking second order derivatives
of the generating functional with respect to the currents. Clearly, there are two kinds
of propagators. The ⟨aa⟩ propagator is given by�

⟨aiMM ′(k)a
j
NN ′(−k)⟩ = ig2δij

ϵMNϵM ′N ′

k2
. (4.23)



4.1. FROM SECOND ORDER TO FIRST ORDER 37

where we use the spinor translation for the Minkowski metric as a product of two
spinor metrics. The δij factor appears as a result of the contraction of colour factors.
There is no copy of momentum in the numerator whereas there is a factor of k2 in
the denominator and this makes the gauge field propagator trivial. Let us now write
the other propagator in this theory, which connects the gauge field to the auxiliary
self-dual field. �

⟨biAB(k)a
j
CC′(−k)⟩ = δij

ϵACkBC′

k2
. (4.24)

In the ⟨ba⟩ propagator, we find that there is both a factor of the spinor metric and a
single copy of momentum sitting in the numerator. The spinor metric connects two
unprimed indices while the momentum connects the unprimed index of the auxiliary
field to the primed index of the gauge field. The k2 factors appears as usual in the
denominator. �

⟨ci(k)cj(−k)⟩ = δij
i

k2
. (4.25)

The ghost propagator is quite similar to the ordinary scalar propagator with the
exception that it is dressed with a colour indexed kronecker delta. The propagator is
symbolically expressed as a directed line connecting the ghost field to the anti-ghost
field.

Vertices

�
⟨biMNajBB′a

k
CC′⟩ = if ijkϵB′C′ϵ

(M
B ϵ

N)
C . (4.26)
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The vertex factor is symmetric in the two unprimed spinor indices of the auxiliary
field. This is expressed as a symmetrised sum of a product of two spinor metrics where
we indicate the symmetrization by putting a round bracket before and after the indices
M and N respectively. In other words, the round bracket notation explicitly means

ϵ
(M
B ϵ

N)
C = ϵMBϵ

N
C + ϵNBϵ

M
C .

�
⟨aiMM ′cjck⟩ = if ijkkMM ′ . (4.27)

4.1.3 One loop Feynman diagrams

The aim of this section is to compute the one-loop Feynman diagrams in the chiral
formalism and use them to calculate the beta function in the theory. The presence
of the two kinds of propagators in this formalism increases the number of diagrams
than in conventional Yang-Mills theory. However, the only vertex we have is the cubic
vertex and this simplifies the computation process in that there are no diagrams with
quartic vertices, which we have in the conventional case.

We use Feynman parametrization technique to evaluate the diagrams. The details of
this technique is summarised in the appendix. We use dimensional regularization to
regulate the UV divergences in each individual diagram. It is to be noted that there
are well known problems to reconcile dimensional regularization with two component
spinors. However, some of the spinor identities do hold in dimensional regulariza-
tion while the others do not. To keep things unambiguous, we give a brief review of
dimensional regularization and Feynman parameter integral and mention the spinor
identities which we use in this scheme.

Dimensional regularization

Integrals which diverge in four dimensions may not diverge in d dimensions, where
d is some arbitrary spacetime dimension. This fact is exploited in the regularization
of Feynman integrals. We take the spacetime dimension in this case to be d = 4− ϵ
where ϵ ̸= 0 and carry out the integration. The result obtained can then be expanded
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as a Laurent expansion in ϵ, where we drop all the terms which are of the order ϵ or
higher and keep only those which have orders ϵn, n <= 0. In the one-loop case, we
find all the diagrams to be order 1/ϵ and therefore the divergences are manifested as
poles in ϵ.

To carry out the integral in d-dimensions, we first write the denominator of the
integrand in a particular way. The denominator is a product of terms of the form
Πn

i=1(l + a)ni where ni = 2 for the relevant diagrams in the computation. It is
then straightforward to write it in a Feynman parametrized way. The Feynman
parametrization method is used to write an algebraic fraction consisting of a product
of terms in the denominator as an integral over some parameters of a sum of terms
weighted by those parameters. Explicitly, we have a Feynman parametrized integral
as

1

B1B2...Bn

= (n− 1)!

∫ 1

0

dx1

∫ 1

0

dx2...

∫ 1

0

dxn
δ(1− x1 − x2 − ..xn)

(B1x1 +B2x2 + ...Bnxn)n
. (4.28)

For a generic one loop process, it looks like∫
ddl

1

l2(l + a)2
=

∫ 1

0

dx1

∫
ddl

1

(x1l2 + (1− x1)(l + a)2)2
. (4.29)

where we have used the delta function and performed the integral over x2. It is then
useful to write the denominator of the integrand such that we only have a quadratic
power of the loop variable. We then make a shift

l → l − (1− x1)a (4.30)

and this puts our integral into a form∫
ddq

(2π)d
1

(q2 +D)2
. (4.31)

where D is a function of the Feynman parameters and q is the shifted loop momentum
variable. In dimensional regularization, we use d = 4− ϵ and then there are standard
results on integrals like the one we explained, with which we compute the result. We
review the list of standard integrals in Appendix A.
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4.1.4 One-loop computation

We start computing the one loop divergent integrals which arise in the chiral formal-
ism. There are two kinds of propagators and only interaction vertex in the theory.
Amongst them, the ⟨aa⟩ propagator has a factor of the gauge coupling in it. So there
will be a correction to this propagator at one-loop and this will be the relevant dia-
gram for the renormalization of the coupling constant. We also need to add to it, the
ghost diagram where the ghost runs in the loop. For the renormalization of the fields,
we need several diagrams. There will be a one-loop correction to the ⟨ba⟩ propagator
and to the ⟨baa⟩ vertex. The correction to the vertex is given by two inequivalent
triangle diagrams. Note, the vertex correction does not have any factors of the gauge
coupling, in contrast to conventional Yang-Mills. There will also be a b−b self energy
diagram and this, along with others is needed to extract the renormalization constant
for the fields. The a− a self energy diagram does not contribute to the renormaliza-
tion. It gives the usual transverse term, consistent with Lorentz covariance with the
addition of the ghost diagram.

Self energy for auxiliary field

�AG PQ

This diagram contributes the following

iM = f jkif jkmϵ
(B
A ϵ

C)
G ϵ(BCϵP )Q

∫
d4−ϵl

(2π)4
g4

l2(l + k)2
. (4.32)

To compute the integral, we use the conventional method of changing the loop mo-
mentum variable by introducing a new loop momentum q = l+xk and put the integral
in a Feynman parametrized form. Once we have done that, we calculate the integral
in dimensional regularization. A complete list of standard Feynman parametrized
integrals is reviewed in Appendix A. In particular, we use the result for the integral
in (A.1) and compute. The result is

iM = iT (A)δim
(
ϵ((AP ϵQG))

)( g4

16π2ϵ

)
, (4.33)

where ϵ((AP ϵQG)) := ϵAP ϵQG + ϵAQϵPG and the structure constants in the contributing
diagram is written in terms of the scalars of the gauge group, i.e f jkif jkm = T (A)δim.
The result is symmetric in the indices A,G and P,Q. This is reminiscent of the fact
that the auxiliary field is the self-dual part of the 2-form, which is symmetric in two
of its spinor indices.
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One loop correction to propagators

The next diagram is the gauge field-auxiliary field diagram with the two kinds of
propagators running in the loop. This diagram is interpreted as a one-loop correction
to the ⟨ba⟩ propagator.

	CC’ PQ

(4.34)

The contribution of this diagram is the following:

iN = if ijpf jpnϵC′A′ϵB(Aϵ
C
G)ϵ

P
(Bϵ

A
Q)

∫
d4−ϵl

(2π)4
g2lA

′
G

(k + l)2l2
, (4.35)

where the indices A,A′, B,G lie inside the loop. We do not explicitly write these in
the diagram. Changing variables appropriately, we get the Feynman parametrized
form as in (A.1). We then obtain the result for the correction to the ⟨ba⟩ propagator

iN = T (A)δin
g2

16π2ϵ
kC

′

(P ϵ
C
Q). (4.36)

Note, the result is symmetric in the indices P and Q. Indeed, the unprimed indices
P,Q are on auxiliary field line and the auxiliary field is a symmetric object in its two
spinor indices. This justifies the symmetrization of these unprimed spinor indices.
The structure constants in (4.35) are written as usual in terms of the scalars of the
gauge group.


CC’ PP’

(4.37)

We now compute the a-a self energy diagram with ⟨ba⟩ propagators inside. This
diagram corresponds to the correction of the ⟨aa⟩ propagator. The contributing term
for this diagram is

iK = f ijpfpmjϵC′B′ϵP ′M ′ϵ
(B
A ϵ

C)
G ϵ

(M
N ϵ

P )
T

∫
d4l

(2π)4
lGM ′(l + k)TB′ϵAMϵ

N
B

l2(l + k)2
. (4.38)

We change variables to put the above integral in Feynman parametrized form. We
obtain a tensor integral, one in which the numerator of the integrand contains free
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indices. There are well known methods to reduce general tensor integrals into scalar
integrals. In this case, one can use the Passarino-Veltman reduction and the quadratic
terms in the shifted loop momentum inside the integral can be simplified using the
following spinor identity which holds in d ̸= 4 dimensions∫

d4−ϵq

(2π)4
qAA′qBB′ =

1

4− ϵ
ϵABϵA′B′

∫
d4−ϵq

(2π)4
q2. (4.39)

We next use the integral formula in (A.2) to compute the integration on the right
hand side above. For the part of the integral where there is no q dependence in the
numerator, we use the formula in (A.1) to evaluate it. The linear terms in q all vanish
upon integration and we get

iK = −iT (A)δim 1

8π2ϵ

(5
6
k2ϵP ′C′ϵCP − 3

6
kPP ′kCC′

)
. (4.40)

Ghost contribution

�PP’ CC’

We now compute the ghost diagram, where the external lines are composed of the
gauge field and the ghost propagates in the loop. The contribution of this diagram is

(−1)f ijpfpmj

∫
d4l

(2π)4
16(k + l)PP ′

lCC′

(k + l)2l2
, (4.41)

where the factor of (−1) in front of the integral is the usual contribution from a
fermion loop. We write this in a Feynman parametrized form as before and extract
the index structure which is independent of the loop momentum. We use the integral
formula (A.1) and compute it. The result is

− i
iT (A)δim

8π2ϵ

(4
3
k2ϵPCϵP

′C′
+

8

3
kPP ′

kCC′
)
. (4.42)

Vertex correction

Let us now compute the one-loop correction to the vertex. We need these diagrams
in the computation of the β-function. This is different from the usual YM theory
where there is no triangle contribution in the computation of the β-function. In the
chiral formalism, there is a single cubic vertex in the theory. So the relevant diagram
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at one-loop is the triangle graph, with one ⟨aa⟩ propagator and two ⟨ba⟩ propagators.
Note, we cannot have any other combination of propagators which can consistently
produce a triangle diagram. Further, the ⟨aa⟩ propagator can lie either adjacent to
the two external gauge field lines or adjacent to the gauge field and auxiliary field
lines. But for the latter case, the two possible ways are equivalent to each other and
this is why there will be a total of two triangle graphs. Let us first compute the graph
where the ⟨aa⟩ propagator is adjacent to the two external gauge fields.

�CG BB’

AA’

This diagram contributes the following

− ig2facjf eiaf emcϵA′B′ × Y × 1

2
×
∫

d4−ϵl

(2π)4
lQM ′(l + k1)

M ′
S

l2(l + k1)2(l − k2)2
, (4.43)

where Y is an unprimed spinorial object, composed by stacking many unprimed ϵ
spinors. In explicit form, it is given by

Y := ϵA(T ϵ
D
S)ϵ

N
(Cϵ

M
G)ϵ

D
(P ϵ

B
Q)ϵ

P
Mϵ

N
T . (4.44)

The factor of half in front of the integral is the symmetry factor for this diagram.
As usual, we change variables and put the above integral in Feynman parametrized
form. However, the difference in this case is that there are three Feynman parameters.
This is because in the triangle diagram, there are three propagators. The only way
to combine the propagator factors in the denominator is to introduce three such
parameters, with the constraint that the sum of all these three adds up to unity. This
is achieved by introducing a delta function in the integral. We can then integrate
out one of the parameters using the delta function and this changes the limits of
integration for the other parameters. Overall, the Feynman parametrized form of the
integral is given by∫ 1

0

dx1

∫ 1−x1

0

dx2

∫
d4−ϵq

(2π)4
(q − x2k1 + x1k2)

Q
M ′(q − k1(1− x2)− x1k2)

M ′
S

(q2 +D1)3
, (4.45)

where

D1 = x1(1− x1)k
2
2 + x2(1− x2)k

2
1 + 2x1x2k1.k2. (4.46)
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Note that this is a new type of Feynman parameter integral where we have a cubic
factor in the denominator . Then we can use the standard integrals in (A.3) and
(A.4) to evaluate it. We first simplify the index structure in (4.45) by using the
spinor identity kAB′k B′

C = 1
2
ϵACk

2. After simplifying the algebra and noting that the
divergent part will only contain terms of q2 in the numerator, we use the integral
formula (A.3). The result for this diagram is

T (A)f jimg2ϵB
′

A′ϵA(Cϵ
B
G).×

1

16π2ϵ
(4.47)

There will be two other triangle diagrams where the ⟨aa⟩ propagator is adjacent to
the external auxiliary field and one of the external gauge fields. However, both these
diagrams are equal due to permutation symmetry of the external gauge field lines.
We then consider this particular diagram

CG BB’

AA’

The contribution of this diagram reads

iK = −ifaejf icaf emcϵA′M ′ϵAM
TS ϵN ′D′ϵND

CG ϵD′B′ϵDB
PQ×

∫
d4l

(2π)4
g2(l − k2)

M ′
Q (l + k1)

N ′
S ϵMP ϵ

N
T

l2(l + k1)2(l − k2)2
.

(4.48)
Using the same technique as we described in the previous diagrams, we obtain the
result for this particular diagram. It reads

3T (A)f jimg2ϵB
′

A′ϵA(Cϵ
B
G) ×

1

16π2ϵ
. (4.49)

4.2 Renormalization in chiral formalism

In the previous section, we have regularized the one loop diagrams using dimensional
regularization and expressed the divergences as the poles in the parameter ϵ. We
now describe the procedure to renormalize the fields and coupling constant in this
formalism such that the physical quantities, like the scattering amplitudes yield finite
results at each order of perturbation theory. Here we do renormalization at one-loop
to extract the beta function. At higher loops, the process can be iterated following
the BPHZ procedure. We first define the relation between the bare fields and the



4.2. RENORMALIZATION IN CHIRAL FORMALISM 45

renormalized fields. The renormalization constants are the factors which relate the
two. There will be four such factors, three for the fields and one for the gauge cou-
pling constant.

Once the bare fields are written in terms of the renormalized fields, we can split
the Lagrangian into two parts. It is important to state that the renormalization con-
stants are expanded in a series in 1/ϵ, where the first term is unity. Higher order terms
in ϵ corresponds to higher loop orders. Once the Lagrangian is split into two parts,
the factors appearing as coefficients in the second part are responsible to cancel the
divergences which appear in the one-loop diagrams. We use the minimal subtraction
scheme to renormalize the fields and the coupling.

Let us illustrate all this. First, we define the relation between the bare fields and
the bare coupling constant with the renormalized fields and the renormalized cou-
pling constant

bAB
0 = Zbb

AB,

aMM ′

0 = Zaa
MM ′

,

g0 = Zggµ
ϵ
2 ,

c0 = Zcc.

(4.50)

where the bare fields are denoted by a ′0′ subscript and Zb, Za, Zg, Zc are the renor-
malization constants. It is particularly important to focus on the third relation. We
have introduced a parameter µ in order to define the relation of the bare coupling
to the renormalized one. The reason is, the bare coupling is dimensionless in four
spacetime dimensions. However, in a general d-dimensional spacetime, the renor-
malized coupling will have a mass dimension proportional to µ−ϵ/2. This is why we
make the replacement g → gµϵ/2 to keep this coupling dimensionless in any general
d-dimensional spacetime. The parameter µ is not physical and physical observables
should not depend on it. For instance, all the bare fields and the bare coupling is in-
dependent of this parameter. Therefore, one should get differential equations relating
the parameter µ and the renormalized coupling so that the bare quantities remain
invariant under the changes in µ.

We also note that only the symmetrised part of the auxiliary field enters the ⟨baa⟩
interaction term. So we split this field into its symmetrised and anti-symmetrised
part and redefine the renormalized fields accordingly

bAB = b(AB) + b[AB],

b
(AB)
0 = Zbsymb

(AB),

b
[AB]
0 = Zbasb

[AB].

(4.51)
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where b(AB) is the symmetric part, often denoted by a round bracket and b[AB] is asym-
metric part, denoted by a square bracket. It is the symmetric part of the auxiliary
field and therefore Zbsym which we use in the renormalization. It is then convenient,
where confusions do not arise, to drop the notation for the symmetric part and just
write the renormalization constant for the auxiliary field as Zb. Let us then write the
Lagrangian in terms of the bare fields and parameters.

L = 2b̄iMN
0 ∂MM ′ai0N

M ′
+ b̄iMN

0 f ijkaj0MM ′a
k
0N

M ′
+ g20(b̄

i
0MN)

2 (4.52)

+2c̄i0∂
M

M ′(∂M
M ′
ci0 + f ijkaj0M

M ′
ck0).

We now use the relations in (7.11) to write the same Lagrangian in terms of the
renormalized fields.

L = 2ZbZab̄
iMN∂MM ′aiN

M ′
+ ZbZ

2
a b̄

iMNf ijkajMM ′a
k
N

M ′
+ g2Z2

gZ
2
bµ

ϵ(b̄i0MN)
2 (4.53)

+2Z2
c c̄

i
0∂

M
M ′∂M

M ′
ci0 + f ijkZaZ

2
c c̄

i
0∂

M
M ′aj0M

M ′
ck0.

The first order perturbations of the Lagrangian in (4.52) generates the loop diagrams.
Then the idea is to cancel the divergent parts of these one-loop contributions by
the relevant tree level counter-terms obtained from the Lagrangian in (4.53). It is
important to point out that the renormalization constants has the role to cancel the
divergences, which manifests as poles in 1

ϵ
. Also, at tree level, the couplings and the

bare fields must match the renormalized ones. Then, it is reasonable to expand the
renormalization constants in a power series in 1

ϵ
, where the first term of the series is

unity. Thus,

Zb = 1 +
∞∑
j=1

pn
ϵ
,

Za = 1 +
∞∑
j=1

qn
ϵ
,

Zg = 1 +
∞∑
j=1

gn
ϵ
.

(4.54)

Now we provide the values of the renormalization factors by equating them to the
divergent parts of the loop diagrams. We carefully equate the counter-terms by taking
into account the factors which appear in places of the traces accordingly. We get

ZbZ
2
a = 1 +

7g2T (A)

16π2ϵ
+ ...., (4.55)

ZbZa + g2T (a)η = 1 +
g2T (A)

16π2ϵ
+ ...., (4.56)
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Z2
gZ

2
b = 1 +

g4T (A)

16π2ϵ
+ .... (4.57)

The term (∂a)2 has a coefficient η. We get the value of this coefficient from the ⟨aa⟩
self energy diagram. Thus we set

η = − 13

48π2ϵ
. (4.58)

We now solve the simultaneous equations for the renormalization constants. Let us
first take the equations (4.55) and (4.56). In equation (4.56), we move the η-term to
the right hand side and noting that it comes with a factor g2/ϵ, we combine it with
the other term having the same factor. Then we divide both these equations. This
eliminates the Zb factor and we get for Za upto first order in 1/ϵ

Za = 1 +
5g2T (A)

48π2ϵ
+ .... (4.59)

We next plug the value of Za into equation (4.55) and we recover the value of Zb

Zb = 1 +
11g2T (A)

48π2ϵ
+ ... (4.60)

The remaining thing to compute is the value of the renormalization constant for the
coupling. This can be easily obtained by plugging the value of Zb in (4.57). Notice
that the terms in (4.57) start at order g4. However, we divide this term by a factor
Z2

b . This then gives the correct order of the coupling in Zg. Overall, simplifying the
algebra, we recover

Zg = 1− 11g2T (A)

48π2ϵ
+O(ϵ−2). (4.61)

This is the expected result for the renormalization constant of the gauge coupling
in pure Yang-Mills. In the chiral formalism, we thus see that the renormalization
constant for the auxiliary field plays a role to determine the renormalization constant
for the coupling constant. Also, the renormalization constant for the gauge field is
consistent with the usual Yang Mills. We can now calculate the flow of the coupling
as a function of the energy scale. In the third equation in (4.50), we related the bare
coupling to the renormalized coupling and we explained that a factor of µϵ/2 appears to
match the dimension on both sides. We also said that the bare fields and the coupling
constant in the original Lagrangian should not depend on this arbitrary parameter
and therefore a differential equation governing the dependence of the renormalized
coupling on this parameter must arise. In the following section, we derive this equation
and compute the well known beta function of the theory.
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4.2.1 β-function

The β-function provides the information of how the couplings evolve with the energy
scale of the process. One can imagine that there is a parameter space of the theory
in which one of the axes denotes the energy scale and the other one denotes the
renormalized parameters as a function of this energy scale. There will be differential
equations governing the flow of the parameters as we keep shifting the energy scales.
We understand this by observing how the trajectories in the parameter space evolve
as we go high up in the UV or down below in the IR. Note, the bare couplings
are completely unchanged and so are the scattering amplitudes. Thus, it is the
renormalized coupling which gives us the information about how the theory becomes
either strongly or weakly coupled as we move up or down in the energy ladder. To
make things precise, we start by relating the bare coupling and renormalized coupling
as follows

g0 = Zggµ
ϵ
2 . (4.62)

Let us introduce two other parameters related to the couplings

α =
g2

4π
, α0 =

g20
4π
, (4.63)

So that

α0 = αZ2
gµ

ϵ. (4.64)

The next idea is to take logarithm to both sides and expand the logarithm of the
renormalization constant in a series in 1/ϵ. This helps us define the β-function.

lnα0 = lnZ2
g + lnα + ϵ lnµ. (4.65)

Then we expand lnZ2
g in powers of 1/ϵ

lnZ2
g =

∑ Gn(α)

ϵn
, (4.66)

where lnZ2
g consists of terms in powers of α. To calculate the β-function, we take

G1(α) and compute its derivative with respect to lnµ. From (4.65), we see that if
we take the derivative on both sides with respect to lnµ, the left must be zero as we
already mentioned. However, then the terms on the right side can rearranged to have
a relation of the form

dα

d lnµ
= f(α). (4.67)

The function appearing on the right hand side in the above equation is defined to be
the beta function of the theory. It tells how the couplings of the theory vary with
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respect to the logarithm of the energy scale. We can then equate this function to the
one we obtain by taking the derivative of G1(α). We have

β(α) = α2G
′

1(α). (4.68)

Note that here the β-function is defined in terms of the variable α instead of the
couplings themselves. This is why we introduced this variable as a square of the
coupling. We next see that this relation helps us re-define the β-function directly in
terms of the coupling. Using the value of Zg from (4.61) we compute the β-function
to be

β(α) = −11α2T (A)

6π
+O(α3). (4.69)

We want to express the β-function as a function of the coupling. So we use

α =
g2

4π
,

dα

d(lnµ)
=

1

2π
g

dg

d(lnµ)

(4.70)

to get

β(g) =
g4

16π2

dG1

dg

( dg
dα

)2
. (4.71)

Plugging the relevant values on the right hand side of the above equation, we get the
expected result for the β-function in pure Yang-Mills

β(g) = −11g3T (A)

48π2
+O(g5). (4.72)

The negative sign in front of the factor in right hand side indicates that the coupling
becomes weak as we move to UV scales. This phenomenon as known is asymptotic
freedom. However, this also means that pure Yang-Mills becomes strongly coupled in
the IR. This is the reason why free quarks or gluons are never observed experimentally
and perturbation theory breaks down at low energies.



50 CHAPTER 4. CHIRAL FORMULATION OF YANG-MILLS

4.3 Self-Dual Yang-Mills

Let us once again consider the Yang-Mills action functional

SYM =

∫
M

Tr(F ∧ ⋆F ), (4.73)

whereM is the spacetime manifold over which we integrate. The Hodge dual operator,
denoted by ⋆ maps any p-form to an (n− p)-form, in an n-dimensional manifold. In
particular, in a 4-dimensional manifold, the ⋆ maps any 2-form to another 2-form.
Thus in these many dimensions, a 2-form field does does not change its degree under
the action of this operator. This fact is important and is the basis of self-duality, as
we discuss below. The trace stands for the trace over the Lie algebra of some compact
gauge group G and F is the usual curvature or the field strength, which in terms of
the gauge field reads

F = dA+ A ∧ A. (4.74)

The classical Yang-Mills equations of motion are obtained by varying this action with
the gauge potential. These are the Euler Lagrange equations of motion. They are
given by

dF = 0, d ⋆ F = 0. (4.75)

One can now start finding solutions to this equations of motion. In general, it is
non-trivial to solve these simultaneous sets of equations. However, the existence of
the Hodge operator immediately tells us that the 2-form field strength can be split
as follows

F =
1

2
(F + ⋆F ) +

1

2
(F − ⋆F ). (4.76)

These two sectors are called the self-dual and anti self-dual parts of the field strength.
We identify the part 1

2
(F + ⋆F ) = F+ and 1

2
(F − ⋆F ) = F− respectively. When only

one of these two sectors vanish, we obtain what is called the self-dual (or anti self-
dual) solution to the equations of motion. The equation of motion for this particular
case is given by

F+ = 0. (4.77)

where the positive sign in our convention denotes that the solution is anti self-dual.
This tells us that given any solution to the equation dF = 0, it automatically solves
the other equation of motion. Is there any covariant action functional which gives
(4.77) as its equation of motion? The answer is yes and is known as the Chalmers-
Siegel action. We now describe this action and give some details of it. We work in
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either Euclidean or split signature because it is in this signature that the fields are
real. Also, it is this action which captures the sector of all plus (or minus) helicity
amplitudes, which we will study in the next chapter. The action for the so-called
self-dual YM theory is given by

SSDYM(A,B) =

∫
M

Tr(B+ ∧ F ), (4.78)

where B+ is a self-dual auxiliary 2-form field and F is the usual curvature 2-form. In
Euclidean signature the self-dual condition of the 2-form is given by

B+
αβ =

1

2
ϵ δσ
αβ B+

δσ. (4.79)

There will be two equations of motion. First, varying the action with respect to the
B+, we obtain the equation of motion

F+ = 0. (4.80)

This says that the self dual part of the field-strength vanishes. Then the corresponding
theory is called anti self-dual YM, but this is merely a convention. It is important to
realize that it is the self-dual 2-form B+ which imposes the anti self-duality condition
on the field strength. However, the 2-form is an auxiliary variable and does not
propagate itself. It is important to point out that the SDYM Lagrangian can be
seen to arise as a truncation of the full YM Lagrangian in (4.73), by letting g = 0.
Solutions obeying (4.80) are called instantons. This is why the self-dual YM theory
captures the instanton sector of the full YM. This will play an important role later,
as we will see. One of the polarizations of the gluon (negative in our convention) is
described by the field configurations which satisfy the above equation. Let us now
write the other equation of motion. Varying the action with respect to connection
gives

dAB
+ = 0. (4.81)

which says that the covariant derivative of the 2-form with respect to the connection
vanishes. Solutions to this equation gives us the other polarization of the gluon.

Linearization

Let us linearize our theory of self-dual YM around a self-dual gauge field configuration.
We choose our background field for the 2-form to be trivial, i.e B+ = 0, while for the
connection we choose our background such that it satisfies the equation of motion in
(4.80). Let us call this background A. We then linearize around these backgrounds.
We denote the perturbations as b = δB+ and a = δA. The linearized Lagrangian
reads

Llinear = Tr(bdAa) + Tr(baa), (4.82)



52 CHAPTER 4. CHIRAL FORMULATION OF YANG-MILLS

where dA is as before, the covariant derivative with respect to the background connec-
tion A. The first term is the kinetic one while the second describes interaction. There
is only one interaction vertex in the self-dual theory, similar to the chiral formalism of
YM. However, in this case there is only one kinetic term which restricts the number
of propagators to one. It is convenient to explicitly write the Lagrangian and pass to
the spinor notations. We then give the Feynman rules and discuss gauge-fixing.

4.3.1 Gauge fixing and Feynman rules

In spinor notations, the Lagrangian in SDYM reads

LSDYM = biNM∂ M ′

M aiNM ′ + 2f ijlbiMNaj M ′

M alNM ′ , (4.83)

where i, j, l are Lie algebra indices, biNM , aiNM ′ are perturbations of the self-dual
auxiliary field and connection. The gauge-fixing procedure is similar to the one we
described in full YM. Let us describe it briefly for brevity. One considers the gauge
fixing fermion as is outlined previously. The variation of the gauge fixing fermion is
then added to the Lagrangian in (4.83). One then notices that the first term in the
variation is similar to the kinetic term of the original Lagrangian. Then it is possible
to combine the self-dual auxiliary field perturbation with the BRST auxiliary field
as is described in (4.11). The new field is no longer symmetric in its two unprimed
indices since the presence of the antisymmetric spinor ϵMN kills the symmetry. The
gauge-fixed Lagrangian is given by

LSDYM + sΨ = 2b̄iMN∂MM ′aiN
M ′

+ b̄iMNf ijkajMM ′a
k
N

M ′
+ (4.84)

+2c̄i∂MM ′(∂M
M ′
ci + f ijkajM

M ′
ck).

The Feynman rules can be read off from this. The ⟨ba⟩ propagator and the cubic
vertex are given by

Propagator:

⟨bi M
A (−k)ajBM ′(k)⟩ =

2

k2
δijϵABk

M
M ′ . (4.85)

Vertex:

⟨biMNajAM ′a
l
BN ′⟩ = 2if ijlϵM ′N ′ϵ M

A ϵ N
B . (4.86)

The ghost propagator and vertex are similar to full YM and we refer the reader to
(4.25) and (4.26) for details.
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4.3.2 Berends-Giele Current

Let us now discuss about the currents in this theory. This part is based on [32]. A
current is defined as the sum of all tree level Feynman graphs with all but one leg
on-shell. Thus one can have different states inserted into the on-shell legs and the
off-shell leg is taken with the propagator on that leg. However, the most interesting
current arises if we take all the on-shell legs to be of same helicity. By convention,
we take the negative helicity state inserted into these legs.

The one-current is the polarization state itself. We can write it as

JNN ′
(1) =

qNqE1
EN ′

⟨q1⟩⟨1q⟩
. (4.87)

The two-current is obtained by taking the cubic vertex, projecting the legs of the
gauge field on to helicity states and then applying the propagator on the final leg. It
is given by

�
2−

1−

(4.88)

JNN ′
(1, 2) =

qNqG(1 + 2)GN ′

⟨q1⟩⟨12⟩⟨2q⟩
. (4.89)

The three current can be obtained by taking the two current JNN ′(1, 2) and attach
the third gluon to it and then sum over the cyclic permutations. Two such diagrams
arise, one is the attachment of the third gluon to the current JNN ′(1, 2) and another
is the attachment of the first gluon to the current JNN ′(2, 3). Let us then add the
scalar parts of these contributions.

The first diagram is

�
2−

1−
�

3−

4

(4.90)
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=
J(1, 2)J(3)

(1 + 2 + 3)2(1 + 2)2
⟨q|1 + 2 ◦ 3|q⟩⟨q|⟨q|(1 + 2 + 3)|.

For the second contribution we glue the current JNN ′(2, 3) with the current JMM ′(1).
We get

�
2+

3+
�

1+

4

(4.91)

=
J(2, 3)J(1)

(1 + 2 + 3)2(2 + 3)2
⟨q|1 ◦ (2 + 3)|q⟩⟨q|⟨q|(1 + 2 + 3)|.

Adding the scalar part, we have

J(1, 2, 3) =
1

(1 + 2 + 3)2⟨q1⟩⟨q2⟩⟨q3⟩

(
⟨q1⟩[13] + ⟨q2⟩[23]

⟨12⟩
+

⟨q2⟩[12] + ⟨q3⟩[13]
⟨23⟩

)

=
1

(1 + 2 + 3)2

(
⟨q1⟩[13]⟨23⟩+ ⟨q2⟩[23]⟨23⟩+ ⟨q2⟩[21]⟨21⟩+ ⟨q3⟩[31]⟨21⟩

⟨12⟩⟨23⟩⟨1q⟩⟨2q⟩⟨3q⟩

)
.

(4.92)

Now we use the Schouten identity

⟨q3⟩⟨12⟩+ ⟨q1⟩⟨23⟩ = ⟨q2⟩⟨13⟩ (4.93)

and write

J(1, 2, 3) =
1

(1 + 2 + 3)2⟨q1⟩⟨q2⟩⟨q3⟩

(
⟨q2⟩([23]⟨23⟩+ [13]⟨13⟩+ [12]⟨12⟩

⟨12⟩⟨23⟩

)
=

1

⟨q1⟩⟨12⟩⟨23⟩⟨3q⟩
.

Thus the three current can be written as

JNN ′(1, 2, 3) = J(1, 2, 3)qNq
E(1 + 2 + 3)EN ′ . (4.94)
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The pattern is becoming clear. The general nth-order current can be written as

JNN ′(1, 2, ..., n) = J(1, 2, ..., n)qNq
E(1 + 2 + ...+ n)EN ′ . (4.95)

where the scalar part is given by

J(1, 2, ..., n) =
1

⟨q1⟩⟨12⟩⟨23⟩....⟨(n− 1)n⟩⟨nq⟩
. (4.96)

The structure of the scalar part of the current shows much resemblance with the well
known Park-Taylor formula. We recall that the Park-Taylor formula gives the tree
level MHV amplitude in YM and is given by

A(1−, 2−, ...., j+, l+, ..., n−) =
⟨jl⟩4

⟨12⟩⟨23⟩⟨34⟩....⟨n1⟩
. (4.97)

It is interesting to note that even though the BG current in self dual YM theory is
non-trivial, the tree level amplitudes are trivial. One can argue this by noticing the
form of the current in (4.95). Indeed, if we want to compute the tree level amplitude
with more than three external gluons, we can as well compute the current with all
but one leg on-shell and finally project the off-shell leg to some helicity states. The
helicity states can either be taken positive or negative. However, to do so we need
to multiply the current by the propagator which we included in the final leg. It is
evident from the structure in (4.95) that the current does not possess any pole and
this is why one cannot cancel the arising propagator in the numerator which vanishes
on-shell. Therefore, all such amplitudes vanish. We cannot construct amplitudes with
more than one positive leg in this theory. Thus, all tree level amplitudes with more
than three external gluons vanish on the trivial background, i.e B+ = 0, A = 0 in the
self dual YM theory.
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4.3.3 Yang-Mills Instantons

Let us give a brief sketch of instantons here. For a detailed overview of the subject,
we refer the reader to a more expository account in [42]. A Yang-Mills instanton is
a classical solution to the Euclidean equation of motion which minimize the action
functional. They are topologically non-trivial solutions of the Yang-Mills equations
and are non-perturbative in nature. In particular, an instanton solution is a gauge
field connection which approaches to pure gauge at spatial infinity.

Aν → g−1∂νg. (4.98)

Such gauge field configurations imply that the field strength vanishes at infinity and
the Euclidean action functional remains finite at spatial infinity SE[Aν(x)] < ∞. As
we now explain, such solutions to the Yang-Mills equations are self-dual and anti-self-
dual connections, belonging to two different topologically distinct classes. Consider
the Yang Mills action functional

S =

∫
M

TrF ∧ ⋆F. (4.99)

Using the decomposition of the curvature two-form into its self dual and anti-self-dual
parts F = F+ + F−, we can write the action as∫

M

d4x
(
|F+|2 + |F−|2

)
. (4.100)

This term is the sum of squares of the self dual and the anti self-dual parts of the
curvature. Let us now consider an integral which is the difference of the squares
of these two. This is a topological term because it can be expressed as a total
derivative of a Chern-Simons form and can only have non-vanishing contribution
on the boundary of the manifold. For a boundary with trivial topology, such a term
vanishes by Stokes’ theorem. Thus, consider the term

k =

∫
M

TrF ∧ F =

∫
M

d4x
(
|F+|2 − |F−|2

)
. (4.101)

From (4.100) and (4.101), it is easy to see that the Yang-Mills action functional is
bounded from below

S ≥ |k|. (4.102)

The number k is an integer and is known as the second Chern number
∫
ch2(F ), where

the Chern character is defined as ch(F ) =
∑
chn(F ) = exp( iF

2π
). The minimization of

the action occurs when either the self-dual or the anti-self-dual part of the curvature
vanishes. Such configurations correspond to the equation F± = 0, which is also the
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equation of motion for SDYM. Thus, we see that connections which correspond to
instanton solutions of the Euclidean field equations are necessarily self-dual or anti-
self-dual depending on the signature of the topological term (4.101). It is important
to emphasize that the instanton condition in YM is first order which implies that
one can find such solutions by solving a first order partial differential equation. The
simplest such solution is the BPST instanton. The instantons have wide ranging
applications starting from the vacuum structure of Yang-Mills to the classification
of four manifolds. It is also worth mentioning that there exists a powerful method
called the ADHM construction [43] which solves the self-dual Yang-Mills equations
and construct instanton solutions. However, in this thesis we do not give any details
of it.



Chapter 5

Amplitudes in self-dual Yang-Mills

The study of amplitudes in self-dual Yang-Mills is central in this thesis because they
pose many interesting features. The vanishing of the same helicity tree amplitudes is
understood from the fact that this theory is classically integrable and it is the currents
(Berends-Giele) whose structure determine such a vanishing. Moreover, the one-loop
amplitudes have recently been tied to UV divergences of quantum gravity and super-
gravity, see [28], [29], [30]. This raises further interest because the whole problem of
divergences in quantum gravity (and supergravity) boils down to the understanding
of these amplitudes. In addition to all these, recent studies on higher spin theories
of gravity have shown that the one-loop amplitudes in such theories bear close re-
semblance to that in self-dual Yang-Mills [17]. This is a rather interesting result and
it hints that there might be close relations between self-dual Yang-Mills and chiral
high spin gravity theories. So far, these avenues have not been explored in their full
details and glory.

In this chapter, we aim to understand the features of one-loop same helicity am-
plitudes in SDYM. However, it is customary to sketch a brief introduction on tree
amplitudes and build on the subject of loop amplitudes from there. It is conve-
nient to analyze the theory of SDYM in split signature because only in this signature
the spinorial objects become real. To this end, let us start to work in a self dual
background configuration. The simplest self-dual background is the zero connection.
When the action is expanded around this, we get a kinetic term and a non-derivative
cubic interaction. Thus let us deduce the physical polarization states in this theory.
To do so, we first write the linearised field equations. There are two such, one for the
gauge field and another for the auxiliary field. Using the Lagrangian in (4.83) we get

∂ A′

A aBA′ = 0, ∂AB′bBA = 0. (5.1)

The operator which acts on these equations is the Dirac operator. This operator eats
one primed/unprimed index and thus maps S+ ×S− → S+ ×S+ in the first equation
whereas S+ × S+ → S− × S+ in the second. We then apply it once more and go to
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momentum space to deduce that (using Dirac squared = Laplacian) the momentum
vector is null.

k2 = 0. (5.2)

It is then easy to construct helicity states by solving (5.1). The negative helicity state
is given by

ϵ−AA′(k) =
qAkA′

⟨qk⟩
. (5.3)

where kAA′ = kAkA′ . The helicity state comprises of two components. One is the
auxiliary spinor qA which takes care of the gauge freedom of the theory. Shifting
qA to some qA + ξηA for some arbitrary vector ηA keeps any physical quantity such
as amplitudes invariant. The other is the momentum spinor kA′ which results from
the null condition. Then the general solution for the linearised field equation for the
gauge field are plane waves weighted with such polarization states. The solution to
the second equation in (5.1) results in the positive polarization helicity state and is
given by

ϵ+AB(k) = kAkB. (5.4)

Note that the dimensions of the two helicity states are different. Whereas the negative
helicity state is dimensionless as should be appropriate for a field of mass dimension
one, the positive helicity has mass dimension one in accordance with the auxiliary
field which has mass dimension two. Then the general solution to the equation for
the auxiliary field are plane waves weighted with positive helicity states such as the
one sketched above. It is important to realize that in SDYM, the gauge field prop-
agates only one of the helicities. This is because the field configuration is such that
only of the self-dual/anti-self dual part of the field strength is non-zero. In the full
Yang-Mills, the connection (gauge field) carries both the helicities and on top of that
the auxiliary field continues to carry the positive helicity. This leads to many more
amplitude configurations in the full Yang-Mills than in self-dual Yang-Mills.

Most of the tree amplitudes in self-dual Yang-Mills are vanishing. The argument
relies on the structure of the Berends-Giele current. Indeed, the current consists of
a sum of all Feynman graphs with all but one leg on-shell. The on-shell legs are
projected to negative helicity states. Then, to recover the all minus or all but one
minus amplitude, we must multiply the propagator with this current (in the conven-
tion that the off-shell propagator is included in the current) and then project the final
leg to a negative helicity state. However, in the on-shell limit, the propagator is zero
(k2 = 0) and there is no pole in the current to cancel this. Thus all such amplitudes
vanish. The only non-vanishing amplitudes are the so called MHV ones in which two
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of the helicities are of the same kind and the rest are of the opposite kind. Thus, the
simplest non-vanishing amplitude is the colour-ordered 3 point one which is given by

A++− =
⟨3q⟩2[12]
⟨1q⟩⟨2q⟩

, (5.5)

where the angle bracket stands for unprimed index contraction and square brackets
for primed index contraction. It is straightforward to eliminate the q-dependence
by using the momentum conservation for 3-particle kinematics and write the final
suggestive form for this amplitude

A++− =
[12]3

[13][32]
. (5.6)

It is to be noted that this is the only non-zero tree amplitude in the theory. Let us
now consider the loop amplitudes in this theory. It is straightforward to see from the
Feynman rules that the theory of SDYM is one-loop exact. These one-loop amplitudes
are special in that they do not contain any branch cuts and only possess collinear or
soft singularities, very much resembling the tree amplitudes. The reason as to why
such a structure emerges has resisted understanding till now from the point of view
of Feynman diagrams. There is some understanding of the cut-free nature of these
amplitudes from the principles of generalized unitarity, where the cuts vanish due to
the vanishing of the same helicity tree amplitudes. The importance of such amplitudes
is twofold. One is because it remains obscure till date whether the non-zero value
of these amplitudes result from an anomaly of the self-dual currents and another
because the understanding of the divergences in 2-loop quantum gravity (and 4-loop
N = 4 supergravity) boils down to the understanding of these amplitudes, as we
elaborate on it later. Let us then review the existing expressions of these amplitudes
and thereafter we present our new computation of such an amplitude at four points
which shares some similarity with anomaly like features.

5.1 Review: Literature expression for one-loop am-

plitudes

The series of all same helicity one loop amplitudes An(1
+, 2+, ...n+) in YM are finite

rational functions of the momenta involved and has cyclical symmetry in the argu-
ments, see [5] and [6]. These amplitudes are singular in the region where two adjacent
momenta become collinear or a momentum become soft. Let us write the first two in
the series explicitly and then compactly write the ansatz at n points.

A4(1
+, 2+, 3+, 4+) =

s12s23
⟨12⟩⟨23⟩⟨34⟩⟨41⟩

,

A5(1
+, 2+, 3+, 4+, 5+) =

s12s23 + s23s34 + s34s45 + s45s51 + s51s12 + ϵ(1, 2, 3, 4)

⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩
.
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where ϵ(i, j,m, n) = [ij]⟨jm⟩[mn]⟨ni⟩ − ⟨ij⟩[jm]⟨mn⟩[ni]. As we can see, both the
expression at four and five points are purely rational functions of the momenta in-
volved. The denominator of these expressions share a particular pattern where a
string of angle brackets starting with the contraction between the first and second
momenta spinor and ends with the contraction between the last and the first ones.
This structure of the denominator exhibits two particle poles, similar to tree ampli-
tudes. The numerator of these expressions carry products of Mandelstam invariants
in a cyclic fashion. There are no logarithms or polylogarithms involved in these ex-
pressions, unlike other loop amplitudes and this is why they are cut-free. The ansatz
for the general n-point amplitude can be written as

An(1
+, 2+, ....n+) =

En +On

⟨12⟩⟨23⟩....⟨n1⟩
(5.7)

where

On =
∑

1≤i1<i2<i3<i4≤n−1

ϵ(i1, i2, i3, i4) = −
∑

1≤i1<i2<i3<i4≤n

tr[i1i2i3i4γ5] (5.8)

and

En = −
∑

1≤i1<i2<i3<i4≤n

tr[i1i2i3i4] (5.9)

Everywhere, the trace stands for matrix trace. The difference between the expressions
En and On is the factor of γ5. Clearly, we can see that the denominator of the general
n-point amplitude follows the same pattern like the lower points. Thus, the only
singularities which appear are when one of the gluon becomes soft or two adjacent
gluons become collinear. Such expressions have been deduced from the consideration
of soft and collinear singularity arguments. On another side, the expressions for
these amplitudes are derived from string theory considerations where appropriate
field theory limits are taken. One can merge the expressions for En and On and write
the amplitude in a compact way as

An(1
+, 2+, ....n+) =

∑
1≤i1<i2<i3<i4≤n

tr−[i1i2i3i4]

⟨12⟩⟨23⟩....⟨n1⟩
. (5.10)

5.2 One loop same helicity four point amplitude

The same helicity Yang-Mills amplitudes vanish at tree-level, but become non-zero at
one-loop. The QCD one-loop amplitudes at four (and five) points were computed by
the field theory techniques in [3], and via string-inspired technology in [5] (four-points)
and [21] (five-points). The result for same helicity five gluon amplitude was then used



62 CHAPTER 5. AMPLITUDES IN SELF-DUAL YANG-MILLS

to conjecture [5] an n-gluon formula. Supersymmetry implies that there is a relation
between same helicity one-loop amplitudes in theories with different spin particles
(e.g. spin 1 and spin 1/2) propagating in the loop, see [3]. This means that the same
helicity one-loop amplitudes in YM are related to those in massless QED. The later
were computed in [7] using recursive methods, thus proving the conjecture of [4]. This
conjecture received additional support from the consideration of the collinear limits
in [6]. At four points, which is the case of main interest for us in this paper, the same
helicity amplitude takes the following extremely simple form [3]

Aone−loop(1
−, 2−, 3−, 4−) ≈ [12][34]

⟨12⟩⟨34⟩
. (5.11)

where the spinor helicity notations are used, see below, and the proportionality fac-
tor contains a numerical coefficient as well as powers of the relevant coupling constant.

In [8] William A. Bardeen suggested that the integrability of the self-dual sector
of YM theory is behind the simplicity of the all-same helicity sector of the full YM.
This paper also conjectured that the non-vanishing of the same-helicity one-loop am-
plitudes should be interpreted as the anomaly of the currents responsible for the
integrability of the selfdual sector. The paper [8] explicitly confirmed that the four-
point same helicity one-loop amplitudes in self-dual YM are given by (1.1). This paper
also discusses symmetries of the self-dual YM. More recently, the non-vanishing of
the one-loop same helicity amplitude in YM and gravity was shown to be linked to
the UV divergence of the two-loop quantum gravity, as we explained earlier. This is
very clear from the calculations [28, 29] that use unitarity methods and directly link
the two-loop divergence to the one-loop amplitude. It thus becomes more pressing to
revisit the possible anomaly interpretation of the one-loop same helicity amplitude.
Indeed, if this amplitude’s non-vanishing is the signal of an anomaly, it may be made
to vanish by appropriately canceling the anomaly. It is thus very important to un-
derstand the anomaly interpretation, if any, of the same helicity one-loop amplitudes
of YM and gravity.

The purpose of our computation is a modest step in this direction. The available
calculations [5, 7] of the four-point one-loop same helicity amplitude are not trans-
parent. The first of these uses string theory inspired methods. The second calculates
all n-point amplitudes (in massless QED) and uses usual Feynman diagrams but
resorts to dimensional regularisation to extract the final result. Given that the am-
plitude one calculates is non-divergent, this makes it hard to understand where the
result is coming from.
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5.2.1 One loop four point amplitude from shifts

The four point same helicity amplitude in Yang-Mills is captured by the simpler theory
of self-dual Yang-Mills. However, because of the similarity between the Feynman rules
of this theory and of massless QED, one can perform the exact same calcualtion in
either of them. The only difference is an overall numerical factor which arises because
the self-dual Yang-Mills Feynman rules contain some additional spinor metrics which
get contracted in the one-loop diagram to produce an overall factor. We omit such
numerical factors in the calculation. The first diagram we consider is the box. As we
will show subsequently, the bubbles are zero to begin with as this can be attributed
to a Lorentz invariance argument by noticing the form of the integrand. The triangles
on the other hand are in general not vanishing. We thus compute them using the
same technique as is described here. To get the colour ordered four point amplitude,
we add the box diagram with four distinct triangles and this reproduces the correct
result.

Box

Let us start with the box. Using the Feynman rules of self-dual Yang-Mills, the box
diagram is constructed as follows

�2− 3−

1− 4−

l + 1

l + 1 + 2

l − 4

l

In index free notations, the box diagram is given by

iA =

∫
d4l

(2π)4
⟨q|l|4]⟨q|l + 1|1]⟨q|l + 1 + 2|2]⟨q|l − 4|3]
l2(l + 1)2(l + 1 + 2)2(l − 4)2

∏4
j=1⟨qj⟩

. (5.12)

We start multiplying the numerator and denominator of the integral by ⟨43⟩. With
this, rearranging the numerator, we have

iA =

∫
d4l

(2π)4
⟨q|l ◦ 4 ◦ 3 ◦ (l − 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]
l2(l + 1)2(l + 1 + 2)2(l − 4)2

∏4
j=1⟨qj⟩⟨43⟩

. (5.13)
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We then replace 4 = l − (l − 4) and write the integral as

iA =

∫
d4l

(2π)4
⟨q|l ◦ (l − (l − 4)) ◦ 3 ◦ (l − 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]

l2(l + 1)2(l + 1 + 2)2(l − 4)2
∏4

j=1⟨qj⟩⟨43⟩
(5.14)

=
1

2

∫
d4l

(2π)4
⟨q|3 ◦ (l − 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]
(l + 1)2(l + 1 + 2)2(l − 4)2

∏4
j=1⟨qj⟩⟨43⟩

−
∫

d4l

(2π)4
⟨q|l ◦ (l − 4) ◦ 3 ◦ (l − 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]

l2(l + 1)2(l + 1 + 2)2(l − 4)2
∏4

j=1⟨qj⟩⟨43⟩
.

Next we use the spinor identity,

A ◦B = −B ◦ A+ (A.B)1 (5.15)

for any arbitrary mixed spinors A and B. We cancel denominators and write (5.14) as

2iA =

∫
d4l

(2π)4
⟨q|3 ◦ (l − 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]
(l + 1)2(l + 1 + 2)2(l − 4)2

∏4
j=1⟨qj⟩⟨43⟩

(5.16)

+

∫
d4l

(2π)4
⟨q|l ◦ (l − 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]

l2(l + 1)2(l − 4)2
∏4

j=1⟨qj⟩⟨43⟩

+

∫
d4l

(2π)4
⟨q|l ◦ (l − 3− 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]

l2(l + 1)2(l + 1 + 2)2
∏4

j=1⟨qj⟩⟨43⟩
.

Eliminating one of the factors of l, we rewrite the three integrals

2iA1 =

∫
d4l

(2π)4
⟨q|3 ◦ (l − 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]
(l + 1)2(l + 1 + 2)2(l − 4)2

∏4
j=1⟨qj⟩⟨43⟩

2iA2 =

∫
d4l

(2π)4
⟨q|l ◦ (l − 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]

l2(l + 1)2(l − 4)2
∏4

j=1⟨qj⟩⟨43⟩

2iA3 =

∫
d4l

(2π)4
⟨q|l ◦ (l − 3− 4)|q⟩⟨q|l + 1|1]⟨q|l + 1 + 2|2]

l2(l + 1)2(l + 1 + 2)2
∏4

j=1⟨qj⟩⟨43⟩

such that

2iA = 2iA1 + 2iA2 + 2iA3 (5.17)

Next consider the first integral of (5.17). We multiply the numerators and denomi-
nators by ⟨23⟩. This yields

2iA1 =

∫
d4l

(2π)4
⟨q|l + 1|1]⟨q|(l + 1 + 2) ◦ 3 ◦ (l − 4)|q⟩

(l + 1)2(l + 1 + 2)2(l − 4)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
. (5.18)
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We use

3 = −(l + 1 + 2) + (l − 4)

and rewrite the integral as

2iA1 =

∫
d4l

(2π)4
⟨q|l + 1|1]⟨q|(l + 1 + 2) ◦ 2 ◦ ((l + 1 + 2)− (l − 4)) ◦ (l − 4)|q⟩

(l + 1)2(l + 1 + 2)2(l − 4)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
(5.19)

= −
∫

d4l

(2π)4
⟨q|l + 1|1]⟨q|(l + 1 + 2) ◦ 2 ◦ (l + 1 + 2) ◦ (l − 4)|q⟩
(l + 1)2(l + 1 + 2)2(l − 4)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩

+
1

2

∫
d4l

(2π)4
⟨q|l + 1|1]⟨q|(l + 1 + 2) ◦ 2|q⟩

(l + 1)2(l + 1 + 2)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
.

Using (5.85), we do a similar manipulation with the second integral of (5.19), giving

4iA1 = −
∫

d4l

(2π)4
⟨q|l + |1]⟨q|(l + 1 + 2) ◦ (l − 4)|q⟩

(l + 1 + 2)2(l − 4)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
(5.20)

+

∫
d4l

(2π)4
⟨q|l + 1|1]⟨q|(l + 1) ◦ (l − 4)|q⟩

(l + 1)2(l − 4)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩

+

∫
d4l

(2π)4
⟨q|l + 1|1]⟨q|(l + 1 + 2) ◦ 2|q⟩

(l + 1)2(l + 1 + 2)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
.

These integrals can be seen to vanish after we shift the loop momentum variable.
Consider the first integral. We do a shift l → l − 1, which results into∫

d4l

(2π)4
⟨q|l|1]⟨q|l ◦ (l − 1− 4)|q⟩

(l − 1− 4)2l2
= −

∫
d4l

(2π)4
⟨q|l|1]⟨q|l ◦ (1 + 4)|q⟩

(l − 1− 4)2l2
; (5.21)

Clearly, the above integral can only depend on (1+4). This then vanishes due to the
contraction of the auxiliary spinor variable. Let us then compute the shift. The linear
part of the shift is given by

−i lim
l→∞

∫
dΩ

(2π)4
1µl

µ ⟨q|l + 1|2]⟨q|(l + 1) ◦ (2 + 3)|3|q⟩
l2

(
1 + 2

(l.4)− (l.1)

l2

)
. (5.22)

In the linear part of the shift which is quadratic in the loop momentum gives a
vanishing result, while the quartic part gives −(i/3.32π2)⟨q|4|1]⟨q|4 ◦ 1|q⟩. Also, the
quadratic part of the shift is zero. Then, the first integral gives a result for the shift

− i

3.32π2

⟨q|4|1]⟨q|4 ◦ 1|q⟩
⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩

. (5.23)

Now consider the second integral of (5.20). If we shift the loop momentum l → l+4,
then we have the following loop integral∫

d4l

(2π)4
⟨q|l + 4|1]⟨q|(l − 3) ◦ l|q⟩

(l − 3)2l2
= −

∫
d4l

(2π)4
⟨q|l + 4|1]⟨q|3 ◦ l|q⟩

(l − 3)2l2
. (5.24)
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After the shift, the quadratically divergent part in the above integral vanishes due
to spinor contraction [33] = 0 and the linearly divergent part also vanishes similarly.
Then, we compute the shift. We have the following integrand

⟨q|l + 1|1]⟨q|(l + 1 + 2) ◦ (l − 4)|q⟩
(l + 1 + 2)2(l − 4)2

= −⟨q|l|1]⟨q|3 ◦ (l − 4)|q⟩
(l + 1 + 2)2(l − 4)2

. (5.25)

We have for the linear part of the shift

−i lim
l→∞

∫
dΩ

(2π)4
4µl

µ ⟨q|l|1]⟨q|3 ◦ (l − 4)|q⟩
l2

(
1 + 2

(l.4) + (l.3)

l2

)
; (5.26)

The quadratic part of this shift gives (i/32π2)⟨q|4|1]⟨3 ◦ 4|q⟩. The quartic part gives

− i

3.32π2
(4⟨q|4|1]⟨q|3 ◦ 4|q⟩+ ⟨q|3|1]⟨q|3 ◦ 4|q⟩. (5.27)

When we add the two contributions, we get

− i

3.32π2
⟨q|4 + 3|1]⟨q|3 ◦ 4|q⟩. (5.28)

The quadratic part of the shift is

− i

2
lim
l→∞

∫
dΩ

(2π)4
4µ4νl

µl2
∂

∂lν

⟨q|l|1]⟨q|3 ◦ (l − 4)|q⟩
(l + 1 + 2)2(l − 4)2

. (5.29)

When the derivative hits the denominator, we get

2i lim
l→∞

∫
dΩ

(2π)4
4µ4νl

µlν
⟨q|l|1]⟨q|3 ◦ l|q⟩

l4
=

2i

3.32π2
⟨q|4|1]⟨q|3 ◦ 4|q⟩; (5.30)

When the derivative hits the numerator, we get two equal contributions resulting in

− i

32π2
⟨q|4|1]⟨q|3 ◦ 4|q⟩. (5.31)

When we add the two contributions, we get for the quadratic part of the shift

− i

3.32π2
⟨q|4|1]⟨3 ◦ 4|q⟩. (5.32)

So overall we get for this shift

− i

3.32π2
(2⟨q|4|1] + ⟨q|3|1])⟨q|3 ◦ 4|q⟩. (5.33)
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We have checked this result by computing the l → l−1−2 shift instead. This can be
further simplified using momentum conservation. Writing 2k4 + k3 = k4 − (k1 + k2)
shows that we can rewrite this result as

− i

3.32π2
⟨q|4− 2|1]⟨3 ◦ 4|q⟩. (5.34)

The integral is given by minus the shift. Thus we get the following result for the
second term

i

3.32π2

⟨q|4− 2|1]⟨q|3 ◦ 4|q⟩
⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩

. (5.35)

We now consider the last term in (5.20). We do a shift l → l − 1. The relevant
integrand is

⟨q|l|1]⟨q|(l + 1) ◦ 2|q⟩
(l + 1)2(l + 1 + 2)2

. (5.36)

The linear part of the shift is

−i lim
l→∞

∫
dΩ

(2π)4
1µl

µ ⟨q|l|1]⟨q|(l + 1) ◦ 2|q⟩
l2

(
1− 2

(l.1) + (l.2)

l2

)
. (5.37)

The quadratic part gives no contribution, while the quartic part gives (i/3.32π2)⟨q|2|1]⟨q|1◦
2|q⟩. There is no contribution from the quadratic part of the shift. The full answer
for the last term in (5.20) is then

− i

3.32π2

⟨q|2|1]⟨q|1 ◦ 2|q⟩
⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩

. (5.38)

When we add all the three contributions, we get

A1 = − 1

12.32π2

⟨q|4|1]⟨q|4 ◦ 1|q⟩+ ⟨q|2− 4|1]⟨q|3 ◦ 4|q⟩+ ⟨q|2|1]⟨q|1 ◦ 2|q⟩
⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩

. (5.39)

The result for A1 is quite long and it is desirable to simplify it. To this end, we
multiply the numerator and denominator with ⟨1q⟩, which converts the numerator
into

⟨q|4 ◦ 1|q⟩⟨q|4 ◦ 1|q⟩+ ⟨q|(2− 4) ◦ 1|q⟩⟨q|3 ◦ 4|q⟩+ ⟨q|2 ◦ 1|q⟩⟨q|1 ◦ 2|q⟩. (5.40)

We can simplify this using momentum conservation. We have relations of the type

1 ◦ 2 + 1 ◦ 3 + 1 ◦ 4 = −4 ◦ 4 = −1

2
42 = 0. (5.41)
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There are four such relations among six different momentum products. This makes
it possible to choose any three of them as independent three of them as independent
and write the other three in terms of the basis chosen. Let us choose as independent
the products 1 ◦ 2, 1 ◦ 4, 2 ◦ 3. The choice is motivated by the fact that 1 ◦ 2, 1 ◦ 4
appears in A1. We then get

3 ◦ 4 = −1 ◦ 2− 1 ◦ 4 + 2 ◦ 3. (5.42)

Substituting this into the numerator of the amplitude we notice that there are multiple
cancellations, and the result is

A1 =
1

12.32π2

⟨q|1 ◦ (4− 2)|q⟩⟨2 ◦ 3|q⟩
⟨23⟩⟨43⟩⟨q1⟩2⟨q2⟩⟨q4⟩

. (5.43)

Next we consider A2. Multiplying numerator and denominator by ⟨41⟩ yields

2iA2 = −
∫

d4l

(2π)4
⟨q|l + 1 + 2|2]⟨q|l ◦ 4 ◦ 1 ◦ (l + 1)|q⟩
l2(l + 1)2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩

. (5.44)

Using 1 = l + 1− l we write the integral as

2iA2 =

∫
d4l

(2π)4
⟨q|l + 1 + 2|2]⟨q|l ◦ 4 ◦ (l − (l + 1)) ◦ (l + 1)|q⟩

l2(l + 1)2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
(5.45)

= −
∫

d4l

(2π)4
⟨q|l + 1|2]⟨q|l ◦ 4 ◦ l ◦ (l + 1)|q⟩

l2(l + 1)2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩

+
1

2

∫
d4l

(2π)4
⟨q|l + 1|2]⟨q|l ◦ 4|q⟩

l2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
.

Using (5.15), we do a similar manipulation with the second integral of (5.45), giving

4iA2 =

∫
d4l

(2π)4
⟨q|l + 1|2]⟨q|l ◦ 1|q⟩

l2(l + 1)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
(5.46)

−
∫

d4l

(2π)4
⟨q|l + 1|2]⟨q|(l − 4) ◦ (l + 1)|q⟩

(l + 1)2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩

+

∫
d4l

(2π)4
⟨q|l + 1|2]⟨q|l ◦ 4|q⟩

l2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
.

The first and last integrals can only depend on the momenta 1 and 4 respectively and
then vanish as causing a ⟨qq⟩ = 0 contraction.

The second integral vanishes after a shift. First, using l + 1 = l − 4 − 2 − 3 we
rewrite it as ∫

d4l

(2π)4
⟨q|l + 1|2]⟨q|(l − 4) ◦ (2 + 3)|q⟩

(l + 1)2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
, (5.47)
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to make it clear that it is at most quadratically divergent. A reasonably good shift
is then l → l − 1 which renders the integral∫

d4l

(2π)4
⟨q|l|2]⟨q|l ◦ (2 + 3)|q⟩

l2(l + 2 + 3)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
. (5.48)

This vanishes by the already familiar argument.
We thus need to compute the shift. The relevant integrand is

⟨q|l + 1|2]⟨q|(l − 4) ◦ (2 + 3)|q⟩
(l + 1)2(l − 4)2

. (5.49)

The linear part of the shift is

−i lim
l→∞

∫
dΩ

(2π)4
1µl

µ ⟨q|l + 1|2]⟨q|(l − 4) ◦ (2 + 3)|q⟩
l2

(
1− 2

(l.4)− (l.1)

l2

)
. (5.50)

The quadratic part in l gives the following two terms

− i

32π2
(−⟨q|1|2]⟨q|4 ◦ (2 + 3)|q⟩+ ⟨q|1|2]⟨q|1 ◦ (2 + 3)|q⟩)

= − i

32π2
⟨q|1|2]⟨q|(1− 4) ◦ (2 + 3)|q⟩. (5.51)

We now use (2 + 3) = −(1 + 4) to rewrite the above as

2i

32π2
⟨q|1|2]⟨q|1 ◦ 4|q⟩. (5.52)

Next, the quartic part in l gives, after simplification

− i

3.32π2
(3⟨q|1|2]− ⟨q|4|2])⟨q|1 ◦ 4|q⟩. (5.53)

Therefore the complete linear part of the shift is given by

i

32π2
⟨q|1|2]⟨q|1 ◦ 4|q⟩+ i

3.32π2
⟨q|4|2]⟨q|1 ◦ 4|q⟩. (5.54)

The quadratic part of the shift is

i

2
lim
l→∞

∫
dΩ

(2π)4
1µ1νl

µl2
∂

∂lν

⟨q|l + 1|2]⟨q|(l − 4) ◦ (2 + 3)|q⟩
(l + 1)2(l − 4)2

; (5.55)

When the derivative hits the denominator we get

− 2i

3.32π2
⟨q|1|2]⟨q|1 ◦ (2 + 3)|q⟩. (5.56)
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When the derivative hits the numerator we get two terms, which are however equal
with the result

i

32π2
⟨q|1|2]⟨q|1 ◦ (2 + 3)|q⟩. (5.57)

Thus we get for the quadratic part of the shift

i

3.32π2
⟨q|1|2]⟨q|1 ◦ (2 + 3)|q⟩ = − i

3.32π2
⟨q|1|2]⟨q|1 ◦ 4|q⟩. (5.58)

We then combine the quadratic and linear parts of the shift, obtaining the full shift

i

3.32π2
(2⟨q|1|2] + ⟨q|4|2])⟨q|1 ◦ 4|q⟩ = i

32π2
⟨q|1− 3|2]⟨q|1 ◦ 4|q⟩, (5.59)

where we wrote 1 + 4 = −2− 3. The integral is minus the shift. This therefore gives
us the result for A2

A2 =
1

12.32π2

⟨q|(3− 1) ◦ 2|q⟩⟨q|1 ◦ 4|q⟩
⟨14⟩⟨43⟩⟨q1⟩⟨q2⟩2⟨q3⟩

, (5.60)

where we wrote the result by multiplying the numerator and denominator by ⟨2q⟩
On similar lines, we compute the third integral in (5.17). Multiplying numerator and
denominator by ⟨12⟩ yields

iA3 =

∫
d4l

(2π)4
⟨q|l + 1|2]⟨q|l + 1|2|1|l|q⟩

l2(l + 1)2(l + 1 + 2)2⟨12⟩⟨34⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
. (5.61)

Using 1 = (l − 1)− l we rewrite the integral as

iA3 =

∫
d4l

(2π)4
⟨q|l|3 + 4|q⟩⟨q|l + 1|2|l + 1− l|l|q⟩

l2(l + 1)2(l + 1 + 2)2⟨12⟩⟨34⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
(5.62)

=

∫
d4l

(2π)4
⟨q|l|3 + 4|q⟩⟨q|l + 1|2|l + 1|l|q⟩

l2(l + 1)2(l + 1 + 2)2⟨12⟩⟨34⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩

−
∫

d4l

(2π)4
⟨q|l|3 + 4|q⟩⟨q|l + 1|2|q⟩

(l + 1)2(l + 1 + 2)2⟨12⟩⟨34⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
.

Using (5.15), we do a similar manipulation with the second integral of (5.62), giving

4iA3 =

∫
d4l

(2π)4
⟨q|l ◦ (3 + 4)|q⟩⟨q|(1 + 2) ◦ l|q⟩

l2(l + 1 + 2)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
(5.63)

+

∫
d4l

(2π)4
⟨q|l ◦ (3 + 4)|q⟩⟨q|(l + 1) ◦ 1|q⟩

l2(l + 1)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩

+

∫
d4l

(2π)4
⟨q|l ◦ (3 + 4)|q⟩⟨q|(l + 1) ◦ 2|q⟩

(l + 1)2(l + 1 + 2)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
.
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We now follow the similar set of arguments like the ones we used earlier to argue that
some of the terms are zero. Indeed the first integral with lµlν in the numerator can
only give ηµν , which causes ⟨qq⟩ = 0 contraction or 1µ1ν which produces 12 = 0. In
the second term, similarly lµlν in the numerator can only give (1 + 2)µ(1 + 2)ν . This
gives a ⟨qq⟩ = 0 contraction. In the third term, however, we argue that the integral
is zero only after a shift. The relevant shifts which does the job are l → l− 1− 2 and
l → l − 1. Consider the shift l → l − 1− 2. This converts the integral to∫

d4l

(2π)4
⟨q|(l − 1− 2) ◦ (3 + 4)|q⟩⟨q|(l − 2) ◦ 2|q⟩

l2(l − 2)2
. (5.64)

We now use −1− 2 = 3 + 4 to see that the above integral equals∫
d4l

(2π)4
⟨q|l ◦ (3 + 4)|q⟩⟨q|l ◦ 2|q⟩

l2(l − 2)2
. (5.65)

Then the argument as before shows that this integral should be proportional to 22 = 0.
Therefore the part A3 reduces to a shift. Let us compute the shift. The linear part
of the shift is given by

−i lim
l→∞

∫
dΩ

(2π)4
(1 + 2)µl

µ ⟨q|(l + 1) ◦ 2|q⟩⟨q|l ◦ (3 + 4)|q⟩
l2

(
1− 2

(l.1) + (l.2)

l2

)
.(5.66)

We can see that there is no contribution coming from the quadratic in l part of the
numerator. This is because this part would give a factor ⟨q|(1 + 2) ◦ (3 + 4)|q⟩ which
would vanish owing to ⟨qq⟩ = 0 contraction. Then, from the quartic in l part, we get
the contribution

− i

3.32π2
⟨q|1 ◦ 2|q⟩2. (5.67)

The quadratic part of the shift is

i

2
lim
l→∞

∫
dΩ

(2π)4
(1 + 2)µl

µl2(1 + 2)ν
∂

∂lν

⟨q|l ◦ 3 + 4|q⟩⟨q|(l + 1) ◦ 2|q⟩
(l + 1)2(l + 1 + 2)2

. (5.68)

When the derivative hits the denominator we get, in the large l limit

−2i lim
l→∞

∫
dΩ

(2π)4
(1 + 2)µl

µ(1 + 2)νlν
⟨q|l ◦ 3 + 4|q⟩⟨q|(l + 1) ◦ 2|q⟩

l4
. (5.69)

which can be seen to be zero using ⟨q|(1 + 2) ◦ (3 + 4)|q⟩ = 0. When the deriva-
tive hits the numerator it must hit the second term, but then the integration causes
(1+2)◦ (3+4) contraction again, rendering ⟨qq⟩ = 0. So we do not get any quadratic
part of the shift and the total result is given by (5.67).
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We can check this result by doing the second shift mentioned earlier, l → l − 1.
This converts the integral to∫

d4l

(2π)4
⟨q|(l − 1) ◦ (3 + 4)|q⟩⟨q|l ◦ 2|q⟩

l2(l + 2)2
. (5.70)

Once again, we use the same argument as before, which then shows that the integral
is proportional to 22 = 0. Thus the part A3 reduces to a shift. We now compute the
shift. The linear part of the shift is given by

−i lim
l→∞

∫
dΩ

(2π)4
1µl

µ ⟨q|(l + 1) ◦ 2|q⟩⟨q|l ◦ (3 + 4)|q⟩
l2

(
1− 2

(l.1) + (l.2)

l2

)
. (5.71)

We see that all the terms are zero for the linear part of the shift. Next, for the
quadratic part of the shift, we have

i

2
lim
l→∞

∫
dΩ

(2π)4
1µl

µl21ν
∂

∂lν

⟨q|l ◦ (3 + 4)|q⟩⟨q|(l + 1) ◦ 2|q⟩
(l + 1)2(l + 1 + 2)2

. (5.72)

When the derivative hits the denominator, we get in the large l limit

−2i lim
l→∞

∫
dΩ

(2π)4
1µl

µ1νlν
⟨q|l ◦ (3 + 4)|q⟩⟨q|(l + 1) ◦ 2|q⟩

l4
(5.73)

which gives 2i/3.32π2⟨q|1 ◦ 2|q⟩2. Adding everything up we get the same result for
the shift like before. This establishes that the two shifts are consistent with each other.

The result for A3 is given by minus the shift. Taking other factors into consider-
ation, we get the result

A3 =
1

12.32π2

⟨q1⟩⟨q2⟩
⟨q3⟩⟨q4⟩

[12]2

⟨12⟩⟨43⟩
. (5.74)

Collecting the results

Let us collect the results for A1,2,3 for a single box diagram. We get

12.32π2A = − [12][23]

⟨23⟩⟨43⟩
⟨q2⟩⟨q3⟩
⟨q1⟩⟨q4⟩

+
[14][23]

⟨23⟩⟨43⟩
⟨q3⟩
⟨q1⟩

− [12][14]

⟨14⟩⟨43⟩
⟨q1⟩⟨q4⟩
⟨q2⟩⟨q3⟩

− [14][23]

⟨14⟩⟨43⟩
⟨q4⟩
⟨q2⟩

+
[12]2

⟨12⟩⟨43⟩
⟨q1⟩⟨q2⟩
⟨q3⟩⟨q4⟩

.

(5.75)

We note that the replacement 1 ↔ 2 gives the same result as 3 ↔ 4. This is because
the amplitude is symmetric under the simultaneous transformation 1 ↔ 2 and 3 ↔ 4.



5.2. ONE LOOP SAME HELICITY FOUR POINT AMPLITUDE 73

The amplitude above is not manifestly invariant under the simultaneous 2 ↔ 4 and
3 ↔ 1exchange. To rectify this, we first rewrite the two terms that have single powers
of qin the numerator and denominator. We have

[14][23]

⟨23⟩⟨43⟩
⟨q3⟩
⟨q1⟩

− [14][23]

⟨14⟩⟨43⟩
⟨q4⟩
⟨q2⟩

=
[14][23]

⟨14⟩⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩
(⟨14⟩⟨q2⟩⟨q3⟩ − ⟨23⟩⟨q1⟩⟨q4⟩).

(5.76)

Next we use the Schouten identities for the terms inside the bracket

⟨q4⟩⟨23⟩ = ⟨q2⟩⟨43⟩ − ⟨q3⟩⟨42⟩, ⟨q2⟩⟨14⟩ = ⟨q1⟩⟨24⟩ − ⟨q4⟩⟨21⟩. (5.77)

This gives

⟨14⟩⟨q2⟩⟨q3⟩ − ⟨23⟩⟨q1⟩⟨q4⟩ = ⟨q1⟩⟨q2⟩⟨34⟩+ ⟨q3⟩⟨q4⟩⟨12⟩. (5.78)

This means that the amplitude can be written as

12.32π2A =
[12][23]

⟨23⟩⟨43⟩
⟨q2⟩⟨q3⟩
⟨q1⟩⟨q4⟩

− [34]2

⟨12⟩⟨34⟩
⟨q3⟩⟨q4⟩
⟨q1⟩⟨q2⟩

[12][14]

⟨14⟩⟨43⟩
⟨q1⟩⟨q4⟩
⟨q2⟩⟨q3⟩

− [12]2

⟨12⟩⟨43⟩
⟨q1⟩⟨q2⟩
⟨q3⟩⟨q4⟩

− [14][23]

⟨14⟩⟨23⟩
.

(5.79)

where we also used [23] = [34]⟨14⟩/⟨12⟩ and [14] − [34]⟨23⟩/⟨12⟩ in the second term
on the second line. Note that the last term is q-independent and thus gauge invariant.

The invariances are now manifest. The gauge invariant term is manifestly invari-
ant under 1 ↔ 2 and 3 ↔ 4 as well as 2 ↔ 4 and 3 ↔ 1 symmetry. The terms in
the first line go into one another under both of these symmetries. So there are also
invariant. The first two terms in the second line are invariant under the exchange
1 ↔ 2 and 3 ↔ 4 and go into each under the exchanges 2 ↔ 4 and 3 ↔ 1.

Next there are ghost contribution to the amplitude. With the Feynman rules, we
construct the ghost box diagram, with ghosts running in the loop and the external
legs are projected to negative helicity gluons. The contribution is given by

�l + 1

l

l + 1 + 2

l − 4

1− 4−

2− 3−
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Upto numerical and colour factors, this is

iAghost−box =

∫
d4l

(2π)4
⟨q|l|4]⟨q|l + 1|1]⟨q|l + 1 + 2|2]⟨q|l − 4|3]
l2(l + 1)2(l + 1 + 2)2(l − 4)2

∏4
j=1⟨qj⟩

. (5.80)

This integral is exactly the same as the original box diagram and therefore is a multiple
of the previous result.

Triangles

Consider the triangle diagrams in SDYM. We evaluate one of them and then permute
the legs to obtain others. We omit any numerical and colour factors arising since the
colour decomposition allows us to just compute and add the colour-stripped part of
the diagrams, which should be gauge invariant.

�
l l − 4

l + 1 + 2

2− 3−

1− 4−

Using the Feynman rules, this diagram takes the particular form

iAtriangle =
[12]

[12]⟨12⟩

∫
d4l

(2π)4
⟨q|l|4]⟨q|l − 4|3]⟨q|(l + 1 + 2) ◦ (1 + 2)|q⟩

l2(l − 4)2(l + 1 + 2)2
∏4

j=1⟨qj⟩
. (5.81)

Let us start by multiplying the numerator and denominator by ⟨34⟩. This allows to
write the integral as

iAtriangle = − [12]

[12]⟨12⟩⟨34⟩

∫
d4l

(2π)4
⟨q|l|4 ◦ 3 ◦ (l − 4)|q⟩⟨q|l|1 + 2|q⟩
l2(l − 4)2(l + 1 + 2)2

∏4
j=1⟨qj⟩

, (5.82)

where we used ⟨q|(1 + 2) ◦ (1 + 2)|q⟩ = 0 to get rid of (1 + 2) from the last factor in
the numerator. We now replace 4 = l − (l − 4) and use the identity l ◦ l = 1

2
l21 to

write the integral as

iAtriangle = − [12]

[12]⟨12⟩⟨34⟩

[
− 1

2

∫
d4l

(2π)4
⟨q|(l − 4) ◦ 3|q⟩⟨q|l|1 + 2|q⟩
(l − 4)2(l + 1 + 2)2

∏4
j=1⟨qj⟩

−
∫

d4l

(2π)4
⟨q|l ◦ (l − 4) ◦ 3 ◦ (l − 4)|q⟩⟨q|l|1 + 2|q⟩

l2(l − 4)2(l + 1 + 2)2
∏4

j=1⟨qj⟩

]
. (5.83)
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Next we use the spinor identity

A ◦B = −B ◦ A+ (A.B)1, (5.84)

where (A.B) is the metric pairing. This identity holds for any two arbitrary rank two
mixed spinors A and B. Using this, we have

(l − 4) ◦ 3 ◦ (l − 4) = −(l − 4) ◦ (l − 4) ◦ 3 + (l − 4)((l − 4).3)

= −1

2
(l − 4)23 + (l − 4)((l − 4).3). (5.85)

The second term in the last line of (5.85) can be written as

(l − 4).3 =
1

2
((l − 4)2 − (l − 4− 3)2) (5.86)

Therefore, this gives us

(l − 4) ◦ 3 ◦ (l − 4) =
1

2
(l − 4)2(l − 4− 3)− 1

2
(l − 4− 3)2(l − 4). (5.87)

We now replace l − 3− 4 = l + 1 + 2 and cancel denominators to get

iAtriangle =
[12]

[12]⟨12⟩⟨34⟩

[
1

2

∫
d4l

(2π)4
⟨q|(l − 4) ◦ 3|q⟩⟨q|l|1 + 2|q⟩
(l − 4)2(l + 1 + 2)2

∏4
j=1⟨qj⟩

+
1

2

∫
d4l

(2π)4
⟨q|l ◦ (l + 1 + 2)|q⟩⟨q|l|1 + 2|q⟩

l2(l + 1 + 2)2
∏4

j=1⟨qj⟩

−1

2

∫
d4l

(2π)4
⟨q|l ◦ (l − 4)|q⟩⟨q|l|1 + 2|q⟩

l2(l − 4)2
∏4

j=1⟨qj⟩

]
. (5.88)

The first integral is quadratically divergent while the second and third are cubic
divergent. However, one of the factors of l in the second and third integrals can be
immediately eliminated owing to the identity ⟨q|l ◦ l|q⟩ = 0. Thus we have for this
diagram

iAtriangle =
[12]

[12]⟨12⟩⟨34⟩

[
1

2

∫
d4l

(2π)4
⟨q|(l − 4) ◦ 3|q⟩⟨q|l|1 + 2|q⟩
(l − 4)2(l + 1 + 2)2

∏4
j=1⟨qj⟩

+
1

2

∫
d4l

(2π)4
⟨q|l ◦ (1 + 2)|q⟩⟨q|l ◦ (1 + 2)|q⟩

l2(l + 1 + 2)2
∏4

j=1⟨qj⟩

+
1

2

∫
d4l

(2π)4
⟨q|l ◦ 4|q⟩⟨q|l|1 + 2|q⟩
l2(l − 4)2

∏4
j=1⟨qj⟩

]
. (5.89)
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Let us consider the second integral. In any Lorentz invariant regularization, the
numerator lµlν can be either proportional to ηµν in which case, there will be ⟨qq⟩ = 0
contraction, making the integral vanish or it can be proportional to (1 + 2)µ(1 + 2)ν
which yields the numerator to be (⟨q|(1+2) ◦ (1+2)|q⟩)2. This again vanishes due to
⟨qq⟩ contraction. Thus the integral does not contribute. A similar argument applies
to the third integral of (5.89) rendering it to vanish due to ⟨qq⟩ = 0 contraction. We
then consider the first integral and argue that it vanishes under a shift. The shift is
given by l → l − 1− 2. This converts the integral to∫

d4l

(2π)4
⟨q|l ◦ 3|q⟩⟨q|l|1 + 2|q⟩
l2(l + 3)2

∏4
j=1⟨qj⟩

. (5.90)

Again, in any Lorentz invariant regularization, the lµlν part of the numerator can
either be proportional to ηµν , in which case the qs contract, making it vanish or it can
be proportional to 3µ3ν rendering [33] = 0. Therefore, this integral vanishes under
this shift. We then compute the shift.

The linear part of the shift is given by

i lim
l→∞

∫
dΩ

(2π)4
(1 + 2)µl

µ ⟨q|(l − 4) ◦ 3|q⟩⟨q|l ◦ (1 + 2)|q⟩
l2

×

(
1− 2(l.4)− l.(1 + 2)

l2

)
. (5.91)

The non-zero contribution can only come from the quadratic and quartic in l terms
of this shift, after taking an average over all directions. The quadratic term is

−(1 + 2)µl
µ⟨q|4 ◦ 3|q⟩⟨q|l ◦ (1 + 2)|q⟩. (5.92)

This vanishes owing to ⟨q|(1 + 2) ◦ (1 + 2)|q⟩ = 0.

There are two quartic terms. One of the terms is

2i lim
l→∞

∫
dΩ

(2π)4
(1 + 2)µl

µ(1 + 2)νl
ν ⟨q|l ◦ 3|q⟩⟨q|l ◦ (1 + 2)|q⟩

l4
. (5.93)

The integral is computed using∫
dΩ

(2π)4
lµlνlρlσ
l4

=
1

32.6π2
(ηµνηρσ + ηµρηνσ + ηµσηρν). (5.94)

All possible contractions of l vanish and hence this part does not contribute. The
other quartic term is given by

−2i lim
l→∞

∫
dΩ

(2π)4
(1 + 2)µl

µ4νl
ν ⟨q|l ◦ 3|q⟩⟨q|l ◦ (1 + 2)|q⟩

l4
. (5.95)
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Using (E.5), we find only one of the contractions is non-zero. Thus the linear part of
the shift is given by

− i

32.3π2
(⟨q||3|4|q⟩)2. (5.96)

For the quadratic part of the shift, the integral is given by

lim
l→∞

∫
dΩ

(2π)4
(1 + 2)µ(1 + 2)νl

µ ∂

∂lν

⟨q|(l − 4) ◦ 3|q⟩⟨q|l ◦ (1 + 2)|q⟩
(l − 4)2(l + 1 + 2)2

. (5.97)

When the derivative hits the denominator, it produces a factor proportional to

lim
l→∞

∫
dΩ

(2π)4
(1 + 2)µ(1 + 2)νl

µlν
⟨q|(l − 4) ◦ 3|q⟩⟨q|l ◦ (1 + 2)|q⟩

l4
. (5.98)

Note that only the quartic in l part of the numerator can contribute after averaging
over all directions. Using (E.5) we find that all possible contractions lead to ⟨qq⟩ = 0.
Hence this part vanishes. When the derivative hits the numerator of (E.7), it can hit
either of the two factors. When it hits ⟨q|(l−4)◦3|q⟩, the other factor contracts with
lµ giving ⟨q|(1 + 2) ◦ (1 + 2)|q⟩, which vanishes because of ⟨qq⟩ contraction. On the
other hand, hitting ⟨q|l ◦ (1 + 2)|q⟩ produces the same factor ⟨q|(1 + 2) ◦ (1 + 2)|q⟩
rendering it to vanish again. So, the quadratic part of the shift is zero.

Overall, the triangle diagram gives the result

Atriangle =
1

32.3π2

[12](⟨q||3|4|q⟩)2

[12]⟨12⟩⟨34⟩
∏4

j=1⟨qj⟩
=

1

32.3π2

[12][34]2

[12]⟨12⟩⟨34⟩
⟨q3⟩⟨q4⟩
⟨q1⟩⟨q2⟩

. (5.99)

Let us write it in two parts, one which is q-independent and another which is q-
dependent. We omit numerical factors here

Atriangle =
[12][34]2

[12]⟨12⟩⟨34⟩
⟨q3⟩⟨q4⟩
⟨q1⟩⟨q2⟩

=
[12][34]

(
[32]⟨2q⟩+ [31]⟨1q⟩

)
⟨q3⟩

[12]⟨12⟩⟨34⟩⟨q1⟩⟨q2⟩

= − [12][34][32]⟨q3⟩
[12]⟨12⟩[34]⟨q1⟩

− [12][34][31]⟨q3⟩
[12]⟨12⟩[34]⟨q2⟩

=
[12][34]

⟨12⟩⟨34⟩
− [12][34][24]⟨q4⟩

[12]⟨12⟩⟨34⟩⟨q1⟩
− [12][34][31]⟨q3⟩

[12]⟨12⟩⟨34⟩⟨q2⟩
. (5.100)

where we used momentum conservation of the form 4 = −(1 + 2 + 3) in the first line
and 3 = −(1 + 2 + 4) in the second line. Let us now add to it, all the possible cyclic
permutations of the external legs for this diagram. The distinct permutations are
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given by (1 ↔ 3, 4 ↔ 2), (1 ↔ 3), (2 ↔ 4). Adding these, we get for the triangle
diagram, upto numerical factors

Atriangle(1
−, 2−, 3−, 4−) =

[12][34]

⟨12⟩⟨34⟩
− [12][34][24]⟨q4⟩

[12]⟨12⟩⟨34⟩⟨q1⟩
− [12][34][31]⟨q3⟩

[12]⟨12⟩⟨34⟩⟨q2⟩

+
[34][12]

⟨34⟩⟨12⟩
− [34][12][42]⟨q2⟩

[34]⟨34⟩⟨12⟩⟨q3⟩
− [34][12][13]⟨q1⟩

[34]⟨34⟩⟨12⟩⟨q4⟩

+
[14][32]

⟨14⟩⟨32⟩
− [14][32][42]⟨q2⟩

[14]⟨14⟩⟨32⟩⟨q1⟩
− [14][32][31]⟨q3⟩

[14]⟨14⟩⟨32⟩⟨q4⟩

+
[32][14]

⟨32⟩⟨14⟩
− [32][14][24]⟨q4⟩

[32]⟨32⟩⟨14⟩⟨q3⟩
− [32][14][13]⟨q1⟩

[32]⟨32⟩⟨14⟩⟨q2⟩
. (5.101)

Next we have the triangle diagram with ghosts propagating in the loop

�l + 1 + 2

l − 4

l

2− 3−

1− 4−

iAghost−triangle =
[12]

[12]⟨12⟩

∫
d4l

(2π)4
⟨q|l|1 + 2|q⟩⟨q|l + 1 + 2|3]⟨q|l − 4|4]
l2(l − 4)2(l + 1 + 2)2

∏4
j=1⟨qj⟩

. (5.102)

Using momentum conservation, this can be written as

iAghost−triangle =
[12]

⟨12⟩

∫
d4l

(2π)4
⟨q|l + 1 + 2|1 + 2|q⟩⟨q|l − 4|3]⟨q|l|4]
l2(l − 4)2(l + 1 + 2)2

∏4
j=1⟨qj⟩

. (5.103)

This integral is again similar to the one we have computed earlier. Thus, when eval-
uated and permuted accordingly, the ghost diagrams contribute an overall factor to
the already evaluated ones.
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5.2.2 Result

Full amplitude

We now obtain the full amplitude by adding the box and the triangles. It is then easy
to check that the q-dependent terms from the box cancels the corresponding ones in
the triangles after using momentum conservation identities. What is left is a sum of
q-independent terms

−12.32π2Aone−loop(1
−, 2−, 3−, 4−) =

[14][32]

⟨14⟩⟨32⟩
+

[14][23]

⟨14⟩⟨23⟩
+

[24][13]

⟨24⟩⟨13⟩
. (5.104)

All the three terms are equal to one another due to momentum conservation identities.
We finally get

Aone−loop(1
−, 2−, 3−, 4−) = − 1

128π2

[12][34]

⟨12⟩⟨34⟩
. (5.105)

We have computed the same helicity one-loop 4-point amplitude in self-dual Yang-
Mills (SDYM) theory, relating it to a set of integrals that vanish after a shift of the
loop momentum, and thus reducing the computation to shifts. The same helicity one-
loop amplitudes in self-dual YM coincide with such amplitudes in full YM, as can be
seen by comparing the Feynman rules of the two theories. Thus, our computation
actually gives the full YM same helicity 4-point amplitude.

The difference between the present computation and those available in the literature
[3, 7], as well as [11, 57] is that the computation was carried out in four dimensions.
No dimensional regularisation, common to papers [7], [57, 10, 11] was used. Doing
the computation in a way that avoids the use of dimensional regularisation was an
important part of our motivation. This is because the SDYM is a chiral theory, and
there are well-known difficulties reconciling chiral objects with the dimensional reg-
ularisation. One could even suspect that the answer arises only by using a certain
prescription for chiral objects in 4 − 2ϵ dimensions, and the result vanishes if a dif-
ferent prescription is used. Reproducing the answer by a computation that avoids
introducing extra dimensions shows that the result is independent of a way used to
compute it, as it should be. Our computation related the amplitude of interest to
nominally quadratically divergent integrals, which however vanish after a shift. So,
in a sense, the finite result comes from a divergent and at the same time vanishing
expression. This is similar to the computations [7, 3, 57] that use the dimensional
regularisation and get the result as the coefficient of ϵ/ϵ. So, it may be that the
trick that relates the amplitude of interest to shifts can be used for other amplitudes,
to extract their rational parts. The technology of extracting the rational parts of
amplitudes by combining generalised unitarity with dimensional regularisation is by
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now well-established [10, 11]. It is possible that a variant of this technology is possi-
ble by relating amplitudes to shifts, but we will not attempt to demonstrate this here.

The computation performed above also holds for massless QED. This is because in
spinorial notations, the Feynman rules of massless QED is similar to that of SDYM.
The massless QED Lagrangian is chiral, in the sense that it only incorporates one
chiral half of the fermion. Let us write it here.

Lmassless QED = i(ψ†)B
′
(∂ B

B′ + iA B
B′ )ψB. (5.106)

Here ψB is the two-component unprimed spinor (Weyl spinor) and (ψ†)B′ is its Hermi-
tian conjugate. The object A B

B′ is the spinor version of the electromagnetic potential
Aµ. The Lagrangian is real modulo a surface term. The spinor propagator and the
vertex which results from this Lagrangian reads

⟨ψB(−k)(ψ†)B
′
(k)⟩ = 2

ik2
k B′

B

⟨(ψ†)B′ψBA C
C′ ⟩ = iϵB′C′ϵBC . (5.107)

Thus, the only difference in the propagator of SDYM from that in (5.107) is that there
is an extra Kronecker delta for the colour, a phase factor and an extra factor of the
spinor metric for the additional unprimed index present in the SDYM as compared
to the case of QED. The same thing is true for the vertex. Thus the only change one
has to do in the computation for the QED box diagram is to mod out some of the
unprimed spinor metrics and the colour factors. However, in the absence of any colour
ordering in QED, the box itself gives the complete gauge invariant result, unlike in
SDYM where in addition to the box, we needed triangle diagrams. Further, using
supersymmetric Ward identities, it is easy to see that the result of scalar QED is a
multiple of massless QED. Thus, overall the four point same helicity amplitude in all
these theories is related to a shift computation.

From the next section, we take a different approach to understand the same helicity
amplitudes in SDYM. This can be coined as the interpretation of the amplitudes in
terms of self-energy bubbles.
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5.3 Sum of integrands at one loop

We have till now focused on the box and triangle diagrams and computed the result
of the amplitude entirely from those. The bubble graphs are zero to begin with,
where we used Lorentz invariance arguments. There are no tadpole contributions
to the four point amplitude. However, getting motivated from the earlier works in
[14, 15], we want to inspect the sum of one loop integrand of the complete amplitude.
In the previous works, the lightcone formalism is used to show that the complete
integrand vanishes. In our case, we intend to perform the computation in the co-
variant formalism of SDYM. It is different from the other works in that there is no
regularization used here and as we will see, the non-vanishing of the bubbles is not
an artifact of a regulator, but instead of shifts of loop momentum. We want to sum
all the integrands of the arising geometries, i.e box, triangles and bubbles, where
only cyclic permutations of legs are allowed. Thus there will be just one box dia-
gram since the box remains unchanged under cyclic permutations. There will be four
distinct permutations of the triangle, two for the internal bubble and four for the
external bubble. The idea is then to decompose the box and triangle integrals into
quadratically divergent integrals, following what we have done earlier. Then there
are bubble graphs which are by themselves quadratically divergent. We then add all
the integrands of these quadratically divergent contributions. It is important to note
that we use a particular choice of loop momentum variable for each graph. To do
so, we employ region momenta, see the Review section for more details. There are
four external lines for this particular amplitude. Thus there are four distinct external
regions for any graph and so there are four different region momenta. There is one
enclosed region for the loop and we associate a momenta for that region. We discuss
about these subsequently.

5.3.1 Box

Let us start with the box diagram.

�2− 3−

1− 4−

l + 1

l + 1 + 2

l − 4

l
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We already described the box integral in the previous section. It is given by

iM =

∫
d4l

(2π)4
⟨q|l|4]⟨q|l + 1|1]⟨q|l + 1 + 2|2]⟨q|l − 4|3]
l2(l + 1)2(l + 1 + 2)2(l − 4)2

∏4
j=1⟨qj⟩

. (5.108)

We now use the previous results obtained when the box integral was decomposed into
quadratically divergent integrals. There are a total of nine such integrals, each of
which are obtained from three linearly divergent integrals. We refer (5.20) to write
the first set of quadratically divergent integrals

4iA1 = −
∫

d4l

(2π)4
⟨q|l + |1]⟨q|(l + 1 + 2) ◦ (l − 4)|q⟩

(l + 1 + 2)2(l − 4)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
(5.109)

+

∫
d4l

(2π)4
⟨q|l + 1|1]⟨q|(l + 1) ◦ (l − 4)|q⟩

(l + 1)2(l − 4)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩

+

∫
d4l

(2π)4
⟨q|l + 1|1]⟨q|(l + 1 + 2) ◦ 2|q⟩

(l + 1)2(l + 1 + 2)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
.

We similarly consider the next two sets using (5.46) and (5.63). They are given by

4iA2 =

∫
d4l

(2π)4
⟨q|l + 1|2]⟨q|l ◦ 1|q⟩

l2(l + 1)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
(5.110)

−
∫

d4l

(2π)4
⟨q|l + 1|2]⟨q|(l − 4) ◦ (l + 1)|q⟩

(l + 1)2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩

+

∫
d4l

(2π)4
⟨q|l + 1|2]⟨q|l ◦ 4|q⟩

l2(l − 4)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
and

4iA3 =

∫
d4l

(2π)4
⟨q|l ◦ (3 + 4)|q⟩⟨q|(1 + 2) ◦ l|q⟩

l2(l + 1 + 2)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
(5.111)

+

∫
d4l

(2π)4
⟨q|l ◦ (3 + 4)|q⟩⟨q|l + 1 ◦ 1|q⟩

l2(l + 1)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩

+

∫
d4l

(2π)4
⟨q|l ◦ (3 + 4)|q⟩⟨q|(l + 1) ◦ 2|q⟩

(l + 1)2(l + 1 + 2)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
.

We now implement the use of region momenta, following the convention of the world-
sheet formulation. We direct the reader to the Review section for further details. In
a particular diagram, if we have four external lines of momenta k1, k2, ....k4, such that
there are four distinct regions outside the diagram, with region momenta p1, p2....p4,
then we make the following convention of the assignment of region momenta.

k1 = p1 − p4,

k2 = p2 − p1,

k3 = p3 − p2,

k4 = p4 − p3.

(5.112)
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In terms of these region momenta, momentum conservation is automatically satisfied
as can be checked from the assignment above. For the one-loop diagrams, we also
assign the region momenta inside the loop and re-express the loop momentum in
terms of region momenta. Since the loop momentum has to be integrated, there is an
arbitrariness in its assignment. Indeed, we can add any momenta q to the loop. We
thus make specific choices of the loop momenta for the various diagrams in such a
way that we can assemble terms with common denominators and no single term is left
away. For the box, we make the choice l = x+ p4, where x is the region momentum
inside the loop and p4 is one of the external region momenta. The momentum x is now
to be integrated over. Note that we only use the dual momentum variables for terms
involving loop momenta, and for all other places, the usual momenta. We then re-
write the quadratically divergent integrals in terms of the dual momentum variables
and usual momenta, given this particular choice of loop momentum. Implementing
this in (5.111), we get

4iA3 = 4iA31 + 4iA32 + 4iA33 (5.113)

where

4iA31 =

∫
d4x

(2π)4
⟨q|(x+ p4) ◦ (3 + 4)|q⟩⟨q|(1 + 2) ◦ (x+ p2)|q⟩
(x+ p4)2(x+ p2)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩

,

4iA32 =

∫
d4x

(2π)4
⟨q|(x+ p4) ◦ (3 + 4)|q⟩⟨q|(x+ p1) ◦ 1|q⟩

(x+ p4)2(x+ p1)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
,

4iA33 = −
∫

d4x

(2π)4
⟨q|(x+ p2) ◦ (1 + 2)|q⟩⟨q|(x+ p1) ◦ 2|q⟩

(x+ p1)2(x+ p2)2⟨12⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
.

(5.114)

Next, we have

4iA2 = 4iA21 + 4iA22 + 4iA23, (5.115)

where

4iA21 =

∫
d4x

(2π)4
⟨q|x+ p1|2]⟨q|(x+ p4) ◦ 1|q⟩

(x+ p4)2(x+ p1)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
,

4iA22 =

∫
d4x

(2π)4
⟨q|x+ p1|2]⟨q|(x+ p3) ◦ (3 + 2)|q⟩

(x+ p1)2(x+ p3)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
,

4iA23 =

∫
d4x

(2π)4
⟨q|x+ p1|2]⟨q|(x+ p4) ◦ 4|q⟩

(x+ p4)2(x+ p3)2⟨41⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q3⟩
.

and the remaining one

4iA1 = 4iA11 + 4iA12 + 4iA13, (5.116)
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where

4iA11 =

∫
d4x

(2π)4
⟨q|x+ p1|1]⟨q|(x+ p2) ◦ 2|q⟩

(x+ p2)2(x+ p1)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
,

4iA12 =

∫
d4x

(2π)4
⟨q|x+ p1|1]⟨q|(x+ p3) ◦ (1 + 4)|q⟩

(x+ p1)2(x+ p3)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
,

4iA13 =

∫
d4x

(2π)4
⟨q|x+ p1|1]⟨q|(x+ p2) ◦ 3|q⟩

(x+ p3)2(x+ p2)2⟨23⟩⟨43⟩⟨q1⟩⟨q2⟩⟨q4⟩
.

5.3.2 Triangles

There are four in-equivalent triangle diagrams to consider. We start by considering
the one where the legs 3 and 4 are attached to two of the vertices.

�
l l − 4

l + 1 + 2

2− 3−

1− 4−

2iAt1 =
1

⟨12⟩

∫
d4l

(2π)4
⟨q|l|4]⟨q|l − 4|3]⟨q|(l + 1 + 2) ◦ (1 + 2)|q⟩

l2(l − 4)2(l + 1 + 2)2
∏4

j=1⟨qj⟩
. (5.117)

Using the same techniques, the reduction to quadratically divergent integrals is straight-
forward. We refer (5.89) and write these integrals.

iAt1 =
1

4⟨12⟩⟨34⟩

[∫
d4l

(2π)4
⟨q|(l − 4) ◦ 3|q⟩⟨q|l|1 + 2|q⟩
(l − 4)2(l + 1 + 2)2

∏4
j=1⟨qj⟩

+

∫
d4l

(2π)4
⟨q|l ◦ (1 + 2)|q⟩⟨q|(l + 1 + 2) ◦ (1 + 2)|q⟩

l2(l + 1 + 2)2
∏4

j=1⟨qj⟩

+

∫
d4l

(2π)4
⟨q|l ◦ 4|q⟩⟨q|(l + 1 + 2) ◦ (1 + 2)|q⟩

l2(l − 4)2
∏4

j=1⟨qj⟩

]
. (5.118)

Let us then rewrite this in the dual momentum variables. As before, we choose the
loop momentum variable l = p4 − x. We have

4iT 12 = 4iT 12
1 + 4iT 12

2 + 4iT 12
3 . (5.119)
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where

4iT 12
1 =

∫
d4l

(2π)4
⟨q|(p3 − x) ◦ 3|q⟩⟨q|(p2 − x) ◦ (1 + 2)|q⟩
(p3 − x)2(p2 − x)2⟨12⟩⟨34⟩

∏4
j=1⟨qj⟩

,

4iT 12
2 =

∫
d4l

(2π)4
⟨q|(p4 − x) ◦ (1 + 2)|q⟩⟨q|(p2 − x) ◦ (1 + 2)|q⟩

(p4 − x)2(p2 − x)2⟨12⟩⟨34⟩
∏4

j=1⟨qj⟩
,

4iT 12
3 =

∫
d4l

(2π)4
⟨q|(p4 − x) ◦ 4|q⟩⟨q|(p2 − x) ◦ (1 + 2)|q⟩
(p4 − x)2(p3 − x)2⟨12⟩⟨34⟩

∏4
j=1⟨qj⟩

.

(5.120)

The diagram with legs 1 and 2 inserted to two of the vertices can be obtained
from (5.120) by substituting

1 → 3, 2 → 4, 3 → 1, 4 → 2. (5.121)

We need to make a choice for the loop momentum parameter. There are three different
choices as there are three possible external region momenta adjacent to the region
momenta inside the loop. Motivated by the vanishing of the sum of integrands, we
choose the loop momentum in terms of region momenta to be l = p2 − x. We have

4iT 34 = 4iT 34
1 + 4iT 34

2 + 4iT 34
3 , (5.122)

where

4iT 34
1 =

∫
d4x

(2π)4
⟨q|(p1 − x) ◦ 1|q⟩⟨q|(p4 − x) ◦ (3 + 4)|q⟩

(p1 − x)2(p4 − x)2⟨12⟩⟨34⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
,

4iT 34
2 =

∫
d4x

(2π)4
⟨q|(p2 − x) ◦ (3 + 4)|q⟩⟨q|(p4 − x) ◦ (3 + 4)|q⟩
(p2 − x)2(p4 − x)2⟨12⟩⟨34⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩

,

4iT 34
3 =

∫
d4x

(2π)4
⟨q|(p2 − x) ◦ 2|q⟩⟨q|(p4 − x) ◦ (3 + 4)|q⟩

(p2 − x)2(p1 − x)2⟨12⟩⟨34⟩⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩
.

(5.123)

We note that the terms arising here cancel precisely the terms in M3.

The diagram with legs 2 and 3 inserted to two of the vertices can be obtained
from (5.120) by substitutions

1 → 4, 4 → 3, 3 → 2, 2 → 1. (5.124)

Let us choose the loop momentum in terms of region momenta to be l = p3 − x. We
get

4iT 41 = 4iT 41
1 + 4iT 41

2 + 4iT 41
3 , (5.125)
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where

4iT 41
1 =

∫
d4x

(2π)4
⟨q|(p2 − x) ◦ 2|q⟩⟨q|(p1 − x) ◦ (1 + 4)|q⟩
(p2 − x)2(p1 − x)2⟨41⟩⟨23⟩

∏4
j=1⟨qj⟩

4iT 41
2 =

∫
d4x

(2π)4
⟨q|(p3 − x) ◦ (1 + 4)|q⟩⟨q|(p1 − x) ◦ (1 + 4)|q⟩

(p3 − x)2(p1 − x)2⟨41⟩⟨23⟩
∏4

j=1⟨qj⟩

4iT 41
3 =

∫
d4x

(2π)4
⟨q|(p3 − x) ◦ 3|q⟩⟨q|(p1 − x) ◦ (1 + 4)|q⟩
(p2 − x)2(p3 − x)2⟨41⟩⟨23⟩

∏4
j=1⟨qj⟩

(5.126)

The diagram with legs 1 and 4 inserted to two of the vertices can be obtained
from (5.120) by substitutions

1 → 2, 2 → 3, 3 → 4, 4 → 1. (5.127)

The loop momentum in terms of region momenta is l = p1 − x. This gives

4iT 23 = 4iT 23
1 + 4iT 23

2 + 4iT 23
3 , (5.128)

where

4iT 23
1 =

∫
d4x

(2π)4
⟨q|(p4 − x) ◦ 4|q⟩⟨q|(p3 − x) ◦ (2 + 3)|q⟩
(p4 − x)2(p3 − x)2⟨23⟩⟨41⟩

∏4
j=1⟨qj⟩

4iT 23
2 =

∫
d4x

(2π)4
⟨q|(p1 − x) ◦ (2 + 3)|q⟩⟨q|(p3 − x) ◦ (2 + 3)|q⟩

(p1 − x)2(p3 − x)2⟨23⟩⟨41⟩
∏4

j=1⟨qj⟩

4iT 23
3 =

∫
d4x

(2π)4
⟨q|(p1 − x) ◦ 1|q⟩⟨q|(p3 − x) ◦ (2 + 3)|q⟩
(p1 − x)2(p4 − x)2⟨23⟩⟨41⟩

∏4
j=1⟨qj⟩

.

(5.129)

5.3.3 Bubble Diagrams

Internal Bubbles

There are two in-equivalent permutations of the bubbles on internal lines. In one
diagram, the legs 1 and 2 join on one side of the internal line while 3 and 4 on the
other side. This is given by

�1−
l

4−

2−

l+1+2
3−
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4iB11 =
1

⟨12⟩⟨34⟩

∫
d4l

(2π)4
⟨q|l ◦ (1 + 2)|q⟩⟨q|(l + 1 + 2) ◦ (3 + 4)|q⟩

l2(l + 1 + 2)2
∏4

j=1⟨qj⟩
(5.130)

We use the choice l = x + p4 for the loop momentum and write the above in dual
momentum variables

4iB̃11 =
1

⟨12⟩⟨34⟩

∫
d4x

(2π)4
⟨q|(x+ p4) ◦ (1 + 2)|q⟩⟨q|(x+ p2) ◦ (3 + 4)|q⟩

(x+ p4)2(x+ p2)2
∏4

j=1⟨qj⟩
(5.131)

The other internal bubble diagram is

�4−
l

3−

1−

l+1+4
2−

4iB12 =
1

⟨41⟩⟨23⟩

∫
d4l

(2π)4
⟨q|l ◦ (4 + 1)|q⟩⟨q|(l + 1 + 4) ◦ (3 + 2)|q⟩

l2(l + 1 + 4)2
∏4

j=1⟨qj⟩
(5.132)

We use the choice l = x+ k3 for the loop momentum, re-writing the above

4iB̃12 =
1

⟨41⟩⟨23⟩

∫
d4x

(2π)4
⟨q|(x+ k3) ◦ (1 + 4)|q⟩⟨q|(x+ k1) ◦ (3 + 2)|q⟩

(x+ k3)2(x+ k1)2
∏4

j=1⟨qj⟩
(5.133)

Bubbles on External Lines

There are four distinct diagrams here, corresponding to the different ways of insertion
of bubbles to four external lines. One can write each contribution as an insertion of
a current to one of the legs of the bubble. For example, we have for the insertion of
the bubble between the particle 1 and the J(2, 3, 4) current

�1−
l+1

l

4iB1 =
⟨q3⟩

⟨23⟩⟨34⟩

∫
d4l

(2π)4
⟨q|(l + 1) ◦ 1|q⟩⟨q|l|1]
l2(l + 1)2

∏4
j=1⟨qj⟩

(5.134)
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Rewriting this in terms of the dual momentum variables with l = p4 − x we get

4iB1 =
⟨q3⟩

⟨23⟩⟨34⟩

∫
d4x

(2π)4
⟨q|(p1 − x) ◦ 1|q⟩⟨q|p4 − x|1]
(p4 − x)2(p1 − x)2

∏4
j=1⟨qj⟩

. (5.135)

The other similar contributions are obtained by cyclic permutations. We have

4iB2 =
⟨q4⟩

⟨34⟩⟨41⟩

∫
d4x

(2π)4
⟨q|(p2 − x) ◦ 2|q⟩⟨q|p1 − x|2]
(p2 − x)2(p1 − x)2

∏4
j=1⟨qj⟩

, (5.136)

4iB3 =
⟨q1⟩

⟨41⟩⟨12⟩

∫
d4x

(2π)4
⟨q|(p3 − x) ◦ 3|q⟩⟨q|p2 − x|3]
(p2 − x)2(p3 − x)2

∏4
j=1⟨qj⟩

, (5.137)

4iB4 =
⟨q2⟩

⟨12⟩⟨23⟩

∫
d4x

(2π)4
⟨q|(p4 − x) ◦ 4|q⟩⟨q|p3 − x|4]
(p4 − x)2(p3 − x)2

∏4
j=1⟨qj⟩

(5.138)

5.3.4 Sum of Integrands

As we previously noticed, the terms in A3 get cancelled by one of the triangle dia-
grams T 34. Our aim is now to show that all other terms get cancelled agains each
other as well. To this end, we will group the terms according to their denominators
of the form (pi − x)2(pj − x)2 for some i, j.

We start with the denominator factor (p1 − x)2(p2 − x)2. The contributions to this
come from A11, T 41

1 as well as one of the bubbles B2. The sum of the corresponding
numerators is given by

⟨q|(p2 − x) ◦ 2|q⟩
⟨23⟩⟨43⟩⟨14⟩

(
⟨q|(p1 − x) ◦ (1 + 4)|4⟩⟨q3⟩ − ⟨q|(p1 − x) ◦ (1 + 4)|q⟩⟨43⟩

+ ⟨q|(p1 − x) ◦ 2|3⟩⟨q4⟩
)
,

(5.139)

where we rewrote the first term in a suggestive way. We now use the momen-
tum conservation 2 = −(1 + 3 + 4) in the last term, and then Schouten identity
|4⟩⟨q3⟩ = |q⟩⟨43⟩+ |3⟩⟨q4⟩ to see that the sum in brackets is zero.

Next consider the denominator factor (p1 − x)2(p3 − x)2. The contributions come
from A12,A22, T 41

2 , T 23
2 and the bubble B23. The triangle contributions double each

other, and the sum of these numerators is

⟨q|(p3 − x) ◦ (1 + 4)|q⟩
⟨23⟩⟨43⟩⟨14⟩

(
⟨q|(p1 − x) ◦ (1 + 4)|4⟩⟨q3⟩+ ⟨q|(p1 − x) ◦ (2 + 3)|3⟩⟨q4⟩

− 2⟨q|(p1 − x) ◦ (1 + 4)|q⟩⟨43⟩+ ⟨q|(p1 − x) ◦ (1 + 4)|q⟩⟨43⟩
)
,

(5.140)
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where again we rewrote the first terms in a suggestive way. Relacing 2+3 = −(1+4) in
the second term and using the same Schouten identity as above we see the cancellation.

Next consider the denominator factor (p1 − x)2(p4 − x)2. The contributions come
from A21, T 23

3 and B1. The sum of these numerators is given by

⟨q|(p4 − x) ◦ 1|q⟩
⟨23⟩⟨43⟩⟨41⟩

(
⟨q|(p1 − x) ◦ 2|3⟩⟨q4⟩+ ⟨q|(p3 − 1) ◦ (2 + 3)|q⟩⟨43⟩

+ ⟨q|(p4 − x) ◦ 1|4⟩⟨q3⟩
)
.

(5.141)

We now use the fact that p3 = p1 + 2 + 3, and so p3 can be replaced by p1 in the
second term. Similarly, p4 = p1−1, and so we can replace p4 with p1 in the last term.
We then similarly replace 2 by (2 + 3) in the first term, and 1 by (1 + 4) in the last.
Then again the same Schouten identity implies the cancellation.

Let us now consider the denominator factor (p2 − x)2(p3 − x)2. The situation
is somewhat more interesting here. There are 4 integrands that contribute, namely
A13, T 12

1 , T 41
3 and the bubble B3. Let us start by considering the sum of T 41

3 and B3.
This can be written as

⟨q|(p3 − x) ◦ 3|q⟩
⟨41⟩⟨12⟩⟨23⟩

(⟨q|(p1 − x) ◦ (1 + 4)|q⟩⟨12⟩ − ⟨q|(p2 − x) ◦ 3|2⟩⟨q1⟩) . (5.142)

Using p3 − p1 = 3+ 2 in the first term, as well as 1 + 4 = −(2 + 3), we can replace p1
there by p3. Similarly, in the second term we can use p3 − p2 = 3 to replace p2 with
p3. The expression in brackets is then

−⟨q|(p3 − x) ◦ (2 + 3)|q⟩⟨12⟩ − ⟨q|(p3 − x) ◦ (2 + 3)|2⟩⟨q1⟩
= −⟨q|(p3 − x) ◦ (2 + 3)|1⟩⟨q2⟩ (5.143)

by Schouten identity. This can be written as

−⟨q|(p3 − x) ◦ (2 + 3)|1⟩⟨q2⟩ = −⟨q|(p3 − x) ◦ (1 + 2 + 3)|1⟩⟨q2⟩
= ⟨q|(p3 − x)|4]⟨41⟩⟨q2⟩. (5.144)

On the other hand, the sum of A13 and T 12
1 is given by

⟨q|(p3 − x) ◦ 3|q⟩
⟨43⟩⟨12⟩⟨23⟩

(⟨q|(p1 − x) ◦ 1|2⟩⟨q3⟩ − ⟨q|(p2 − x) ◦ (1 + 2)|q⟩⟨23⟩) . (5.145)

We can replace p1 by p4 and 1 by (1+ 2) in the first term, and p2 by p4 in the second
term. This gives for the expression in the brackets

⟨q|(p4 − x) ◦ (1 + 2)|2⟩⟨q3⟩ − ⟨q|(p4 − x) ◦ (1 + 2)|q⟩⟨23⟩
= ⟨q|(p4 − x) ◦ (1 + 2)|3⟩⟨q2⟩. (5.146)
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This can be written as

⟨q|(p4 − x) ◦ (1 + 2)|3⟩⟨q2⟩ = ⟨q|(p4 − x) ◦ (1 + 2 + 3)|3⟩⟨q2⟩
= −⟨q|(p4 − x)|4]⟨43⟩⟨q2⟩. (5.147)

Given that we can replace here p4 by p3, it is clear that the terms A13, T 12
1 , T 41

3 ,B3

cancel each other.
For the denominator (p2 − x)2(p4 − x)2 there are only two contributing terms T 12

2

and B12, which directly cancel each other. For the denominator (p3 − x)2(p4 − x)2 we
have the terms A23, T 12

3 , T 23
1 ,B4 contributing, and the cancelation here is similar to

the one encountered in the case (p2 − x)2(p3 − x)2.
Therefore the total integrand, as a sum of box, four triangles, two internal bubbles

and eight external bubbles vanishes. Pictorially, this can be represented as

� + 4×� + 2×� + 4×� = 0



5.4. SHIFT DEPENDENCE OF SELF ENERGY BUBBLE 91

5.4 Shift dependence of self energy bubble

Consider the two point one loop self energy graph

 -k k

l+k

l

In the diagram as pictured above, the external lines are projected to two negative
helicity states and the convention being all external momenta incoming. Using the
Feynman rules reviewed in the previous section, the amplitude can be written as

iΠ−− =

∫
d4l

(2π)4
⟨q|l|k]⟨q|l + k|k]
l2(l + k)2⟨qk⟩2

. (5.148)

In the form it is written this integral can be argued to vanish. Indeed, there is no
linear in l part of the integrand as it is proportional to ⟨q|k|k] = ⟨qk⟩[kk] = 0. The
only non-vanishing contribution thus comes from∫

d4l

(2π)4
lµlν

l2(l + k)2
. (5.149)

Any Lorentz invariant regularisation of this will yield xµxν to be proportional to k
2ηµν

which is zero because k is null or to kµkν , which gives the numerator factor ⟨q|k|k] = 0
by using [kk] = 0. Thus, the self-energy diagram (5.148) can be argued to be zero.

However, (5.148) is a quadratically divergent integral, and so one must be careful
in reaching the conclusion that this object is zero. Let us consider shifting the loop
momentum as in l = x+ s̃, where s̃ is some momentum and x is the new integration
variable. The argument above depends on the specific form of the integrand and is no
longer applicable to the shifted integrand. In fact, below we shall compute the effect
of the shift by s̃ and see that the shift is non-vanishing. What this means is that the
self-energy diagram projected onto two negative helicity states cannot in general be
assumed to vanish. Instead, it is given by a finite quantity, depending on the shift
parameter.

Let us compute the shift dependence of the self-energy diagram. We will use the
region momenta so that k = s− s̃, and

l = x+ s̃

l + k = x+ s.
(5.150)
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We then have

iΠ−− =

∫
d4x

(2π)4
⟨q|x+ s̃|k]⟨q|x+ s|k]
(x+ s̃)2(x+ s)2⟨qk⟩2

. (5.151)

We have already seen that this integral vanishes after the shift x → x− s̃. We then
compute the result of the shift. This is done using the standard techniques, which
are reviewed in the Appendix of [62]. The linear part of the shift is given by

−i lim
x→∞

∫
dΩ

(2π)4
s̃µx

µ ⟨q|x+ s̃|k]⟨q|x+ s|k]
x2

(
1− 2x.(s̃+ s)

x2

)
. (5.152)

The non-zero contribution can only come from the quadratic and quartic in x terms.
The quadratic term is

s̃µx
µ
(
⟨q|x|k]⟨q|s|k] + ⟨q|x|k]⟨q|s̃|k]

)
. (5.153)

Integrating over the directions of xµ produces

− i

32π2

(
⟨q|s̃|k]⟨q|s|k] + ⟨q|s̃|k]⟨q|s̃|k]

)
. (5.154)

The quartic in x part is given by

2i lim
x→∞

∫
dΩ

(2π)4
s̃µx

µ(s̃+ s)νx
ν ⟨q|x|k]⟨q|x|k]

x4
. (5.155)

The integral is computed using∫
dΩ

(2π)4
xµxνxρxσ

x4
=

1

32.6π2
(ηµνηρσ + ηµρηνσ + ηµσηρν). (5.156)

This results in the following two contributions

i

32.3π2

(
⟨q|s̃|k]⟨q|s̃+ s|k] + ⟨q|s̃+ s|k]⟨q|s̃|k]

)
=

i

16.3π2

(
⟨q|s̃|k]⟨q|s̃|k] + ⟨q|s̃|k]⟨q|s|k]

)
.

(5.157)

For the quadratic part of the shift, the integral is given by

i

2
lim
x→∞

∫
dΩ

(2π)4
s̃µs̃νx

µx2
∂

∂xν

⟨q|x+ s̃|k]⟨q|x+ s|k]
(x+ s̃)2(x+ s)2

; (5.158)

When the derivative hits the denominator, it produces a factor proportional to

i

2
(−4) lim

x→∞

∫
dΩ

(2π)4
s̃µs̃νx

µxν
⟨q|x+ s̃|k]⟨q|x+ s|k]

x4
; (5.159)
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The quartic in x part of the numerator is the only which contributes. Using (5.156)
we find one of the contractions vanish and the other two contractions are equal, giving

− 2i

32.3π2
⟨q|s̃|k]⟨q|s̃|k]. (5.160)

When the derivative hits the numerator, in the large x limit, we get

i

2
lim
x→∞

∫
dΩ

(2π)4
s̃µx

µ ⟨q|x+ s̃|k]⟨q|s̃|k] + ⟨q|x+ s|k]⟨q|s̃|k]
x2

; (5.161)

Using the relevant contraction, this gives

i

32π2
⟨q|s̃|k]2. (5.162)

Adding all the contributions, we have for this amplitude

Π−− = − i

32.3π2

⟨q|s̃|k]⟨q|s|k]
⟨qk⟩2

. (5.163)

Using the fact that k = s − s̃ we could write this result in terms of only s or s̃, but
the form we chose will be most convenient below. We see that the two point one
loop self energy bubble projected to same helicity states is in general region momenta
dependent. It is not possible to get rid of this dependence unless we set the shift pa-
rameter to zero. However, as we will show, this shift dependence helps us to compute
the four point one loop amplitude by inserting different combination of states to the
two point bubble diagram. The sum of all bubble diagrams lead to independence of
region momenta. This is an interesting fact to note because the two point bubble is
by itself not independent of region momenta and hence unphysical. While if we sum
all the bubbles appropriately, we achieve region momenta independence.
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5.5 One loop four point amplitude from self energy

To compute the one loop four point amplitude, we need to sum over distinct bubble
diagrams. There can be two categories of bubbles. One in which we insert the bubble
on internal line and for the other we insert it on external lines. Recall, amplitudes in
Yang Mills theory and in particular the self-dual sector admit colour decomposition.
Thus any such amplitude can be expressed as a sum over colour ordered amplitudes
where in each of these sums, a particular cyclic ordering is manifest. Thus we consider
a cyclic permutation of external legs for each category of bubble diagrams and this
will give us a gauge independent answer. It turns out that for the internal bubbles,
there can only be two such distinct cyclic permutations while for the external bubbles,
we need four different permutations. We start with the internal bubbles.

5.5.1 Shifts for internal bubbles

There are two in-equivalent permutations of the bubbles on internal lines. In one
diagram, the legs 1 and 2 join on one side of the internal line while 3 and 4 on the
other side. Using (5.131), the result for this diagram is

B11 =
1

32.12π2

⟨q|p4 ◦ (1 + 2)|q⟩⟨q|p2 ◦ (1 + 2)|q⟩
⟨12⟩⟨34⟩

∏4
j=1⟨qj⟩

. (5.164)

The result for the other internal bubble diagram, after using (5.133) is

B12 =
1

32.12π2

⟨q|p3 ◦ (1 + 4)|q⟩⟨q|p1 ◦ (1 + 4)|q⟩
⟨41⟩⟨23⟩

∏4
j=1⟨qj⟩

. (5.165)

5.5.2 Shifts for external bubbles

There are four distinct diagrams here, corresponding to the different ways of insertion
of bubbles to four external lines. It is feasible to write each contribution as an insertion
of a current to one of the legs of the bubble. The current is the color ordered sum
of all tree level diagrams with all but one leg on-shell. Next we insert each of these
currents into the bubbles such that for a particular graph, the internal line adjacent
to a bubble is the off-shell leg of the current. Note that the pole resulting from the
denominator in the propagator of the internal line, i.e 1/k2, where k = 1, 2, .., 4 gets
cancelled by the corresponding k2 factor in the numerator of the current, yielding a
finite result in the on-shell limit. We now give the shift computed results for these
diagrams after using (5.135) to (5.138). We have

B21 = − 1

32.12π2

⟨q3⟩⟨q|p4|1]⟨q|p1|1|q⟩
⟨23⟩⟨34⟩

∏4
j=1⟨qj⟩

, (5.166)
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B22 = − 1

32.12π2

⟨q4⟩⟨q|p1|2]⟨q|p2|1|q⟩
⟨14⟩⟨23⟩

∏4
j=1⟨qj⟩

, (5.167)

B23 = − 1

32.12π2

⟨q1⟩⟨q|p3|3]⟨q|p2|3|q⟩
⟨41⟩⟨12⟩

, (5.168)

B24 = − 1

32.12π2

⟨q2⟩⟨q|p3|4]⟨q|p4|4|q⟩
⟨32⟩⟨21⟩

∏4
j=1⟨qj⟩

. (5.169)

5.5.3 Summing the results

Let us now collect and add all the results for the bubble diagrams. We need to get rid
of the dual momentum variables since the physical amplitude should be independent
of them. Thus, under any arbitrary shift of these variables, say pi → pi + b, for any
b, the amplitude should be invariant, although each individual bubbles are not. We
use this important fact and first solve for each dual momenta pi, i = 1, 2, 3 in terms
of p4 and some combination of usual line momenta. We have

p1 = p4 + 1,

p2 = p4 + 1 + 2,

p3 = p4 + 1 + 2 + 3.

(5.170)

Then each bubble contribution is a function of p4 and line momenta. Let us first
write the sum total of all the contributions

A4 =
1

32.12π2
∏4

j=1⟨qj⟩

[
⟨q|p4 ◦ (1 + 2)|q⟩⟨q|p4 ◦ (1 + 2)|q⟩

⟨12⟩⟨34⟩

+
⟨q|(p4 + 1) ◦ (2 + 3)|q⟩⟨q|(p4 + 1) ◦ (2 + 3)|q⟩

⟨41⟩⟨23⟩

− ⟨q3⟩⟨q|p4|1]⟨q|p4|1|q⟩
⟨23⟩⟨34⟩

− ⟨q4⟩⟨q|p4 + 1|2]⟨q|p4 + 2|1|q⟩
⟨14⟩⟨23⟩

− ⟨q1⟩⟨q|p4 − 4|3]⟨q|p4 − 4|3|q⟩
⟨41⟩⟨12⟩

− ⟨q2⟩⟨q|p4|4]⟨q|p4|4|q⟩
⟨32⟩⟨21⟩

]
.

(5.171)

Now let us consider the shift pi → pi − p4. This means that terms with a factor of
p4 vanish identically, while the others contribute. We then have for the amplitude in
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(5.171)

A4 =
1

32.12π2
∏4

j=1⟨qj⟩

[
⟨q|1 ◦ 4|q⟩⟨q|1 ◦ 4|q⟩

⟨41⟩⟨23⟩
− ⟨q4⟩⟨q|1|2]⟨q|2|1|q⟩

⟨14⟩⟨23⟩

−⟨q1⟩⟨q|4|3]⟨q|4|3|q⟩
⟨41⟩⟨12⟩

]

=
1

32.12π2

[
[14]2⟨q1⟩⟨q4⟩

⟨41⟩⟨23⟩⟨q2⟩⟨q3⟩
+

[12]2⟨q1⟩
⟨14⟩⟨43⟩⟨q3⟩

+
[43]2⟨q4⟩

⟨41⟩⟨12⟩⟨q2⟩

]
.

(5.172)

Let us simplify the second line in (5.172). We first add the last two terms, giving

[12]2⟨q1⟩
⟨14⟩⟨43⟩⟨q3⟩

+
[43]2⟨q4⟩

⟨41⟩⟨12⟩⟨q2⟩
=

[12][34]
(
⟨34⟩⟨q2⟩⟨q1⟩+ ⟨12⟩⟨q4⟩⟨q3⟩

)
⟨14⟩⟨12⟩⟨43⟩⟨q2⟩⟨q3⟩

. (5.173)

Next we use the Schouten identity for the terms in brackets on the right hand side of
(5.173)

⟨q1⟩⟨34⟩ = ⟨q3⟩⟨14⟩ − ⟨q4⟩⟨13⟩,
⟨q3⟩⟨12⟩ = ⟨q1⟩⟨32⟩ − ⟨q2⟩⟨31⟩.

(5.174)

Plugging this back into (5.173), we get

[12]2⟨q1⟩
⟨14⟩⟨43⟩⟨q3⟩

+
[43]2⟨q4⟩

⟨41⟩⟨12⟩⟨q2⟩
= − [12][34]

⟨12⟩⟨34⟩
+

[12][34]⟨32⟩
⟨14⟩⟨12⟩⟨43⟩

⟨q1⟩⟨q4⟩
⟨q2⟩⟨q3⟩

. (5.175)

Then we have for the amplitude in (5.172),

A4 =
1

32.12π2

[
− [12][34]

⟨12⟩⟨34⟩
+

(
[12][34]⟨32⟩
⟨14⟩⟨12⟩⟨43⟩

+
[14]2

⟨41⟩⟨23⟩

)
⟨q1⟩⟨q4⟩
⟨q2⟩⟨q3⟩

]
. (5.176)

It is now easy to see that the q-dependent term vanish, owing to momentum conser-
vation, giving the result

A4 = − 1

32.12π2

[12][34]

⟨12⟩⟨34⟩
. (5.177)

Thus we reproduce the four point amplitude from a bubble computation.
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5.6 General n-point amplitude

The analysis of the four point one-loop diagrams tells us that the box amplitude can
be expressed as a sum over diagrams with bubble insertions. The bubble diagrams
are simpler to compute and thus the complicated box integral can be avoided in order
to extract the result. However, unlike the box, the bubble diagrams are quadratically
divergent to start with. Thus, shifting the loop momentum variable in any one bubble
diagram changes the result of the computation. This however is not in contradiction
with the amplitude result, because one needs to sum over different bubble diagrams
to get the final amplitude and the final sum is independent of any shift of the loop
variable. This is an interesting fact to note because any single bubble diagram is
divergent and sensitive to shifts. However, when we take an appropriate sum of bub-
bles, the shift dependence disappears and the obtained result is unambiguous.

The technique presented here in the covariant formalism was used by several au-
thors earlier in the light-cone formalism [14, 15]. This has been carried out first in
QCD in the light cone gauge and subsequently in Yang Mills and chiral high spin
gravity [17]. In QCD and Yang Mills, the analysis is mainly done for the particular
case of four points. In their case, the proof for the sum of integrands being zero is
carried out by using standard results in complex analysis. Whereas in our case, we
use two specific identities, in particular momentum conservation and the Schouten
identity to show that the sum vanishes. Also, they use dimensional regularization to
compute the self-energy bubble whereas in our case, it is the method of shifts that
gives us the result for the self-energy. We know that there are obvious difficulties
to use dimensional regularization when we are dealing with two component spinors
and this is why it is reasonable to avoid it. Another important point to emphasize
is they interpret the shift dependence of the self-energy bubble as an artifact of a
very specific regulator. However, in our case, in the absence of any such regulators,
it is evident that this is not an artifact of some regularization scheme but it is true
for a divergent graph solely because of the ambiguity of assigning a loop momentum
variable to its internal lines, independent of whatever dimensions one is computing
in. The analysis in [14] is limited to four point amplitude. In [15], the MHV rules
were used to represent the four point amplitude as a sum over two point insertions.
They also argued about generalising it to n-point one loop amplitudes. However,
their analysis is once carried out in the light cone gauge and thus does not take into
account the role played by currents. Thus, their formula for the one-loop amplitude
is different from what we are going to present.

It is not unreasonable to extend this technique for amplitudes with higher num-
ber of external legs. Indeed, to obtain the four point amplitude, we simply inserted
pairs of all possible combinations of lower order Berends-Giele currents to the bubble
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and summed them up. Likewise, we can generalise this for any higher leg amplitude.
In particular, for the n-point one-loop amplitude, we first form pairs of currents of
orders a < n and b < n, such that a+ b = n and compute the sum of all such possible
combinations. Our diagrams will be expressed in terms of region momenta. However,
the amplitude must be translation invariant in the region momentum space. Thus
any shift of all the region momenta by the same amount should not change the result
of the amplitude. In such a case, we need to ensure region momentum independence
for the sum over bubbles. After we show that such a sum is independent of region mo-
menta, we can start computing the sum and extract the q-independent result. Let us
then explain our new formula for the series of same helicity one-loop amplitudes and
subsequently give explicit computations for the three, four and five point cases. To
do so, we start with the self-energy bubble and interpret it as an effective propagator.

5.6.1 Bubble as an effective propagator

!
l

l + k

-k k

Consider the bubble diagram above, where the external lines are projected to two
positive helicity states and the convention being all external momenta incoming. A
direct computation of shifts gives the result for the amplitude, upto overall numerical
factors,

Π−−
SDYM ≈ ⟨q|s|k]⟨q|s̃|k]

⟨qk⟩2
. (5.178)

At this stage, we keep the parameter s to be arbitrary. The above diagram can be
a part of a sub-diagram in a 2 to 2 scattering process and we will later choose the
shift parameter accordingly. Alternatively, we can write the one loop correction to
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the propagator in the form of an operator

"MM ′ NN ′ := s M
N ′ s̃ M ′

N (5.179)

where the dot signify that it is a one-loop corrected graph. We can then start gluing
currents to each of the legs of this graph. This implies contracting the indices of the
operator with that of the current(s). For instance, when polarization states of the

form ϵMM ′ =
qMkM′
⟨qk⟩ are glued to both the legs, it results in (5.178).

5.6.2 Gluing BG currents to bubble

The effective one-loop propagator (5.179) gives a non-vanishing expectation value of
the product of two connection states. This means that it can be used to glue together
the off-shell legs of the BG currents. Our main claim is that this gives the correct
one-loop same helicity amplitude of SDYM theory. To see how this arises, we consider
a colour ordered diagram with n external lines. Because the diagram is colour ordered
we can adopt the use of region momenta pi so that the null momenta on the external
legs are given by the difference of the region momenta

ki = pi − pi−1, pn ≡ p0. (5.180)

This ensures momentum conservation, but introduces indeterminacy in that all re-
gion momenta can be shifted by an arbitrary amount without changing the external
momenta. The amplitude can be written as a sum over partitions of the set of ex-
ternal states into two groups. Each group of states then produces a current, and two
such currents are glued by the effective propagator (5.179). The amplitude is colour
ordered, and so the states in one of the groups can be numbered as those starting with
the external particle i and ending with particle j. This gives the following amplitude

A =
∑
part#pj pi−1

i

.

.

.

j

i− 1

.

.

.

j + 1

(5.181)

=

n/2∑
i=1

J(i, ..j)J(j + 1, ..i− 1)⟨q|pj ◦ (ki + ..+ kj)|q⟩⟨q|(ki+1 + ...+ ki−1) ◦ pi−1|q⟩.
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Using

ki + ...+ kj = pj − pi−1 = −(kj+1 + ...+ ki−1) (5.182)

we can write this compactly as

A =
∑
part

J(i, .., j)J(j + 1, .., i− 1)⟨q|pj ◦ pi−1|q⟩2. (5.183)

5.6.3 Collinear limit

For a digression, let us consider the MHV tree amplitude in YM. This is the n-point
tree amplitude where (n − 2) gluons have the same helicity and the remaining two
gluons have the opposite helicity. The representation for this amplitude is given by
the famous Park-Taylor formula

A(1−, 2−, ...., j+, l+, ..., n−) =
⟨jl⟩4

⟨12⟩⟨23⟩⟨34⟩....⟨n1⟩
. (5.184)

Next, consider the limit where any two adjacent gluons becomes collinear or parallel
to each other. Without loss of generality, we take the gluons k2 and k3 to be collinear.
This limit is singular because the intermediate momentum P = k2 + k3 becomes null
in the collinear limit

P 2 = (k2 + k3)
2 = 2k2.k3 → 0. (5.185)

Let us then specify the fraction of the total momentum carried by the individual
momenta k2 and k3. Where confusions do not arise, we write ki ≡ i for each of the
momenta.

2 ≈ zP, 3 ≈ (1− z)P (5.186)

where z ∈ [0, 1]. We can then construct the corresponding relations between the
spinors. In particular, the above relations imply

λ2 ≈
√
zλP , λ3 ≈

√
1− zλP ,

λ′2 ≈
√
zλ′P , λ′3 ≈

√
1− zλ′P , (5.187)

where λi is the unprimed spinor corresponding to the null momentum i and λ′i is the
primed spinor. Using (5.187), we can write (5.184) in the limit when 3 ∥ 4 as

A(1−, 2−, ...., j+, l+, ..., n−)
3∥4−−→

(
1√

z(1− z)⟨23⟩

)
⟨jl⟩4

⟨1P ⟩⟨P4⟩....⟨n1⟩

=

(
1√

z(1− z)⟨23⟩

)
A(1−, P−, ...., j+, l+, ..., n−). (5.188)
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At one-loop, we have the following collinear limit of colour ordered amplitudes in
YM

Aloop
n;1

a∥b−−→
∑
λ=±

Splittree−λ (a
λa , bλb)Aloop

n−1;1(....(a+ b)λ, ...)

+Splitloop−λ (a−, b−)Atree
n−1(...., (a+ b)λ, ...) (5.189)

in the limit where two of the momenta, say a and b become collinear, such that
a→ zP and b→ (1− z)P . In particular, in the same helicity sector, the second term
in (5.189) drops out because the split factor in this case multiples a tree amplitude
with all same helicity, which vanishes. Then, for the case of the all same helicity one
loop amplitudes, the collinear limit takes the form

Aone-loop
n (1−, 2−, ..., n−)

a∥b−−→ Splittree− (a−, b−)Aloop
n−1(....(a+ b)−, ...), (5.190)

where the splitting amplitude in this case is given by

Splittree− (a−, b−) =
1√

z(1− z)⟨ab⟩
. (5.191)

Note, it resembles the collinear factorization of the Park-Taylor formula. Let us now
write the current representation of the one-loop all same helicity amplitude.

An(1
−, 2−, ..., n−) =

∑
part

J(i, .., j)J(j + 1, .., i− 1)⟨q|pj ◦ pi−1|q⟩2. (5.192)

where pj is the region momentum bounded by the lines j and j − 1. In the sum over
permutations of external legs, there are two currents which are glued to the bubble
in each term. Let us now choose a pair of adjacent momenta (a, b) which become
collinear to each other. Then there will be two cases depending upon which of the
two currents do the momenta belong.

Case I

In the first case, both the momenta can belong to the same current. The current how-
ever has a similar denominator structure like the Park-Taylor formula and therefore
admits a similar splitting behaviour. In particular, if we consider the pair of mo-
menta (a, b) belongs to the current J(1, ...i), then in the limit of these two momenta
becoming collinear, we have

J(1, ...a, b, ..i)
a∥b−−→

(
1√

z(1− z)⟨ab⟩

)
1

⟨q1⟩⟨12⟩...⟨jP ⟩⟨P (j + 3)⟩..⟨(i− 1)i⟩

=

(
1√

z(1− z)⟨ab⟩

)
J(1, ...P, ...i). (5.193)
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If we relabel the arguments of the current on the right hand side of the above equation,
we recover that

J(1, ...a, b, ..i)
a∥b−−→

(
1√

z(1− z)⟨ab⟩

)
J(1, ...(i− 1)). (5.194)

Thus the ith current goes to the (i − 1)th current times the usual split factor. A
similar thing happens for the other current, i.e in some of the terms of the amplitude,
when the pair (a, b) belongs to the current J(i, ...n), then in the limit when a ∥ b, the
current goes like J(i, ..a, b, ..n) → J(i, ..P, ..(n− 1)).

Case II

The next case is when the two momenta belong to two different currents. Thus,
we can have momentum ′a′ belonging to the current J(1, ..., i) while momentum ′b′

belonging to the current J(i, ..., n) or vice versa. Let us denote the region momentum
bounded by the two line momenta a, b be pab. Since the momenta a, b are adjacent,
the term in the amplitude in such a case should have the following structure

J(i, .., a)J(b, .., i− 1)⟨q|pab ◦ pi−1|q⟩2. (5.195)

However, we can use region momentum independence and thus can choose the region
momentum bounded by the lines a, b to be zero. In particular, we have

pab
a∥b−−→ 0. (5.196)

It is then easy to see that all such terms analogous to the one in (5.195) vanish in
the collinear limit. The remaining non-zero terms are entirely the ones which fall in
the first case and can be written in the following way, after some relabelling of the
momentum indices

An
a∥b−−→ Splittree− (a−, b−)

∑
part

J(i− 1, .., j − 1)J(j, .., i)⟨q|pj−1 ◦ pi|q⟩2. (5.197)

However, the right hand side of (5.197) is the relevant expression for the (n − 1)
amplitude An−1(1

−, ..., (n − 1)−). Thus, we showed that the current representation
of the general n-point amplitude follows the correct collinear behaviour like the one
in (5.190) as two of the momenta become collinear.

5.6.4 Alternative ways of writing the formula

Using the fact that

pj = pi−1 +

j∑
l=i

kl, (5.198)



5.6. GENERAL N -POINT AMPLITUDE 103

we can rewrite the formula (5.181) lowering the power of the region momenta in it

A =
∑
part

J(i, . . . , j)J(j + 1, . . . , i− 1)⟨q|pj ◦ (
j∑

l=i

kl)|q⟩2. (5.199)

We can also rewrite the sum over partitions as a sum over cyclic permutations of
the set 1, . . . , n. Indeed, it is easy to check that

2A =
n−1∑
i=1

J(1, . . . , i)J(i+ 1, . . . , n)⟨q|pi ◦ (ki+1 + . . .+ kn)|q⟩2 + cyclic, (5.200)

where we need to add all cyclic permutations of the set (1, . . . , n). This form of the
formula is particularly convenient for establishing the region momentum indepen-
dence. Written in this way the amplitude formula is very similar to the one that
appears in [17] in the light-cone gauge

5.6.5 Region momentum independence

The purpose of this subsection is to argue that the amplitude is invariant under
shifts of all region momenta by the same amount. Combined with our collinear limit
argument, this gives a proof of the formula (5.181). .

Quadratic part of the dependence

When we shift all region momenta by some value x there are both quadratic and
linear in x terms that appear. Using (5.200), the part quadratic in the shift can be
written as

Ax2

=
n−1∑
i=1

J(1, . . . , i)J(i+ 1, . . . , n)⟨q|x ◦ (ki+1 + . . .+ kn)|q⟩2 + cyclic. (5.201)

Because x here is an arbitrary vector, so is the primed spinor ⟨q|x| := µ. This means
that we must consider

n−1∑
i=1

J(1, . . . , i)J(i+ 1, . . . , n)[µ|(k1 + . . .+ ki)|q⟩[µ|ki+1 + . . .+ kn|q⟩

+cyclic, (5.202)

where we wrote the expression more symmetrically. This can be computed using the
identity

n−1∑
i=1

J(1, . . . , i)J(i+ 1, . . . , n)[µ|k1 + . . .+ ki|q⟩[µ|ki+1 + . . .+ kn|q⟩

=
[µ|
∑

i<j i ◦ j|µ]
⟨q1⟩⟨12⟩ . . . ⟨(n− 1)n⟩⟨nq⟩

, (5.203)
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which holds for arbitrary momenta 1, . . . n. The momenta in this formula are not
assumed to add up to zero. This formula is proven analogously to how the recursive
formula for the Berends-Giele currents is established.

We will also need the identity

n−1∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨(i+ 1)q⟩

=
⟨1n⟩

⟨1q⟩⟨nq⟩
, (5.204)

which is a simple consequence of Schouten identity. It can also be written as

n∑
i=1

⟨i(i+ 1)⟩
⟨iq⟩⟨(i+ 1)q⟩

= 0, (5.205)

with the convention that n+ 1 = 1. Using this identity we have

n−1∑
i=1

J(1, . . . , i)J(i+ 1, . . . , n)[µ|(k1 + . . .+ ki)|q⟩[µ|ki+1 + . . .+ kn|q⟩+ cyclic

=
2

⟨12⟩ . . . ⟨(n− 1)n⟩⟨n1⟩

(∑
i<j

[µ|i ◦ j|µ](ij)
⟨iq⟩⟨jq⟩

)
.

(5.206)

No momentum conservation has yet been used. It is then easily checked that when the
momentum conservation e.g. in the form −n = 1+. . .+(n−1) is used, the coefficients
in front of independent [µ|i ◦ j|µ] factors with i, j = 1, . . . , n − 1 vanish. Thus, the
quadratic in x part of dependence of the amplitude on the region momentum vanishes.

Linear part of the dependence

Taking the first variation of the amplitude as all region momenta vary, and denoting
⟨q|x| = [µ| as before, we get a multiple of

n−1∑
i=1

J(1, . . . , i)J(i+ 1, . . . , n)[µ|(ki+1 + . . .+ kn)|q⟩⟨q|pi ◦ (ki+1 + . . .+ kn)|q⟩

+ cyclic.

(5.207)

The idea is again to compute the sum here explicitly, similar to what one does in
the check of the Berends-Giele formula for the all same helicity currents. This is an
exercise in applying Schouten identity. The result is

n−1∑
i=1

J(1, . . . , i)J(i+ 1, . . . , n)[µ|(ki+1 + . . .+ kn)|q⟩⟨q|pi ◦ (ki+1 + . . .+ kn)|q⟩

=
1

⟨1q⟩⟨12⟩ . . . ⟨(n− 1)n⟩⟨nq⟩

(∑
i<j

[µ|i ◦ j ◦ pi|q⟩ −
n−2∑
i=1

[µ|i|q⟩
n∑

j>i

n∑
l>j

sjl

)
,

(5.208)
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where the last terms contain Mandelstam variables sij := ⟨ij⟩[ij] and arise from
relating the region momenta to each other via relations of the type pi+1 = pi + ki+1.

It remains to add the cyclic permutations, and then apply the momentum conser-
vation. Taking the cyclic permutation of the first set of terms in brackets in (5.208),
and using (5.204) gives

− 1

⟨12⟩ . . . ⟨(n− 1)n⟩⟨n1⟩

(
n−1∑
i=1

∑
j>i

⟨ij⟩
⟨iq⟩⟨jq⟩

([µ|i ◦ j ◦ pi|q⟩ − [µ|j ◦ i ◦ pj|q⟩)

)
.(5.209)

We now use the momentum conservation to express the last momentum kn in terms of
all the rest. After this, we collect the terms in front of similar [µ|i◦j◦p|q⟩ expressions.
Using (5.204) one more time we get for these terms

1

⟨12⟩ . . . ⟨(n− 1)n⟩⟨n1⟩

n−1∑
i=1

n−1∑
j=1

⟨in⟩
⟨iq⟩⟨nq⟩

[µ|j ◦ i ◦ (pn − pj)|q⟩. (5.210)

This is now written in terms of differences of region momenta, and so depends just
on the external momenta pn − pj = −(k1 + . . . + kj). Using identities of the form
i ◦ l = −l ◦ i− sil1 for some arbitrary momentum null momentum l, we can write the
above in terms of Mandelstam variables. The compact formula is given by

− 1

⟨12⟩ . . . ⟨(n− 1)n⟩⟨n1⟩

n−1∑
i=1

[µ|i|q⟩
n−1∑
j=1

⟨jn⟩
⟨jq⟩⟨nq⟩

i∑
l=1

sjl (5.211)

Let us add the cyclic permutations of the second group of terms. Using (5.204)
repeatedly, we extract the coefficients of [µ|i|q⟩sjl factors. Then we use momentum
conservation and write the momentum kn in terms of the others. We get the exact
similar terms as in (5.211), but with opposite signs. Thus all these terms cancel each
other and the linear part vanishes.

5.6.6 3-point amplitude

Using (9.29) we have for the 3-point amplitude

A3 = J(1, 2)J(3)⟨q|p2 ◦ p3|q⟩2 + J(3, 1)J(2)⟨q|p1 ◦ p2|q⟩2

+J(2, 3)J(1)⟨q|p3 ◦ p1|q⟩2. (5.212)

We would like to understand the dependence of this on the region momenta. To this
end, it is helpful to reduce the power of the region momenta in the expression. Thus,
we write the amplitude in the form (28)

A = J(1, 2)J(3)⟨q|p2 ◦ k3|q⟩2 + J(3, 1)J(2)⟨q|p1 ◦ k2|q⟩2

+J(2, 3)J(1)⟨q|p3 ◦ k1|q⟩2 (5.213)
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We now substitute the explicit form of the currents, and simplify the arising expression
to get

A =
⟨q|p2|3]2

⟨1q⟩⟨12⟩⟨2q⟩
+

⟨q|p1|2]2

⟨3q⟩⟨31⟩⟨1q⟩
+

⟨q|p3|1]2

⟨2q⟩⟨23⟩⟨3q⟩
. (5.214)

If we now parametrise all region momenta in terms of one of them and the external
momenta

p1 = x, p2 = x+ k2, p3 = x+ k2 + k3 = x− k1 (5.215)

we get

A =
⟨q|x+ 2|3]2

⟨1q⟩⟨12⟩⟨2q⟩
+

⟨q|x|2]2

⟨3q⟩⟨31⟩⟨1q⟩
+

⟨q|x|1]2

⟨2q⟩⟨23⟩⟨3q⟩
. (5.216)

Bringing the last two terms to the common denominator we have for them

1

⟨1q⟩⟨2q⟩⟨3q⟩⟨31⟩⟨23⟩
(⟨23⟩⟨2q⟩⟨q|x|2]2 + ⟨31⟩⟨1q⟩⟨q|x|1]2). (5.217)

We now have the momentum conservation that can be written in the form

⟨q|x|1]1 + ⟨q|x|2]2 + ⟨q|x|3]3 = 0. (5.218)

Projecting onto |3⟩ we get

⟨q|x|1]⟨13⟩+ ⟨q|x|2]⟨23⟩ = 0 (5.219)

which means we can write (5.217) as

1

⟨1q⟩⟨2q⟩⟨3q⟩⟨31⟩⟨23⟩
(⟨23⟩⟨2q⟩⟨q|x|2]2 + ⟨31⟩⟨1q⟩⟨q|x|1]2) = ⟨q|x|3]2

⟨1q⟩⟨2q⟩⟨21⟩
, (5.220)

where we used (5.218) another time (projected onto (|q⟩) to get the first equality, and
projected onto |1⟩ to obtain the last expression. This means that

A =
1

⟨1q⟩⟨2q⟩⟨12⟩
(⟨q|x+ 2|3]2 − ⟨q|x|3]2). (5.221)

The quadratic in x part cancels in the above expression. The linear part in x can be
written in terms of Mandelstam variables sij. However, all such Mandelstam variables
vanish at three points. Thus the amplitude vanishes.
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5.6.7 4-point amplitude

We substitute the expressions for the currents in this case and we get the four point
amplitude

A4 =
1

⟨q1⟩⟨1q⟩
1

⟨q2⟩⟨23⟩⟨34⟩⟨4q⟩
⟨q|p1 ◦ p4|q⟩2 +

1

⟨q2⟩⟨2q⟩
1

⟨q3⟩⟨34⟩⟨41⟩⟨1q⟩
⟨q|p2 ◦ p1|q⟩2

+
1

⟨q3⟩⟨3q⟩
1

⟨q4⟩⟨41⟩⟨12⟩⟨2q⟩
⟨q|p3 ◦ p2|q⟩2 +

1

⟨q4⟩⟨4q⟩
1

⟨q1⟩⟨12⟩⟨23⟩⟨3q⟩
⟨q|p4 ◦ p3|q⟩2

+
1

⟨q1⟩⟨12⟩⟨2q⟩
1

⟨q3⟩⟨34⟩⟨4q⟩
⟨q|p4 ◦ p2|q⟩2

+
1

⟨q2⟩⟨23⟩⟨3q⟩
1

⟨q4⟩⟨41⟩⟨1q⟩
⟨q|p3 ◦ p1|q⟩2.

(5.222)

The amplitude is written with explicit region momentum dependence. But it can
be shown to be region momentum independent, i.e. invariant under the shift of all
region momenta. Assuming that this is the case it is easy to extract the answer for
this amplitude. We parametrise all region momenta in terms of one of them, e.g.
p1 = x, and the external momenta. We have

p1 = x, p2 = 2 + x, p3 = 3 + 2 + x, p4 = x− 1. (5.223)

We can then drop all terms containing x because these terms must vanish to render
the result region momentum independent. This collapses the result to

A4 =
1

⟨q3⟩⟨3q⟩
1

⟨q4⟩⟨41⟩⟨12⟩⟨2q⟩
⟨q|3 ◦ 2|q⟩2 + 1

⟨q4⟩⟨4q⟩
1

⟨q1⟩⟨12⟩⟨23⟩⟨3q⟩
⟨q|1 ◦ 4|q⟩2

+
1

⟨q1⟩⟨12⟩⟨2q⟩
1

⟨q3⟩⟨34⟩⟨4q⟩
⟨q|1 ◦ 2|q⟩2

=
⟨2q⟩[32]2

⟨4q⟩⟨12⟩⟨41⟩
+

⟨1q⟩[14]2

⟨3q⟩⟨12⟩⟨23⟩
+

⟨1q⟩⟨2q⟩[12]2

⟨3q⟩⟨12⟩⟨34⟩⟨4q⟩
.

(5.224)

We now eliminate q dependence using the momentum conservation

[32]

⟨41⟩
=

[12]

⟨34⟩
,

[14]

⟨23⟩
=

[12]

⟨34⟩
(5.225)

This gives

A4 =
[12]

⟨12⟩⟨34⟩⟨3q⟩⟨4q⟩
(⟨3q⟩⟨2q⟩[32] + ⟨1q⟩⟨4q⟩[14] + ⟨1q⟩⟨2q⟩[12])

= − [12][34]

⟨12⟩⟨34⟩
.

(5.226)

This is the expected result (modulo sign and numerical factors).
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5.6.8 5-point amplitude

The expression for the amplitude in terms of currents is

A5 = J(1)J(2, 3, 4, 5)⟨q|p1 ◦ p5|q⟩2 + J(2)J(3, 4, 5, 1)⟨q|p2 ◦ p1|q⟩2

+J(3)J(4, 5, 1, 2)⟨q|p3 ◦ p2|q⟩2 + J(4)J(5, 1, 2, 3)⟨q|p4 ◦ p3|q⟩2

+J(5)J(1, 2, 3, 4)⟨q|p5 ◦ p4|q⟩2 + J(1, 2)J(3, 4, 5)⟨q|p2 ◦ p5|q⟩2

+J(2, 3)J(4, 5, 1)⟨q|p3 ◦ p1|q⟩2 + J(3, 4)J(5, 1, 2)⟨q|p4 ◦ p2|q⟩2 (5.227)

+J(4, 5)J(1, 2, 3)⟨q|p5 ◦ p3|q⟩2 + J(5, 1)J(2, 3, 4)⟨q|p1 ◦ p4|q⟩2.

Again, we know that it must reproduce the known answer, but would like to see
explicitly how this happens. This requires much more work as compared to the 4-
point case.

Extracting the region momentum independent result

We again parametrise the region momenta in terms of one of them, and the external
momenta

p1 = x, p2 = 2 + x, p3 = 3 + 2 + x, p4 = 4 + 3 + 2 + x, p5 = x− 1.(5.228)

All terms containing x must drop out by region momentum independence. This gives
the following expression

A5 = J(3)J(4, 5, 1, 2)⟨q|3 ◦ 2|q⟩2 + J(4)J(5, 1, 2, 3)⟨q|4 ◦ (3 + 2)|q⟩2

+J(5)J(1, 2, 3, 4)⟨q|1 ◦ 5|q⟩2 + J(1, 2)J(3, 4, 5)⟨q|2 ◦ 1|q⟩2

+J(3, 4)J(5, 1, 2)⟨q|(4 + 3) ◦ 2|q⟩2 + J(4, 5)J(1, 2, 3)⟨q|(4 + 5) ◦ 1|q⟩2. (5.229)

Substituting the expressions for the currents we get

A5 =
[23]2⟨2q⟩

⟨4q⟩⟨45⟩⟨51⟩⟨12⟩
+

([41]⟨1q⟩+ [45]⟨5q⟩)2

⟨5q⟩⟨51⟩⟨12⟩⟨23⟩⟨3q⟩

+
[15]2⟨1q⟩

⟨12⟩⟨23⟩⟨34⟩⟨4q⟩
+

[12]2⟨1q⟩⟨2q⟩
⟨3q⟩⟨12⟩⟨34⟩⟨45⟩⟨5q⟩

+
([21]⟨1q⟩+ [25]⟨5q⟩)2⟨2q⟩
⟨3q⟩⟨4q⟩⟨5q⟩⟨34⟩⟨51⟩⟨12⟩

+
([14]⟨4q⟩+ [15]⟨5q⟩)2⟨1q⟩
⟨3q⟩⟨4q⟩⟨5q⟩⟨45⟩⟨12⟩⟨23⟩

. (5.230)

Let us start by bringing it all to the common denominator

A5 =
1

⟨3q⟩⟨4q⟩⟨5q⟩⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩
×(

[23]2⟨2q⟩⟨3q⟩⟨5q⟩⟨23⟩⟨34⟩+ [15]2⟨1q⟩⟨3q⟩⟨5q⟩⟨45⟩⟨51⟩+ [12]2⟨1q⟩⟨2q⟩⟨4q⟩⟨23⟩⟨51⟩

+ ([41]⟨1q⟩+ [45]⟨5q⟩)2⟨4q⟩⟨34⟩⟨45⟩+ ([23]⟨3q⟩+ [24]⟨4q⟩)2⟨2q⟩⟨23⟩⟨45⟩

+ ([14]⟨4q⟩+ [15]⟨5q⟩)2⟨1q⟩⟨34⟩⟨51⟩
)
.
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We then expand the squares and collect the terms next to common square bracket
factors. One then notices that such terms can be rewritten more compactly using
Schouten identity

[15]2⟨1q⟩⟨3q⟩⟨5q⟩⟨45⟩⟨51⟩+ [15]2⟨5q⟩2⟨1q⟩⟨34⟩⟨51⟩
= [15]2⟨1q⟩⟨4q⟩⟨5q⟩⟨51⟩⟨35⟩
[23]2⟨2q⟩⟨3q⟩⟨5q⟩⟨23⟩⟨34⟩+ [23]2⟨3q⟩2⟨2q⟩⟨23⟩⟨45⟩
= [23]2⟨2q⟩⟨3q⟩⟨4q⟩⟨23⟩⟨35⟩
[14]2⟨1q⟩2⟨4q⟩⟨34⟩⟨45⟩+ [14]2⟨4q⟩2⟨1q⟩⟨34⟩⟨51⟩ = [14]2⟨1q⟩⟨4q⟩⟨5q⟩⟨34⟩⟨41⟩.

(5.231)

This gives for the amplitude

A5 =
1

⟨3q⟩⟨4q⟩⟨5q⟩⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩
×(

s23[23]⟨2q⟩⟨3q⟩⟨4q⟩⟨35⟩+ s15[15]⟨1q⟩⟨4q⟩⟨5q⟩⟨53⟩+ [12]2⟨1q⟩⟨2q⟩⟨4q⟩⟨23⟩⟨51⟩

+ s45[45]⟨5q⟩2⟨4q⟩⟨34⟩+ [24]2⟨4q⟩2⟨2q⟩⟨23⟩⟨45⟩+ s14[14]⟨1q⟩⟨4q⟩⟨5q⟩⟨43⟩

+ 2s45[41]⟨1q⟩⟨5q⟩⟨4q⟩⟨34⟩+ 2s23⟨3q⟩[24]⟨4q⟩⟨2q⟩⟨45⟩+ 2s15[14]⟨4q⟩⟨5q⟩⟨1q⟩⟨43⟩
)
,

(5.232)

where we used the notation sij := ⟨ij⟩[ij].
To understand the steps that follow we start by writing the amplitude that we

want to reproduce. Our starting point is the form (5.232) of the amplitude. It is clear
that in this expression there are terms that can be written in terms of Mandelstam
variables, but there is always a remainder that cannot be written in this way. In the
formula (5.232) this is the last term. This term, however, can be written in many
different ways. Let us first massage it into the form that will be useful later.

We use the momentum conservation in the form −⟨23⟩[34] = ⟨21⟩[14] + ⟨25⟩[54]
to rewrite

⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩A5 = s12s23 + s45s51 + s25s45 + ⟨21⟩[14]⟨45⟩[52]. (5.233)

Finally, we use Schouten identity in the last term to rewrite the amplitude as

⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩A5 = s12s23 + s45s51 + s25s45 + s25s14

+⟨24⟩[14]⟨15⟩[52]. (5.234)

The idea now is to see which of the terms in the amplitude (5.232) can reproduce
the last term in (5.234). Most of the terms in (5.232) already contain factors of
Mandelstam variables, and so cannot be responsible for this term. The only terms
that can be responsible are the ones containing [12]2 and [24]2. To massage these
terms into the desired form we use

−[21]⟨1q⟩ = [23]⟨3q⟩+ [24]⟨4q⟩+ [25]⟨5q⟩. (5.235)



110 CHAPTER 5. AMPLITUDES IN SELF-DUAL YANG-MILLS

This gives, using the momentum conservation in terms proportional to [24]

[12]2⟨1q⟩⟨2q⟩⟨4q⟩⟨23⟩⟨51⟩+ [24]2⟨4q⟩2⟨2q⟩⟨23⟩⟨45⟩
= s23[21]⟨2q⟩⟨3q⟩⟨4q⟩⟨15⟩+ [21][25]⟨2q⟩⟨4q⟩⟨5q⟩⟨23⟩⟨15⟩

−s23[24]⟨4q⟩2⟨2q⟩⟨35⟩. (5.236)

We then use for the middle term

[21]⟨23⟩ = [14]⟨43⟩+ [15]⟨53⟩,

to get

[12]2⟨1q⟩⟨2q⟩⟨4q⟩⟨23⟩⟨51⟩+ [24]2⟨4q⟩2⟨2q⟩⟨23⟩⟨45⟩
=s23[21]⟨2q⟩⟨3q⟩⟨4q⟩⟨15⟩ − s23[24]⟨4q⟩2⟨2q⟩⟨35⟩
+ [25][14]⟨43⟩⟨2q⟩⟨4q⟩⟨5q⟩⟨15⟩+ s15[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩.

(5.237)

As the last step, we extract the q-independent part of the third term using Schouten
identity.

[12]2⟨1q⟩⟨2q⟩⟨4q⟩⟨23⟩⟨51⟩+ [24]2⟨4q⟩2⟨2q⟩⟨23⟩⟨45⟩
= [52][14]⟨24⟩⟨15⟩⟨3q⟩⟨4q⟩⟨5q⟩+ s23[21]⟨2q⟩⟨3q⟩⟨4q⟩⟨15⟩

−s23[24]⟨4q⟩2⟨2q⟩⟨35⟩+ s15[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩
+[25][14]⟨23⟩⟨4q⟩2⟨5q⟩⟨15⟩. (5.238)

The term on the right-hand side of the first line (after dividing by the q-dependent
terms in the denominator) is precisely the last term in (5.234) that can not be written
in terms of Mandelstam variables. The term on the last line can also be written in
terms of Mandelstam variables. Indeed, we first use Schouten identity ⟨15⟩⟨4q⟩ =
⟨14⟩⟨5q⟩ − ⟨1q⟩⟨54⟩ to write

[25][14]⟨23⟩⟨4q⟩2⟨5q⟩⟨15⟩ = s14[25]⟨23⟩⟨4q⟩⟨5q⟩2

−[25][14]⟨23⟩⟨1q⟩⟨4q⟩⟨5q⟩⟨54⟩. (5.239)

We then use −[25]⟨54⟩ = [21]⟨14⟩+ [23]⟨34⟩ to finally get

[25][14]⟨23⟩⟨4q⟩2⟨5q⟩⟨15⟩ = s14[25]⟨23⟩⟨4q⟩⟨5q⟩2 + s14[21]⟨23⟩⟨1q⟩⟨4q⟩⟨5q⟩
+s23[14]⟨34⟩⟨1q⟩⟨4q⟩⟨5q⟩. (5.240)

It thus remains to reproduce the other s-containing terms in the formula (5.234)
for the amplitude. We substitute the terms in the second and third line of (5.238)
into (5.232) instead of the [12]2, [24]2 terms. This gives a part of the amplitude that
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is supposed to contain all terms with Mandelstam variables

⟨3q⟩⟨4q⟩⟨5q⟩⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩A′
5 = s23[23]⟨35⟩⟨2q⟩⟨3q⟩⟨4q⟩

+s15[15]⟨53⟩⟨1q⟩⟨4q⟩⟨5q⟩+ s45[45]⟨34⟩⟨4q⟩⟨5q⟩2 + s14[14]⟨43⟩⟨1q⟩⟨4q⟩⟨5q⟩
+2s45[14]⟨43⟩⟨1q⟩⟨4q⟩⟨5q⟩+ 2s23[24]⟨45⟩⟨2q⟩⟨3q⟩⟨4q⟩+ 2s15[14]⟨43⟩⟨1q⟩⟨4q⟩⟨5q⟩

+s23[21]⟨15⟩⟨2q⟩⟨3q⟩⟨4q⟩ − s23[24]⟨35⟩⟨2q⟩⟨4q⟩2 + s15[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩
+s14[25]⟨23⟩⟨4q⟩⟨5q⟩2 + s14[21]⟨23⟩⟨1q⟩⟨4q⟩⟨5q⟩ − s23[14]⟨43⟩⟨1q⟩⟨4q⟩⟨5q⟩.

There are some immediate simplifications. The terms containing s23⟨2q⟩⟨3q⟩⟨4q⟩ sim-
plify using [23]⟨35⟩+[21]⟨15⟩ = −[24]⟨45⟩. The terms containing [14]⟨43⟩⟨1q⟩⟨4q⟩⟨5q⟩
simplify using s14 + 2s45 + 2s15 − s23 = s23 − s14, and so

⟨3q⟩⟨4q⟩⟨5q⟩⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩A′
5 = s23[24]⟨45⟩⟨2q⟩⟨3q⟩⟨4q⟩
+ s15[15]⟨53⟩⟨1q⟩⟨4q⟩⟨5q⟩+ s45[45]⟨34⟩⟨4q⟩⟨5q⟩2

− s23[24]⟨35⟩⟨2q⟩⟨4q⟩2 + s15[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩
+ s14[25]⟨23⟩⟨4q⟩⟨5q⟩2 + s14[21]⟨23⟩⟨1q⟩⟨4q⟩⟨5q⟩
+ (s23 − s14)[14]⟨43⟩⟨1q⟩⟨4q⟩⟨5q⟩.

The two terms in the last line containing s14⟨1q⟩⟨4q⟩⟨5q⟩ simplify using −[12]⟨23⟩ −
[14]⟨43⟩ = [15]⟨53⟩, and so

⟨3q⟩⟨4q⟩⟨5q⟩⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩A′
5 = s23[24]⟨45⟩⟨2q⟩⟨3q⟩⟨4q⟩ (5.241)

+(s15 + s14)[15]⟨53⟩⟨1q⟩⟨4q⟩⟨5q⟩+ s45[45]⟨34⟩⟨4q⟩⟨5q⟩2

−s23[24]⟨35⟩⟨2q⟩⟨4q⟩2 + s15[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩
+s14[25]⟨23⟩⟨4q⟩⟨5q⟩2 + s23[14]⟨43⟩⟨1q⟩⟨4q⟩⟨5q⟩.

We then again use the same momentum conservation formula on the very last term
to get

⟨3q⟩⟨4q⟩⟨5q⟩⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨51⟩A′
5 = s23[24]⟨45⟩⟨2q⟩⟨3q⟩⟨4q⟩ (5.242)

−s45[15]⟨53⟩⟨1q⟩⟨4q⟩⟨5q⟩+ s45[45]⟨34⟩⟨4q⟩⟨5q⟩2

−s23[24]⟨35⟩⟨2q⟩⟨4q⟩2 + s15[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩
+s14[25]⟨23⟩⟨4q⟩⟨5q⟩2 − s23[12]⟨23⟩⟨1q⟩⟨4q⟩⟨5q⟩.

We can now use Schouten identity to extract the q-invariant pieces, and match these
to those in (5.234). We have

−s23[12]⟨23⟩⟨1q⟩⟨4q⟩⟨5q⟩ = s23s12⟨3q⟩⟨4q⟩⟨5q⟩+ s23[12]⟨31⟩⟨2q⟩⟨4q⟩⟨5q⟩, (5.243)

−s45[15]⟨53⟩⟨1q⟩⟨4q⟩⟨5q⟩ = s45s51⟨3q⟩⟨4q⟩⟨5q⟩+ s45[15]⟨31⟩⟨4q⟩⟨5q⟩2,
s14[25]⟨23⟩⟨4q⟩⟨5q⟩2 = s14s25⟨3q⟩⟨4q⟩⟨5q⟩+ s14[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩.
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These gives three of the four Mandelstam variable containing terms in (5.234). The
remainder, which is supposed to give the last s25s45 term is

s23[24]⟨45⟩⟨2q⟩⟨3q⟩⟨4q⟩+ s45[15]⟨31⟩⟨4q⟩⟨5q⟩2 + s45[45]⟨34⟩⟨4q⟩⟨5q⟩2 (5.244)

−s23[24]⟨35⟩⟨2q⟩⟨4q⟩2 + s15[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩
+s14[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩+ s23[12]⟨31⟩⟨2q⟩⟨4q⟩⟨5q⟩.

The second and third terms here, using the momentum conservation, give

s45[25]⟨23⟩⟨4q⟩⟨5q⟩2 = s45s25⟨3q⟩⟨4q⟩⟨5q⟩+ s45[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩. (5.245)

The first term gives the last term in (5.234). Thus, we have the remainder which is

s23[24]⟨45⟩⟨2q⟩⟨3q⟩⟨4q⟩+ s45[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩ (5.246)

−s23[24]⟨35⟩⟨2q⟩⟨4q⟩2 + s15[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩
+s14[25]⟨53⟩⟨2q⟩⟨4q⟩⟨5q⟩+ s23[12]⟨31⟩⟨2q⟩⟨4q⟩⟨5q⟩.

Applying Schouten identity once more on the first term in the first and second lines

s23[24]⟨45⟩⟨2q⟩⟨3q⟩⟨4q⟩ − s23[24]⟨35⟩⟨2q⟩⟨4q⟩2 = s23[24]⟨43⟩⟨2q⟩⟨4q⟩⟨5q⟩, (5.247)

we get a set of terms all proportional to ⟨2q⟩⟨4q⟩⟨5q⟩

s23[24]⟨43⟩+ s23[21]⟨13⟩+ s45[25]⟨53⟩+ s15[25]⟨53⟩+ s14[25]⟨53⟩
= [25]⟨53⟩(s45 + s15 + s14 − s23) = 0, (5.248)

where we applied momentum conservation to the first two terms. Thus, the correct
expression (5.234) for the 5-point amplitude is reproduced.

The main ingredient of our formula is that the self-energy bubble as an operator
connects the lower order Berends-Giele currents in all possible ways. Thus it is a new
variant of the Berends-Giele recursion relation which generates the series of one-loop
amplitudes in the theory of SDYM. In the tree level case, the currents connect using
the cubic vertex of the SDYM and thus lower order pieces combine to build higher
order ones. The recursion is valid off-shell and thus one needs to amputate the fi-
nal leg propagator to construct the on-shell tree amplitudes which are then trivially
zero. In this case however, the off-shell legs of the currents connect via the effective
propagator and all the external legs are thus on-shell, resulting in the construction
of the amplitude rather directly. As we have seen, such a construction is motivated
from the fact that the sum of all possible geometries vanish for the one-loop ampli-
tude. We have explicitly demonstrated it for the four point case and expect it to be
valid for the case of arbitrary numbers of external gluons of the same helicity. The
simple formula for the series of same helicity amplitudes raises the question of why
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the classically conserved currents play such an important in an otherwise quantum
computation. Bardeen conjectured that the amplitude at four points might be related
to an anomaly of the currents responsible for integrability of SDYM. In our case we
see that this notion is more general and may apply to amplitudes at all points. The
shift behaviour of the self-energy bubble coupled with the fact that the currents get
inserted to it can be possibly interpreted as the quantum expectation value of the
divergence of these currents, which if non-zero would result in an anomaly. It is how-
ever not clear how to achieve this result and it might be that there are some missing
gaps left in the analysis. We expect to understand this further in a future work.



Part II

Aspects of self-dual gravity
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Chapter 6

Introduction

The metric formulation of Einstein gravity is the most studied one and in fact the
best understood. However, the perturbative treatment of this formulation becomes
complicated as we go to high loop orders or increase the number of external legs in
Feynman diagrams. To give an example, when the action is expanded around flat
space, the quartic order term in the Lagrangian occupies half a page. Thus, com-
puting any physical quantity of interest becomes a daunting task in this prescription.
One of the major motivations of alternative formulations of General Relativity is to
simplify computations at the perturbative level. In almost all such formulations, the
role played by the metric becomes secondary while the connection becomes the main
object of interest. Another motivation to consider alternative formulations is about
coupling matter to gravity in a consistent way. In the usual metric formulation, it
is not possible to couple fermions because the group of diffeomorphisms does not
admit spinor representations. One thus constructs orthonormal frames at each point
in spacetime and the metric can then be expressed in terms of the basis vectors of
these frames, which are called tetrads. The orthonormal frames over the spacetime
manifold constitute what is called the frame bundle. In the frame bundle, one as-
sociates a connection such that covariant derivatives can be defined. In the tetradic
Palatini action, the tetrad and spin connection thus become independent variables
and the metric is understood as a second order construct. The interesting aspect
of the Palatini formulation is that the action becomes first order in the independent
variables, in contrast to the Einstein-Hilbert case where the action is second order
in the metric. Also, the action becomes polynomial in the fields in the case of zero
cosmological constant. However, in the case of non-zero cosmological constant, the
action no longer stays polynomial. Thus, a better first order formulation is required
which keeps the action polynomial even in the case when the cosmological constant
is non-zero. The Einstein-Cartan first order formulation is the one which precisely
does the same. The action of this formulation reads

SEC(e, ω) =
1

32πG

∫
ϵijkle

iej
(
F kl(ω)− Λ

6
ekel

)
(6.1)
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The action is a function of the tetrad (e) and the spin connection (ω). If one varies
this action with respect to the connection, one obtains the zero-torsion condition,
dωei = 0. Substituting the solution of this equation into (6.1) gives us the Einstein-
Hilbert action, spelled in terms of the tetrad variables. Even though the Einstein-
Cartan action gives a better formulation for perturbative computations, it is not
very economical. This is because in addition to tetrad components, the Lagrangian
depends on 24 connection components per spacetime points. The gauge fixing of the
theory becomes complicated and in addition to the propagator of the tetrad with itself,
there exists other propagators involving the connection, which makes computations
difficult. The resolution to all this is provided by the chiral formulation. The basic
reason behind the chiral formulations of four dimensional GR is that in this many
dimensions, there happens to be some ’accidental’ isomorphisms in the Lie algebra
of four dimensional Lorentz groups. Let us write two such isomorphisms, first in the
Euclidean signature and then in the Lorentzian case

so(4) = su(2)⊕ su(2),

so(1, 3) = sl(2,C)⊕ sl(2,C). (6.2)

The underlying reason for these isomorphisms to exist lie in the fact that the Hodge
dual operator in four dimensions maps any 2-form to another 2-form and thus de-
composes the space of 2-forms into self-dual (SD) and anti-self-dual (ASD) parts.

⋆ : Λ2 → Λ2. (6.3)

The eigenvalues of the Hodge dual operator (⋆) are ±1 in the case of Euclidean or
split signatures, whereas ±i in the case of Lorentzian signature. The space of such
2-forms thus gets split into the eigenspaces of this operator, which is just the SD and
ASD decomposition.

Λ2 = Λ+ ⊕ Λ−. (6.4)

This leads to an elegant decomposition of the Riemann curvature, which we now
describe. The Riemann curvature is a symmetric Λ2 ⊗ Λ2-valued matrix. We can
decompose it into the SD and ASD parts and get the following block

R =

(
X Y
Y T Z

)
. (6.5)

where X is the self-dual self-dual component, Z is the anti-self-dual anti-self dual
component and Y is the self-dual anti-self-dual component. These components can
also be obtained by applying appropriate SD/ASD projectors P± to the Riemann
curvature. The main point of the chiral formulations is that in view of the above
decomposition, the Einstein condition Rµν = Λgµν is equivalent to

Y = 0, Tr(X) = Λ. (6.6)
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which implies that for a metric to be Einstein, it is enough to have access to just half
of the Riemann curvature. Indeed, in the above perspective we find that the ASD-
ASD part Z is not constrained by the Einstein equations. Thus, in four spacetime
dimensions, the full dynamical theory of gravity can be analyzed by just accessing
the half (either SD or ASD) of the curvature. Let us then apply this to the Einstein-
Cartan formulation. The Riemann curvature as we said, is encoded in the curvature
of the spin connection. It is then possible to impose SD or ASD projectors to this
curvature and build an action which just contains the SD part of the full curvature.
This is what is done in the chiral Einstein-Cartan action as we will describe in details
in the next chapter.

Much of what has been described here is analogous to the YM story. In that case, one
uses a self-dual auxiliary field as a projector on the full curvature and this makes the
action to be chiral. A beautiful gauge fixing procedure then gives rise to very simple
Feynman rules in spinor notations. Also, it becomes convenient to pass to SDYM by
a truncation of the full YM. As we will see, a analogous thing is going to happen in
the case of gravity. First, there exists a nice gauge fixing procedure which is detailed
in [40] for the case of a flat background. In this case, one of the propagators, namely
the connection with itself vanishes. Also, the spinor structure of the Feynman rules
becomes very simple. We will employ a similar variant of such a gauge fixing in the
case of an Einstein background and develop the ghost Lagrangian using the BRST
formalism. It is then straightforward to pass to the flat background case by replacing
covariant derivatives with partial derivatives everywhere. This will give us the ghost
Feynman rules in addition to the existing rules for the tetrad and the connection.
Also, it is convenient to pass from full gravity to self-dual gravity (SDGR) in flat
space using the chiral Einstein-Cartan action as has been described in [40].

The same helicity amplitudes in gravity are correctly captured by the simpler SDGR
Feynman rules. Thus, the flat space covariant formulation of SDGR is most relevant
for amplitude computations. The same helicity tree amplitudes in SDGR vanish,
analogous to SDYM. The vanishing is related to the fact that to get such amplitudes,
one has to remove the final leg propagator of the currents. Thus one needs to mul-
tiply the current by a factor of k2 and take the on-shell limit k2 → 0. However,
there is no such pole to cancel this propagator and hence the amplitudes vanish. The
structure of the BG currents is however more complicated in this case. In particular,
to construct the current one has to take all possible permutations of the insertion
of legs to the cubic vertex, instead of just cyclic permutations. However, it is possi-
ble to write down a general form of the current using the Berends-Giele recursion [32].

Self-dual gravity is finite, despite possessing a negative dimension coupling constant.
The reason being that all possible one-loop divergences are proportional to topological
invariants of the underlying manifold and thus does not contribute to the S-matrix.
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Higher loop diagrams do not exist as will be evident from the action and therefore
the theory is one-loop finite. The one-loop amplitudes are however non-trivial. They
are interesting on their own right because of the simplicity in the structure of them.
In particular, all such one-loop amplitudes are rational functions of the momenta
involved and are cut-free. The only singularities are those of 2-particle poles. The
structure of these amplitudes is very similar to the YM case and a possible anomaly in-
terpretation is conjectured in [32]. It remains to be understood what kind of anomaly
may give rise to the non-vanishing of such amplitudes. Further, these amplitudes
have recently been linked to the 2-loop divergence in quantum gravity [29]. It thus
becomes much more interesting to investigate the reason behind the finiteness of such
amplitudes. A general ansatz of these amplitudes was given by Bern and collabora-
tors [35] using the soft and collinear limit arguments. It is possible to compute them
using supersymmetry, by replacing a graviton propagating in the loop by a scalar.
However, there are no direct computations of these amplitudes from self-dual gravity
Feynman rules till date. In this part of the thesis, we will attempt to compute this
amplitude at four points and show that they behave in an analogous way to their YM
cousin.



Chapter 7

Chiral Einstein-Cartan Gravity

In the first order Einstein-Cartan formulation of General Relativity, the action be-
comes polynomial in the fields but at the expense of introducing an auxiliary con-
nection (spin-connection) variable. The Riemann curvature is then encoded into the
curvature of this spin connection. However, even being polynomial, the perturba-
tive treatment of this formulation becomes complicated because in addition to the
metric/tetrad propagator, there exists two other propagators, namely the metric-
connection and the connection-connection. This gives rise to too many Feynman
diagrams and thus the algebraic complexity in any amplitude computation increases.
The chiral first order formulation resolves this in an interesting way. In the chi-
ral Einstein-Cartan, one considers self-dual projection of the curvature of the spin-
connection. One can then construct an action with just the self-dual projection in-
stead of the full curvature. The difference between the two is a total derivative term
(Holst term), which does not change the dynamics of the theory. Thus this action
is equivalent to the non-chiral first order Einstein-Cartan action. Further, one can
rewrite the self-dual part of the curvature of the spin connection as the curvature of
the self-dual part of the spin connection. This then gives rise to a better perturbation
theory where one of the propagators, namely the propagator of the connection with
itself vanishes. Thus the algebraic complexity gets reduced significantly in Feynman
diagram computations.

It is to be noted that this chiral action is quite analogous to its YM counterpart.
In YM, as we described in the previous part, one uses self-dual projections on the
curvature 2-form and constructs a first order chiral formulation where the propaga-
tor of the auxiliary field with itself vanishes. This not only gives rise to a very nice
perturbation theory but makes YM an extension of SDYM. As we will see, the same
holds true in gravity. In particular, it is straightforward to construct the covariant
action of self-dual gravity (SDGR) from the chiral Einstein-Cartan just by removing
the ωω term from the curvature.
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7.1 Chiral Einstein Cartan action

We start with the chiral Einstein Cartan action for gravity, with zero cosmological
constant. In units 32πG = 1 we have

Schiral[h,A] =
4

i

∫
ΣiF i, (7.1)

where

F i = dωi + ϵijkωj ∧ ωk (7.2)

is the field strength of the corresponding chiral part of the spin connection, i.e ωj and
the constraint on self dual two forms is imposed as

ΣiΣj = δij. (7.3)

This constraint guarantees that the self dual two forms are constructed from the
metric, denoted as h which is one of the arguments in the action. Therefore, Σi is not
an independent variable and only variations of Σi upto second order is non zero. The
SO(3) indices are lowered and raised with the Kronecker delta metric and following
convention, we keep them in the upper position. The relation between the metric and
the tetrad is given by

gµν = eAA′

µ eνAA′ . (7.4)

The indices A,A′ are a pair of spinor indices for the Lorentz degree of freedom and are
raised or lowered by the epsilon spinors ϵAB, ϵA′B′ . The indices µ, ν are curvy indices
and are raised or lowered by the metric hµν . When all the indices are converted into
spinorial ones, this reads

gMM ′NN ′ = eAA′

MM ′eNN ′AA′ . (7.5)

7.1.1 Action in spinor notation

The chiral Einstein-Cartan action requires chiral projections, which are easiest to
describe in spinor notations. The action in (7.1) then reads

S[θ, ω] = 2i

∫
ΣAB ∧ FAB (7.6)

where A,B = 1, 2 are unprimed 2-component spinor indices and the self-dual 2-forms
are

ΣAB =
1

2
eAC′ ∧ eBC′

, (7.7)
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where eAA′
is the soldering form and the curvature 2-form FABis given by

FAB = dωAB + ωAC ∧ ω B
C . (7.8)

The object ωAB is the self-dual part of the spin connection. Locally, it takes values
in the spin bundle of symmetric second rank unprimed spinors. The action in (7.6) is
obtained by applying the chiral self-dual projection to the first order Einstein-Cartan
action in terms of the tetrad eAA′

and the full spin connection.

7.1.2 Spin connection and covariant derivative

The internal space is equipped with the spin connection given by ω i
µ j, which acts on

the internal indices of a given tensor. The covariant derivative acting on a Lorentz
vector with respect to this connection is then given by

DµY
i = ∂µY

i + ω i
µ kY

k. (7.9)

Similarly, when we have a Lorentz vector with lower index, the covariant derivative
acts as

DµYj = ∂µYj − ω i
µ jYi. (7.10)

With the tetrad field, we can establish a relation between the spin connection variables
in the internal bundle and the Christoffel connections which act on spacetime. The
Christoffel connection on spacetime is given as follows

Γα
µν = eαj∂µe

j
ν + ω j

µ ie
i
νe

α
j. (7.11)

Let us now multiply by e k
α on both sides, which gives

Γα
µνe

k
α = eαj∂µe

j
νe

k
α + ω j

µ ie
i
νe

α
je

k
α

= ∂µe
k
ν + ω k

µ je
j
ν .

(7.12)

We thus arrive at the tetrad postulate by some rearrangement of terms in the above,
which implies that the total covariant derivative of the tetrad vanishes

∇T
µe

k
ν = ∂µe

k
ν − Γα

µνe
k
α + ω k

µ je
j
ν = 0. (7.13)

This is reminiscent of the fact that the metric is covariantly conserved. Indeed,
using the relation in (7.11), and the antisymmetry of the Lorentz indices of the spin
connection, it is not hard to check that ∇γgµν = 0. The total covariant derivative can
now act on both the internal bundle indices and on spacetime indices. Let us clarify
this by some examples. Consider first a pair of vector fields possessing an upper and
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a lower spacetime index respectively. The space-time covariant derivative then acts
as

∇µY
ν = ∂µY

ν + Γν
µλY

λ,

∇µXν = ∂µXν − Γλ
µνXλ.

(7.14)

Next, we take a pair of Lorentz vectors which have either an upper or a lower Lorentz
index. The covariant derivative with respect to the connection in this case acts as
follows

DµA
i = ∂µA

i + ω i
µ kA

k,

DµBj = ∂µBj − ω k
µ jBk.

(7.15)

Finally, when we have an object with both spacetime and internal indices, the total
covariant derivative is given as

∇T
µZ

i
ν = ∂µZ

i
ν − Γλ

µνZ
i
λ + ω i

µ kZ
k
ν . (7.16)

It is instructive to rewrite all this by converting to spinor indices. The covariant
derivative ∇T

µ in spinor indices becomes an object ∇T
MM ′ , while the internal and

spacetime indices of any general tensor field are all converted to spinor indices hence-
forth. We will use only the self dual part of the spin connection from now as this is
what is relevant for the chiral action in (7.1). Then the SL(2, C) indices of the self-
dual spin connection becomes a pair of symmetrised unprimed indices (AB), while the
spacetime index µ becomes a pair MM ′. So in spinor notations, the spin connection
becomes an object ωAB

MM ′ . A general object which has Lorentz index and another
spacetime index in spinorial notations become

Zi
ν → ZBB′

NN ′ . (7.17)

The spinor form of the covariant derivative in (7.16) is

∇T
MM ′ZAA′

NN ′ = ∂MM ′ZAA′

NN ′ − ΓLL′

MM ′NN ′ZAA′

LL′ + ω A
BMM ′ZBA′

NN ′ . (7.18)

where the Christoffel connection acts on the spinor version of the spacetime indices
and the self dual spin connection acts on the unprimed Lorentz index of the general
tensor.

7.1.3 Symmetries

The action in (7.1) is invariant under two classes of transformations. One is the dif-
feomorphisms which is similar to usual Einstein gravity. Another is the local SL(2, C)
gauge transformations. When the background is not flat, both these transformations
act on the independent fields i.e, the tetrad and the spin connection. As we will see,
it is possible to correct the diffeomorphism by a gauge transformation and this results
in a simpler set of rules for the transformation of the fields.
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Diffeomorphisms

Under the infinitesimal coordinate transformation

x′µ = xµ + ϵξµ (7.19)

the tetrad field transforms (at order ϵ) as follows

δξe
i
ν = ξµ∂µe

i
ν + eiµ∂νξ

µ

= ξµ∂µe
i
ν − ξµΓλ

µνe
i
λ + eiµ∂νξ

µ + eiµΓ
µ
νλξ

λ

= ξµ∇µe
i
ν + eiµ∇νξ

µ.

(7.20)

where in the second line of the above equation, we added and subtracted a term with
the Levi-Civita connection, which allows us to write the variation of the tetrad in
terms of the spacetime covariant derivative. We can also add and subtract a term
with the spin connection. It is then possible to arrange some of the terms in such
a way that by the tetrad postulate they vanish. The remaining terms are the ones
in which the total covariant derivative operator acts on the vector field and this is
corrected by a gauge transformation. We thus have

δξe
i
ν = eiµ∇T

ν ξ
µ − ϕ̃i

je
j
ν . (7.21)

Thus, we arrive at a simple transformation rule for the tetrad under diffeomorphisms.
The first term is the covariant derivative of the parameter ξµ and this is corrected
by a gauge transformation. As we will see, this lets us to get simpler rules for the
total transformation when we add the local Lorentz to it. Let us now write the
transformation rule for the connection under diffeomorphisms. The connection is a
one-form like the tetrad and thus it will have a similar set of transformations. In
particular,

δξω
i

µ j = ξν∂νω
i

µ j + ωi
ν j∂µξ

ν . (7.22)

We can also write the diffeomorphism transform of the connection in such a way so
that it does not contain explicit derivatives of the vector field which generates it. In
an analogous way like the tetrad case, we add and subtract pair of terms with a spin
connection. We then arrange terms in a way that the vector field is inserted into
the curvature of the connection. The remaining term is a total covariant derivative.
However, the total derivative term can be matched with the corresponding local
Lorentz transform of the connection and this results again in a simpler transformation
rule, as we will see. The diffeomorphism of the connection thus reads

δξω
i

µ j = ξνF i
νµj +∇T

µ (ξ
νωi

ν j) . (7.23)

where the last term in (7.23) is of the form of a gauge transformation, which we
can add to the local Lorentz part of the transformation of the connection. It is
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computationally simple to use this version of the transformation. Next, we write
the local Lorentz transformations of both the tetrad and the connection fields. We
consider one chiral half of the Lorentz to act on the fields, the other half being set to
zero from the beginning.

Local Lorentz transformations

SL(2, C) transformations act on both the tetrad and the connections fields. They are
given by

δϕe
i
µ = ϕi

je
j
µ,

δϕω
i
µ j = Dµϕ

i
j

= ∇T
µϕ

i
j.

(7.24)

Thus the action of the SL(2, C) transformation on the tetrad amounts to a Lorentz
rotation given by the intfinitesimal parameter ϕi

j. The action on the connection is
given by the covariant derivative on the parameter ϕi

j.

Total transformation

Note that the diffeomorphism of the tetrad is corrected by a gauge transformation,
with some parameter ϕ̃ij. It is then possible to absorb this into the local Lorentz
transformation parameter ϕij and just set the total gauge transformation parameter
to be ϕij. Then the full transformation of the tetrad reads

δeiµ = eiµ∇T
ν ξ

µ − ϕi
je

j
ν . (7.25)

Let us also write the full transformation for the spin connection. We add the diffeo-
morphism and local Lorentz to get

δϕω
i
µ j = ∇T

µϕ
i
j + ξνF i

νµj. (7.26)
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7.2 Quantization and BRST formalism

The next step is to quantize the Einstein-Cartan action on a general Einstein back-
ground. The system has two types of gauge symmetries, diffeomorphism and local
Lorentz. Thus the system falls under the realm of constrained dynamics. It is essen-
tial to fix the gauges in order to get the physical states of the theory. We will follow
the well developed BRST formalism to gauge fix the theory. The BRST formalism
was developed many years ago in order to systematically renormalize non-abelian
gauge theories. One invokes anti-commuting (fermionic) Grassmann valued fields
and enlarges the Hilbert space of the theory. Then the notion of gauge transforma-
tions is generalised to the more powerful notion of BRST transformation which mixes
bosonic and fermionic fields. The BRST transformation ′s′ which acts on the fields
is nilpotent, i.e, s2 = 0. The usual gauge transformations are then written in an
analogous way but with bosonic parameters replaced by the anti-commuting ones.
These anti-commuting parameters are interpreted as fictitious fields in the theory.
The important point is that the Lagrangian which is originally gauge invariant is now
BRST invariant by definition because the gauge parameters (c-numbers) are simply
replaced by anti-commuting variables. It is this BRST symmetry that remains after
we gauge fix the theory.

In order to gauge fix, one invokes a suitable gauge fixing fermion such that the action
of the BRST transformation returns a gauge fixing term along with the so called
ghost term. The ghost term in general has ghost fields coupled to the usual fields
of the theory, in addition to kinetic terms. Thus the ghosts participate in scattering
processes in a non trivial way. However, in any particular process, the ghost fields are
not present as asymptotic states but only propagate off-shell and thus they are not
physical. The physical states of the theory lie in the cohomology class of the BRST
operator.

In the present case, we have a system which has two kinds of gauge symmetries,
local SL(2, C) and diffeomorphisms. Thus, we need to introduce two kinds of ghost
fields which enter the BRST transformations. As we will see, the transformation for
the local Lorentz (SL(2, C)) ghost will have a term which contains the diffeomorphism
ghosts and thus the two ghosts are coupled to generate the BRST complex. This is
a non-trivial feature of our formalism. We will gauge fix our theory on a general
Einstein background and this makes the BRST closure property more non-trivial to
verify. Once we have gauge fixed the theory, we can get the one-loop effective action
using the heat kernel methods. Let us then begin to describe all this.
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7.2.1 BRST complex

Consider two pairs of anti-commuting fields cµ, c̄µ for diffeomorphisms and bij, b̄ij for
SL(2, C) transformations. The total BRST transformation operator is

s = sD + sL, (7.27)

where sD is the operator corresponding to diffeomorphisms and sL is for local SL(2, C)
transformations. The transformation we use however is most conveniently written in
the condensed form using the total transformation operator. Thus the splitting we
described above is just to illustrate that it is the total transformation parameter that
is nilpotent, i.e s2 = 0. The individual transformation parameters are not nilpotent
and this is the non triviality of the complex in the present case. Let us now define
the BRST transformations

seiµ = eiν∇T
µc

ν′ − bi je
j
µ,

scµ = cν∇T
ν c

µ,

sc̄µ = λµ,

sλµ = 0,

sωij
µ = ∇T

µ b
ij + cνF ij

νµ,

sbij = −1

2
[b, b]ij +

1

2
cµcνF ij

µν ,

sb̄ij = βij,

sβij = 0.

(7.28)

As we can see, the transformation for the tetrad has two terms on it, one for dif-
feomorphism ghost and another for the Lorentz ghost. The relative sign is minus
which is purely a convention. In a similar way, the spin connection transformation
admits two terms, one of which follows from its Lorentz transformation and another
gets added owing to diffeomorphisms. We now verify that the BRST transformation
s is nilpotent, i.e s2 = 0. This is required to generate the BRST complex, such that
physical states of the theory lie in the cohomology class of the BRST operator. For
the third, fourth, seventh, eighth transformations in (7.28), this condition trivially
follows because s2λµ = s2βij = 0 and s2c̄µ = sλµ = 0, s2b̄ij = sβij = 0. For the rest
of the transformations, we detail out in Appendix (3). Let us now write the BRST
transformation in spinor notations. In these notations, the total covariant derivative
∇T

µ becomes an object ∇T
MM ′ which acts on the spinor version of both Lorentz and

spacetime indices an ω i
µ j becomes and object ωAB

MM ′ where (AB) is a pair of sym-
metrised Lorentz indices and MM ′ corresponds to the spacetime index µ. We then
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write the following BRST transformations

seAA′

MM ′ = ∇T
MM ′cAA′ − bABe

BA′

MM ′

scMM ′
= cLL

′∇T
LL′cMM ′

,

sc̄MM ′
= λMM ′

,

sλLL
′
= 0,

sωAB
CC′ = cMM ′

FAB
MM ′CC′ +∇T

CC′bAB,

sbAB = −1

2
[b, b]AB +

1

2
cMM ′

cNN ′
FAB

MM ′NN ′

sb̄AB = βAB,

sβA′B′
= 0.

(7.29)

7.2.2 Linearised action

The main objective of the development of BRST complex is to deduce the ghost
Feynman rules and also to understand the ghost contribution to the one-loop effective
action in our chiral formalism. We will first analyze the later and subsequently
describe the former. The one loop computation is efficiently done using the heat
kernel methods. To employ it one needs to expand the action around an arbitrary
background and then compute the regularised determinant of the differential operator
which arises. However, in an arbitrary background, the computation becomes very
complicated to suitably apply heat kernel techniques. Thus, let us try to expand the
action in (7.1) around an Einstein background. We decompose the tetrad and the
spin connection into a fixed background and consider small fluctuations around the
background

eAA′

MM ′ = ẽAA′

MM ′ + hAA′

MM ′ , (7.30)

where ẽAA′

MM ′ is the background tetrad corresponding to an arbitrary Einstein back-
ground, so that the background metric is

g̃µν = ẽAA′

µ ẽνAA′ . (7.31)

The background metric satisfies Einstein equations. The fluctuations around this
metric are then considered and the full metric is decomposed as

gµν = g̃µν + hµν . (7.32)

Similarly, the connection can be split into

ωAB
T CC′ = ωAB

0 CC′ + wAB
CC′ . (7.33)
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where ωAB
0 CC′ is the background connection. As a result, the decomposition of the

curvature is given by

FT = F0 + δF,

FAB
0 = dωAB

0 + ωAC
0 ∧ ωB

0C ,

δF = Dω0δω = Dω0w,

(7.34)

where in the above, F0 is the background curvature constructed from the background
connection, δF is the linear order fluctuations around this baackground. The fluc-
tuation can be expressed as a covariant derivative of the connection fluctuation with
respect to the background connection. Let us now write the self-dual two form in
terms of the splitting form of the tetrad. This will then be used to decompose the
action into kinetic and interaction terms in a convenient way. The self-dual two form
can be written as

ΣAB =
1

2

(
ẽAA′ + hAA′

)
∧
(
ẽBA′

+ hBA′
)

=
1

2

(
ẽAA′ ∧ ẽBA′

+ ẽAA′ ∧ hBA′
+ hAA′ ∧ ẽBA′

+ hAA′ ∧ hBA′
)
.

(7.35)

Linearisation of the action in (7.1) through the decomposition in (7.30) is given by

S = i

∫ (
ẽAA′ ∧ ẽBA′

+ ẽAA′ ∧ hBA′
+ hAA′ ∧ ẽBA′

+ hAA′ ∧ hBA′
)

∧
(
dωTAB + ωTAC ∧ ωC

T B

)
= i

∫ (
ẽAA′ ∧ ẽBA′

+ ẽAA′ ∧ hBA′
+ hAA′ ∧ ẽBA′

+ hAA′ ∧ hBA′
)

∧
(
dω0AB + ω0AC ∧ ωC

0 B

)
+ i

∫ (
ẽAA′ ∧ ẽBA′

+ ẽAA′ ∧ hBA′
+ hAA′ ∧ ẽBA′

+ hAA′ ∧ hBA′
)
∧
(
dwAB + ω0AC ∧ wC

B

+ wAC ∧ wC
B

)
.

(7.36)

where in the above steps we have decomposed the tetrad and the connection fields and
written the action in terms of this decomposition. We now expand the wedge product
between the tetrad field and the connection and collect all individual terms which can
arise. The terms which comprise of just the background fields do not participate in
the dynamical equations because they are fixed. Thus we ignore such terms. The rest
of the terms have both the background and fluctuations in them. Let us first write
the free part of the action. It is given by three terms respectively.

Sfree = i

∫
ẽAA′ ∧ ẽBA′ ∧

(
wAC ∧ wC

B

)
+ i

∫
hAA′ ∧ hBA′ ∧

(
dω0AB + ω0AC ∧ ωC

0 B

)
+ i

∫ (
ẽAA′ ∧ hBA′

+ hAA′ ∧ ẽBA′
)
∧ dwAB.

(7.37)



7.2. QUANTIZATION AND BRST FORMALISM 129

The first term is quadratic in the connection fluctuations. The appearance of this term
makes the tetrad propagator non-zero. The second term is quadratic in the tetrad
fluctuations, while the third term is a cross term where metric/tetrad fluctuations is
wedged with the connection fluctuation. Let us now write the interaction part of the
action.

Sinteraction = 2i

∫
ẽAA′ ∧ hBA′ ∧ wAC ∧ wC

B

+ i

∫
hAA′ ∧ hBA′ ∧

(
dωAB + ω0AC ∧ ωC

B + ωAC ∧ ωC
B

)
.

(7.38)

We next expand the tetrad perturbation and the connection in terms of the back-
ground tetrad. This is done to parameterise our tetrad and connection fields in terms
of the background and it appears convenient to write the action in terms of the coef-
ficients of the expansion. Since the background is fixed once and for all, we can use
it as a basis to expand the fluctuating fields. This is quite similar in spirit to that of
the background field method for perturbation theory. The fluctuations of the tetrad
and connection then reads

hAA′
= hAA′

MM ′ ẽMM ′
,

ωAB = ωAB
MM ′ ẽMM ′

,

DωAB = ∇̃MM ′ωAB
NN ′ ẽMM ′ ∧ ẽNN ′

.

(7.39)

where ∇̃MM ′ is the background covariant derivative. Using the above expansion, we
write the kinetic part of the free action as follows

Sfree = i

∫ (
ẽAA′ ∧ hBA′

+ hAA′ ∧ ẽBA′
)
∧ dωAB

= i

∫
(ẽAA′ ∧ ẽMM ′ ∧ ẽKK′ ∧ ẽJJ ′

)hBA′

MM ′∇̃KK′ωABJJ ′

+ i

∫
(ẽMM ′ ∧ ẽBA′ ∧ ẽKK′ ∧ ẽJJ ′

)hAMM ′A′∇̃KK′ωABJJ ′ .

(7.40)

In the above action, we have replaced the derivative on the spin connection by the
appropriate background covariant derivative, which acts on the coefficient of the ex-
pansion of the connection on the basis of the background tetrads. This then couples
with the coefficient of the fluctuation of the tetrad field, thus giving the resultant
kinetic terms of the form hdω with the background covariant derivatives everywhere
in place of the ordinary derivatives. Next we identify the wedge product of four copies
of tetrad as the oriented volume form

ẽAA′ ∧ ẽBB′ ∧ ẽCC′ ∧ ẽDD′
= ϵAA′BB′CC′DD′

v. (7.41)
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and use the spinor representation of the totally anti-symmetric tensor.

ϵAA′BB′CC′DD′
= i
(
ϵADϵBCϵA

′C′
ϵB

′D′ − ϵACϵBDϵA
′D′
ϵB

′C′
)
. (7.42)

The validity of the spinor representation can be easily checked. For instance, if we
swap any pair of indices, say AA′ ↔ BB′, the right hand side picks up an overall
minus sign, because the first term of the right side goes to the second under the swap.
In a similar way, for all such pairs, an overall sign factor comes up. This shows the
totally anti-symmetric nature of the tensor ϵAA′BB′CC′DD′

. Let us then use it and
write the kinetic part in (7.40) as

Sfree =

∫
d4x
[
hBJ ′JK′∇̃KK′ωK

BJJ ′ − hBK′KJ ′∇̃KK′ωJ
BJJ ′

]
+

∫
d4x
[
hAKJ ′K′∇̃KK′ω J

A JJ ′ − hAJK′J ′∇̃KK′ω K
AJJ ′

]
= −2

∫
d4x
[
hBJ ′JK′

(
∇̃JJ ′ωK

BKK′ − ∇̃KK′ωK
BJJ ′

)]
.

(7.43)

We now decompose the tetrad perturbation into its irreducible components. This is
reminiscent of the decomposition of a tensorial quantity, for instance the Riemann
tensor, in which we treat the tetrad field as an object with four spinor indices (anal-
ogous to a rank four tensor). The decomposition reads

hAA′MM ′
= h(AM)(A′M ′) + h(AM)ϵA

′M ′
+ h(A

′M ′)ϵAM + ϵAMϵA
′M ′
h. (7.44)

The first object on the right hand side above is a tetrad field with its primed and
unprimed indices symmetrised. The object with two spinor indices in the second and
third terms are the part of the tetrad perturbation is a symmetric field which only
propagate off-shell. It is then convenient to combine the second and fourth terms and
define a new field hAM = h(AM) + hϵAM . This field is thus no more symmetric in its
pair of unprimed indices. This results in

hAA′MM ′
= h(AM)(A′M ′) + hAMϵA

′M ′
+ h(A

′M ′)ϵAM . (7.45)

We get rid of the hA
′M ′

part of the perturbation by setting one chiral half of the
Lorentz gauge to zero. This can be done because this part of the perturbation does
not appear in the free Lagrangian. Thus it simplifies the computation to some extent.
We put the decomposition

hAA′MM ′
= h(AM)(A′M ′) + hAMϵA

′M ′
(7.46)

in (7.43) to get for the kinetic part of the Lagrangian

Lkinetic = 2hJKJ ′K′
(
∇̃KJ ′ωM

JMK′ − ∇̃MK′ω M
J KJ ′

)
+ 2hJK

(
∇̃KJ ′ωM J ′

JM − ∇̃MK′ω M K′

J K

)
.

(7.47)
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The kinetic term above can be written in a compact way. It is possible to combine the
parts of the tetrad perturbation into a single object and the covariant derivative can
then act on an appropriate combination of connection perturbations. This is helpful
because it gives rise to a familiar kinetic term of the form h∇ω in a general background
which is the one suitable for a chiral first order formulation. Thus, re-written in this
way, we get

Lkinetic = −2
(
hJKJ ′K′ − h(JK)ϵJ

′K′
)
∇̃MJ ′

(
ω M
J KK′ + ϵMKω

N
JNK′

)
+ 4hJK∇̃KK′ωM K′

JM .
(7.48)

We now redefine some fields as follows

ωJJ ′
= ωMJ J ′

M ,

ΩJKMJ ′
= ωJMKJ ′

+ ϵMKω
JJ ′
.

(7.49)

Thus the Lagrangian is written in terms of the new variables

Lkinetic = −2
[
hJKJ ′K′ − h(JK)ϵJ

′K′
]
∇̃MJ ′Ω M

J KK′ + 4hJK∇̃KJ ′ω J ′

J . (7.50)

As we see, there are two terms in the kinetic part above. However, the kinetic term
is degenerate. This is because the connection field ΩJKMJ ′

has twelve independent
components, while the other field ωJJ ′

has four components. The tetrad perturbation
hJKJ ′K′

has nine components, which is conjugate to ΩJKMJ ′
and therefore there is a

mismatch in the number of components, which makes it degenerate. To remove the
degeneracy we need to completely fix the gauge. We want to add a specific gauge
fixing and ghost term. This will be done by introducing a gauge fixing fermion in the
BRST formalism. Thus we now introduce the linearised BRST which we subsequently
use to fix our gauges.

7.2.3 Linearised BRST

The main purpose of this section is to disentangle the background from the perturba-
tions while defining the BRST transformations. This will allow us to systematically
use the transformations for the perturbations themselves. Let us note how the pertur-
bations of the metric and the connection transform under diffeomorphisms and local
SL(2, C) transformations. We begin with the transformation for the general tetrad.
It admits the following decomposing into background and quantum fluctuations

eAA′

BB′ = ẽAA′

BB′ + hAA′

BB′ . (7.51)

where the perturbation hAA′

BB′ is of order ϵ and is very small compared to the back-
ground. Then, we get for the total transformation of the tetrad perturbation

δξh
AA′

BB′ = ẽAA′

NN ′∇̃BB′ξNN ′ − ϕA
C ẽ

CA′

BB′ . (7.52)
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where ∇̃BB′ is the background total covariant derivative. For the connection field, we
similarly decompose it into the background and perturbations

ωAB
T CC′ = ωAB

0 CC′ + wAB
CC′ . (7.53)

where ωAB
0 CC′ is the background and wAB

CC′ is the perturbation of order ϵ. We get
for the transformation of the perturbation, under diffeomorphisms,

δξw
AB
CC′ = ξNN ′

FAB
0 NN ′CC′ + ∇̃CC′ϕAB. (7.54)

where FAB
0 NN ′CC′ is the background curvature. With these linearised versions of the

diffeomorphisms and gauge transformations, we are now ready to write the BRST
transformations of these fields. As usual, we have two pairs of ghost fields, each for
diffeomorphisms and local Lorentz transformations. Our linearised BRST is then
given by

shAA′

MM ′ = ∇̃MM ′cAA′ − bAB ẽ
BA′

MM ′ ,

scMM ′
= cLL

′∇LL′cMM ′
,

sc̄MM ′
= λMM ′

,

sλLL
′
= 0,

swAB
CC′ = cMM ′

FAB
0 MM ′CC′ + ∇̃CC′bAB,

sbAB = −1

2
[b, b]AB +

1

2
cMM ′

cNN ′
FAB
0 MM ′NN ′ ,

sb̄AB = βAB,

sβA′B′
= 0.

(7.55)

7.2.4 Gauge fixing fermion and ghosts

We follow the gauge fixing procedure which is already described in [40]. The main
difference is that we are dealing with a general Einstein background as opposed to the
flat background in [40]. Thus, instead of linear gauges, there will be non-linearities
present in our formalism. We also adopt the BRST gauge fixing procedure, in which
we write the gauge fixing fermion and take BRST variations to produce the gauge
fixing and ghost terms. This will help us to generate the ghost Lagrangian in a
general Einstein background. Later, in the context of amplitudes, we can take its
flat space limit and get the corresponding Feynman rukes. Let us then begin to fix
the gauges. One chiral half of the Lorentz was fixed by making the hA

′B′
part of the

perturbation vanish. The other chiral half of the Lorentz can be fixed by imposing the
non-linear version of the Lorentz gauge fixing condition. Consider then the following
gauge fixing fermion

ψLorentz = b̄JK∇̃MM ′Ω MM ′

JK . (7.56)
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Using (7.55), the BRST variation of the gauge fixing fermion gives

sψLorentz = sb̄JK∇̃MM ′Ω MM ′

JK − b̄JK∇̃MM ′sΩ MM ′

JK

= βJK∇̃MM ′Ω MM ′

JK − b̄JK∇̃MM ′∇̃MM ′
bJK

− b̄JK∇̃MM ′

(
cCC′

FMM ′

0 JKCC′

)
.

(7.57)

The variation of the Lorentz gauge fixing fermion results in a Lorentz gauge fixing
term of the form

LLorentz g.f = −2βJK∇̃MM ′Ω MM ′

JK . (7.58)

The above term can be written as −2βJKϵJ
′K′∇MJ ′Ω M

J KK′ , which when added to the
Lagrangian in (7.50) along with the ghost terms results in

L = −2
[
hJKJ ′K′

+ (βJK − h(JK))ϵJ
′K′
]
∇̃MJ ′Ω M

J KK′ + 4hJK∇̃KJ ′ω J ′

J

− b̄JK∇̃MM ′∇̃MM ′
bJK − b̄JK∇̃MM ′

(
cCC′

FMM ′

0 JKCC′

)
.

(7.59)

The remaining diffeomorphism gauge can be fixed by implementing a variant of the
de-Donder gauge fixing condition as follows. First we introduce a new name for the
combination of the terms in the bracketed expression of the first line in (7.59)

HJKJ ′K′
:= hJKJ ′K′

+ (βJK − h(JK))ϵJ
′K′
. (7.60)

Note that since the field βJK is independent, this results in the two fields HJKJ ′K′
and

hJK being independent of each other. This then leads to decoupling of the kinetic
part of the Lagrangian into two sectors, (H,Ω) and (h, ω). We now construct the
diffeomorphism gauge-fixing fermion to be

ψdiffeo = 2c̄JJ
′
[
∇̃KK′

(
h K′K
J J ′ + hK K′

J ′J

)
− 2∇̃KJ ′β K

J − 2βJJ ′

]
. (7.61)

After using the redefinition in (7.60) we take the BRST variation of it. We have

sψdiffeo = 4βJJ ′
[
∇̃KK′

HJKJ ′K′ − ∇̃K
J ′H M ′

JK M ′ + ∇̃K
J ′hJK − βJJ ′

]
− 4c̄JJ

′
[
∇̃KK′

(
∇̃KK′cJJ ′ − bJKϵJ ′K′

)]
.

(7.62)

The variation produces a diffeomorphism gauge fixing term and a ghost term. The
gauge fixing term is an analogue of the variant of de-Donder gauge in curved space-
time. The ghost term consists of a kinetic part for the diffeomorphism ghost and a
mixed part where the diffeomorphism and Lorentz ghosts couple. Then, the total
gauge fixing term becomes

Lg.f = 4βJJ ′
[
∇̃KK′

HJKJ ′K′ − ∇̃K
J ′H M ′

JK M ′ + ∇̃K
J ′hJK − βJJ ′

]
− 2βJK∇̃MM ′Ω MM ′

JK .
(7.63)
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and the ghost Lagrangian is given by

Lghost = −4c̄JJ
′∇̃KK′∇̃KK′cJJ ′ + 4c̄JK

′∇̃KK′bKJ − b̄JK∇̃MM ′∇̃MM ′
bJK

− b̄JK∇̃MM ′

(
cCC′

FMM ′

0 JKCC′

)
.

(7.64)

The Lagrangian above has terms with Lorentz and diffeomorphism ghosts mixed. To
compute the ghost contribution to the one-loop effective action, we need to diagonalize
and rid of the mixed terms. First, we re-scale the fields

cAA′ → 2cAA′
, c̄AA′ → 2c̄AA′

. (7.65)

and rewrite the Lagrangian

Lghost = −c̄JJ ′∇̃KK′∇̃KK′cJJ ′ + 2c̄JK
′∇̃KK′bKJ − b̄JK∇̃MM ′∇̃MM ′

bJK

− 1

2
b̄JK∇̃MM ′

(
cCC′

FMM ′

0 JKCC′

)
.

(7.66)

We now use the background field equation and write

FAB
0 MM ′NN ′ = ψAB

CDΣ
CD
0 MM ′NN ′ = ψAB

MNϵM ′N ′ . (7.67)

where ψABCD is the self-dual part of the Weyl tensor and the self dual two-form Σ0

has the particular representation in terms of the epsilons, given in the second line
of the above equation. When we contract all the indices of FAB

0 , we end up with
contracting all the indices of ψABCD, which implies vanishing of the self dual part of
the Weyl tensor.

F0 = FAB
0 MM ′NN ′ϵNAϵ

M
B ϵ

M ′N ′

= ψAB
MNϵM ′N ′ϵNAϵ

M
Bϵ

M ′N ′
= 0.

(7.68)

where we used the fact that the self-dual part of the Weyl tensor vanishes upon index
contraction. The Lagrangian in (7.66) can now be written by replacing F0 with the
self-dual part of the Weyl tensor. We have

Lghost = −c̄JJ ′∇̃KK′∇̃KK′cJJ ′ + 2c̄JK
′∇̃KK′bKJ − b̄JK∇̃MM ′∇̃MM ′

bJK

− 1

2
ψM

CJK b̄
JK∇̃MM ′cCM ′

.
(7.69)

Setup for heat kernel computation

The Lagrangian in (7.69) is not diagonal in the fields. It has mixed terms which arise
from the coupling of diffeomorphism and Lorentz ghosts. To do a heat kernel compu-
tation, it is necessary to obtain a diagonalised Lagrangian such that the differential
operator which arises is of Laplace type. Thus, we now proceed to diagonalize it. Let
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us first give a outline of the diagonalization procedure and then we will implement it
in our problem. Consider a differential operator of the form

∂µ∂µ1+ ∂µA
µ +B, (7.70)

where Aµ and B are matrices in some matrix space. This operator can in turn be
written as a matrix which then acts on the column vector comprising of fields b, c. The
conjugate fields b̄, c̄ are contracted from the left and this produces the Lagrangian.
It is then possible to absorb the linear parts of the differential operator by a suitable
redefinition such that it results in an operator of the form

DµDµ + E, (7.71)

where E is some endomorphism on the field space and Dµ is an appropriate covariant
derivative operator. It is then customary to first write the Lagrangian in (7.69) in a
matrix form, so that one can diagonalize the matrix by suitable field re-definitions.
We have

Lghost = −
(
b̄JK c̄BB′)(X Y

Z X

)(
bJK
cBB′

)
, (7.72)

where

X = ∇̃MM ′∇̃MM ′
,

Y =
1

2
ψMB

JK∇̃ B′

M ,

Z = −∇̃K
B′ϵJB.

(7.73)

where in writing Y , we used the Bianchi identity ∇MB′ψM
BJK = 0 and got rid of the

other term. The matrix in (7.72) can be split in the following way(
X Y
Z X

)
= ∇̃MM ′∇̃MM ′

(
1 0
0 1

)
+

(
0 1

2
ϵM

′B′
ψMB

JK

−ϵJBϵKMϵM
′

B′ 0

)
∇̃MM ′

+ ∇̃MM ′
(

0 1
2
ϵM ′B′ψB

MJK

−ϵJBϵKMϵ M ′B′ 0

)
.

(7.74)

This can now be re-written by absorbing the first order derivative parts and expressing
it in the form of a Laplace type operator(

X Y
Z X

)
= DMM ′DMM ′ + E, (7.75)

where we define the new connection

DMM ′
=

 ∇̃MM ′ 1
2
ϵM

′B′
ψMB

JK

ϵJBϵ
KMϵM

′

B′ ∇̃MM ′

 (7.76)
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and

E = −

ψKJ
JK 0

0 ψKJ
JK

 . (7.77)

Upon index contractions, the self dual part of the Weyl tensor vanishes and therefore
we can set E = 0 henceforth. We thus have the relevant Laplace type operator, which
in this case with E = 0 is

∆ := DMM ′DMM ′
. (7.78)

with the new connection defined in (7.76).

7.3 Heat Kernel computation

Let us consider a Laplace type operator of the form ∆ = DµDµ+E. The operator acts
on some vector bundle, E is an endomorphism on the fibre and Dµ is an appropriate
covariant derivative. The interesting object to study is the determinant det(∆).
We use the identity log det(∆)=Tr log(∆) and then rewrite the logarithm of the
determinant in terms of an integral

log det(∆) = −
∫ ∞

0

dt

t
Tr(e−t∆). (7.79)

Then we have the well known expansion of the trace under the integral, in powers of
the auxiliary variable t

Tr(e−t∆) =

∫
d4x

√
g

1

(4πt)2

∞∑
n=0

tnaRn (E). (7.80)

Our task is to compute the heat kernel coefficients aRn (E). In the chiral Einstein-
Cartan theory around some Einstein background, we have in consideration a manifold
M without a boundary, over which we have a vector bundle V . The Laplace operator
DµDµ acts on V . Then there exists an expansion of the heat kernel coefficients, such
that all the odd indexed coefficients vanish and the even indexed coefficients are given
by geometric invariants. Particularly, the UV divergent behaviour is controlled by
the coefficient aR2 (E), which is given by

aR2 (E) = TrR

[1
6
D2E +

1

2
E2 +

1

6
RE +

1

12
ΩµνΩ

µν

+
1

30
D2R +

1

72
R2 − 1

180
RµνR

µν +
1

180
RµνρσR

µνρσ
]
.

(7.81)
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where Ωµν is the curvature of the resulting new covariant derivative operator, defined
as

Ωµν = [Dµ,Dν ]

=

(
∇̃µ Y1µ
Y2µ ∇̃µ

)(
∇̃ν Y1ν
Y2ν ∇̃ν

)
−
(
∇̃ν Y1ν
Y2ν ∇̃ν

)(
∇̃µ Y1µ
Y2µ ∇̃µ

)

=

∇̃[µ∇̃ν] + Y1[µY2ν] ∇̃[µY1ν] + Y1[µ∇̃ν]

Y2[µ∇̃ν] + ∇̃[µY2ν] Y2[µY1ν] + ∇̃[µ∇̃ν]

 .

(7.82)

Let us compute the matrix elements of Ωµν using spinor notations, which will yield
simpler expressions. The diagonal elements are equal to the commutator of the total
covariant derivative. This commutator can act on the Lorentz ghost which has just the
internal indices or the diffeomorphism ghost which has only the spacetime indices.
Whatever the ghost field, the action of the commutator can only be proportional
to the curvature of the spin connection. This is because the curvature of the spin
connection is related to the curvature of the Levi-civita connection via the tetrad
one-forms and thus they are equivalent descriptions of the same entity. Further, the
background field equation expresses the curvature in terms of the Weyl spinor. We
already arrived at a simple form of the curvature in spinor notations when expressed
in terms of the Weyl spinor. Thus, overall the diagonal part of Ωµν in spinor notations
contributes

∇̃[MM ′∇̃NN ′] + Y1[MM ′Y2NN ′] = ϵM ′N ′ψAB
MN , (7.83)

where we used the fact that when two of the indices of the Weyl spinor are contracted,
it vanishes, i.e ψJ

MJK = 0. Thus the contribution from the second term of the left
hand side above is zero. Let us now compute the off-diagonal parts. The lower
off-diagonal element when evaluated in spinor notations give

∇̃[µY2ν] + Y2[µ∇̃ν] = ∇̃MM ′ϵJBϵ
K
NϵN ′B′ − ∇̃NN ′ϵJBϵ

K
MϵM ′B′

+ ϵJBϵ
K
MϵM ′B′∇̃NN ′ − ϵJBϵ

K
NϵN ′B′∇̃MM ′

= 0.

(7.84)

Let us also compute the upper right off-diagonal part. This is given by

∇̃[µY1ν] + Y1[µ∇̃ν] = ϵN ′C′∇MM ′ψJK
NC − ϵM ′C′∇NN ′ψJK

MC

+ ψJK
MCϵM ′C′∇̃NN ′ − ψJK

NCϵN ′C′∇̃MM ′ .
(7.85)

We now need to compute Ω2. Let us first see the structure of the off-diagonal elements
which arise in it. Indeed, it is easy to check that the lower left off-diagonal element
must vanish and the upper left will be given by

ψMN
ABϵ

M ′N ′
(
ϵN ′C′∇MM ′ψJK

NC − ϵM ′C′∇NN ′ψJK
MC

+ ψJK
MCϵM ′C′∇̃NN ′ − ψJK

NCϵN ′C′∇̃MM ′

)
.

(7.86)
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Due to index contractions of the Weyl spinor, the above term vanishes. Then, the
square of the curvature is given entirely by diagonal terms, which are however equal
and is given by

ΩMM ′NN ′ΩMM ′NN ′
=

2ψABMNψ
ABMN 0

0 2ψABMNψ
ABMN

 . (7.87)

We thus have the relevant heat kernel coefficient as

aR2 = TrR

[
19

90
ψMNPSψ

MNPS

]
. (7.88)

We thus see that the heat kernel coefficient depends on just the self-dual part of
the Weyl tensor. The one-loop ghost contribution to the effective action thus also
depends entirely on it. We do not compute the complete one-loop effective action
here. This is because the contribution from the bosonic part of the action is left to
be worked out and we do not compute this in our thesis. We postpone this remaining
work and plan to include it in a future publication. For completeness and brevity, we
outline the basic technology behind extracting the effective action and the relavant
β-function from the heat kernel computation.

7.4 One-loop effective action

In the background field method, the effective action is defined by considering the
quantum fluctuations around a fixed background field. The generating functional is
given by

eiW (ξ0,J) =

∫
Dξei(S(ξ+ξ0)+Jξ). (7.89)

So, the background field effective action is

Γ[ξ0, ξ] = W (ξ0, J)− Jξ̃, (7.90)

where

ξ̃ =
δW (ξ0, J)

δJ
. (7.91)

Under the Wick rotation, we go to the Euclidean signature and then define the Eu-
clidean path integral analogous to (7.89). In the absence of sources, we put J = 0
and obtain

e−Γ(ξ0) =

∫
Dξe−S(ξ+ξ0)

= e−S(ξ0)

∫
Dξe−

∫
ξ∆ξ.

(7.92)
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Using the Gaussian integration formula∫
Πjdxje

− 1
2
xaMabxb = [det(M)]−1/2 (7.93)

we find

e−Γ(ξ0) = e−S(ξ0)[det(∆)]−1/2. (7.94)

where ∆ is generalized Laplace operator obtained after linearizing the action around
the background field. We then have the one-loop effective action

Γ1−loop =
1

2
log det(∆). (7.95)

The relevant expression for the one-loop effective action is given using (7.79) and
(7.80)

Γ1−loop = − 1

2(4π)2

∫ ∞

0

dt tn−3

∞∑
n=0

∫
d4x

√
g aRn (E). (7.96)

In a renormalization scale, which is free of any mass scale, the running of the coupling
constants is obtained from the logarithmically divergent part. This part is extracted
from the third term in the above expansion, particularly

γ =
1

(4π)2

∫
d4x

√
g a2. (7.97)

which allows to write

Γlog
1−loop = −1

2
γ

∫ ∞

0

dt

t
= γ log

δ

δ0
. (7.98)

where we have regularized the integral of t by introducing some cut-offs tmax ≈ 1/δ2,
tmin ≈ 1/δ20. Therefore, we can write

∂Γlog
1−loop

∂logδ
= γ. (7.99)
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7.5 Chiral Einstein-Cartan in flat space

In the previous section, we developed the ghost Lagrangian for the chiral action in
(7.1) in a general Einstein background. Using a non-linear gauge fixing fermion,
we arrived at this Lagrangian and computed the ghost contribution to the one-loop
effective action. In this section, we sketch the perturbation theory of the same action
on Minkowski background. Thus, we expand the chiral action around the Minkowski
space configuration, with zero background connection. We will not detail the gauge
fixing procedure here. The interested reader may refer [40], where a detailed gauge
fixing procedure for the flat background case is outlined. The gauge fixing fermion
in this case can be recovered in the flat space limit where we replace all covariant
derivatives in (7.63) by partial derivatives. The perturbation theory in flat space
is best suited for amplitude computations. The chiral Einstein-Cartan action after
gauge fixing leads to very simple Feynman rules. In particular, amongst the three
propagators, namely tetrad-tetrad, tetrad-connection and connection-connection, the
propagator of the connection to itself vanishes. These aspects are detailed in [40] and
we will only quote the main results here. Our new result here is the ghost Lagrangian
and the corresponding ghost Feynman rules at the linearised level, which we explain
in some details. The interaction part of the linearised gauge fixed Lagrangian contains
three kinds of terms. But the only relevant one for amplitude computations in our
case is hh∂ω. We will explain some simplifications which occur for this interaction in
light of the gauge fixing procedure.

7.5.1 Linearised action

The action in (7.1) can be expanded around the Minkowski background. Thus, we
start with the zero connection configuration and denote the perturbation of the con-
nection as ωCD. The Minkowski background tetrad is denoted by eBB′

and its cor-
responding perturbation is hBB′

. Where confusion do not arise, we use the same
symbols for the perturbations in the flat background case, analogous to the general
Einstein background. The free part of the linearised action reads

Sfree = i

∫
eAA′ ∧ eBA′ ∧

(
wAC ∧ wC

B

)
+ i

∫ (
eAA′ ∧ hBA′

+ hAA′ ∧ eBA′
)

∧ dwAB.

(7.100)

The first term is quadratic in the connection fluctuations. The appearance of this
term makes the tetrad propagator non-zero. The second term is of the form hdω. Let
us now write the interaction part of the action.

Sinteraction = 2i

∫
eAA′ ∧ hBA′ ∧ wAC ∧ wC

B

+ i

∫
hAA′ ∧ hBA′ ∧

(
dωAB + ωAC ∧ ωC

B

)
.

(7.101)
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The interaction Lagrangian in this case does not have the hh term, which was present
in the case of a general Einstein background. This leads to simpler Feynman rules.
Let us also quickly summarise the symmetries at the linearised level.

7.5.2 Symmetries

The linearised action above can be seen to be invariant under both the diffeomor-
phisms and the local SL(2, C) transformations. The diffeomorphisms are generated
by the vector field ξµ = ξBB′

eµBB′ . It acts on the tetrad perturbations but does not
act on the connection perturbation for the flat background. The local SL(2, C) gauge
transformations act on both the fields. It is generated by the infinitesimal parame-
ters ϕCD, ϕ̄C′D′

which belong to the two chiral halves of the Lorentz group. Let us
explicitly write these transformations.

δξω
CD

BB′ = 0,

δξh
CC′

DD′ = ∂DD′ξCC′
,

δϕω
CD

BB′ = ∂BB′ϕCD,

δϕh
CC′

DD′ = −ϕC
Dϵ

C′

D′ − ϕC′

D′ϵCD.

(7.102)

7.5.3 Kinetic and potential terms

The linearised action in (7.100) can be expanded by using the following decompo-
sition of all the forms in terms of the background 1-forms eBB′

. Let us write the
decomposition first. We have

hBB′
= hBB′

NN ′eNN ′
,

ωCD = ωCD
NN ′eNN ′

,

dωCD = ∂NN ′ωCD
MM ′eNN ′ ∧ eMM ′

.

(7.103)

One can then use the relation for the wedge product of the forms, which we outlined
in (7.41) and then the decomposition for the tetrad perturbation into its irreducible
components as in (D.2) to expand the free part. The final gauge fixed kinetic part of
the Lagrangian is

Lkinetic = −H(MN)A′B′
∂AA′Ω A

MN B′ + 2hAC∂CD′ω D′

A , (7.104)

where ΩABCD′
and ωAA′

are the redefined components of the connection field. The
new components are related to the self-dual part of the spin connection as

ωMM ′
= ωJM M ′

J ,

ΩMNJM ′
= ωMJNM ′

+ ϵJNωMM ′
= ωMNJM ′ − ϵNJωP MM ′

P

. (7.105)
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The spinorial object in the second equation is symmetric in its first two indices. Thus,
it has twelve independent components. The spinor in the first equation has a total
of four components. Thus, together they have sixteen components, appropriate for
the spin connection. In terms of the new variables, the potential term can be written
in a diagonalized form. The diagonalization is possible after we have split the wedge
product form of the potential term in the Wald form, see (3.3) in [40]. Without
further ado, let us write down the potential in terms of the new variables.

Lpot = −1

2
(ωACBA′

)2 + ωAC A′

A ω B
C BA′

= −1

2
(ΩMNJM ′

)2 + ωMM ′
ωMM ′ . (7.106)

As we can see, the potential decouples into two sectors. One in which the field Ω
is quadratically coupled to itself and another in which the other component ω is
coupled again to itself. There are no mixed terms. Thus, it makes the deduction
of propagators trivial. We now use the generating functional method to derive the
propagators. Since the kinetic part is decoupled into two sectors, we demonstrate
this method for one sector and the other will be similar.

7.5.4 Propagators

To derive the propagators, we use the machinery of coupling the fields to currents
and using the field equations to eliminate the fields from the Lagrangian. When the
generating Lagrangian is written down completely in terms of the currents, we read
off the propagators from it directly. To this end, let us write the kinetic and potential
terms of the Lagrangian with currents coupled to fields

L = −ΩMNJM ′
ΩMNJM ′ − 2ΩMNJM ′∂JN ′HMNN ′M ′

+ 2ωMM ′
ωMM ′ + 4ωMM ′∂ M ′

N hMN

+ JMNJM ′ΩMNJM ′
+ JMM ′ωMM ′

+ JMNM ′N ′HMNM ′N ′
+ JMNh

MN .
(7.107)

We now obtain the field equations from the Lagrangian in (7.107). The field equation
for the redefined tetrad variable H is

H : ∂JM ′ΩMNJN ′ +
1

2
JMNM ′N ′ = 0. (7.108)

This is obtained by applying the partial derivative ∂
∂H

to the Lagrangian. Clearly, all
other terms are killed except two of them. In one of the terms, we use integration
by parts to shift the derivative on the left hand side of Ω, using the fact that the
total derivative term is irrelevant in the action and thus can be taken to vanish. Let
us also write down the other field equations. The field equation for the other metric
component is given by

h : ∂NM ′ω M ′

M +
1

4
JMN = 0. (7.109)
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While for the two redefined connection fields, the equations of motion are as follows

Ω : ΩMNJM ′
=

1

2
JMNJM ′ − ∂JN ′HMNN ′M ′

. (7.110)

ω : ωMM ′
= ∂NM ′

hMN − 1

4
JMM ′

. (7.111)

Let us now substitute the solution of the connection fields in (7.109) and (7.108). We
get

∂JM ′JMNJN ′ +□HMNM ′N ′ + JMNM ′N ′ = 0, (7.112)

2□hMN + ∂NM ′J M ′

M − JMN = 0. (7.113)

The laplacian operator can be written in the spinor notations as □ = ∂MM ′∂ M ′
M . Now

we can solve for all the fields completely in terms of the currents. Each field equation
is a laplacian on the field which gets equated to some function of the currents and
derivatives. Let us write down each of these equations

□HMNM ′N ′ = −∂JM ′JMNJN ′ − JMNM ′N ′ , (7.114)

□hMN =
1

2

(
JMN − ∂NM ′J M ′

M

)
, (7.115)

□ΩMNJM ′ = ∂JJ ′J J ′

MN M ′ , (7.116)

□ωMM ′
=

1

2
∂NM ′

JM
N . (7.117)

Using the solutions for the fields in terms of currents, we can now directly substitute
them in the part of the Lagrangian in (7.107), where the currents are coupled to fields.
Upon doing this, we get the generating Lagrnagian written completely in terms of
the currents. We have

LW = JMNJM ′□−1∂JJ ′J J ′

MN M ′ + JMM ′□−11

2
∂NM ′

JM
N

−JMNM ′N ′□−1
(
∂JM ′JMNJN ′ − JMNM ′N ′

)
+
1

2
JMN□

−1
(
JMN − ∂NM ′J M ′

M

)
. (7.118)
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Let us rearrange these terms and write it in a convenient way.

LW = −1

2
JMNM ′N ′□−1JMNM ′N ′

+
1

4
JMN□

−1JMN

+JMNJM ′
□−1∂JN ′J N ′

MN M ′ −
1

2
JMM ′

□−1∂NM ′J N
M . (7.119)

This is the final form of the generating Lagrangian. The propagators can be obtained
by hitting it with appropriate derivatives. For instance, to get the ⟨HH⟩ propagator,
one needs to apply partial derivatives w.r.t the field JPQP ′Q′

twice on the generating
function above. However, the form of the generating Lagrangian is quite simple
such that the propagators can be directly read off from here. We have for the HH
propagator $

⟨HPQP ′Q′
(k)HSTS′T ′(−k)⟩ = 1

ik2
ϵ
(P
Sϵ

Q)
T ϵ

P ′

S′ϵ
Q′

T ′ . (7.120)

where we use the spinor translation for the Minkowski metric as a product of two
spinor metrics. There is no copy of momentum in the numerator whereas there is a
factor of k2 in the denominator and this makes the tetrad propagator trivial. The
symmetrization of the unprimed indices of the tetrad perturbation is captured by
the symmetric product of two ϵ on the right hand side. Let us now write the other
propagator in this theory, which connects the tetrad to the redefined connection field.%

⟨HMN Q′

Z′ (k) ΩJLZG′(−k)⟩ = 1

k2
ϵMJϵ

N
Lϵ

Q′

G′ kZZ′ . (7.121)

In the ⟨HΩ⟩ propagator, we find that there is both a factor of the spinor metric and
a single copy of momentum sitting in the numerator. The spinor metric connects
two unprimed indices, which do not have any symmetry between them while the
momentum connects the third primed index of the tetrad field to the third unprimed
index of the connection. The k2 factor appears as usual in the denominator. This is
quite analogous to the ⟨ba⟩ propagator in the chiral Yang Mills. It is interesting to
observe the fact that the ⟨HΩ⟩ propagator can be directly related to the derivative
of the ⟨HH⟩ propagator. This can be understood from (7.110), where if we omit the
current, we have

ΩMNJM ′
= −∂JN ′HMNN ′M ′

, (7.122)
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which then leads to the relation

⟨ΩPQCC′(k)HABA′B′
(−k)⟩ = −ikCD′⟨H D′

PQ C′(k)HABA′B′
(−k)⟩. (7.123)

&
⟨hBD(k) ωAD′(−k)⟩ = 1

k2
ϵBA kDD′ . (7.124)

The ⟨hω⟩ propagator is quite similar to the ⟨HΩ⟩ except that in the later case there
are few more unprimed and primed index contractions. The propagator is non-trivial
in one of the primed and the other unprimed indices because the momentum connects
these two. In the rest of the work, as we will demonstrate, this propagator does not
contribute to the amplitudes.'

⟨hAB(k) hMN(−k)⟩ =
1

k2
ϵAMϵ

B
N . (7.125)

Similar to that of ⟨HH⟩ propagator, this propagator is trivial. There are no momen-
tum factors in the numerator and only the unprimed spinors are contracted. This too
will not contribute in the computation of amplitudes as we will see in the subsequent
chapters.

Ghost propagators

The BRST quantization which we described in the previous sections leads to a gauge
fixed Lagrangian with ghost terms. There are two kinds of ghosts: diffeomorphisms
and local Lorentz. The Lagrangian consists of mixed terms between these ghosts
besides the usual kinetic terms. Thus there are a total of three such terms to which
we can add the relevant currents coupled with the ghosts and deduce the generating
Lagrangian as before. The free ghost Lagrangian with currents coupled is given by

Lghost = −c̄JJ ′
∂KK′

∂KK′cJJ ′ + 2c̄JK
′
∂KK′bKJ − b̄JK∂MM ′∂MM ′

bJK

+ J1MM ′cMM ′
+ J̄1NN ′ c̄NN ′

+ JPQ
2 bPQ + J̄MN

2 b̄MN .
(7.126)

We follow the method outlined for the tetrad and connection propagators. The propa-
gators can be obtained by hitting the generating Lagrangian with appropriate deriva-
tives. However, the form of the generating Lagrangian is quite simple such that the
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propagators can be directly read off from there. We do not repeat the calculations
here. Let us first write down the propagator for the diffeomorphism ghost field. We
have (

⟨c̄MM ′
(k)cNN ′(−k)⟩ = 1

ik2
ϵMNϵ

M ′

N ′ . (7.127)

There is no copy of momentum in the numerator as should be the case, whereas there
is a factor of k2 in the denominator. Further, there is no symmetrization of any
indices. This makes the diffeormphism ghost field propagator trivial. This is quite
analogous to that of the ghost field propagator in chiral YM theory. Next, we have
the propagator for the Lorentz ghost field)

⟨bMN(k) bPQ(−k)⟩ =
1

ik2
ϵMP ϵ

N
Q. (7.128)

This propagator connects the Lorentz ghost with its anti-ghost. There is no sym-
metrization in the indices. The k2 factor appears as usual in the denominator. There
is no factor of momentum in the numerator and this makes the propagator trivial as
before. The remaining propagator is the one which connects the Lorentz ghost with
the diffeomorphism anti-ghost. It is given by*

⟨c̄AB′(k) bPQ(−k)⟩ =
1

k2
ϵAQkPB′ . (7.129)

The ⟨c̄b⟩ propagator is quite similar to the ⟨hω⟩ one except that in the latter case
there are few more unprimed and primed index contractions.

7.5.5 Interaction

There are three kinds of interaction terms. One is the single derivative cubic term,
which will play the main role in amplitudes. The other two are the non-derivative
cubic interaction and the non-derivative quartic interaction. In the single derivative
cubic interaction, there are again three different kinds of terms. One is of the form
HH∂Ω and the other two are hh∂Ω and hH∂Ω respectively. It is the HH∂Ω inter-
action which is relevant in the same helicity amplitude computations. Despite being
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a single derivative interaction, as we will show, it is possible to write the connection
variable in terms of the tetrad perturbation, resulting in the two derivative inter-
action vertex, as is relevant for gravity. Let us then first write the complete set of
interactions. We write this in two parts. The single derivative cubic interaction reads

Lhh∂ω = −1

2

(
HAR

M ′N ′HBSM ′N ′
∂RR′Ω R′

ABS −HA R′

MM ′ HBMM ′S′
∂RR′Ω R

AB S′

)
−hARhBS∂RR′ΩR′

ABS − hANHB R′S′

N ∂RR′Ω R
AB S′ . (7.130)

Note that the above interaction only contains one of the components of the connection
field. The other component, namely ωBB′

does not enter the interaction. We can write
this interaction in a better way. In particular, it is possible to combine the first two
terms into a single effective term and rewrite the complete interaction. This then
gives

Lhh∂ω = −2HAR
(R′N ′)H

BS(M ′N ′)∂RM ′Ω R′

ABS − 2hARhBS∂RR′ΩR′

ABS

+2hANH
B (R′S′)
N ∂RR′Ω R

AB S′ . (7.131)

The only change in the tetrad components is that the primed spinors are now sym-
metrised. Let us also write the other components of the interaction. The hωω and
hhωω parts of the interaction read

Lhωω = 2hCC′DD′
(ωA

CDCω
B
ABD′ − ωA

CBD′ωB
ADC′), (7.132)

Lhhωω = 2hCC′DD′
hA BA′

C′ (ω E
C BD′ωEADA′ − ω E

C DA′ωEABD′). (7.133)

7.5.6 Vertices

There are both cubic and quartic interaction terms in the linearised Lagrangian.
However, as we mentioned earlier, the only relevant interaction for our purposes is
the HHdΩ. It is possible to use the relation of the connection variable in terms
of the tetrad, as is shown in (7.122) and write this interaction term with just the
tetrad variable. This leads to an effective Feynman rule, where one of the legs of the
tetrad is marked special. Two such special legs can never contract because the ⟨ΩΩ⟩
propagator vanishes in our theory. Let us first write the vertex factor in the form
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which is there in the interaction Lagrangian.

+
1 2

3

⟨HPQ S′

N ′ HBSM ′Q′
∂SS′ΩJRDD′⟩ = −2iϵPJϵ

Q
Dϵ

Q′

D′ϵ
M ′

N ′ϵBRk
S
S′ . (7.134)

Now we replace the connection variable and put a copy of the tetrad with a derivative
in front of it. This then becomes an effective ⟨HHH⟩ vertex, but with the rule that
the particular leg which is replaced is marked special. For convenience, we put a
cilia in this leg and correspondingly in the expression of the vertex. When this leg is
external, we project it to the positive helicity state of the connection. We have for
the effective ⟨HHH⟩ vertex

,
1 2

3

⟨HPQ S′

N ′ HBSM ′Q′
∂SS′∂DE′H• E′

JR D′⟩ = 2iϵPJϵ
Q
Dϵ

Q′

D′ϵ
M ′

N ′ϵBRkSS′kDE′ . (7.135)

7.5.7 Helicity states

Let us introduce the helicity spinors which we will use subsequently in the amplitude
computation. The fieldsH,Ω can be on-shell. The fields h, ω are not physical and thus
they vanish off-shell. The metric perturbation H is supported by both the positive
and negative helicities, given by the usual states

ϵHH′MM ′

− (k) =
qHkH

′
qMkM

′

⟨qk⟩2
,

ϵHH′MM ′

+ (k) =
kHqH

′
kMqM

′

[qk]2
. (7.136)
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where qA and qA
′
are auxiliary 2-spinors.

For the field Ω, we solve the gauge fixed Lagrangian from (7.104) and (7.106) on-
shell. This gives

ΩPQRS′ = ∂RJ ′H J ′

PQ S′ . (7.137)

The corresponding helicity state for the field Ω is

ϵPQRS′

+ (k) = i
kPkQkRqS

′

[qk]
. (7.138)

which is obtained by using the helicity states of the tetrad perturbation and going
to the momentum space with the substitution ∂MM ′ = −ikMkM ′ . The spinor kM ′

contracts with its copy in the negative helicity state of H and thus it makes it vanish.
The only non-vanishing helicity supported by the connection field is the positive one
in (7.138).



Chapter 8

Self-dual gravity

The purpose of this chapter is to describe a recently developed covariant formulation
of self-dual gravity (SDGR) in flat space [33], relevant for computing scattering am-
plitudes. SDGR is a theory in four dimensions, whose solutions are Einstein metrics
with either the self-dual or the anti self-dual part of the Weyl curvature vanishing.
Such solutions of the field equations of gravity are known as gravitational instantons.
When appropriately linearised around an instanton background, the theory describes
two propagating degrees of the graviton. However, the two polarization states are
described on a different footing as we shall see. The interesting feature of the theory
is the fact that despite having a negative dimension coupling constant, it is not just
renormalizable but ultraviolet finite, unlike pure gravity in four dimensions. SDGR
can only describe metrics of Euclidean or split signatures because in Lorentzian sig-
nature, the vanishing of either the self-dual or the anti self-dual part of the Weyl
curvature means the vanishing of all of it. There are strong similarities between
SDYM and SDGR. In particular, SDGR is one loop exact and there are no diver-
gences as can be seen by computing the one-loop effective action. This is described
in [32]. The tree amplitudes in the theory vanish in an analogous way like SDYM,
whereas the one-loop amplitudes are rational functions of the momenta involved. Let
us then start describing the flat space version of SDGR, which we will use to compute
amplitudes in the subsequent chapter.

8.1 SDGR in flat space

There are many non covariant formulations for SDGR which exist in the literature.
For a generic reference, see Plebanski’s description [60]. The well known covariant
formulation is proposed in [34] for zero scalar curvature case and then in [32] for non-
zero scalar curvature. We are going to describe two such actions relevant for the zero
scalar curvature. One of them can be obtained from the chiral Einstein-Cartan in
(7.1) by removing the part of the curvature which is quadratic in the spin connection.

150
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This action is also contained in the bosonic sector of the corresponding supergravity
action in [34]. The resulting covariant action in flat space background is very similar
to SDYM. In particular, it contains just a single propagator and a cubic vertex. The
quartic vertex which is present in the full gravity action in (7.1) gets eliminated as a
result of removing the ωω term from the curvature. However, the gauge fixing for this
action is rather non-trivial and thus it complicates perturbative computations. The
other action has a simple gauge fixing procedure and the Feynman rules are analogous
to its YM cousin, in that there is just one propagator and a cubic vertex. One can
also compute the BG currents in this theory and then it is easy to infer that all tree
amplitudes vanish, in analogy with SDYM. The interesting part is the one-loop same
helicity amplitude sector which is correctly captured by SDGR and we will expand
on it in the next chapter.

8.1.1 Action

To write the action in self-dual gravity, let us first consider the chiral Einstein-Cartan
action once again in spinor notations with coupling factors included. It reads

S[e, ω] = i

∫
eAC′ ∧ eBC′ ∧ (dωAB + κωAC ∧ ωC

B), (8.1)

where eAC′∧eBC′
is the self-dual 2-form constructed from the frame field and κ = 8πG.

The action in (8.1) is equivalent to the action in (7.1) in that the connection field is
just re-scaled by a factor of κ. We now construct the SDGR action by simply taking
the κ→ 0 limit. This removes the ωω part of the curvature. The resulting field which
appears after this is to be distinguished from the connection. Thus we call it ξAB.
The SDGR action reads

SSDGR[e, ξ] = i

∫
eAC′ ∧ eBC′ ∧ dξAB. (8.2)

The action comprises of an exact 2-form dξ on which the self-dual 2-form acts and
projects out its self dual component. This is because any arbitrary 2-form can be
expanded into its self-dual and anti-self-dual parts. Then one can use the fact that
the wedge product between a self-dual 2-form and an anti-self 2-form vanishes. Thus
it projects out the self-dual part of dξ. One can vary this action with respect to
both the tetrad/frame field and the 1-form. If we vary with respect to the 1-form
ξAB, we get an equation which says that the self-dual part of the spin connection
vanishes. Thus, the curvature constructed from the self-dual part of the spin con-
nection also vanish and this then implies that the metric obtained from the tetrad
field is the one with only non-zero anti-self-dual part of the Riemann curvature. Also,
varying with respect to the tetrad gives an equation which is equivalent to Einstein
equation. This is explained in details in [39]. Overall, this gives the correct descrip-
tion of SDGR where the metric is Einstein and the self-dual part of the Riemann
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curvature vanishes. However, like the chiral Einstein-Cartan, the gauge fixing of this
action is non-trivial and thus it is not so useful to do perturbative calculations with it.

We next explain another covariant formalism of SDGR which is recently proposed
in [33]. It is relevant for metrics with zero scalar curvature and is thus suitable
for perturbative computations. The action proposed can be motivated from another
closely related formalism for SDGR [32] in the case of non-zero scalar curvature. In
particular, the new action can be obtained by removing the quadratic in connection
term from the latter. It is also illuminating because it is much closer to the SDYM
action (4.78) as we described in the previous part, in that there is only one propagator
and just a cubic vertex, when expanded around an appropriate background. Another
nice feature of the new formalism is that it has a simpler gauge fixing procedure and
this is why it is most useful for amplitude computations. The action reads

SSDGR[ψ, a] =
1

2

∫
ψmndam ∧ dan, (8.3)

where ψmn is a tracefree and symmetric field. Thus ψmnδmn = 0. The action consists
of another field, namely the 1-form am and the way this field enters in the Lagrangian
is via an exact 2-form dam. The action above can be understood to arise from an-
other covariant action for SDGR, which is described in [32] by a process where the
connection-connection term in the curvature 2-form is set to zero. Then the curvature
2-form becomes an exact 2-form, which is the same as dam and thus results in the
action (8.3). Next, we describe the perturbative expansion of this action around a
flat background and construct the Feynman rules.

8.1.2 Linearised action

The starting point for doing perturbative calculations is to expand the above action
around a flat background. The relevant background which describes flat space is

dam =M2Σm, (8.4)

where M2 is introduced for dimensional purposes and Σm are the already described
self-dual 2-forms. When we expand around this background, the action reads

S1 =

∫
ψmn(M

2Σm ∧ dan + 1

2
dam ∧ dan). (8.5)

The first term is the kinetic term for gravitons and the second term is a 2-derivative
cubic interaction. It is interesting to see that the structure of the linearised Lagrangian
is analogous to that in SDYM. Indeed, as we described in SDYM, the linearised
Lagrangian contains a kinetic piece and a cubic term. The only difference is that
in the case of SDYM, the interaction is a non-derivative one, while in the case of
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SDGR, the interaction contains two derivatives. To do perturbative computations,
it is most useful to express the above action in spinor notations. Thus let us start
describing everything in terms of spinors. The field amµ is a 1-form and translating the
index m into spinor indices, it becomes aMN

µ . The unprimed indices M,N, ... and the
primed onesM ′, N ′, ... are the sl(2,C) spinor indices. We also translate the spacetime
index µ and then we get the object aMN

PP ′ . The field ψmn gets translated to the
spinor ψMNPQ, which is totally symmetric. The spinor translation of the derivatives
are already described in the previous part. For completeness, let us state that the
spinorial translation of the partial derivative is ∂M ′N ′ . The exterior derivative then
becomes ∂PP ′aMN

QQ′ . Next, when the self dual 2-forms are wedged with the exterior
derivative it results in the self-dual projection of the latter, which in spinor notation
reads ∂PP ′aMN P ′

Q . Overall, the linearised kinetic term reads

L2 = ψMNPQ∂
M
M ′aNPQM ′

. (8.6)

The kinetic term above is normalised, because we have absorbed the dimensionful
parameter M2 into it. Thus, the mass dimension of ψ is two whereas that of a is one.
It is convenient to use a notation where all the symmetrised indices of a particular
field is denoted by the same letter. Thus, we denote the completely symmetrised field
ψMNPQ as ψMMMM . The equations of motion are now immediate to write down.
Variation with respect to the field a gives

∂ M ′

N ψMMMN = 0. (8.7)

The field ψ thus describes the +2 helicity state of the graviton. Its equation can be
understood as the Bianchi identity for the Weyl tensor. The variation of the kinetic
part with respect to ψ gives

∂MN ′aMMMN ′
= 0. (8.8)

This equation describes the negative helicity state of the graviton. Let us next write
the interaction. There is just a single cubic vertex. The 2-form ∂PP ′aMN

QQ′ can be
split into a self-dual part and an anti-self-dual part. The self dual part results in a
spinor of the form which is described earlier. The anti-self-dual part in spinor notation
reads ∂SP ′aMN S

Q′ ϵPQ. Then, the two copies of da are wedged. In this process, there
is a contraction of the primed indices of two copies of the anti-self-dual parts and the
unprimed indices of the corresponding self-dual parts. The wedge product of a self-
dual and anti-self-dual part vanishes. Overall, the cubic interaction can be written
as

L3 = ψMMMM

(
∂PS′aMM S′

Q ∂PG′aMMQG′
+ ∂SP ′aMN S

Q′ ∂ P ′

G aMMQ′G
)
. (8.9)
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8.1.3 Gauge fixing and Feynman rules

Let us now describe the gauge fixing of our kinetic term. The linearized action around
the flat background in (8.5) is invariant under both diffeomorphisms and shifts of the
1-forms am by exact 1-forms. Thus, the relevant transformations for the fields are

δψmn = iηdψ
mn,

δam = iηda
m + iηΣ

m + dχm.

where the Lie derivative of the 1-form am along some vector field η is given by
Lηa

m = d(iηa
m)+ iηda

m and we have absorbed the d(iηa
m) part of it in the definition

of χm. It is convenient for our purposes to write the above in spinor notations. The
spinor translation of the vector field results in a bi-spinor ηMM ′

where the conversion
is done via the background vierbien 1-form eMM ′

µ . Then the symmetries take the
following form

δψMMMM = 0,

δaMN = ηMN ′eNN ′
+ dχMN .

(8.10)

The field aMN , where we now suppress the world index, admits a decomposition into
its irreducible components. The decomposition reads

aMN = ePP ′ΦMNP,P ′
+ eMN ′ΦNN ′

. (8.11)

Now the second component can be gauged away using the diffeomorphism symmetry.
This is because it can be reabsorbed into the definition of ηMN ′ in (8.10) and thus gets
eliminated. The kinetic term in (8.6) is independent of this component and hence the
diffeomorphism gauge is fixed. The resulting fields in the theory admit the following
linearised transformations

δψMMMM = 0, δΦMMM,M ′
= ∂MM ′

ξMM . (8.12)

It is clear that the only symmetry remaining to be fixed is the δΦMMM,M ′
= ∂MM ′

ξMM .
It is now fixed by imposing a variant of the Lorentz gauge. To do so, one considers a
gauge fixing fermion of the form

Ψ = c̄l(MN)∂
C
C′ΦMNCC′ ≡ c̄l(MNϵP )Q∂

Q
C′Φ

MNPC′
. (8.13)

where c̄l is the Lorentz ghost. BRST variation of this gives the bosonic contribution
ψ(MNϵP )Q∂

Q
C′ΦMNPC′

where ψ(MN) is the auxiliary field. The fermionic contribution
is just the kinetic term for the ghosts, which is c̄lMN∂

C
C′∂C

′
Cc

MN
l . One can then notice

the structure of the bosonic contribution and combine the ψ(MNϵP )Q part of it to the
field ψMNPQ to obtain a new field, which is symmetric in its first three indices.

ψ̃MNPQ := ψMNPQ + ψ(MNϵP )Q. (8.14)
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The new field ψ̃ is symmetric in its first three indices. The final gauge fixed action
then depends on two fields, namely ψ̃MMMN and ΦMMM,N and each of them contains
the same number of components. It reads∫

ψ̃MMMN∂ N ′

N ΦMMM,N ′ . (8.15)

The operator that maps one field to the other in the above term can now be inverted
and the propagator is immediate. Let us write it.

Propagator -
⟨ψ̃MNPQ(k) ΦABC,Q′(−k)⟩ = 1

k2
ϵ
(M
Aϵ

N
Bϵ

P )
C kQQ′ . (8.16)

where the indicesM,N,P belong to a single symmetrized group and the symmetriza-
tion of these indices is denoted by a round bracket in the right hand side of (8.16).

8.1.4 Helicity states

As we described, the physical fields which enter the gauge fixed Lagrangian are
ΦMMM,N and ψ̃MMMN . These constitute the two helicities of the graviton. The
convention we take is that the negative helicity is described by Φ and the positive he-
licity by ψ̃. We can then solve the momentum space version of the linearised equations
in (C.14) and (C.15) and get the corresponding polarisation tensors. They are

ϵ−MMM,M ′(k) =M
qMqMqMkM ′

⟨qk⟩3
, ϵ+MMMM(k) =M−1kMkMkMkM . (8.17)

where the momentum is null, i.e kMM ′ = kMkM ′ and qM is the auxiliary spinor as
usual. The negative polarisation tensor is dimensionless and this is why we introduced
the dimensionful parameter M in its definition. The positive polarisation tensor is
dimensionful, with its mass dimension being one. As we can see, the two polarisation
states of the graviton are treated on a different footing. The negative state consists
of both primed and unprimed spinors while the positive state just has only unprimed
ones. Let us then apply this to compute the BG current in this theory.

8.1.5 Relation to metric helicity state

Let us see how the usual negative metric helicity state arise from the first expression in
(8.17). This has been described in details in [59]. The metric perturbation is obtained
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by the operation of taking the anti-self-dual part of the two form dΦi. In the spinorial
notation, this then can be described by the following relation, upto numerical factors

hMNM ′N ′ ∼ ∂BM ′ΦBMN,N ′ . (8.18)

Here ∂MM ′ = −eµMM ′∂µ is the Dirac operator. We can apply this to the negative
helicity spinor (8.17). Modulo numerical factors, it is easy to see that the usual
negative helicity is reproduced

h−MM ′NN ′(k) ∼M
qMkM ′qNkN ′

⟨qk⟩2
. (8.19)

Let us explain how the negative helicity state arises. In the passage to momentum
space, the partial derivative in (8.18) becomes the momentum vector k. This then
splits into a primed and an unprimed spinor due to on-shell condition. Contracting
one of the q spinor by the unprimed momentum spinor k cancels one of the ⟨qk⟩ factor
from the denominator. This results in two copies of primed momentum spinors in
the numerator and two copies of the q spinor, which is the usual expression for the
negative helicity state of the metric.

8.1.6 Berends-Giele current

The first computation of the currents in gravity was done by Berends and Giele using
the recursion relations [9]. However, unlike in YM, the recursion in this case is quite
complicated to solve and thus the MHV amplitude for gravity was not obtained using
this procedure. We will give a brief outline of the computation of the 2-current from
the SDGR Feynman rules which we just described and suggest the generalization to
n-current. Like usual, we define a current as the sum of all tree level Feynman graphs
with all but one leg on-shell. Thus one can have different states inserted into the on-
shell legs and the off-shell leg is taken with the propagator on that leg. However, the
most interesting current arises if we take all the on-shell legs to be of same helicity.
By convention, we take the negative helicity state inserted into these legs. Let us
write the form the general n-current.

JMNPQ′(1, 2, ..., n) =M2−nqMqNqP q
Q(1 + 2 + ...+ n)QQ′J(1, 2, ..., n). (8.20)

The one-current is the negative helicity polarization state itself. The scalar part of
the current can be written with its index structure stripped off

J(1) =
1

⟨q1⟩4
. (8.21)

The two-current is obtained by taking the ψ̃∂Φ∂Φ vertex in (8.9), projecting the two
dΦ legs into negative helicity states and then applying the final leg propagator. Upon
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inserting the negative helicity state, one of the terms in the vertex vanishes. We then
read off the result for the scalar part of this current

J(1, 2) = − [12]

⟨q1⟩2⟨q2⟩2⟨12⟩
, (8.22)

The three current can be obtained by taking the two current and insert the third
polarisation state to it, with a sum over permutations. Three such diagrams arise,
one is the attachment of the third gluon to the current J(1, 2), the other being the
attachment of the second gluon to J(1, 3) and the third one is the attachment of the
first gluon to the current J(2, 3). The combinatorics is already complicated to solve.
The details of this calculation is given in [32]. We outline the final result for the
scalar part of the 3-current.

J(1, 2, 3) =
1

⟨q1⟩2⟨q3⟩2
[12][23]

⟨12⟩⟨23⟩
+

1

⟨q1⟩2⟨q2⟩2
[23][31]

⟨23⟩⟨31⟩
+

1

⟨q2⟩2⟨q3⟩2
[31][12]

⟨31⟩⟨12⟩
. (8.23)

The pattern is becoming clear. The scalar part of the general nth-order current can
be written as

J(1, 2, ..., n) := J(M) =
∏
j∈M

1

⟨qj⟩4
∑

T∈T (M)

∏
⟨im⟩∈H(T )

⟨im⟩
[im]

⟨qi⟩2⟨qm⟩2. (8.24)

This is a compact way of writing the general formula for the current. Let us explain
the notation. The first product stands for all elements of M. The notation T (M)
denotes all the tree graphs with elements of M as vertices. Thus the sum after
the product is over all such tree graphs from the set T (M). Next, the notation
H(T ) denotes the set of edges for a tree graph T . The product is then over all such
spinor brackets ⟨im⟩ which are in H(T ). The q in ⟨qi⟩2 stands for the usual auxiliary
momentum spinor. Although the formula is complicated, it can be verified for simple
cases, like n = 1, 2, etc. For the case when n = 2, we have the set M = {1, 2}. In this
case, there is just one tree graph and thus the sum reduces to just one term, which
is the result in (8.22). For the case when n=3, we have M = {1, 2, 3}. In this case,
there are three terms contributing to the current as can be seen from the formula.
This is true because there can be three different permutations for the three legs of
the current and then all of this is summed over. The formula can also be proved in
general, see [19]. It therefore is the closed form expression for our current.
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8.2 Gravitational Instantons

In analogy with the Yang Mills case, one can also construct Euclidean solutions for
the Einstein field equations which minimize the action functional. Such solutions are
Einstein metrics with half of the Weyl curvature vanishing. These are the so called
gravitational instantons. Thus, we have the decomposition of the Riemann curvature
(for zero cosmological constant)

R =

(
W+ Ricci|tracefree

Ricci|tracefree W−

)
, (8.25)

where W+ and W− are the self dual and anti-self-dual parts of the Weyl curvature.
The instanton condition implies that the tracefree part of Ricci and half of the Weyl
curvature vanish. Such solutions then automatically correspond to self-dual or anti-
self dual gravity depending on which half of the Weyl curvature is non-zero. Thus,
for a gravitational instanton which is described by the anti-self-dual part of the Weyl
curvature, we have the following condition

Ricci|tracefree = 0,

W+ = 0. (8.26)

The description of instantons with non-zero cosmological constant is given in [32]. In
this reference, a connection description of instantons is explained. Here we briefly
review the case for zero cosmological constant, which has already been described in
details in [33]. Consider the flat SDGR Lagrangian once again

SSDGR[ψ, a] =
1

2

∫
ψmndam ∧ dan, (8.27)

where we have a triple of two-forms ξm = dam on some manifold X. The two forms
are assumed to be closed and the variation of the action with respect to the field ψmn

leads to the Euler Lagrange equation

ξm ∧ ξn = 2δmnµ. (8.28)

Any triple of two forms which are closed and satisfy the above equation describes
a gravitational instanton. Let us explain this. First, any closed two-form satisfying
(8.28) define a Riemannian signature metric gξ, see [33]. Further, when the two-forms
are closed, it implies that the self-dual part of the spin connection vanishes. This also
means that the curvature composed of just the self-dual part of the spin connection
too vanish. However, we know that the curvature of the self-dual part of the spin
connection can be decomposed into its self-dual and anti-self-dual parts. The self-
dual part contains one half of the Weyl curvature and the scalar curvature, whereas
the anti-self-dual part contains the tracefree part of the Ricci tensor. Vanishing of
the curvature thus implies vanishing of both these parts. This then corresponds to
the condition (8.26) and therefore describes gravitational instantons.



Chapter 9

Amplitudes in self-dual gravity

We now arrive at the final chapter of the thesis. In this chapter, we describe our results
on the construction and computation of same helicity one-loop gravity amplitudes,
particularly the one at four points using the covariant formulation of flat space SDGR.
Before expanding on the loop amplitudes, let us briefly comment on the the same
helicity tree amplitudes. These amplitudes with n > 3 points vanish, analogous to
the ones in SDYM. This is because in order to construct such amplitudes, one has
to remove the final leg propagator in the BG current and project it on-shell. This
is done by multiplying the current with a factor of k2 where k is the momentum in
the final leg. However, on-shell, the momentum is null and there is no pole to cancel.
Thus it renders the amplitude to vanish. The only non-vanishing tree amplitude is
at 3-points. We quote the result from [32]

M++− ∼ 1

M

[12]6

[13]2[23]2
. (9.1)

The same helicity one-loop amplitudes in full GR is correctly captured by SDGR
Feynman rules. These amplitudes are exactly analogous to their YM cousin, in the
sense that they are cut-free and are rational functions of the momenta involved. Thus,
inspite of being loop amplitudes, their behaviour is very similar to tree amplitudes.
These amplitudes have not been computed using SDGR Feynman rules before. We
provide a construction of such an amplitude at four points using the SDGR Feynman
rules and show that they are finite. We then explain that it is also possible to construct
it using the chiral Einstein-Cartan Feynman rules and both of these give exactly the
same set of Feynman diagrams. We then provide a partial attempt to compute it
using the one-loop bubbles but our computation stops because unlike in YM, it is not
clear how to interpret the shift parameters in this case. Let us begin to describe all
these. First we review the literature expression for these amplitudes

159
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9.1 Literature expression for one-loop amplitudes

The same helicity one-loop amplitudes were conjectured on the basis of soft and
collinear limit arguments in [22]. In the same paper, it was also explained that they
can be computed explicitly by using supersymmetry where a graviton in the loop is
replaced by a massless scalar. The general expression of these amplitudes are written
in terms of soft functions. Let us introduce and explain these functions.

9.1.1 Soft functions

We define a set of functions which have some simple behaviour in the soft limits. Let
us write the first three of a series of such functions and subsequently write their soft
limits.

h(x, {1}, y) = 1

⟨x1⟩2⟨1y⟩2
,

h(x, {1, 2}, y) = [12]

⟨12⟩⟨x1⟩⟨1y⟩⟨x2⟩⟨2y⟩
,

h(x, {1, 2, 3}, y) = [12][23]

⟨12⟩⟨23⟩⟨x1⟩⟨1y⟩⟨x3⟩⟨3y⟩
+

[23][31]

⟨23⟩⟨31⟩⟨x2⟩⟨2y⟩⟨x1⟩⟨1y⟩

+
[31][12]

⟨31⟩⟨12⟩⟨x3⟩⟨3y⟩⟨x2⟩⟨2y⟩
.

where x, y are arbitrary momenta and ⟨xi⟩, ⟨yj⟩ for i, j = 1, 2, 3... are the usual
unprimed spinor contractions. These functions satisfy the soft limits

h(x,M, y)
m→0−−−→ −Sm(x,M, y)× h(x,M −m, y), for m ∈M, (9.2)

where

Sm(x,M, y) ≡ −1

⟨xm⟩⟨my⟩
∑
j∈M

⟨xj⟩⟨jy⟩ [jm]

⟨jm⟩
(9.3)

and M is a set containing the remaining legs other than x, y.

One loop amplitudes

Using these soft functions, we now explicitly write the literature expressions for the
one loop amplitudes at 4, 5 and 6 points.

M4(1
−, 2−, 3−, 4−) = h(1, {2}, 3)h(3, {4}, 1)tr3[1234]

+ h(1, {2}, 4)h(4, {3}, 1)tr3[1243]
+ h(1, {3}, 2)h(2, {4}, 1)tr3[1324],

(9.4)
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M5(1
−, 2−, 3−, 4−, 5−) = h(1, {2}, 3)h(3, {4, 5}, 1)tr3[123(4 + 5)] + perms, (9.5)

M6(1
−, 2−, 3−, 4−, 5−, 6−) = h(1, {2, 3}, 4)h(4, {5, 6}, 1)tr3[1(2 + 3)4(5 + 6)]

+h(1, {2}, 3)h(3, {4, 5, 6}, 1)tr3[123(4 + 5 + 6)] + perms. (9.6)

where

tr[1234] = ⟨12⟩[23]⟨34⟩[41]. (9.7)

The general n-point gravity amplitude can be written as

Mn(1
−, 2−, ..., n−) =

∑
1≤x<y≤n M,N

h(x,M, y)h(y,N, x)tr3[xMyN ], (9.8)

whereM and N are two sets forming a distinct partition of the remaining (n−2) legs.
M and N are both considered to be non-empty and (M,N) = (N,M). Interestingly,
it can be seen that these soft functions coincide with the scalar part of the BG currents
in (8.20) when the two arguments x, y are taken to be equal to the auxiliary spinor
q. In this case,

h(q, {1}, q) = J(1),
h(q, {1, 2}, q) = J(1, 2),

h(q, {1, 2, 3}, q) = J(1, 2, 3),
.

.

.

h(q, {1, 2, 3...n}, q) = J(1, 2....n).

(9.9)

There is yet another representation of these one-loop amplitudes in terms of the
double off-shell scalar currents. This is described in [35] and we quote the results
here.

Double off-shell scalar current

The double off-shell scalar current Sq(l;C) contains n on-shell positive helicity gravi-
tons for C = 1, 2...n and a massless scalar line which have outgoing momenta l and
−l −KC at the two ends. One can then sew the off-shell ends of this scalar line and
thereby reconstruct the same helicity amplitudes in gravity. The recurrence relation
which is obeyed by the double off-shell currents is given by

Sq(l;C) =
−1

(l +KC)2

∑
A⊂C B≡C−A

Sq(l;A)(l +KA)
µ(l +KA)

αJµα
+q (B)

=
−1

(l +KC)2

∑
A⊂C B≡C−A

Sq(l;A)h(q, B, q)⟨q−|(��l +��KA)��KB|q+⟩2,



162 CHAPTER 9. AMPLITUDES IN SELF-DUAL GRAVITY

where we have used the relation between the half-soft functions h(q, C, q) when both
the arguments in h(a, C, b) are taken to be equal to the auxiliary spinor q and the
current Jµα+q(C)

Jµα+q(C) = ⟨q−|γµ��KC |q+⟩⟨q−|γα��KC |q+⟩ × h(q, C, q). (9.10)

In the following representation, we equate the momenta of the two off-shell end of
the scalar line for the current Sq and integrate over L, to obtain the scalar loop con-
tribution to Mn(+,+, ...,+). One can then use the supersymmetric Ward identities
to see that the scalar contribution is the same as that of a graviton in the loop, up
to overall numerical factors.

One also needs to insert the current J into the sewing. One focuses on a particu-
lar leg, say n, and defines a tree by which it is attached to the loop to be the current
Jµα(B) for some subset B. One then obtains for the same helicity n-point amplitude
in gravity, the following representation

Mn(1
−, 2−, ..., n−) =

∫
dDL

(2π)D

∑
B⊂C; n∈B

Sq(L;A)

L2
⟨q−|��l��KB|q+⟩2h(q, B, q). (9.11)

9.2 One-loop same helicity four point graviton am-

plitude

9.2.1 Setup

Let us explain the construction of the amplitude. The amplitude constitutes of a sum
of three box diagrams, six triangle diagrams and fourteen bubbles, but for compu-
tation purposes, one diagram for each of these topologies is sufficient since we later
permute the external legs in the result to obtain the other ones. We first construct
the diagrams from the SDGR Feynman rules and then outline a construction from the
chiral Einstein-Cartan action. Both results in the same loop integrals. The relevant
diagrams to consider are the box, triangle and bubble. In SDGR at one-loop, one
cannot have ψ̃ on external lines. This is because the propagator takes ψ̃ to Φ and
the vertex is linear in ψ̃. Thus, it is not possible to construct one loop diagrams with
external ψ̃ legs. Then we insert dΦ on external legs. In our convention, this is the all
negative helicity graviton amplitude. With this, we begin with the box.
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Box

.2− 3−

1− 4−

l + 1

l + 1 + 2

l − 4

l

In the above diagram, the negative helicity states from (8.17) are inserted on the
external legs. Consider any single vertex in the above diagram. From the interaction
in (8.9) it is clear that only the ΦMN part of the aMN contributes. We now want to
insert negative helicity states (8.17) to the external legs. Upon insertion, the second
term vanishes due to ⟨qq⟩ contraction. The non-zero contribution thus comes from
the first term, which is the anti-self dual part of the wedge product of two copies of
dΦ. Another way to see this is that on negative helicity states, the self-dual part of
dΦ vanishes because of its linearised field equation. The ASD part is non-vanishing
and results in the polarisation spinorMqMqNkM ′kN ′/⟨qk⟩2. This is the usual negative
helicity state of a graviton. The resulting loop integral, upto coupling factors is

iMbox =

∫
d4l

(2π)4

(
⟨q|l|4]⟨q|l + 1|1]⟨q|l + 1 + 2|2]⟨q|l − 4|3]

)2
l2(l + 1)2(l + 1 + 2)2(l − 4)2

(∏4
j=1⟨qj⟩

)2 . (9.12)

It is worth mentioning the structure of the loop integrand which arises from our
construction. Comparing with the YM box diagram in (5.12), we can see that the
numerator of the gravity box integrand is the square of the numerator of the corre-
sponding YM one. This is the double copy property between gravity and gauge theory
amplitudes and we see that it arises directly from the Feynman rules of SDYM and
SDGR. The expression of the above integrand is remarkably compact. In particular,
in the absence of quartic vertices, there is just one box diagram to consider and it
is in parallel with the construction in SDYM. This is the main outcome of the new
covariant formalism for flat space SDGR.

Let us also discuss the setup of the box diagram from the Feynman rules in chi-
ral Einstein-Cartan theory. In this theory, the on-shell fields are H and Ω. We want
to construct the all negative helicity diagram and thus insert it on the external H leg.
The field ωAA′

does not enter the interaction. This eliminates the possibility of ⟨hω⟩
type propagators. Therefore, neither the h field nor the ω field contributes to the
amplitude. This fixes the structure of the diagram, composed of ⟨HΩ⟩ internal lines
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and ⟨HH∂Ω⟩ vertex. The vertex factor consists of two interaction terms. Consider
first the second interaction term in the bracketed piece in (7.130). Let us apply it to
the vertex where leg 1 is inserted. From the ⟨HΩ⟩ propagator in (7.121), it is clear
that the loop momentum l will carry the third unprimed index of the connection and
the third primed index of the metric. The derivative in the second interaction term
is on the connection line and consists of the third unprimed index of the connection.
This then hits the derivative in the propagator. Each polarization consists of two
auxiliary unprimed spinors as is clear from (7.136), which we take identical. Thus
there are a total of 8 auxiliary unprimed spinors. These can either get contracted to
the unprimed indices of the loop momenta or to themselves. However, in the above
case where two loop momenta have the same unprimed index and gets contracted
according to lAA′

lAB′ = 1
2
ϵA

′

B′l2, there are fewer loop momenta left to make them
contract with all the 8 qs. Therefore, at least two auxiliary spinors in this case will
contract amongst themselves, thus giving a vanishing contribution ⟨qq⟩ = 0.

Therefore, the second interaction term in (7.130) cannot contribute, because in all
such terms one or many derivatives in the interaction hit the derivatives in the prop-
agator, leading to ⟨qq⟩ = 0 contraction. The diagram thus consists of entirely the
first interaction term. With this, it takes the particular form (9.12)

Triangle

There is another non-zero contribution at one-loop, given by the triangle diagram

/2− 3−

1− 4−

Using the SDGR Feynman rules, it is constructed in a similar way. The external
legs are projected to negative helicity states and it is the ASD part of one of the
dΦ which gives rise to the usual graviton polarization spinor. Thus we get four such
spinors and these are then contracted with the other factors in the loop diagram. The
result is

Mtriangle =
[12]

⟨12⟩

∫
d4l

(2π)4

(
⟨q|l|3]⟨q|l − 3|4]⟨q|l + 1 + 2|1 + 2|q⟩

)2
l2(l − 3)2(l + 1 + 2)2

(∏4
j=1⟨qj⟩

)2 . (9.13)
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For completeness, let us also mention that we can equivalently use the full GR Feyn-
man rules, and this results in the same integral as in (9.13). The process of construc-
tion is exactly similar to the box. In particular, the second term in the interaction
Lagrangian in (7.130) does not contribute and thus the complete one loop integral is
constructed using the first term.

Bubble

Finally we consider the bubble contribution to this amplitude. There are two types,
bubbles on internal lines and bubbles on external legs. Let us describe the internal
bubble diagram.

01−
l

4−

2−

l+1+2
3− (9.14)

The loop integral for the diagram is

iMbubble =
[12][34]

⟨12⟩⟨34⟩

∫
d4l

(2π)4

(
⟨q|l ◦ (1 + 2)|q⟩⟨q|(l + 1 + 2) ◦ (3 + 4)|q⟩

)2
l2(l + 1 + 2)2

∏4
j=1⟨qj⟩2

. (9.15)

This is a nominally divergent integral. The denominator of the integrand is exactly
like the one in YM, while the numerator is the square of the corresponding one in YM.
Thus, in the form it is written above, the same arguments using Lorentz invariant
regularization can be applied here. Indeed, the non-vanishing contribution in the
numerator of the integrand comes from the quadratic, cubic and quartic in l parts.
However, using momentum conservation, the factor ⟨q|(1 + 2) ◦ (3 + 4)|q⟩ vanishes
by ⟨qq⟩ contraction and thus the quadratic and cubic parts do not contribute. The
only non-vanishing contribution comes from the quartic part of the integral. This is
proportional to ∫

d4l

(2π)4
lµlνlαlβ

l2(l + 1 + 2)2
. (9.16)

With any Lorentz invariant regularization, this can only be proportional to (1+2)µ(1+
2)νηαβ+perm or to (1+2)4(ηµνηαβ +perm). Whatever the combination, the presence
of the metric causes causes ⟨qq⟩ contraction and the diagram therefore vanishes. A
similar thing holds for the bubbles on external lines and they too vanish. As we can
see, this kind of argument is dependent on the form of the integrand, in conjunction
with the SDYM case. However, the integral in (9.15) is quartic divergent and thus
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one again needs to be careful before concluding it to be vanishing. Indeed, like the
SDYM bubble, one can try to shift the loop momenta by some arbitrary momenta
and then check if the argument applies. We will come to this in a subsequent section,
where we discuss the self energy diagram in gravity.

9.2.2 One-loop finiteness

The box and triangle diagrams in (9.12) and (9.13) are nominally divergent to start
with. However, we now show that they are actually convergent. Let us consider the
box integral in (9.12) and the same argument will hold for the triangle. We use the
Feynman parametrization technique to rewrite the integrand. Thus, we assemble the
quadratic factors of the denominator and complete the square by shifting the loop
momentum parameter l by an appropriate amount. We then rewrite the integral in
terms of the shifted momentum and Feynman parameters

iMbox =

∫
dX

∫
d4l

(2π)4

(
⟨q|l − k|4]⟨q|l − k|1]⟨q|l + 1− k|2]⟨q|l − 4− k|3]

)2
(l2 + D̃)4

(∏4
j=1⟨qj⟩

)2 ,(9.17)

where ∫
dX =

∫ 1

0

dx1

∫ 1−x1

0

dx2

∫ 1−x1−x2

0

dx3,

D̃ = −(x31− x14 + x2(1 + 2))2 + x2(1.2),

k = x31− x14 + x2(1 + 2).

Let us consider the numerator of (9.17). Note that the terms which have an odd num-
ber of loop momenta vanish when integrated over all momenta, since the denomina-
tor is symmetric under the exchange l → −l, while the numerator is anti-symmetric.
Next we collect the terms with an even number of loop momenta. In such terms,
the Lorentz structure is carried only by the loop momenta and therefore can only
be proportional to the metric tensor or sum of products of metric tensors. Let us
consider the simplest cases of two and four loop momenta in the numerator. Such
terms, by virtue of Lorentz invariance, can be written as∫

d4l

(2π)4
lµ1lµ2

(l2 + D̃)4
= ηµ1µ2

∫
d4l

(2π)4
l2

(l2 + D̃)4
,∫

d4l

(2π)4
lµ1 ...lµ4

(l2 + D̃)4
= (ηµ1µ2ηµ3µ4 + ηµ1µ3ηµ2µ4 + ηµ1µ4ηµ2µ3)

∫
d4l

(2π)4
l4

(l2 + D̃)4
.

The generalization to higher powers of loop momenta is now obvious. In 4-dimensions,
the metric tensor can be written as a product of spinor metrics, ηµν = ϵMNϵM ′N ′ .
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Therefore, the combination of metric tensors produce combinations of a pair of spinor
metrics, primed and unprimed. The unprimed spinor metrics contract the qs coming
from the polarizations leading to ⟨qq⟩ = 0. Thus, we conclude that the terms with an
even number of loop momenta also vanish when integrated over all momentum space.
The remaining terms in the numerator do not contain any loop momentum factor
and are therefore power counting finite. We have thus established that the integral
in (9.12) is convergent. A similar argument renders the triangle integral to be power
counting finite.

Having established that the diagrams we consider are finite, it is reasonable to pro-
ceed towards computing these and extract the result for the amplitude. However, we
encounter a problem at this point. The box and triangle integrals as in (9.12) and
(9.13) are quartic divergent to start with. The propagator factors in the denomina-
tor of these integrals are exactly similar to the ones in SDYM. Thus, it may seem
reasonable to cancel propagators and decompose these into bubble like integrals with
two propagator factors in the denominator. However, in this process, the degree of
divergence of the individual integrals will increase as a result of the decrement of loop
momentum factors in the denominator. In particular, the degree of divergence of the
resulting bubble-like integrals will be more than or equal to five. Moreover, it is not
clear if these bubble like integrals will vanish after shifts, since the numerator in this
case will be a complicated function of the loop momentum and external momenta and
it is not guaranteed that one can use Lorentz invariant arguments in this case. Even
if the integrals vanish after shifting the loop momentum parameters, the computation
of shifts will be a daunting task. It is then, if not impossible, almost impenetrable to
do a shift computation and extract the result of the amplitude in this route.

We thus follow a different route, namely a possible generalization of the bubble com-
putation in the case of gravity. The motivation behind this follows from the close
relations between SDYM and SDGR. As we have seen, the structure of one-loop dia-
grams in both these theories are on similar footing. The numerator of the integrand
of the self-energy in this case is again the square of the one in SDYM, as we shall see
below. Also, analogous to SDYM, the notion of self-dual BG currents is present in
SDGR. Recall, it is the gluing of these currents to the self energy which leads to the
construction of the amplitudes in the former case. We thus expect a similar thing
will follow in the latter. Indeed, as we shall see below, it is possible to perform a
shift computation of the self energy, except that one needs to calculate shifts upto
quartic order in this case. However, it is possible to extract the result by arguing on
general grounds. Once the self-energy is computed, one can glue BG currents to it
and recover all possible bubble diagrams which can contribute to the amplitude. Let
us describe all this
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9.3 Self energy bubble

Let us now consider the self-energy diagram in the theory of SDGR. As we shall see,
the property of this diagram is in parallel to the one in SDYM. In particular, the
diagram is sensitive to shifts and is in general non-vanishing.

1-p p

l+p

l

In the diagram above, the external lines are projected to two negative helicity states
and the convention being all external momenta incoming. The amplitude can be
written as

iΠ−−
SDGR =

∫
d4l

(2π)4
(⟨q|l|p]⟨q|l + p|p])2

l2(l + p)2⟨qp⟩4
. (9.18)

In this form, the amplitude can be argued to vanish. Indeed, this amplitude is similar
to the bubble diagrams, in that the form of the integrand as it is written is the square
of the corresponding SDYM self-energy. Also, the diagram is quartic divergent. The
only difference in this case is, the propagator which originates from the two vertices of
the bubble is truncated and the external lines are projected to helicity states. Thus,
the momenta p flowing inside the loop is null. A similar argument like in the case of
the bubble diagrams still applies and it is easy to see that with any Lorentz invariant
regularisation, the diagram vanishes. However, as we explained earlier, the diagram
is quartic divergent and thus one should be careful in analyzing it. Let us shift the
loop momentum l = x+ s′, where s′ is some momentum and x is the new integration
variable. The shifted integral is

iΠ−−
SDGR−shifted =

∫
d4x

(2π)4
(⟨q|x+ s̃|p]⟨q|x+ p+ s̃|p])2

(x+ s̃)2(x+ s̃+ p)2⟨qp⟩4
. (9.19)

The argument above depends on the specific form of the integrand in (9.18) and is
no longer applicable to the shifted integrand. Let us then compute the difference
between the shifted and the unshifted integral, analogous to the SDYM case. The
difference with SDYM however is that, the integral in SDGR is quartic divergent and
thus we have to compute shifts upto quartic order. The computation is complicated
and we refer the reader to Appendix E for details. Here, we instead give an argument
and give the general form of the result.
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9.3.1 Result

Let us understand the form of the result which can be obtained by a shift computation.
The denominator in the result can only have a factor of ⟨qp⟩4. After the shift x→ x−s̃,
the numerator can be a possible combination of two factors ⟨q|s̃|p]m⟨q|p+ s̃|p]n with
m+ n = 4. Let us give a name to the combination p+ s̃ = s. Then, it is easy to see
that the combination of factors ⟨q|s̃|p]m⟨q|p+ s̃|p]n can always be written in the form
(⟨q|s|p]⟨q|s̃|p])2, owing to [pp] = 0 contraction. Overall, the amplitude takes the form

Π−−
SDGR ∼

(
⟨q|s|p]⟨q|s̃|p]

⟨qp⟩2

)2

. (9.20)

Thus, the self energy bubble projected to negative helicity states in SDGR is the
square of the one in SDYM. This is again reminiscent of the double copy relation in
the self-dual sector of these theories. Here we have analysed the bubble using general
arguments and obtained the particular form (9.20). Alternatively, the same result
can be obtained from a direct shift calculation (E.38). The shift in the gravity case is
calculated upto quartic order, in contrast with the YM case which was upto second
order. One can now interpret the result in (9.20) as an insertion of negative helicity
states to an effective propagator.

9.3.2 Effective gravitational propagator

The effective propagator in SDGR is the one-loop correction to the ⟨ψ̃Φ⟩ propagator.
Thus, it is the bubble graph with two external Φ legs which are truncated. The
2-form dΦ on the external leg can be split into a self-dual part and the anti-self-dual
part. We would like to insert negative helicity states to these legs. Such an insertion
removes the self-dual part of dΦ in each of these legs. The anti-self-dual part which
is non-vanishing reproduces the usual negative metric helicity. One can then insert
negative helicity states to these legs and this results in (9.20). In terms of the shifts,
the effective propagator reads

2MM ′NN ′ PP ′QQ′
:= s M

P ′ s̃ M ′

P s N
Q′ s̃

Q
N ′ . (9.21)

Comparing with the SDYM case, the effective propagator in SDGR can be seen to be
the double copy of the former. We can now insert two copies of the negative helicity
polarization spinor of the graviton (9.21) and this results in (9.20). Overall, the shift
in gravitational effective propagator is the most natural generalisation of the effective
propagator in YM from spin 1 to spin 2 case.
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9.3.3 BG current insertion into effective propagator

Similar to YM, we can construct bubble diagrams in gravity as a result of insertion
of BG currents to the effective propagator. Let us explain this.

Internal Bubbles

There are two in-equivalent permutations of the bubbles on internal lines. In one
diagram, the legs 1 and 2 join on one side of the internal line while 3 and 4 on the
other side. In the other diagram, the legs 1, 4 join on one side while the legs 2, 3 join
on the other end. When written in terms of insertion of 2-currents to the effective
propagator in (9.21), the result of these diagrams read

M11 = J(1, 2)J(3, 4)(⟨q|s1 ◦ (1 + 2)|q⟩⟨q|s̃1 ◦ (1 + 2)|q⟩)2, (9.22)

M12 = J(1, 4)J(2, 3)(⟨q|s2 ◦ (1 + 4)|q⟩⟨q|s̃2 ◦ (1 + 4)|q⟩)2, (9.23)

where si, s̃i for i = 1, 2 are arbitrary shifts of the loop momentum variable in the
bubble integrals. Let us also write down the results for the shift in external bubbles.

Bubbles on External Lines

There are four distinct contributions here, each of which can be written as an insertion
of the 3-current and 1-current to the legs of the bubble. Let us first denote a generic
3-current by a diagram

JMNPQ′(2, 3, 4) = 31
2−

3−

4−

On the left hand side of the diagram, the dashed line indicates the field ψ̃ with the
convention that the propagator is included as a part of the definition of the current
and the blob indicates the sum of three tree diagrams. Next we insert each of these
currents into the bubbles such that for a particular graph, the internal line adjacent
to a bubble is the off-shell leg of the current. The pole resulting from the denomina-
tor in the propagator of the internal line, i.e 1/p2, where p = 1, 2, ..4 gets cancelled
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yielding a finite result in the on-shell limit. The external bubble diagrams can then
be expressed in terms of the gluing of BG currents to the effective propagator as

41− 2−

3−

4−

M21 = J(1)J(2, 3, 4)(⟨q|s3|1]⟨q|s̃3|1|q⟩)2, (9.24)

M22 = J(2)J(1, 3, 4)(⟨q|s4|2]⟨q|s̃4|1|q⟩)2, (9.25)

M23 = J(3)J(1, 2, 4)(⟨q|s5|3]⟨q|s̃5|3|q⟩)2, (9.26)

M24 = J(4)J(1, 2, 3)(⟨q|s6|4]⟨q|s̃6|4|q⟩)2. (9.27)

Here, we summarised the list of all possible bubble graphs for the one loop same
helicity four point amplitude. The structure of the bubbles mimicks the YM ones,
in that they arise by gluing BG currents to the effective propagator. However, in
this case, one considers all possible permutations of the external legs in contrast
to YM, where only cyclic permutations are allowed. The number of in-equivalent
bubble diagrams are thus higher in the case of gravity. This is correctly captured
by the structure of the currents in SDGR. In particular, the 3-currents in SDGR
contains a sum of three distinct terms, unlike the ones in SDYM where there is only
a single term. Thus, it is this higher number of terms in the gravity currents which
help to capture all possible permutations of the bubbles and assemble them in a
condensed form which we wrote above. We want to compute them explicitly and
extract the result for the amplitude. However, here we face a problem. It is not
clear how to interpret the shift parameters in the gravity case. In the case of YM
we could associate these with the region momenta. There is no cyclic ordering in
the case of gravity, and so the use of region momenta does not seem justified any
longer. Thus, while there is strong evidence that there must exist a gravitational
analog of the bubble interpretation of the four point amplitude and its generalization
to arbitrary multiplicity as in the formula (9.28), it is not clear how to give meaning
to the momentum variables appearing in the gravitational effective propagator, and
so it is not clear what form the GR analog of (9.28) should take.
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In this thesis, we have studied the series of all minus amplitudes in massless QED, self-
dual YM and self-dual GR. These amplitudes are rational functions of the momenta
involved and are devoid of any branch cut singularities. Firstly, we have analyzed such
an amplitude at four points in SDYM and massless QED, establishing that the result
comes out from a computation of shifts. The important feature of such a computa-
tion is that it is done in 4 dimensions and avoids any regularization scheme. Indeed,
in the absence of any singularities, except for two particle poles, the result should
not depend upon any regularization and this is what we were able to demonstrate.
An important insight gained from this computation is that the technique of reducing
one-loop amplitudes to shifts can be an alternative variant to extract rational parts
of a wider class of amplitudes.

However, the most important result of this thesis is the understanding that the all
minus amplitudes in Yang-Mills can be described by a very simple formula consisting
of the BG currents and an effective propagator in SDYM.

A =
∑
part5pj pi−1

i

.

.

.

j

i− 1

.

.

.

j + 1

(9.28)

=
∑
part

J(i, .., j)J(j + 1, .., i− 1)⟨q|pj ◦ pi−1|q⟩2. (9.29)

We have also managed to give an explicit proof of our formula by establishing that it
is independent of the region momentum variables that are needed to make sense of
the effective propagator. To establish our formula, we used the technology of shifts to
show that the self-energy bubble in SDYM is ambiguous and shift dependent. Thus,
it is rather a special choice of shift variables, namely the region momentum variables
which produces a finite result for the bubble. The amplitudes are then built by gluing
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BG currents to this bubble and adding all possible cyclic permutations. The non-
vanishing of such amplitudes reduces to the non-vanishing of the bubble. The formula
we proposed is important for several reasons. Let us explain these.

It is well known that the CSW [23] tree-level formalism gives a prescription for how
to compute tree-level YM amplitudes with effective Feynman rules that use MHV
amplitudes as vertices. An attempt to extend this to loop amplitudes was made in
[24], where it was in particular suggested that one-loop same helicity amplitudes that
are the subject of this thesis can be added as new interaction vertices, in addition
to the tree level MHV vertices. The interpretation of these one-loop amplitudes that
emerges from our work is that they are built from more elementary tree-level blocks.
It thus seems unnatural to try to build more involved amplitudes from the amplitudes
that are already composed. Our results show that these amplitudes are made from
simpler tree-level amplitudes connected by an effective propagator. Thus, it appears
that it is the region momenta-dependent effective propagator that should be added
into the set of CSW rules if one is to reproduce loop amplitudes.
Our new interpretation is also relevant for the problem of UV divergence of quantum
gravity. As we have already discussed, this divergence was linked to the non-vanishing
of the same helicity one-loop amplitude in GR. Given that the story with GR is likely
mirroring that in YM, the interpretation of this work shows that the non-vanishing
of the same helicity one-loop amplitudes can in turn be linked to the non-vanishing
of the one-loop bubble. It would thus be very interesting to better understand the
significance and interpretation of the non-vanishing of the bubbles. This leads to the
question of interpretation of such a simple construction as our formula. The fact that
region momentum variables play such a prominent role points to both the worldsheet
interpretation as in [14], as well as the (momentum) twistor space interpretation as
in [31]. In any case, it would be very interesting to understand a deeper origin of our
proposed formula.

In this work we have analysed only the same helicity amplitudes. These amplitudes
vanish at tree level, and are non-zero at one loop. There is, however, another ampli-
tude at one-loop with exactly the same status, this is the all but one same helicity
amplitude. It vanishes at tree level, but is given by a purely rational expression at
one loop, see e.g. the formula (3.10) in [10]. This amplitude, however, cannot be com-
puted in SDYM theory. This is because in SDYM only diagrams with external gauge
field lines can be constructed at one loop. In the case of the same helicity one loop
amplitudes this is sufficient. Indeed, in the conventions used in SDYM, auxiliary field
can only describe the positive helicity. When one computes the all minus amplitude,
the Feynman diagrams with the gauge field on the external lines are the only ones to
consider, and these are precisely the diagrams that get generated in SDYM. However,
in the case of a (−−−+) amplitude, in addition to diagrams with the gauge field on
external lines, there is a new diagram where the minus helicity state gets inserted into
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an auxiliary field external line. This diagram is not present in SDYM, and one needs
the full YM Feynman rules to construct it. It is possible that the methods outlined
in this thesis can still be applied to this situation and the sum of all arising diagrams
gets reduced to shifts of the effective propagator, but this is far from certain and we
will leave this computation to future research.

Another important aspect of this thesis is to give the first steps of the understanding
of all minus amplitudes in gravity. The main issue in gravity is that the existing Feyn-
man rules in the usual Einstein-Hilbert formulation is a mess to deal with. Thus, we
considered a recently developed chiral formulation for GR [40] which has very simple
Feynman rules. The only missing parts in this formalism was the ghost Feynman
rules. We thus developed them in this work by using the BRST formalism. Before
discussing the all plus amplitudes in gravity, let us describe as an aside, our study of
the one-loop effective action around a general Einstein background in the new formu-
lation. We devised a generalization of the flat space gauge fixing Lagrangian which
is described in [40], to a general Einstein background. We found that this introduces
a novel hh term in the kinetic part of the action. The novelty in the gauge fixing is
that the kinetic part of the Lagrangian gets decoupled into two distinct sectors in an
analogous fashion as in flat space. Another important aspect in the computation is
that the BRST transform of the Lorentz and diffeomorphism ghosts are coupled and
this results in a ghost Lagrangian where there are coupling terms between the two
ghosts. However, using field re-definitions, we could get rid of the mixed terms and
found the relevant Laplace type operator for the kinetic part. We then studied the
ghost contribution to the effective action using the heat kernel methods.

It is possible to construct the all plus (or minus) amplitudes in gravity both from
the full GR Feynman rules or the SDGR Feynman rules. The SDGR Feynman rules
are obtained from the recently proposed action for flat SDGR in [33], where a de-
tailed gauge fixing is outlined. The diagrams contributing to the four point all minus
amplitude is constructed using these Feynman rules. The diagrams are all quartic
divergent to start with. However, using Lorentz invariance arguments, we showed
that the divergent pieces vanish and the diagrams are actually power counting finite.
This is reminiscent of the one-loop finiteness of pure gravity. The problem arises when
we attempt to compute these diagrams. The shift technology if at all applicable, is
not feasible to extract the answer. This is because it is not clear if the process to
cancel denominators and reducing the resulting integrand to shifts will hold in this
case. Thus, we take the alternative route to compute the amplitude using a bubble
computation, in analogy with SDYM. Indeed, we computed the self-energy bubble,
with the result being the square of the corresponding YM one. We then glue BG
currents to this bubble and the sum over all possible permutations is expected to
give the amplitude. The only issue here is that is that the interpretation of the shift
parameters is not clear, unlike in YM where the shifts were interpreted as region mo-
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menta. The main difference in gravity is that, unlike in YM (or SDYM), everything
is permutation symmetric and thus the whole group of permutation symmetry is at
play, rather than just the smaller subset of cyclic symmetry. Thus, the arguments in
SDYM which depend on cyclic ordering do not apply in gravity. Thus, while there is
strong evidence of an analogous formula as in (9.29) for gravity, it is not clear what
form the formula will take. We leave this for future research. Let us now summarise
the main points and results of the different chapters in this thesis.

• Chapter 4: The β-function in the chiral formulation of Yang-Mills is worked out.
The Lagrangian and Feynman rules for SDYM has been sketched and a description
of Yang-Mills instantons has been outlined. There are no new results in this chapter
but some warm-up calculations to fix notations.

• Chapter 5: The results in this chapter appeared in [62] and [63]. The one-loop four
point amplitude is reduced to a shift computation in SDYM and massless QED (with
scalar QED). The sum of integrands for this amplitude is computed in the covariant
formalism. It is observed that the sum vanishes with a particular assignment of region
momentum variables in the graphs. The self-energy bubble is observed to be shift
dependent and the shift is computed using standard techniques. The result of the
shift is interpreted as an effective propagator in SDYM. The four point amplitude is
then obtained by gluing BG currents to this effective propagator and summing over
cyclic permutations. A new formula for all YM amplitudes (same helicity) at one-loop
is proposed and proved. The collinear and soft limits are analyzed. As an illustration
of our formula, the explicit computation of the amplitude at 3, 4 and 5 points are
outlined.

• Chapter 7: Some of the results of this chapter are new. The quantization of
the chiral Einstein-Cartan gravity is studied in a general Einstein background. We
use the BRST formalism to develop the linearised gauge fixed Lagrangian. The non-
triviality in the BRST transformations is that the transformation for the Lorentz and
diffeomorphism ghosts are mixed. This results in a ghost Lagrangian where there
is a coupling term between the two fields. Nevertheless, we diagonalised the arising
operator in the Lagrangian and then used the heat kernel to compute the ghost con-
tribution to the one loop effective action. This part has not appeared elsewhere.
We also deduced the ghost Feynman rules in flat space. For the sake of completeness,
we mentioned the remaining Feynman rules for chiral Einstein-Cartan and this part
is mostly taken from [40].

• Chapter 8: This chapter is mostly based on [33] and [32]. The action for flat
space self-dual gravity is described. There are two relevant actions and we described
one of them in brief and the other in details. The Feynman rules and BG currents
are outlined for the SDGR theory. A short description of gravitational instantons is
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also sketched.

• Chapter 9: In this chapter, we give partial results for the one-loop same helic-
ity amplitudes in self-dual gravity. This part is new and has not appeared elsewhere.
The construction of the one-loop same helicity amplitude at four point is sketched.
The setup of the four point amplitude is outlined in terms of the box, triangle and
bubble diagrams. An explanation for the finiteness at one-loop is given. The result
for the self-energy bubble in SDGR is obtained, both by direct computation and gen-
eral arguments. The truncated bubble is then interpreted as an effective gravitational
propagator in the theory. BG currents are glued to this propagator in all possible
ways and it is expected that the sum of all these bubble diagrams should result in
the four point amplitude. However, this last statement remains to be seen explicitly.
The only missing element is the interpretation of the shift parameters for the bubbles,
which is not clear in the case of gravity. Thus, the bubble interpretation of the gravity
amplitudes is incomplete.

A possible direction to approach the computation in the gravity case is as follows.
Using the analogy of SDYM, we can first try to compute the sum of integrands for
the one loop amplitude. This would require contribution of the box, triangles and
bubbles. The technique of decomposing the box and triangles to ”bubble”-like inte-
grals is the necessary next step. This part is non-trivial because unlike the case of
SDYM, in gravity we deal with quartically divergent integrals from the beginning.
Once this reduction is achieved, it may be possible to consider some good choice of
loop momentum variables such that the integrand vanishes. It remains to be seen
what kind of variables these are. The formula for the amplitude at all multiplicity in
gravity can then possibly be sketched. We however leave this for future research.
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Appendix A

Feynman parameter integrals

In this part of the Appendix, we give a list of some of the results for the Feynman
parameter integrals which we use in Chapter 4.

∫
d4−ϵq

(2π)4
1

(q2 +D)2
=

i

16π2

Γ(ϵ/2)

Γ(2)

1

(−D)
ϵ
2

, (A.1)∫
d4−ϵq

(2π)4
q2

(q2 +D)2
=

−2i

16π2

Γ(ϵ/2− 1)

Γ(2)

1

(−D)
ϵ
2
−1
, (A.2)

∫
d4−ϵq

(2π)4
q2

(q2 +D)3
=

2i

16π2

Γ(ϵ/2)

Γ(3)

1

(−D)
ϵ
2

, (A.3)∫
d4−ϵq

(2π)4
1

(q2 +D)3
=

2i

16π2

Γ(ϵ/2)

Γ(3)

1

(−D)
ϵ
2

, (A.4)

1

(−D)ϵ/2
= 1− (ϵ/2)log(−D) + ..... (A.5)

The Gamma function can be expanded near its poles as follows:

Γ(x) =
1

x
− γ +O(x). (A.6)
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Extracting the shift

In this part, we extract the shift using standard technology, but in spinor notations.
We use this result in Chapter 5. Let us consider the difference of two one dimensional
quadratically divergent integrals of the form

J(b)− J(0) ≡
∫ +∞

−∞
dy[f(y + b)− f(y)], (B.1)

where f(±∞) = d± are finite constants. If the integral were convergent, it is easy to
see that J(b)−J(0) would vanish by a quick change of integration variables y+b→ y′.
In the present case, however, let us Taylor expand f(y+ b) in powers of b. Note that
second and higher derivatives of f(y) vanishes at y = ±∞.

J(b) =

∫ +∞

−∞
dy[f(y) + bf ′(y) +

1

2
a2f”(y) + ...]

= J(0) + b(f(+∞)− f(−∞)) +
1

2
b2(f ′(+∞)− f ′(−∞)). (B.2)

We see that the difference gives a finite value in this case.

J(b)− J(0) = b(f(+∞)− f(−∞)) +
1

2
b2(f ′(+∞)− f ′(−∞)). (B.3)
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Appendix C

Check of region momenta
independence in SDYM

In this part of the Appendix, we explicitly show that the four and five point amplitudes
are region momenta independent. Thus, we use the shift symmetry of region momenta
and write all region momenta in terms of one of them, say x. We then show that
the terms containing x vanish identically. We first do it for the four point case and
subsequently for the five point case.

C.1 Four point case

We demonstrate that the 4-point amplitude is region momentum independent. Let
us start by analysing the terms linear in x. For instance, there is such term coming
from ⟨q|p3 ◦ p2|q⟩2. Indeed, we have

⟨q|p3 ◦ p2|q⟩2 = ⟨q|(2 + x) ◦ 3|q⟩2 = ⟨q|2 ◦ 3|q⟩2 + 2⟨q|2 ◦ 3|q⟩⟨q|x ◦ 3|q⟩
+⟨q|x ◦ 3|q⟩2. (C.1)

The second term on the right-hand side is linear in x. Keeping only such terms we
get the linear in x part of the amplitude

Ax
4 =

2[23]⟨q|x|3]
⟨q4⟩⟨41⟩⟨12⟩

− 2[14]⟨q|x|4]
⟨q3⟩⟨23⟩⟨12⟩

+
2[12](⟨q|x|3]⟨3q⟩+ ⟨q|x|4]⟨4q⟩)

⟨q3⟩⟨34⟩⟨12⟩⟨4q⟩

=
2⟨q|x|3]
⟨q4⟩⟨12⟩

(
[23]

⟨41⟩
+

[12]

⟨34⟩

)
− 2⟨q|x|4]

⟨q3⟩⟨12⟩

(
[14]

⟨23⟩
− [12]

⟨34⟩

)
= 0.

(C.2)

The last equality follows by momentum conservation as the terms in brackets are
zero. We now analyse the terms quadratic in x. There are such terms coming from
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all the terms in (5.222). We get

Ax2

4 =
⟨q|x|1]2

⟨q2⟩⟨23⟩34⟩⟨q4⟩
+

⟨q|x|2]2

⟨q3⟩⟨34⟩41⟩⟨q1⟩
+

⟨q|x|3]2

⟨q4⟩⟨41⟩12⟩⟨q2⟩
+

⟨q|x|4]2

⟨q1⟩⟨12⟩23⟩⟨q3⟩

+
(⟨q|x|3]⟨3q⟩+ ⟨q|x|4]⟨4q⟩)2

⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩⟨34⟩⟨12⟩

+
(⟨q|x|3]⟨3q⟩+ ⟨q|x|2]⟨2q⟩)
⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩⟨41⟩⟨23⟩

.

(C.3)

We want to demonstrate that this vanishes by momentum conservation and Schouten
identities. Momentum conservation gives us the following 4 relations (not all inde-
pendent)

⟨q|x|2]⟨21⟩+ ⟨q|x|3]⟨31⟩+ ⟨q|x|4]⟨41⟩ = 0,

⟨q|x|1]⟨12⟩+ ⟨q|x|3]⟨32⟩+ ⟨q|x|4]⟨42⟩ = 0,

⟨q|x|1]⟨13⟩+ ⟨q|x|2]⟨23⟩+ ⟨q|x|4]⟨43⟩ = 0,

⟨q|x|1]⟨14⟩+ ⟨q|x|2]⟨24⟩+ ⟨q|x|3]⟨34⟩ = 0.

(C.4)

These can be used to express two of the quantities ⟨q|x|i] in terms of the other two.
For example, we can decide to express ⟨q|x|1], ⟨q|x|2] in terms of ⟨q|x|3], ⟨q|x|4]. We
have

⟨q|x|1]⟨12⟩ = ⟨q|x|3]⟨23⟩+ ⟨q|x|4]⟨24⟩,
⟨q|x|2]⟨12⟩ = ⟨q|x|3]⟨31⟩+ ⟨q|x|4]⟨41⟩. (C.5)

Using this, we can collect coefficients in front of ⟨q|x|3]2, ⟨q|x|4]2 and ⟨q|x|3]⟨q|x|4].
For example, the coefficient in front of ⟨q|x|4]2 is

⟨24⟩2

⟨q2⟩⟨23⟩⟨34⟩⟨12⟩2⟨q4⟩
+

⟨41⟩
⟨q3⟩⟨34⟩⟨12⟩2⟨q1⟩

+
1

⟨q1⟩⟨12⟩⟨23⟩⟨q3⟩

+
⟨q4⟩

⟨q1⟩⟨q2⟩⟨q3⟩⟨12⟩⟨34⟩
+

⟨q2⟩⟨41⟩
⟨q1⟩⟨q3⟩⟨q4⟩⟨23⟩⟨12⟩2

.

(C.6)

This is further transformed using Schouten identities. Writing everything with the
common denominator ⟨q1⟩⟨q2⟩⟨q3⟩⟨q4⟩⟨23⟩⟨34⟩⟨12⟩2 we get the following expression

⟨24⟩2⟨q1⟩⟨q3⟩+ ⟨23⟩⟨41⟩⟨q2⟩⟨q4⟩+ ⟨12⟩⟨34⟩⟨q2⟩⟨q4⟩ (C.7)

+⟨12⟩⟨23⟩⟨q4⟩2 + ⟨34⟩⟨41⟩⟨q2⟩2. (C.8)

We can transform the first term using

⟨q1⟩⟨24⟩ = ⟨q2⟩⟨14⟩ − ⟨q4⟩⟨12⟩, ⟨q3⟩⟨24⟩ = ⟨q2⟩⟨34⟩ − ⟨q4⟩⟨32⟩. (C.9)

This gives four terms that cancel the remaining terms in (C.7). The coefficients in
front of ⟨q|x|3]2 and ⟨q|x|3]⟨q|x|4] are checked to vanish analogously.
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C.2 Five point case

Let us now show that the 5-point amplitude is region momenta independent. To this
end, we parametrise the region momenta in terms of one of them and the external
momenta

p1 = x, p2 = 2 + x, p3 = 3 + 2 + x, p4 = 4 + 3 + 2 + x, p5 = x− 1. (C.10)

Let us start by analysing the terms linear in x. We exclude terms containing the
region momenta p1 because such terms are always quadratic in x. We extract the
linear terms in x from the remaining ones. For example, there is such term coming
from ⟨q|p4 ◦ p3|q⟩2. Indeed, we have

⟨q|p4 ◦ p3|q⟩2 = ⟨q|(4 + 3 + 2 + x) ◦ (3 + 2 + x)|q⟩2 = ⟨q|(3 + 2 + x) ◦ 4|q⟩2

= ⟨q|(3 + 2) ◦ 4|q⟩2 + 2⟨q|3 + 2 ◦ 4|q⟩⟨q|x ◦ 4|q⟩+ ⟨q|x ◦ 4|q⟩2. (C.11)

We can see that the second term on right hand side of the above equation is linear in
x. Collecting such terms, we have

Ax
5 = 2⟨q|3 ◦ x|q⟩

(
[32]

⟨3q⟩⟨q4⟩⟨45⟩⟨51⟩⟨12⟩
+

[21]

⟨q3⟩⟨5q⟩⟨45⟩⟨34⟩⟨12⟩
+

[42]

⟨q3⟩⟨5q⟩⟨34⟩⟨51⟩⟨12⟩

+
[32]

⟨q5⟩⟨4q⟩⟨34⟩⟨51⟩⟨12⟩

)

+2⟨q|4 ◦ x|q⟩

(
[43]

⟨4q⟩⟨q5⟩⟨23⟩⟨51⟩⟨12⟩
+

[42]⟨2q⟩
⟨3q⟩⟨4q⟩⟨5q⟩⟨51⟩⟨23⟩⟨12⟩

+
[42]

⟨q3⟩⟨5q⟩⟨34⟩⟨51⟩⟨12⟩

+
[32]

⟨q5⟩⟨4q⟩⟨34⟩⟨51⟩⟨12⟩
− [12]

⟨5q⟩⟨q3⟩⟨34⟩⟨45⟩⟨12⟩
− [41]

⟨q5⟩⟨3q⟩⟨23⟩⟨45⟩⟨12⟩

− [51]

⟨q4⟩⟨3q⟩⟨23⟩⟨45⟩⟨12⟩

)

+ 2⟨q|5 ◦ x|q⟩

(
[21]

⟨q3⟩⟨5q⟩⟨45⟩⟨34⟩⟨12⟩
+

[51]

⟨q4⟩⟨5q⟩⟨23⟩⟨34⟩⟨12⟩
− [41]

⟨q5⟩⟨3q⟩⟨23⟩⟨45⟩⟨12⟩

− [51]

⟨q4⟩⟨3q⟩⟨23⟩⟨45⟩⟨12⟩

)
.

(C.12)

Let us compute the bracketed terms for each of the coefficients ⟨q|3 ◦ x|q⟩, ⟨q|4 ◦
x|q⟩, ⟨q|5 ◦x|q⟩. After bringing to a common denominator, we have for the coefficient
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of ⟨q|3 ◦ x|q⟩

[23]⟨34⟩⟨q5⟩+ [12]⟨51⟩⟨q4⟩+ [24]⟨45⟩⟨4q⟩+ [23]⟨45⟩⟨q3⟩
⟨45⟩⟨51⟩⟨12⟩⟨34⟩⟨q3⟩⟨q4⟩⟨q5⟩

. (C.13)

Using Schouten identity, we can write the first and fourth terms in the numerator as

[23](⟨34⟩⟨q5⟩+ ⟨45⟩⟨q3⟩) = −[23]⟨35⟩⟨4q⟩. (C.14)

We next use momentum conservation to write the second and third terms in the
numerator as

⟨q4⟩([21]⟨15⟩+ [24]⟨45⟩) = −⟨q4⟩[23]⟨35⟩. (C.15)

Clearly, the computed terms in (C.14) and (C.15) cancel each other. Thus, the
coefficient of ⟨q|3 ◦ x|q⟩ in (C.12) vanishes.Let us now compute the coefficients of
⟨q|4 ◦ x|q⟩. Putting the coefficients in (C.12) over a common denominator, we have

1

⟨45⟩⟨51⟩⟨12⟩⟨34⟩⟨23⟩⟨3q⟩⟨4q⟩⟨5q⟩

(
[43]⟨34⟩⟨45⟩⟨3q⟩

+ [42]⟨34⟩⟨45⟩⟨2q⟩+ [42]⟨45⟩⟨23⟩⟨4q⟩+ [32]⟨45⟩⟨23⟩⟨3q⟩+ [12]⟨51⟩⟨23⟩⟨4q⟩

+ [41]⟨51⟩⟨34⟩⟨4q⟩+ [51]⟨51⟩⟨34⟩⟨5q⟩
)
.

(C.16)

First, let us apply momentum conservation on the fifth and sixth terms in the above.
Thus we have

[12]⟨23⟩⟨51⟩⟨4q⟩+ [14]⟨43⟩⟨51⟩⟨4q⟩ = [15]⟨35⟩⟨51⟩⟨4q⟩. (C.17)

Let us then combine the term on the right hand side in (C.17) with the last term in
(C.16) using Schouten identity. We have

[15]⟨35⟩⟨51⟩⟨4q⟩+ [51]⟨51⟩⟨34⟩⟨5q⟩ = [15]⟨51⟩(⟨35⟩⟨4q⟩ − ⟨34⟩⟨5q⟩)
= [15]⟨51⟩⟨54⟩⟨3q⟩.

(C.18)

We also apply Schouten identity to combine the second and third terms in (C.16)

[42]⟨45⟩⟨34⟩⟨2q⟩+ [42]⟨45⟩⟨23⟩⟨4q⟩ = [42]⟨45⟩(⟨34⟩⟨2q⟩+ ⟨23⟩⟨4q⟩)
= [42]⟨45⟩⟨24⟩⟨3q⟩.

(C.19)

All in all, we finally reduced the numerator in (C.16) to the following sum of terms(
− [15]⟨15⟩+ [32]⟨32⟩+ [43]⟨43⟩+ [42]⟨42⟩

)
⟨45⟩⟨3q⟩. (C.20)

However, momentum conservation gives us

(1 + 5)2 = (2 + 3 + 4)2 =⇒ [15]⟨15⟩ = [32]⟨32⟩+ [43]⟨43⟩+ [42]⟨42⟩. (C.21)
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Thus the terms in (C.20) add up to zero. Therefore we find that the coefficient of
⟨q|4 ◦ x|q⟩) vanishes. Next we compute the coefficient of ⟨q|5 ◦ x|q⟩. Once again, we
put the relevant coefficient in (C.12) over a common denominator. We have

[21]⟨23⟩⟨q4⟩+ [51]⟨45⟩⟨q3⟩+ [41]⟨43⟩⟨q4⟩+ [51]⟨34⟩⟨q5⟩
⟨12⟩⟨23⟩⟨34⟩⟨45⟩⟨q3⟩⟨q4⟩⟨q5⟩

. (C.22)

Consider the numerator in (C.22). Using Schouten identity for the second and fourth
terms, we write it as

[51]⟨45⟩⟨q3⟩+ [51]⟨34⟩⟨q5⟩ = [51]⟨53⟩⟨4q⟩. (C.23)

We can then write the numerator in (C.22) as

[21]⟨23⟩⟨q4⟩+ [41]⟨43⟩⟨q4⟩ − [51]⟨53⟩⟨q4⟩
= ([1|2 + 4|3⟩+ [1|5|3⟩)⟨q4⟩ = 0. (C.24)

Thus we have shown that all the linear terms in x vanish, i.e

Ax
5 = 0 (C.25)

Consider now the quadratic terms in x. The relevant ones are

Ax2

5 = ⟨q|1 ◦ x|q⟩2
(
J(1)J(2, 3, 4, 5) + J(5, 1)J(2, 3, 4) + J(1, 2)J(3, 4, 5)

)
+ ⟨q|2 ◦ x|q⟩2

(
J(2, 3)J(4, 5, 1) + J(1, 2)J(3, 4, 5) + J(2)J(3, 4, 5, 1)

)
+ ⟨q|3 ◦ x|q⟩2

(
J(3)J(4, 5, 1, 2) + J(3, 4)J(5, 1, 2) + J(2, 3)J(4, 5, 1)

)
+ ⟨q|4 ◦ x|q⟩2

(
J(4)J(5, 1, 2, 3) + J(3, 4)J(5, 1, 2) + J(4, 5)J(1, 2, 3)

)
+ ⟨q|5 ◦ x|q⟩2

(
J(5)J(1, 2, 3, 4) + J(4, 5)J(1, 2, 3) + J(5, 1)J(2, 3, 4)

)
+ 2⟨q|1 ◦ x|q⟩⟨q|2 ◦ x|q⟩J(1, 2)J(3, 4, 5) + 2⟨q|4 ◦ x|q⟩⟨q|3 ◦ x|q⟩J(3, 4)J(5, 1, 2)
+ 2⟨q|4 ◦ x|q⟩⟨q|5 ◦ x|q⟩J(4, 5)J(1, 2, 3) + 2⟨q|3 ◦ x|q⟩⟨q|2 ◦ x|q⟩J(2, 3)J(4, 5, 1)
+ 2⟨q|1 ◦ x|q⟩⟨q|5 ◦ x|q⟩J(5, 1)J(2, 3, 4).

(C.26)

There are two kinds of terms. One is of the form ⟨q|i◦x|q⟩2, i = 1, 2, ..5 and another of
the form ⟨q|i◦x|q⟩⟨q|j ◦x|q⟩. We want to demonstrate Ax2

5 vanishes using momentum
conservation and Schouten identity. First, we have the following set of relations on
using momentum conservation identities

⟨q|x|2]⟨21⟩+ ⟨q|x|3]⟨31⟩+ ⟨q|x|4]⟨41⟩+ ⟨q|x|5]⟨51⟩ = 0,

⟨q|x|1]⟨12⟩+ ⟨q|x|3]⟨32⟩+ ⟨q|x|4]⟨42⟩+ ⟨q|x|5]⟨52⟩ = 0,

⟨q|x|2]⟨23⟩+ ⟨q|x|1]⟨13⟩+ ⟨q|x|4]⟨43⟩+ ⟨q|x|5]⟨53⟩ = 0,

⟨q|x|2]⟨24⟩+ ⟨q|x|3]⟨34⟩+ ⟨q|x|1]⟨14⟩+ ⟨q|x|5]⟨54⟩ = 0,

⟨q|x|2]⟨25⟩+ ⟨q|x|3]⟨35⟩+ ⟨q|x|4]⟨45⟩+ ⟨q|x|1]⟨15⟩ = 0. (C.27)
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Using this, we can express any two of the quantities ⟨q|x|i] in terms of the other three.
Thus we express

⟨q|x|1]⟨12⟩ = ⟨q|x|3]⟨23⟩+ ⟨q|x|4]⟨24⟩+ ⟨q|x|5]⟨25⟩,
⟨q|x|2]⟨21⟩ = ⟨q|x|3]⟨13⟩+ ⟨q|x|4]⟨14⟩+ ⟨q|x|5]⟨15⟩. (C.28)

We next collect coefficients of terms like ⟨q|3 ◦x|q⟩2, ⟨q|4 ◦x|q⟩2, ⟨q|4 ◦x|q⟩⟨|q|5 ◦x|q⟩,
etc. For instance, the coefficient of ⟨q|4 ◦ x|q⟩⟨|q|5 ◦ x|q⟩ is given by

−

(
⟨1q⟩⟨2q⟩⟨15⟩⟨24⟩
⟨4q⟩⟨5q⟩⟨12⟩2

+
⟨1q⟩⟨2q⟩⟨25⟩⟨14⟩
⟨4q⟩⟨5q⟩⟨12⟩2

)
J(1, 2)J(3, 4, 5)

+
⟨24⟩⟨25⟩⟨1q⟩2

⟨12⟩2⟨4q⟩⟨5q⟩

(
J(1)J(2, 3, 4, 5) + J(5, 1)J(2, 3, 4) + J(1, 2)J(3, 4, 5)

)

+
⟨14⟩⟨15⟩⟨2q⟩2

⟨21⟩2⟨4q⟩⟨5q⟩

(
J(2, 3)J(4, 5, 1) + J(1, 2)J(3, 4, 5) + J(2)J(3, 4, 5, 1)

)

+ J(4, 5)J(1, 2, 3) +
⟨24⟩⟨1q⟩
⟨4q⟩⟨12⟩

J(5, 1)J(2, 3, 4).

(C.29)

Let us simplify the above terms. Note that the numerator of the coefficients of
J(1, 2)J(3, 4, 5) in the second and third bracketed terms can be expanded using the
Schouten identity. We have

⟨24⟩⟨25⟩⟨1q⟩2 = ⟨1q⟩⟨2q⟩⟨15⟩⟨24⟩ − ⟨1q⟩⟨5q⟩⟨24⟩⟨12⟩,
⟨14⟩⟨15⟩⟨2q⟩2 = ⟨2q⟩⟨5q⟩⟨12⟩⟨14⟩+ ⟨1q⟩⟨2q⟩⟨25⟩⟨14⟩. (C.30)

Some of the terms in the right hand side now cancel the terms of the first bracketed
expression in (C.12). In a similar way we combine the coefficients of J(5, 1)J(2, 3, 4)
using Schouten identity. Then we are left with the following terms

⟨24⟩⟨25⟩⟨1q⟩2

⟨12⟩2⟨4q⟩⟨5q⟩

(
J(1)J(2, 3, 4, 5)

)

+
⟨14⟩⟨15⟩⟨2q⟩2

⟨21⟩2⟨4q⟩⟨5q⟩

(
J(2, 3)J(4, 5, 1) + J(2)J(3, 4, 5, 1)

)
+ J(4, 5)J(1, 2, 3)

+ J(5, 1)J(2, 3, 4) + J(1, 2)J(3, 4, 5).

(C.31)

Putting everything over the common denominator ⟨1q⟩2⟨2q⟩2⟨4q⟩2⟨5q⟩2⟨3q⟩⟨12⟩2⟨23⟩⟨34⟩⟨45⟩⟨51⟩
we get the following terms in the numerator

⟨24⟩⟨25⟩⟨51⟩⟨1q⟩2⟨2q⟩⟨3q⟩⟨4q⟩+ ⟨14⟩⟨1⟩⟨23⟩⟨1q⟩⟨4q⟩⟨5q⟩⟨2q⟩2

+⟨14⟩⟨15⟩⟨34⟩⟨2q⟩3⟨1q⟩⟨5q⟩+ ⟨12⟩⟨34⟩⟨51⟩⟨1q⟩⟨2q⟩2⟨4q⟩⟨5q⟩
+⟨24⟩⟨45⟩⟨15⟩⟨1q⟩2⟨2q⟩2⟨3q⟩+ ⟨12⟩⟨23⟩⟨51⟩⟨1q⟩⟨2q⟩⟨4q⟩2⟨5q⟩. (C.32)
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We next show that all these terms add up to zero by repeated use of Schouten identi-
ties. First, consider the term ⟨14⟩⟨15⟩⟨34⟩⟨2q⟩3⟨1q⟩⟨5q⟩. Using Schouten identity for
the pair ⟨14⟩⟨2q⟩, we can expand it as

⟨14⟩⟨15⟩⟨34⟩⟨2q⟩3⟨1q⟩⟨5q⟩ = ⟨12⟩⟨15⟩⟨34⟩⟨2q⟩2⟨1q⟩⟨5q⟩⟨4q⟩
−⟨42⟩⟨15⟩⟨34⟩⟨2q⟩2⟨1q⟩2⟨5q⟩. (C.33)

We again transform the second term on the right hand side to get

⟨14⟩⟨15⟩⟨34⟩⟨2q⟩3⟨1q⟩⟨5q⟩ = ⟨12⟩⟨15⟩⟨34⟩⟨2q⟩2⟨1q⟩⟨5q⟩⟨4q⟩
−⟨42⟩⟨15⟩⟨35⟩⟨2q⟩2⟨1q⟩2⟨4q⟩
+⟨42⟩⟨15⟩⟨45⟩⟨2q⟩2⟨1q⟩2⟨3q⟩. (C.34)

The first and the third terms on the right hand side of (C.34) cancel the fourth and
the fifth terms in (C.32) respectively. We are then left with the following terms

⟨24⟩⟨25⟩⟨51⟩⟨1q⟩2⟨2q⟩⟨3q⟩⟨4q⟩+ ⟨14⟩⟨15⟩⟨23⟩⟨1q⟩⟨4q⟩⟨5q⟩⟨2q⟩2

−⟨42⟩⟨15⟩⟨35⟩⟨2q⟩2⟨1q⟩2⟨4q⟩+ ⟨12⟩⟨23⟩⟨51⟩⟨1q⟩⟨2q⟩⟨4q⟩2⟨5q⟩. (C.35)

Let us now expand the term ⟨12⟩⟨23⟩⟨51⟩⟨1q⟩⟨2q⟩⟨4q⟩2⟨5q⟩ using Schouten identity
for the pair ⟨12⟩⟨4q⟩. We have

⟨12⟩⟨23⟩⟨51⟩⟨1q⟩⟨2q⟩⟨4q⟩2⟨5q⟩ = ⟨14⟩⟨23⟩⟨51⟩⟨1q⟩⟨2q⟩2⟨4q⟩⟨5q⟩
−⟨24⟩⟨23⟩⟨51⟩⟨1q⟩2⟨2q⟩⟨4q⟩⟨5q⟩. (C.36)

The first term on the right hand side in (C.36) cancels the second term in (C.35).
Finally, we have the remaining terms

⟨24⟩⟨25⟩⟨51⟩⟨1q⟩2⟨2q⟩⟨3q⟩⟨4q⟩ − ⟨42⟩⟨15⟩⟨35⟩⟨2q⟩2⟨1q⟩2⟨4q⟩
−⟨24⟩⟨23⟩⟨51⟩⟨1q⟩2⟨2q⟩⟨4q⟩⟨5q⟩. (C.37)

Taking a factor of ⟨24⟩⟨51⟩⟨1q⟩2⟨4q⟩⟨2q⟩, we can write the above as

⟨24⟩⟨51⟩⟨1q⟩2⟨4q⟩⟨2q⟩
(
⟨25⟩⟨3q⟩ − ⟨23⟩⟨5q⟩ − ⟨35⟩⟨2q⟩

)
. (C.38)

The bracketed terms then vanish due to the Schouten identity. Thus we have shown
that the coefficient of ⟨q|4◦x|q⟩⟨q|5◦x|q⟩ vanish completely. Analogously, it is checked
that all the coefficients of the other quadratic terms vanish similarly. Thus the linear
and quadratic terms in x for the five point amplitude all vanish, establishing that it
is region momenta independent.



Appendix D

BRST closure

In this part, we verify that the BRST transformations outlined in (7.28) are nilpotent.
We already described this for the trivial set of transformations in the main text. Here,
we detail out the rest of the non-trivial sets.

D.1 Diffeomorphism ghost

Let us start with the second transformation in (7.28), which is that of the diffeomor-
phism ghost. We have

s2cµ = scλ∇T
λ cµ − cλ∇T

λ sc
µ

= scλ∇λcµ − cλ∇λsc
µ

= cγ∇γc
λ∇λc

µ − cλ∇λc
ν∇νc

µ − cλcν∇λ∇νc
µ

= −cλcν∇λ∇νc
µ = −1

2
(cλcν − cνcλ)∇λ∇νc

µ

= −1

2
cλcν [∇λ,∇ν ]c

µ

= −1

2
cλcνRµ

ανλc
α

= −1

2
cαcλcνRµ

ανλ

= −1

6
cαcλcν(Rµ

ανλ +Rµ
νλα +Rµ

λαν) = 0.

(D.1)

where we have used the sign carefully to take care of the anti-commutativity of the
ghosts. In the fourth line of the above, we used this property to write the single term
as a combination of two terms, which then becomes the commutator of the covariant
derivatives. Finally, we express this commutator in terms of the Riemann tensor and
used the symmetry properties of it to deduce that the expression vanishes due to the
first Bianchi identity.

187
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D.2 Tetrad

For the transformation of the tetrad, we have

s2hiµ = scν∇νh
i
µ(x)− cν∇νsh

i
µ(x) + shiν(x)∇µc

ν + hiν(x)∇µsc
ν

= cγ∇γcδ∇δh
i
µ − cν∇νc

δ∇δh
i
µ − cνcδ∇δ∇νh

i
µ

− cγ∇γh
i
ν∇µc

ν − cγhiν∇γ∇µc
ν + cγ∇γh

i
ν∇µc

ν + hiγ∇νc
γ∇µc

ν

+ hiν∇µc
γ∇γc

ν + hiνc
γ∇µ∇γc

ν

= hiνc
γ∇µ∇γc

ν − cγhiν∇γ∇µc
ν − cγcδ∇δ∇γh

i
µ

= hiνc
γ[∇µ,∇γ]c

ν +
1

2
cδcγ[∇δ,∇γ]h

i
µ

= hiνc
γRν

αγµc
α +

1

2
cδcγRβ

µγδh
i
β = hiνc

γcαRν
αγµ +

1

2
cδcγRβ

µγδh
i
β

=
1

2
hiν(c

γcα − cαcγ)Rν
αγµ +

1

2
cδcγRβ

µγδh
i
β

=
1

2
hiνc

γcαRν
αγµ +

1

2
hiνc

γcαRν
γµα +

1

2
cδcγRβ

µγδh
i
β

=
1

2
hiνc

γcα(Rν
αγµ +Rν

γµα +Rν
µαγ) = 0.

(D.2)

In the second line of the above, many terms get cancelled and we are left with only
three terms. These terms are rearranged in the form of the commutator of covariant
derivatives which are further expressed again in terms of the Riemann tensor. We
then used the anti-commutativity of the ghosts to expand one of the terms. The three
terms now have the same form and thus we used the first Bianchi identity for the
Riemann tensor in the last expression to yield a vanishing result.
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D.3 Lorentz ghost

For the transformation of the Lorentz ghost field, we find

s2bij = −1

2
s[b, b]ij +

1

2
s(cµcνF ij

µν)

= −sbikbkj + biksb
kj +

1

2
scµcνF ij

µν

− 1

2
cµscνF ij

µν +
1

2
cµcνsF ij

µν

= bimb
m
kb

kj − 1

2
cµcνF i

kµνb
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(D.3)

where in the last line, we used the Bianchi identity and the fact that the Lorentz
ghost fields anti commute and hence can be appropriately permuted to give rise to
three such terms.

D.4 Connection

Let us now check the closure for the connection field. We have
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(D.4)
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where in the above, we used the Bianchi identity for the curvature, interchanged
dummy indices and used the anti-commutative nature of the ghost fields. This com-
pletes the check of the nilpotency of the BRST operator.



Appendix E

Self energy computation in gravity

E.1 Shift Computation

E.1.1 Linear part

The linear part of the shift is given by

−i lim
x→∞

∫
dΩ

(2π)4
s′µx

µ (⟨q|x+ s′|p]⟨q|x+ k|p])2

x2

(
1− 2x.(s′ + s)

x2

)
. (E.1)

The non-zero contribution can only come from the quadratic and quartic in x terms
of this shift, after taking an average over all directions. Note, the x6 term do not
contribute since it vanishes after the possible contractions. The quadratic term is

2k′µx
µ⟨q|x|p]

(
⟨q|s|p]⟨q|k′|p]2 + ⟨q|s|p]2⟨q|s′|p]

)
. (E.2)

This gives the shift

− 2i

32π2
⟨q|s′|p]2⟨q|s|p]

(
⟨q|s|p] + ⟨q|s′|p]

)
. (E.3)

The quartic part of the shift is given by

2i lim
x→∞

∫
dΩ

(2π)4
s′µx

µ(s′ + s)νx
ν
⟨q|x|p]⟨q|x|p]

(
⟨q|s|p]2 + ⟨q|s′|p]2 + 4⟨q|s|p]⟨q|s′|p]

)
x4

.(E.4)

The integral is computed using∫
dΩ

(2π)4
xµxνxρxσ

x4
=

1

32.6π2
(ηµνηρσ + ηµρηνσ + ηµσηρν). (E.5)

The x6 contractions vanish while the x4 contractions give

i

32.3π2
⟨q|s′|p]⟨q|s′ + s|p]×

(
⟨q|s|p]2 + ⟨q|s′|p]2 + 4⟨q|s|p]⟨q|s′|p]

)
. (E.6)
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E.1.2 Quadratic part

For the quadratic part of the shift, the integral is given by

i

2
lim
x→∞

∫
dΩ

(2π)4
s′µs

′
νx

µx2
∂

∂xν

(⟨q|x+ s′|p]⟨q|x+ s|p])2

(x+ s′)2(x+ s)2
. (E.7)

When the derivative hits the denominator, it produces a factor proportional to

i

2
(−4) lim

x→∞

∫
dΩ

(2π)4
k′µk

′
νx

µxν
⟨q|x|p]2

(
⟨q|s|p]2 + ⟨q|s′|p]2 + 4⟨q|s|p]⟨q|s′|p]

)
x4

. (E.8)

The quartic part of the numerator is the only one which contributes. Using (E.5) this
gives

− i

32.3π2
⟨q|s′|p]2

(
⟨q|s|p]2 + ⟨q|s′|p]2 + 4⟨q|s|p]⟨q|s′|p]

)
. (E.9)

When the derivative in (E.7) hits the numerator, in the large x limit, we get

i lim
x→∞

∫
dΩ

(2π)4
s′µx

µ⟨q|s′|p]

(
⟨q|x+ s′|p]⟨q|x+ s|p]2 + ⟨q|x+ s|p]⟨q|x+ s′|p]2

)
x2

(E.10)

Only the quadratic in x terms in the numerator contribute, while the others vanish.
Using the relevant contraction, this gives

i

32π2
⟨q|s′|p]2

(
⟨q|s|p]2 + ⟨q|s′|p]2 + 4⟨q|s|p]⟨q|s′|p]

)
. (E.11)

E.1.3 Cubic part

For the cubic part of the shift, the integral is given by

i

6
lim
x→∞

∫
dΩ

(2π)4
s′µs

′
αs

′
νx

µx2
∂

∂xα

∂

∂xν

(⟨q|x+ s′|p]⟨q|x+ s|p])2

(x+ s′)2(x+ s)2
. (E.12)

In the quadratic part of the shift, we evaluated the action of the derivative on the
function in two parts, one in which the derivative acts on the numerator and another
in which it acts on the denominator. Here, we will take these parts separately and
act the second derivative on each part. Let us first consider the part which comes as
a result of the action of the derivative on the denominator of the function. It is given
by

i

6
(−4) lim

x→∞

∫
dΩ

(2π)4
s′µs

′
νs

′
αx

µxν
∂

∂xα

(⟨q|x+ s′|p]⟨q|x+ s|p])2

x4
. (E.13)



E.1. SHIFT COMPUTATION 193

When the derivative hits the denominator, in the large x-limit, it gives

16i

6
lim
x→∞

∫
dΩ

(2π)4
s′µs

′
νs

′
αx

µxνxα
(⟨q|x+ s′|p]⟨q|x+ s|p])2

x6
. (E.14)

Only the x6 part in the numerator contributes. Using

lim
x→∞

∫
dΩ

(2π)4
xµxνxαxβxγxδ

x6
=

1

32.48π2

(
ηµνηαβηγδ + perm

)
(E.15)

the only non vanishing contractions are six in total, giving

2i

32.3π2
⟨q|s′|p]3

(
⟨q|s|p] + ⟨q|s′|p]

)
. (E.16)

When the derivative in (E.13) hits the numerator, in the large x-limit, it gives

−4i

3
lim
x→∞

∫
dΩ

(2π)4
s′µs

′
νx

µxν

(
⟨q|x+ s′|p]⟨q|x+ s|p]2 + ⟨q|x+ s|p]⟨q|x+ s′|p]2

)
x4

(E.17)

Using the relevant contraction, this gives

−2i

32π2
⟨q|s′|p]3

(
⟨q|s|p] + ⟨q|s′|p]

)
. (E.18)

Next consider the part which comes as a result of the action of the first derivative
on the numerator of the function in (E.12). Only the x4 parts in the numerator
contributes, giving

−4i

32π2
⟨q|s′|p]3

(
⟨q|s|p] + ⟨q|s′|p]

)
. (E.19)

When the derivative hits the numerator, only the x2 terms in the numerator con-
tribute, giving

2i

6

1

32π2

(
⟨q|s′|p]3⟨q|s|p] + 2⟨q|s′|p]3(⟨q|s|p] + ⟨q|s′|p])

+⟨q|s′|p]4 + ⟨q|s′|p]3(⟨q|s|p] + ⟨q|s′|p])
)
.

(E.20)

Simplifying a bit, we get

4i

32.3π2
⟨q|s′|p]3

(
⟨q|s|p] + ⟨q|s′|p]

)
. (E.21)
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E.1.4 Quartic part

For the quartic part of the shift, the integral is given by

i

24
lim
x→∞

∫
dΩ

(2π)4
s′βs

′
µs

′
αs

′
νx

µx2
∂

∂xβ
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∂xα

∂

∂xν

(⟨q|x+ s′|p]⟨q|x+ s|p])2

(x+ s′)2(x+ s)2
. (E.22)

We use the same evaluation technique for the shift as before. For the cubic part of the
shift, we evaluated the action of the second derivative on the resulting functions from
the quadratic part in two parts, one in which the derivative acts on the numerator and
another in which it acts on the denominator. Here, we will take the corresponding
functions from the cubic part and act the third derivative on each part. Let us
first consider the part which comes as a result of the action of the derivative on the
denominator of the function in (E.14). It is given by

−16.6i

24
lim
x→∞

∫
dΩ

(2π)4
s′βs

′
µs

′
νs

′
αx

µxνxαxβ
(⟨q|x+ s′|p]⟨q|x+ s|p])2

x8
. (E.23)

Only the x8 factor in the numerator contributes, with sixty non-vanishing contrac-
tions, giving

− i

32.120π2
⟨q|s′|p]4 × 60 (E.24)

= − i

32.2π2
⟨q|s′|p]4. (E.25)

Next, when the third derivative in (E.22) hits the numerator of (E.14), we have

32.6i

24
lim
x→∞

∫
dΩ

(2π)4
s′µs

′
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x6

+
⟨q|x+ s|p]⟨q|x+ s′|p]2

)
x6

(E.26)

Only the x6 terms in the numerator contribute with six non-vanishing contractions,
giving

32.12i

192.24.8π2
⟨q|s′|p]4 × 6

=
2i

32π2
⟨q|s′|p]4.

We now consider the action of the third derivative on the next function, in (E.17).
When the derivative hits the denominator of the function, it gives

−32i

24
lim
x→∞

∫
dΩ

(2π)4
s′βs
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x6

+
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. (E.27)
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Terms with only x6 factor in the numerator contribute, giving

−i
32.3π2

⟨q|s′|p]4. (E.28)

When the derivative hits the numerator of the function, it gives in the large x-limit

−8i
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lim
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(2π)4
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. (E.29)

The x4 terms in the numerator contributes, giving

−i
32π2

⟨q|s′|p]4. (E.30)

Next consider the function in (E.17). When the third derivative hits the denominator
in the large x-limit, it gives

32i

24
lim
x→∞

∫
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(2π)4
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. (E.31)

The x6 terms in the numerator contributes here, giving

i

32.18π2
⟨q|s′|p]4. (E.32)

When the derivative hits the numerator of the function in (E.17), it gives

−8i
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lim
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(2π)4
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. (E.33)

Only the x4 terms in the numerator survive, giving

−i
32π2

⟨q|s′|p]4. (E.34)
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Next consider integral in (E.22). When the third derivative acts on the numerator of
this function, it gives

2i

24
lim
x→∞

∫
dΩ

(2π)4
s′µs

′
βx

µ⟨q|s′|p]
∂
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)
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. (E.35)

Evaluating the derivative and simplifying, we have

2.6i

24
lim
x→∞

∫
dΩ

(2π)4
s′µs

′
βx

µ⟨q|s′|p]3

(
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; (E.36)

This gives

i

32.2π2
⟨q|s′|p]4. (E.37)

E.1.5 Result

Adding all the contributions, we have for the SDGR self energy bubble, upto numerical
factors

Π−−
SDGR ∼

(
⟨q|s|p]⟨q|s′|p]

⟨qp⟩2

)2

. (E.38)
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