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Abstract

The reverse osmosis membrane module is an integral element of a desalination
system as it determines the overall performance of the desalination plant. The
fraction of clean water that can be recovered via this process is often limited by
salt precipitation. It has become apparent that precipitation plays a critical role
in the sustainability of reverse osmosis desalination. Hence, the main objective
that guides this research is unravelling some of the mysteries associated with
precipitation, whilst considering it in the context of the other dynamic processes

at work.
Overall, in this thesis we focus on three main topics:

e Calcium carbonate (CaCOjs) precipitation: In Chapter [2| we conduct batch
experiments to investigate the effect of SO~ on CaCOj precipitation. The
results from this study informs the model formulation and also provides

new insights into the precipitation that occurs in desalination.

e Macroscopic reverse osmosis model: A search of the literature revealed that
the fundamental processes in reverse osmosis desalination are often studied
in isolation. In this study, the individual mechanisms that are considered
to play a critical role in the system behaviour are amalgamated. Our main
contribution here is a model framework based on experimental observations

and existing literature.

e Nondimensionlisation: We nondimensionalised the governing equations in
Chapter [, allowing us to identify the dimensionless groups which control
the solution behaviour. These dimensionless groups served as an important

tool for understanding the physics of the various phenomena.

e Analysis: In Chapter we made some physical interpretations of the
dimensionless numbers and investigated the influence of different
dimensionless groups on four quantities: namely, concentration
polarisation, osmotic pressure, recovery and porosity. It was shown that
the influence of each dimensionless group changes when we move from a
single-solute systems to a multi-component system. The results also
provided significant insight on the relative influence of fluid dynamics and

solute transport on precipitation and recovery.

Taken collectively, the content of this thesis establishes a framework for analysing
and understanding reverse osmosis membrane operations. The study undertaken

by the author sheds light on some of the complex interplay between sub-processes



such as precipitation, fluid flow, mass transport which together influence recovery
and in turn process sustainability. It also lays the groundwork for future research

into the control of precipitation.
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Chapter 1
Introduction

This chapter provides an introduction to membrane based desalination mainly
from a theoretical point of view, in order to lay the proper groundwork for the
mathematical and experimental investigation to follow in subsequent chapters.
It begins with some basic definitions and principles of desalination, then goes on
to introduce the concept of desalination sustainability and its underlying
elements. We shed light on some topics specifically related to reverse osmosis
such as precipitation and reverse osmosis modelling. We remark on why an
integrative study of reverse osmosis processes is important and conclude with a

list of contributions that this project makes to the literature.

1.1 What is Desalination?

Desalination - the conversion of saline water to potable water is a
widely-applied technology [62]. It plays a vital role in addressing the issue of
water scarcity in various parts of the world, such as Saudi Arabia, United Arab
Emirates, Australia, United States of America, Spain, Portugal, Greece, China

and India 28] |54} 88].

Figure |1.1| shows the key elements in a desalination system. This includes the
feed water intake, the pretreatment, the desalination process and the
post-treatment [88]. The feed water intake is the structure that extracts
seawater or saline ground water (commonly referred to as brackish water) from
a water source and transports it to the process system. During pretreatment,
suspended solids are removed from the seawater and chemicals are added to
control biological growth and prevent mineral scaling. The desalination step is
the main process where salt ions are removed from seawater. Following this,

chemicals are added to the treated water during post-treatment to prevent
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corrosion and ensure compatibility with potable water standards [88].

Feedwater Pretreatment Desalination Post-treatment

intake e
/_’ Distribution
4 system

Concentrate
management

Figure 1.1: Layout of a desalination system [88].

The desalination process, that is, the removal of salt ions from seawater is
usually achieved via thermal desalination or membrane-based desalination [6,
28]. The former mimics the natural cycle of evaporation and condensation. The
saline water is heated until it is vaporised then the salt-free vapour is condensed
and recovered as potable water. The latter employs a reverse osmosis membrane
barrier which selectively allows water to pass through [6]. Reverse osmosis (RO)
desalination has emerged as the technology of choice for most large-scale
industrial plants and is therefore the main focus of this project. We discuss the

process in more detail below.

1.2 What is Reverse Osmosis Desalination?

To understand the process of reverse osmosis, it is necessary to first explain the
naturally occurring phenomenon known as osmosis. Osmosis is the flow of
water/solvent through a semipermeable membrane from a less concentrated
solvent to a more concentrated solvent [22]. Some examples of osmosis include:
the absorption of water and mineral from soil by the roots of plants and the
absorption of water from our blood by kidneys [55]. Osmosis occurs naturally
without any external energy so to reverse osmotic flow some pressure must be
applied to the more concentrated solution. This prevents salt ions from going
through the semipermeable membrane. The pressure required to counter

osmosis is known as the osmotic pressure.

In reverse osmosis desalination, a “force” (pressure) greater than the naturally
occurring osmotic pressure is applied on the feed side of the reverse osmosis
membrane [22]. This creates a pressure gradient across the membrane that retains
unwanted salt ions on the feed side and allows water molecules to pass through
the membrane. As unwanted salt ions are rejected, the feed solution becomes
more concentrated as shown in Figure [[.2] This concentrated solution is called

the concentrate (also commonly known as the retentate or brine). The purified
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water that passes through the membrane is often referred to as the permeate
and is relatively free of the targeted salt ions [22]. The permeate stream exits
at nearly atmospheric pressure while the concentrate remains at nearly the feed

pressure |22, |51].

@ e ® 0009 o %2 09
L) o e e A o 0 @3oronlin.

o
o
Feed //a° ° ai?m?mg 00 @ \\ Retentate

] v
°® ° @ 40 %

° Permeate

.

Figure 1.2: Schematic of the separation process through a cross-flow reverse osmosis
membrane. The blue circles represent water molecules whilst the grey circles represent
salt ions. The permeate contains mostly water molecules and the retentate is mostly
made up of salt ions [88].

The energy requirements for reverse osmosis is significantly lower than the energy
required for thermal desalination [28]. As a result, reverse osmosis has become

the technology of choice for most desalination plants.

1.3 Environmental & Technical Issues

In this section, we briefly review some of the technical and environmental issues
associated with reverse osmosis desalination. We focus on the energy
requirements, environmental impacts and a phenomenon known as mineral

scaling. This phenomenon will later become a central element of this thesis.

1.3.1 Energy Requirements

The energy required to power desalination in reverse osmosis based plants is
around 2-4 kWh/m? [6] [28]. This energy is usually generated by conventional
power plants, which rely on burning fossil fuel, thereby emitting significant

quantities of greenhouse gases [6].

Figure|[l.3| provides an estimate of the proportion of energy consumed at different
stages of a RO-based desalination plant. It can be seen that the RO-based process
(i.e., membrane process) is the most energy intensive process, accounting for
almost 70% of the total energy consumption. Given the rapidly growing demand
for potable water and the limited supply of freshwater resources in many parts
of the world, suitable modifications in the RO process is necessary in order to
reduce the energy consumption and ensure the sustainability of reverse osmosis

desalination.
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Post-treatment and
pumping, 13%

= Water intake, 7%

(W Pre-treatment,
12%
RO-based

desalination, 68%

Figure 1.3: Energy consumption at different stages of a reverse osmosis desalination
plant @]

1.3.2 Environmental Impacts

There are major concerns regarding the environmental impact of desalination
plants. A well known problem associated with desalination is the discharge of
brine (usually about twice the salinity level of the source water) into the sea
. Typically, the brine contains chemicals used in pretreatment and membrane

cleaning which could pose a risk to organisms in marine environment ﬂ@, 28].

To minimize the adverse impact of desalination on the environment, a variety
of strategies are being adopted to increase the recovery of water. It is expected
that recovering a higher fraction of the feed water will reduce the volume of
concentrate that must be disposed of. However, we will see shortly in the next
subsection that this is often not the case; water recovery is limited by scaling of

sparingly soluble salts.

1.3.3 Mineral Scaling

As we mentioned in the preceding subsection, there is significant interest in
increasing the recovery of RO desalination because this decreases the quantity
of brine discharge. Other benefits of increased recovery includes: reduced
operating cost and reduced environmental impacts [65]. However, a key
challenge associated with an increase in water recovery is mineral scaling.
Scaling occurs when sparingly soluble salt become concentrated as more
unwanted ions are retained on the feed side of the membrane. As a result,
cationic and anionic species such as Ca"/Mg?* and CO3 /SO3~ begin to
exceed their solubility limit, forming salt precipitate such as CaCQOsz. These

precipitates deposit on the membrane surface as shown in Figure ?7.
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Generally, mineral scalants are present near saturation levels in natural water,
thus even the extraction of small volumes of water raises their concentration
level, increasing the likelihood of precipitation , . Therefore recovery is
usually limited to 35 - 50% in seawater desalination and 70 - 85% in brackish
water desalination , . The scalants usually encountered in desalination plants
include CaCO3, CaSOy, BaSO,, CaF,, SrSO, and Caz(POy)s [22, [65]. Of these,
CaCOj is the most common so we will restrict attention to this scalant .

Figure 1.4: White CaCQOj3 scale on a spiral wound reverse osmosis membrane module

[40).

Impact of scaling

The mineral scale that forms on the membrane surface has well known
detrimental effects on the performance of the membrane . It reduces water
permeability by blocking the membrane surface which disrupts the fluid flow.
This reduces permeate quantity , , consequently desalination operators
increase feed pressures to force water through the membrane and maintain the
desired permeate flows. This in turn increases the operating costs and energy

consumption of the membrane system which is the opposite of what is desired
[14; [22].

Chemical cleaning is usually employed to restore the membrane after scaling.
However with severe scaling, the membrane is left permanently damaged. Anti-
scalants and scale inhibitors are often employed to tackle scaling, however their
effectiveness is limited so scales still often clog RO membranes, reducing the

efficiency of the reverse osmosis desalination process.

We see from this that the techniques adopted to control these scalants are usually
detrimental to the sustainability of desalination. It would thus seem useful to

conduct more research into scaling, antiscalant, scaling inhibitors and scaling
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promoters to ensure the sustainability of desalination. In this study, we make
some contributions to the subject by conducting investigations into CaCOj as it

is the most common scalant observed in desalination operations.

1.4 Research & Limitations

As we have alluded to earlier, the reverse osmosis membrane module is an integral
element of a membrane based desalination system as it determines the overall
performance of the plant. Hence scientific investigations are currently focused on
technological advances, that might lead to significant improvement in the design
and performance of reverse osmosis modules. In this section, a brief review of the
relevant studies concerning reverse osmosis membrane models and CaCOj scale
is presented. We also shed some light on research limitations and the difficulties

encountered when investigating reverse osmosis desalination.

1.4.1 Research Approach

Research on reverse osmosis desalination has been considerably constrained by
the compact design of the membrane elements. The membrane channels are
incredibly narrow (width < Imm) with high packing density, that is high
specific membrane surface area [22, [59]. This makes it difficult to gather data
on local processes occurring inside real membrane modules during operation
[58]. Usually researchers only have access to post mortem membrane autopsies

or average operating parameters which obviously have limitations [59].

Research on reverse osmosis desalination is usually restricted mostly to idealised
models and experiments in simplified geometries which attempt to mimic
conditions in reverse osmosis modules. These models and experiments are often
targeted at small size test sections which correspond to “local” conditions in a
much larger membrane sheet [59]. For example, the fluid dynamics and
transport is investigated over a macro length scale, covering a few “unit cells” of
the membrane element [59]. It is assumed that the results can be directly

translated to the entire membrane module [35].

1.4.2 Inadequacies of Modelling Studies

A search of the literature revealed that the models describing fundamental
processes in reverse osmosis desalination are normally studied in isolation.
These models have the advantage that they are specialised and advanced often

focusing on individual features such as geometry, fluid dynamics, mass
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transport, polarisation, crystal nucleation/growth and spacer geometry.
However, this specialist approach does not fully explain the complex interplay of
material flow, transport, and reactions occurring at multiple time scales which
characterize most desalination systems. Therefore a need was perceived for a
more integrative model, which provides an objective and systematic means of
evaluating the effects of coupled dynamic chemical and physical processes
occurring in desalination systems. This model is not designed to replace or
improve upon industrial scale reverse osmosis models; but to provide qualitative
and quantitative information on the relative importance and role of

fundamental processes that are normally studied in isolation.

1.4.3 Inadequacies of Experimental Studies

It is probably useful at this point to define precipitation which is one of the key
terms used in this thesis. Precipitation - sometimes referred to as reactive
crystallization is the formation of a sparingly soluble solid phase from a liquid
solution [53] 92]. In this study, the term “precipitate” and “scale” are used
interchangeably to refer to the sparingly soluble salt (for instance CaCOj3) that
crystallises during desalination. Precipitation is governed by factors such as
supersaturation and nucleation, in fact high supersaturation conditions are

necessary to initiate precipitation.

As we mentioned earlier in this chapter, calcium carbonate (CaCOj) precipitate
will be the one of the two major focus points of this thesis. Therefore we will
briefly describe the calcium carbonate precipitation process and factors that
influence it. As the aims of our investigations ties strongly to this process,
understanding the factors that influence the calcium carbonate precipitation

process is crucial to understanding the overall purpose of the current research
OCL2+ + 0032_ — CCLOOg(S), (11)
Ca®* +2HCO3~ — CaCOjy5 + COs + H>0. (1.2)

Calcium carbonate precipitation occurs when calcium ion is combined with
either carbonate or bicarbonate ions as shown in and [9, 44]. Tt has
been widely reported that the presence of anions in the feed such as SO,%~
alters the growth, size, composition and morphology of the CaCOj3; that
crystallises [33], [123]. This has significant implications on the sustainability of
desalination. Understanding the specific role of sulphate (SO427) anion could

inform decisions relating to scaling mitigation or inhibition. Surprisingly, there
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is minimal research in the literature specifically addressing the effect of this ion
on CaCOj precipitation in desalination systems. One of the few studies [123]
which addressed this investigated the induction times of CaCOg in the presence
of Mg?** and SO4?~. However, there was no clear comparison between the
CaCOj3 formed in a pure solution and the CaCOj formed in the presence of
SO,4%~. Hence we are still unable to draw general conclusions on the specific
influence of sulphate anions on CaCOs precipitation in desalination systems.
Most of the other studies conducted have been outside a desalination context
[33, [71, |81, 119]. Therefore, these failed to mimic the saturation levels and
water chemistry encountered in feed/concentrate streams of desalination
systems. In addition, the fluid chemistry often used is vastly different from that
observed in reality. For instance investigations made by [33] illustrated the
effect of SO3~ on the mineralogical evolution of CaCOj3 precipitates however it’s
again difficult to draw general conclusions from their results as their studies

excludes NaCl which is the major salt present in desalination processes.

1.5 Research Aims & Contributions

The main objective that guides this research is the sustainability of reverse
osmosis desalination. The only way to ensure sustainability is to increase water
recovery, prevent or control precipitation and minimize the brine discharged. In
this study, we focus on precipitation because it directly controls the fraction of

the feed water that can be recovered and the volume of brine discharged.

We adopt both modelling and experimentation in this study to provide a
rounded and detailed illustration of the individual processes such as fluid
dynamics, mass transport and precipitation. We note at the outset that the
models and experiments presented in this thesis are based on idealised
desalination systems. The simplicity of an idealised system allows us to easily
unravel the complex interactions between material flow, transport, reaction and
multiple timescales which characterize most membrane based desalination

systems.

1.5.1 Experimental Aims

We already know from preceding sections that understanding the role of SO,2~
anion on calcium carbonate scale (CaCOj) precipitation has significant
implications on the sustainability of desalination. Understanding the kinetics
can assist in the development of new effective measures which could alleviate or

eliminate scaling. The other potential benefits of research on this subject are [6]:
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1. Increased recovery & reduced brine: Recovery of RO based desalination is
limited by scaling so alleviating scaling could increase the quantity of
potable water produced. This could also reduce the quantity of brine
discharged into the ocean which is one of the most cited environmental

impacts of desalination [6].

2. Increased membrane durability: Eliminating scaling could reduce the

frequency of membrane cleaning and also extend the membrane life [65].

3. Improved process economics: Desalinated water cost could reduce
considerably (currently estimated to be 0.5-0.7USD/m?®), making the
process affordable for developing countries, the same countries in a dire

state of water scarcity [6].

One can easily see the benefits of precipitation research. In this study we will
conduct experiments which will generate fresh insights on the specific role of
SO42~ ion on calcium carbonate scale (CaCO3) precipitation. It is hoped that
the results would lay the groundwork for future research into the control of scale

formation.

1.5.2 Mathematical Aims

As we mentioned in section [I.4.2] many studies have focused on only individual
mechanisms considered to play a critical role in the system behaviour. While
such an approach is absolutely vital in advancing our scientific understanding of
individual processes, there is also a need to take a broader view of integrated
system behavior. This is the second focus point of this study. We adopt an
integrative mathematical approach whereby the individual mechanisms and time
and space dependent processes which are normally studied in isolation are all

synthesised. This permits us to:

e cvaluate the relative importance of individual sub-processes by considering

them in the context of the other dynamic processes at work

e evaluate the interplay between fluid flow, mass transport and precipitation

and the resulting effect on recovery.

1.5.3 Specific Contributions

This study makes the following specific contribution to the field of reverse osmosis

desalination:

1. A holistic macroscopic model applicable to reverse osmosis desalination
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was developed. The model is time dependent, two-dimensional and the
governing equations are solved using a Cartesian coordinate. Various
phenomenological approaches for describing the temporal evolution of
macroscale parameters such as porosity and permeability are also
presented. In addition, the complex interplay between fluid dynamics,

mass transport and mineral scaling is analysed.

2. The influence of SO42~ ions on the formation of CaCQOj3 scale was analysed
experimentally. To achieve this, we carried out multiple batch experiments.
The synthetic solutions prepared were representative of the molar ratios and
chemistry found in feed streams of desalination plants. Some experiments
were conducted without SO,42~ present to understand what happens in pure
CaCOg precipitation without SO42~ ions. The rest of the experiments were
conducted with SO,4%~ ions present to understand its specific role. To the
best of our knowledge, this is the first study to distinguish the specific
influence of dissolved SO42~ ions on the CaCOs precipitate formed in a

desalination context.

The CaCOj3 crystals from the experiments were characterised by different
techniques to determine the mineralogy and morphology. The effect of
SO,4%™ on the CaCOj3 crystal morphology, shape, size and roughness were
discussed. The morphology of the mineral phases of the precipitate was
imaged using Scanning Electron Microscope (SEM). Semi-qualitative
chemical analyses of the precipitate were obtained using Energy Dispersive
X-ray (EDX) software and Powder X-ray diffraction (PXRD) was used to
identify the mineral phases. These techniques provided a more complete

and scientifically defensible interpretation of experimental observations.

3. A kinetic model to simulate the transient rate of mineral scaling was
developed. The kinetic model is linked to other sub-processes which
introduces non-linearity and additional complexities to the overall model.
The model framework presented in this thesis also served as an
interpretive tool for unravelling the complex interactions between coupled

processes.

4. Nondimensionlisation - In an attempt to identify the dimensionless groups
(ratios of dimensional parameters) which control the solution behaviour,
nondimensionlisation was performed. This provided an objective and
systematic means of interpreting the effects of the coupled dynamic

process and the relative influence of each of them.

5. In order to establish the sources of instability in experimental results,
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stability analysis of the experimental results was performed. A further
qualitative characterisation of the systems properties by means of stability

analysis provided a clearer understanding of the process itself.

6. OpenFOAM (an opensource computational fluid dynamics software) was
used to discretise and solve the governing equations and calculate the flow
variables of all the simulations. The full source code developed for this
project was made publicly accessible. This means the source code will be
available to download and install on any computer. We believe this will
make it easier for interested researchers to build upon or reproduce this
research. They will have the freedom to examine the code, learn from
it, adapt it and more importantly introduce concepts/features which the
research community could benefit from. The ultimate goal of this project
is to contribute to the sustainability challenges facing our world and that

is what we hope to achieve with sharing this project’s source code.

1.6 Outline

This thesis is organized as follows: Chapter [2| is initially devoted to the
presentation of the known theory and elementary topics that are specifically
related to CaCOgs precipitation. In the latter part of Chapter [2, we present the
experimental results and elaborate on the specific contributions of this study.
The beginning of Chapter [3|is devoted to a number of key terms and definitions
which are needed to develop, implement and analyse the model. Following this
a review of literature is presented. The governing equations are defined and the
problem is formulated with a description of the system and the relevant
parameters. We also provide some details about the implementation of the
mathematical model in OpenFOAM. Chapter begins with the stability
analysis of the nonlinear differential equations which describe experimental
observations. Comments are provided about how this translates to the physics
of the experiments. In the latter part of the chapter, we nondimensionalise the
governing equations and present the dimensionless groups which control the
solution behaviour.  In Chapter we investigate the influence of each
dimensionless group on precipitation and recovery. We present results which
describe different regimes and different precipitation mechanisms. The final
chapter, Chapter [0] consolidates all of our findings. =~ We highlight their
implications on desalination and how all of these ties in with our main objective

which is the sustainability of desalination.



Chapter 2
Experimental Study

In the previous chapter we established the context of this research. We
highlighted that both modelling and experimentation is adopted in this study to
provide a rounded and detailed illustration of individual processes. This chapter
focuses on a number of the experimental themes. We begin with an overview of
the relevant literature whilst drawing attention to the knowledge gap in the field
of study. Subsequently we explain the significance and value of our
experimental research. We present the results and also document experimental
observations and findings. Following this, we derive a set of ordinary differential
equations (ODEs) to describe the rate of change of concentration as observed in
the experiments. The chapter concludes with a synthesis of findings,

highlighting their implications in a desalination context.

2.1 Literature Review

The reader will recall that earlier (when precipitation was introduced in Chapter
, we noted that the presence of other constituents in the solution may alter
the precipitation reaction. In this section, we provide more details on previous
investigations on the subject. This is to establish what is already known and
provide motivation/justification for the experimental analysis that is described

in this chapter.

Thus, we begin our review with a discussion of CaCOj3 precipitation and its
polymorph. Then we present a (nearly) chronological historical development of
research on the subject, but we make no claim as to completeness of this; the
intent is merely to indicate the amount of work that has been done. We follow
this with a review of the work by [33, 105, 123] because it contains elements that

are important for a basic understanding of the experimental method we will use.

12
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We also provide some remarks specifically associated with the context of their
work. Finally, we consider how our research addresses the limitations of these

previous studies.

2.1.1 CaCOj; Precipitation

We have already presented a general background of calcium carbonate
precipitation in our earlier discussions in Chapter [l As noted at that time,

calcium carbonate precipitation occurs when calcium ion is combined with

either carbonate or bicarbonate ions as shown in (2.1)) and (2.2)) [9]
CCL2+ + 0032_ — CCLCOg(S) (21)
C’a2+ + 2H003_ — CGCO3(S) + 002 + HQO (22)

We will now provide details of the precipitation characteristics and CaCOs
polymorphs in order to lay the groundwork for the experimental treatments to

follow subsequently.

Precipitation Characteristics

Precipitation is known to generally follow three sequential steps which are:
supersaturation, nucleation and crystal growth [65]. Supersaturation conditions
are necessary to initiate crystallisation, during which a small nucleus consisting
of the salt ions are formed. Upon acquiring stability, the nuclei agglomerate to
form salt crystals [70]. This initial nucleation acts as a catalyst, promoting
additional scale formation and exponentially increasing the rate of nucleation
and precipitation of crystalline scales [40]. Thereafter, subsequent growth
occurs due to the adsorption of more ions from the bulk solution [65].
Eventually a scale film is observable on the membrane surface [65]. Nucleation
and agglomeration play important roles during precipitation as they can greatly

affect the properties of the resulting precipitates [53) [111].

The precipitation reaction is known to occur either by bulk crystallization or
surface crystallisation. In the former, the crystals form in the bulk solution and
are transported to the membrane surface by convection. In the latter,
nucleation and crystal growth occur at the membrane surface |65, [70]. A much
debated question is whether the dominant precipitation mechanism in RO
membrane operation is bulk or surface crystallisation. Some studies believe that
the mineral scaling observed in RO membrane operation is a combination of the

two mechanisms whilst others believe surface crystallisation is the dominant
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Figure 2.1: The various morphologies of CaCOgs polymorphs. Calcite is seen to have a
cubic/rhombohedral shape whereas vaterite and aragonite respectively have a spherical
and needle-like shape .

mechanism [5, [70].

CaCOj; polymorphs

Central to the theme of calcium carbonate precipitation is the concept of
polymorphs [78]. Polymorphs are crystalline materials that have the same
chemical composition but different molecular arrangements, that is the packing,

conformation and orientation of molecules are different .

Calcium carbonate is generally classified into three polymorphs: calcite, vaterite
and aragonite . Calcite is the most stable polymorph of these three.
Calcite crystals can be identified through their cubic shape as shown in Figure[2.1
. Aragonite, a less stable form is mainly found in biosythetic substances such
as shells and corals . Aragonite crystals can be identified by their needle-like
shape as shown in Figure Vaterite, the least stable polymorph which rarely
occurs naturally has a spherical shape as can be seen in Figure ?7?7. We again
emphasise that these three polymorphs: vaterite, calcite and aragonite have the
same chemical composition (that is they are all CaCOj3) but different molecular

arrangements.
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2.1.2 Brief History of CaCOQOj3; Investigations

Although it is beyond the scope of this thesis to provide a thorough review of the
historical development of CaCOj3 precipitation, a few observations are in order to
provide some context. During the 20" Century, the precipitation of the various
types of calcium carbonate polymorphs received increasing attention following
the early studies of Credner [21] in the late 19" Century. The work of Johnson,
Merwin, and Williamson [49] in the early 20'" Century was one of the first detailed
investigation into the chemistry of calcium carbonate formation. They found that
the factors involved in the precipitation of calcium carbonate, both in nature and
artificially, are not direct and simple but, rather, indirect and extremely complex.
However, due to inadequate technological facilities, during this early period it was
difficult to fully characterise the precipitate. It was not until the mid 20*" Century
that researchers could employ more robust techniques such as energy dispersive
spectroscopy (EDS), X- Ray diffraction (XRD) and Scanning Electron Microscopy
(SEM) to fully analyse and characterise the calcium carbonate precipitate. The
work of Johnson, Merwin, and Williamson [49] spurred considerable development
in the mid 20" Century. From the mid to late 20"® Century numerous works
began to appear [19, 25, 75, 89, 90, 131}, [134] which established that the presence
of other constituents in precipitating solution influences the rate and type of
calcium carbonate polymorph that crystallises. However, it is important to note

that many of the scientific investigations conducted were in a geological context.

Studies conducted in the 21%% Century have corroborated the findings from
preceding centuries, particularly those relating to the impact of coexisting ions.
For example, [61, |136] found that the presence of dissolved organic matter in
the precipitating solution inhibits calcite formation whereas [123] and [56]
reported that high to moderate concentrations of Mg?*, Ni?*, Fe?*, Zn?T, Cu?*
promotes the formation of aragonite instead of calcite. It was also revealed by
[123] that the presence of Mn?*, Cd*", Sr**, Pb*"or Ba?' favours the formation
of calcite. In addition, the study by [33] demonstrated that ions such as

sulphate inhibit the transformation of calcite.

Although these studies have investigated the role of coexisting ions in calcium
carbonate precipitation, much of the focus has been on the interpretation of
geologic phenomena. This is because many of these studies have been considered
in a geological context. There is minimal research in the literature addressing the
effect of foreign ions on CaCOj3 precipitation in desalination systems. Hence, the
goal of this chapter is to examine the specific influence of SO~ ions on CaCOs

precipitation in a desalination context.
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2.1.3 Why study CaCQOj3 Precipitation?

Before launching into a scientific investigation of CaCQOg precipitation, we need to
provide a rationale for doing so. The first point to be aware of is that in the 215
Century, desalination has become extremely crucial for many regions experiencing
water scarcity. In Arabian Gulf countries, desalination constitutes more than 90%
of the total potable water supply and other countries such as the United States,
Spain, China, Australia, and Singapore are increasing their portfolio [6]. However,
the water recovery achievable in these desalination systems is often limited by
CaCOg precipitation. As a result, the quantity of brine discharge increases which
in turn increases the operating cost and environmental impacts of desalination
[65]. It has become apparent that CaCOg precipitation plays a critical role in the
sustainability of desalination. In order to provide recommendations on CaCOs3
mitigation or inhibition measures, it is important to understand the mechanisms
of the precipitation process and more importantly how different ions influences
the CaCOg3 that forms. This is why one of the main goals of this project is to
provide the reader with sufficient understanding of how SO3~ ions directly or
indirectly influences the crystallization mechanism of CaCQOj polymorphs and

how this can be translated to desalination systems.

2.1.4 Previous Research

We begin by noting that numerous studies |20, |33}, |56, [57, 76, [89, 104}, 1105, [119,
123] have shown that even at very low concentrations, the presence of sulphate ion
could have a tremendous effect on the morphology, mineralogy and composition
of the calcium carbonate polymorph that precipitates. The approach we follow in
this study is similar to that used in 33} 105} [123]. We will now go on summarising

some key elements from their research.

We first observe that authors 33} 105} 123] studied the mechanism of formation
of CaCQOj3 precipitate by conducting batch experiments and identifying the
resulting precipitate using XRD and/or SEM. [105] studied the thermodynamics
and kinetics of calcium carbonate and calcium sulfate at varying concentrations
of NaCl. They observed that co-precipitation changed the scale morphology of
the precipitated crystals. Co-precipitation is generally understood to mean the
simultaneous precipitation of more than one mineral salt. At high
concentrations, they detected spontaneous precipitation which resulted in
instantaneous precipitation of crystals. The study offers more insight into the

effect of salinity on co-precipitation.

Waly et al. |123] on the other hand investigated the induction time of CaCOjy
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precipitation in an effort to quantify the time period preceding the start of
CaCOj3 formation. In their study, the residual concentration of the bulk fluid
was measured using inductively coupled plasma optical emission spectrometry
(ICP-EOS) in order to determine the rate of reaction. They found that the
induction time for CaCOs; precipitation increased when SO42~ anion was
present. However, the authors offer no explanation in regards to the specific role
of SO,2~ ions on the CaCO3 formed. Hence, we are still unable to draw general
conclusions on the influence of sulphate anions on CaCOj precipitation in
desalination systems. Their findings would have been more relevant if there was
a comparison between the CaCOj3; formed in a pure solution and the CaCOs3

formed in the presence of SO42~.

One of the few studies which have addressed the specific influence of SO42~ on
CaCOj precipitation is the work by Ferndndez-Diaz et al. [33]. They studied the
nucleation and growth of CaCOj3 from synthetic salt solutions in batch reactors.
Their findings indicate that the mineral composition of the precipitates is
determined by two factors: the high supersaturation of the solution and the
dissolved sulfate content of the solution. The saturation level of the solution
controls the phases that form at the initial stages of the crystallization process
whereas the sulfate content controls the mineral evolution of the precipitates
over time. The results of their investigation also show that the SO,%~ :HCO3~
ratio in the solution affects the morphology of the crystals. For high ratios
vaterite is the major constituent phase and for low ratios calcite is the major
constituent phase. Although these findings shed new light on the specific role of
SO42~ on CaCOs precipitation, the application of these findings to desalination
conditions remains obscure as the saturation levels and water chemistry used in

their study is vastly different from that observed in desalination plants.

2.1.5 Our Approach

In this project, we will conduct batch experiments to investigate the effect of
SO,4% on CaCOg precipitation. Similar to the authors above, we will employ
XRD, EDS and SEM to study the mineralogical and chemical composition of
the resulting precipitate and ICP-EOS to measure the residual cation
concentration of the bulk fluid. The reader should note that we were unable to
replicate the experiments or measure the residual anion concentration of the
bulk fluid due to equipment constraints. In addition, errors bars are not
presented in the quantitative charts because the individual experiments were

only carried out once.

Although our objective is quite similar to those presented above, there are
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important differences we should note.  First, our prime concern is the
interpretation of desalination phenomena and although our study is essentially
of a laboratory nature, we hope our findings are applicable to studies concerning
the origin of calcium carbonate in industrial scale desalination. For this reason,

we will:

1. Prepare synthetic solutions representative of the molar ratios and chemistry

found in feed streams of desalination plants.

2. Offer a comparison between the CaCOj3 formed in a pure solution and the
CaCOs formed in the presence of SO42~ .

3. Highlight the implications of findings on desalination.
We emphasize that the combination of these was lacking in previous studies.

At this point we now have in place the tools needed to conduct an experimental
study so it is now time to begin our investigation. First, we recall that the main
reaction to be studied in the experiment is the reaction between calcium cations

and bicarbonate ion which is given by

2+
C’a(aq

) + 2HCO37(aq) — Ca003(5) + Hy0 + COs. (23)

Essentially much of what we will do subsequently in this chapter is analyse how
the nature of CaCOj scale produced from changes when sulphate anions are
introduced into the system. We do this by examining the mineralogy, morphology,
and composition of the resulting precipitates. The reaction kinetics is monitored
by measuring the bulk concentrations of one of the reactant species (Ca?* in this

case due to convenience) over the course of the experiment.

The rate of the reaction is then described by

_d[Cae®*]  d[HCO3] d[CaCOs]
rate = T = T (2.4)

where [ | denotes concentration.

At the time of the study, it was not possible to repeat the experiment for a wide
range of concentrations. Therefore detailed characterisation of all the processes
occurring during precipitation was limited however we were still able to draw
general conclusions on the influence of sulphate anions on CaCQOj precipitation

in desalination systems.
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2.2 Experimental Procedure

Batch experiments were conducted with synthetic solutions that were
representative of the molar ratios and chemistry encountered in
feed /concentrate streams of desalination systems. The solutions prepared were
based on concentrate seawater composition for a desalination plant in the Gulf
of Oman [123]. Calcium chloride (CaCly) was used as the source of Calcium,
Ca?*, sodium bicarbonate (NaHCOj3), as the source of bicarbonate HCOj3,
sodium sulphate (NaySOy), as the source of SO~ and sodium chloride (NaCl),
was included to mimic the salinity levels found in natural waters. The

composition of the salts in each of the experiment is shown in Table

Table 2.1: Summary of the initial fluid chemistry.

Solution Composition (mg/L) Species (mg/L)

Exp NaHCO; CaCl,  Nay,SO, NaCl HCO42~ SO,.2~  Ca?f

El 403 2625 8195 78396 293 2540 958
E2 253 2625 8195 79238 183 5540 958
E3 o4 2625 8195 89515 39 5540 958
B4 - 2625 8195 89356 - 2540 958
E5 403 2625 0 89356 293 - 958

Table [2.1 summarises the fluid chemistry of the 5 main experiments conducted.

e E1: SO,2~ and HCO3~ anions were present in the fluid. This is to examine

how SO,2~ anions changes the CaCOj3 scale that is formed.

e 2 & E3: SO4* and HCO3;~ anions were also present however the
concentration of HCO3™ is lower. This was done to illustrate the effect of

a lower HCO3;~ concentration on the rate of reaction.

e E4: HCO3™ was excluded to examine what happens in a system with only
SO427.

e E5: SO4% was excluded to understand what happens in a pure CaCOj

precipitation.
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2.2.1 DMaterials and Methods

The following items were required for the experiments.

Equipment
1. 100 mL volumetric flask
2. 4 magnetic stir plate
3. 4.9mL volumetric pipet
4. 200u] volumetric pipet
5. 1 wash bottle
6. 1 PH meter and PH probe
7. 50 centrifuge tubes

8. Filter paper

Reagents
1. NaCl
2. NaySOy
3. CaCly
4. NaHCO3
5. NaOH

Synthetic Solution Preparation

The synthetic solutions used in the experiments were prepared using the following

procedure.

1. Firstly, a NaCl and CaCl, solution was prepared by dissolving the salts in

sequence into 100mL milli-Q water.

2. A NaHCOj3 and NaySO, solution was prepared by dissolving NaHCO3 and
NaySOy salts into 100mL milli-Q water.

3. The resulting solutions were shaken manually and poured into reactors.
4. The reactors were placed on a magnetic stirrer plate (see Figure [2.2)).

5. A magnetic stirrer bar was inserted to the reactor to mix the solution.
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Figure 2.2: Experimental setup.

6. The magnetic stirrer plate was turned on and the temperature was set to
25°C as shown in Figure

7. The reaction was initiated by adding the NaHCOj3 and NaySOy solution into
the reactor containing NaCl4-CaCls, solution followed by NaOH solution for

pH correction (if needed).

8. The reactors were sealed tight to reduce the flow of air and prevent the loss
of CO, into the air.

Sample collection

Once the reaction was initiated, 100 pL. sample was removed from the reactors
and the pH of the sample was measured. As the reaction proceeded, 100 ulL
sample were withdrawn at selected time intervals so the residual concentration of
calcium ions (Ca?") in the bulk fluid could be measured. The collected samples
were diluted with HNOj. This was done to minimize metal cation precipitation

and prevent its adsorption onto the storage tube.

Precipitate collection

At the end of the experiments, the precipitate that adhered to the base of the
reactors was recovered by scraping it off the base of the reactor. A centrifuge
was used to separate any liquid that was still in contact with the precipitate and
accelerate the settling of the precipitate. The centrifuge was allowed to run for
4 minutes and the precipitate recovered was dried in an oven and subsequently

characterised.
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2.2.2 Sample Characterisation

The solid precipitate recovered from the experiments were characterised by
different techniques to determine the mineralogy and morphology.  The
precipitates were first analysed by powder X-ray diffraction (PXRD) to identify
the mineral phases. Then the morphology of the precipitate was imaged using
Scanning Electron Microscope (SEM). Semi-qualitative chemical analyses of the
precipitate were obtained using Energy Dispersive X-ray (EDX) software. The
Ca?t concentration of the samples obtained during the experiment was

measured using inductively coupled plasma optical emission spectrometry

(ICP-EOS).

2.3 Results

2.3.1 General Observations

There are a few observations we need to make regarding the colour of the solutions

at the start of the experiment and over the course of the experiment.

Observations at the start of the experiment

e E1 & E5 - As shown in Figure the solutions turned cloudy once the
reaction was initiated. This cloudiness implies supersaturation hence the

induction period is zero.

e E2, E3 & E4 - There was no change in colour when the reaction was
initiated. This indicates that these solutions may either be saturated or

unsaturated.

Observations over the course of the experiment

e E1 & E5 - At some point, the cloudy portion of the solution settled to the
base of the reactor. Thereafter we observed the adherence of the white

precipitate to the bottom of the reactor.

e E2 - We observed the adherence of a white precipitate at the bottom of the

reactor after 22hours.

e E3 & E4 - No precipitate was observed over the course of the reaction.

Observations at the end of the experiment

e E1 & E5 - Significant quantity of precipitate recovered.
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(a) El: SO42_ and HCOg_ anions (b) E2: SO42_ and HCOg_ anions
present. At ¢t = 0, Clear and colourless

solution is observed at the beginning of the
experiment, t = 0.

present. Cloudy solution is observed
at the beginning of the experiment,
t = 0, indicating that the solution is
supersaturated.

(c) E3: SO42~ and HCO3~ anions present. (d) E4: SO42~ anions present. Clear
Clear and colourless solution is observed at and colourless solution is observed at the
the beginning of the experiment, ¢ = 0. beginning of the experiment, ¢t = 0.

LT,

(e) E5 - HCO3~ anions present. Cloudy
solution is observed at the beginning of
the experiment, ¢ = 0, indicating that the
solution is supersaturated.

Figure 2.3: The colour of the individual solutions serves as an indication for
saturation. E1 and E5 turned cloudy when the reaction was initiated - this suggests
that these solutions are supersaturated.
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Figure 2.4: The residual concentration of cations (from inductively coupled plasma-
optical emission spectrometry (ICP-EOS) analyses) in the samples obtained from
experiments E1 and E5. It is worth noting that error bars are not presented because

the experiment was only carried out once

e E2 - Small quantity of precipitate recovered.

e K3 & E5 - No precipitate was recovered.

2.3.2 ICP-EOS - Calcium Evolution

Figure shows that the residual concentration of calcium, Ca?* in E1, E2 &

E5. It appears that the calcium evolution is characterised by a rapid drop in

concentration followed by some variability.

2.3.3 PXRD - Precipitate Mineralogy

The precipitates recovered from E1 & E5 were first analysed using powder X-

ray diffraction (PXRD) to identify the mineral phases. Only a small quantity

of precipitate was recovered in E2 and it was not enough to characterise the
precipitate both by PXRD and SEM. Thus in this case, only SEM was employed
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Figure 2.5: The XRD patterns of the precipitates obtained from (a) experiment E1

containing SO42~ and HCO3~ anion (b) experiment E5, containing HCO3~ anion.
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as it was deemed more important than a PXRD analysis.

Figures and show the diffraction patterns obtained from experiment E1
and E5. The diffraction patterns were compared to standard powder diffraction
files from the PROFEX 3.14.2 database (release 2019) for calcite, halite and
vaterite. The PXRD analyses of the precipitates from experiment E1 which
contained SO,2~ and HCO3~ anions show that the constituents of the precipitate
are: halite, calcite and vaterite. The PXRD analyses of the precipitates from
experiment E5 which contained HCO3~ anion shows that the constituents of
the precipitate are: halite and calcite. It is worth mentioning that halite is the
mineral form of sodium chloride (NaCl) while calcite and vaterite are polymorphs

of calcium carbonate (CaCOg3).

We assume the peak integrals from the PXRD in Figure are proportional to
the phase fraction of the minerals present. Therefore, we computed the peak
integral of each mineral and divided this by the sum of all the peak integrals.
We assume this ratio is a rough estimate of the relative proportion of each of the
minerals identified. The mineral fractions computed are shown in Table 2.2 It
can be seen that in E1, 67% of the minerals identified is vaterite, 18% is calcite
and 15% is halite whereas in E5, 85% of the crystals is calcite and 15% is halite.

Table 2.2: Mineral identity of the precipitate recovered in each experiment.

Exp SO, HCO3~ Mineral recovered
(mg/L)  (mg/L)

E1l 5540 293 halite (15%) + calcite (18%) + vaterite (67%)
E2 5540 183 alite + calcite
E3 5540 39 -

E4 5540 0 -

E3 0 293 halite (15%) + calcite (85%)

1Unable to conduct a PXRD analysis on this sample so only SEM and EDX were employed
to characterise the sample.
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2.3.4 SEM & EDX Analysis - Precipitate Morphology

Experiment E1

Figures and shows the SEM and EDX images of the precipitate formed
from experiment E1. The SEM analyses conducted on this crystals show that
the ‘spherical” shaped crystals are vaterite, the small ‘rhombohedral’ crystals are
calcite and the elongated crystal on which calcite and vaterite nucleate is halite
(see Figures and [2.6b). Elemental mapping shown in Figures and
presents the elements that make up the composition of the sample and also the
spatial distribution of the elements. This as well as the EDX spectra in Figure
confirms the presence of sulphur in the CaCOj crystals. A bulk view of
the CaCOj crystals presented in Figure shows vaterite as the predominant
CaCO3 morphology. A wider view of the precipitate shows the long elongated
halite structure (see Figure [2.6f).

Experiment E2

Figure 2.§ shows the SEM and EDX images of the precipitate formed from
experiment E2. The SEM analyses conducted on this crystals show that the
little spherical shaped crystals are vaterite and the thick mass is halite. The
EDX spectra in Figure confirms the presence of sulphur in the CaCOj;

crystals.

Experiment E5

The SEM and EDX analyses from this experiment are shown in Figure [2.9) The
SEM analyses conducted on this crystals show that the rhombohedral shaped
crystals are calcite and the elongated crystals is halite. It can be seen that no
vaterite was detected from this experiment. It is also apparent from Figure

that the rhombohedral calcite crystals are attached to an elongated halite crystal.

2.4 Discussion

Before launching into a discussion of the results, we need to provide some details
which are needed to interpret the results. The first point to be aware of is that we
employed a sequential procedure during the experiments, these are: dissolution,
dissociation and reaction (see Figure . To illustrate this point clearly, we
will briefly consider the processes leading up to the formation of precipitate in E1

as an example. A schematic representation of the sequence of events that lead to
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Figure 2.6: SEM and EDX images of the precipitate formed in experiment
El containing SO4?~ and HCOs~ anions. In these images, calcite appears as a
rhombohedral crystal, vaterite appears as spherical crystals and halite as an elongated
crystal.
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Figure 2.7: SEM and EDX images of the precipitate from E1. The green pointers in
the SEM images on the left hand side points to the crystal of interest and the right
images are the corresponding elemental composition in that location.
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Figure 2.8: SEM and EDX images of the precipitate from E2. The green pointers in
the SEM images (¢ & e) points to the crystal of interest and the right images (d & f)
are the corresponding elemental composition in that location.
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Figure 2.9: SEM and EDX images of the precipitate from E5. Calcite appears as
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precipitation in E1 are shown in Figure [2.11, The individual events are explained

in more detail below.

Dissolution Reaction
Salts > lons

Mineral Scale

Figure 2.10: Sequential process that led to precipitation in E1, E2 and E5.

Dissolution & Dissociation

As explained in section [2.2.1] calcium chloride (CaCly), sodium bicarbonate
(NaHCO3), sodium sulphate (NapSO4) and sodium chloride (NaCl) were
separately dissolved in water to form salt solutions. Calcium chloride was used
as the source of Ca*", sodium bicarbonate as the source of HCOj3, sodium
sulphate as the source of SO?~ and sodium chloride was included to mimic the
salinity levels found in natural waters. These salts are ionic compounds that are
soluble in aqueous solution so they dissociated into cations and anions. For

example, NaySO, dissociates into sodium cations (2Na™) and sulphate anion
SO3~ as shown in Figure

Salt dissolution ——— Dissociated lons ——»  Reactons =~ ——  Precipitation
~ fco, ey
CaCl — Calt (gq) + 20 [ - a’”@ N
2(aq) (aq) + <7 (aq) HCO3 Ngo 2. | CaP+ 2HCOG—CaCly( +CO2 (g +HO ¢ .
) ),
\ N

Na*+CI — NaClg) gt o W&

i"y 8.0
NapS04 (aq) — 2Na+(aq)+SO42'(aq) @(304 @ 0

2NaHCO3 (aq)~ 2Na*(aq) + 2HCO3 (ag) é/ @
NaCl (aq) — Na*(ag) + CI"(aq) &/

Figure 2.11: Sequential processes leading to precipitation in E1.

Reaction & Precipitation

Following dissolution and dissociation, the solutions were mixed together,
beginning the nucleation process for the precipitates. As can be seen in Figure
[2.17] the ions present in feed water react to form two main precipitates NaCl
and CaCOj3 i.e Ca?" and bicarbonate HCOj react to form calcium carbonate,
CaCO3; whereas sodium Na® and chlorine Cl= react to form halite NaCl.
Having established the ions and reactions occurring in the system, we can now
proceed to the discussion of the crystals resulting from the precipitation process
in E1, E2 and E5. In the following subsections we will discuss the key results of
this chapter.
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2.4.1 Influence of Sulphate Anions on CaCQO3; Scale

In this study, SO42~ influences the precipitation of CaCOs crystals in three ways:
the crystal morphology, the size and roughness of calcite formed. We offer more
details on this below; we will compare the size, morphology and shape of CaCOg
crystals formed with sulphate present (i.e. E1 & E2) and without sulphate present
(i.e. E5).

Impact on morphology

As mentioned in section when the reactants were mixed in E1 and E5, the
formation of CaCOj was instantaneous, indicating supersaturation. The
solubility of all CaCOjz polymorphs was exceeded (Slegeire = 3.74;
Slaragonite = 3.60; Slygterite = 3.17), hence the rapid formation of the most
soluble phase vaterite is kinetically favoured [33] 81]. Generally, it is expected
that as the system approaches equilibrium, the more soluble vaterite will be
dissolved and the less soluble calcite will grow. However, the findings from [33]
suggest that when sulphate anions are present, they incorporate into the CaCOj3
crystal structure during crystal growth, inhibiting this transformation of
vaterite to calcite. Our results are in line with this as we observe calcite in the
experiment without sulphate present (i.e. E5) and detect vaterite in the
experiment with sulphate present (i.e. E1 & E2). In addition, Figure shows
that the vaterite and calcite from experiment E1 have sulphur incorporated in
their structure.  Similarly, Figure also shows sulphur present in the

precipitate recovered from E2.

It has been reported by [33] that in solutions with high SO,2":HCO3~ ratio,
vaterite is the major constituent phase in the precipitate. Our study does
confirm the association between the SO,2~:HCO;5~ ratio in the solution and the
resulting vaterite component. We can see from Table that in E2, where the
SO,2:HCO3~ is the highest, we detect only vaterite. This can also be
confirmed by looking at Figure [2.8¢, one would see that all the CaCOj3 crystals
from E2 are vaterite. However in E1, where the SO,*>7:HCO;3~ is comparatively
lower, we observe both calcite and vaterite crystals (see Figures ,b,e). It is
also likely that an early precipitation of vaterite would reduce the concentration
of HCO3™ in the later stages of this experiment. Therefore the calcite crystals
forming thereafter would be grown from a medium with a significantly higher
SO,27:HCO;~ ratio than the initial solution. In contrast, in E5 (the SO4*~ free

experiment), no vaterite was observed, only calcite was detected.
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Table 2.3: SO4%2~:HCO3~ of the solutions from which precipitate was recovered.

Exp SO,%~ HCO3~ SO,2:HCOs3~  Polymorph
(mg/L) (mg/L)

E2 5540 183 30 Vaterite

E1 5540 293 19 Vaterite +
Calcite

E5 0 293 - Calcite

Impact on calcite formed

The influence of SO42~ on the shape of CaCOj crystals has been noted by several
authors [71,119]. Single crystals with rhombohedral shape is seen in experiment
E1 whereas rhombohedral aggregates were observed in E5. Compare, for example,
the calcite crystals in Figures a, b, e to that in Figure 2.9n. Although these
are of the same resolution (i.e 50pm), it can be seen that the calcite crystal in
Figure which was grown in the absence of dissolved sulphate is considerably
larger than the crystals in Figure a, b, e which were grown in the solution with
sulphate present. The difference in crystal size could be attributed to the longer
induction period for calcite in experiment E1. We believe the calcite formed in
E5 is formed early on, allowing sufficient time for the growth of larger crystals
whereas in the experiment with sulphate, E1, we assume calcite is formed in the

later stages which implies a shorter growth period resulting in smaller crystals.

The calcite from E5 (Figures and ) appears to be tenacious, that is the
crystals are closely arranged together and several crystals seem to agglomerate
to form large crystals. This is consistent with previous findings of Chong and
Sheikholeslami [20]. A study by Sheikholeslami and Ong [105] showed that pure
calcium carbonate are more adherent and tenacious in nature which could explain
why calcite in experiment E5, are densely packed and clustered together as shown
in Figure 2.9 This might suggest that pure calcite might be more difficult to

remove in desalination systems due to its tenacious nature.

The calcite crystals in E5 appear to be have smooth and/or irregular surfaces.
Here, we refer to smooth calcite crystals as those having a surface that is
perfectly regular with no areas that rise or fall suddenly whereas the irregular
calcite crystals are those with deformed surfaces as shown in Figure 2.9d Tt is
possible that the crystals undergo an evolution characterised by an increase in

elongation (that is a higher width:length ratio). This evolution could be because
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the calcite in this experiment (E5) was formed instantaneously after mixing,
with many crystals precipitating at the same time and thus colliding with each
other resulting in distorted edges and faces. In contrast, the calcite formed in
E1 appear to have even and regular surfaces. This might be because there’s less

competition for space during nucleation.

2.4.2 Co-precipitation of NaCl with CaCQOj;

One unanticipated finding from the study was co-precipitation of NaCl with
CaCOj3 in E1, E2 and E5. Due to its solubility, halite (mineral form of NaCl)
does not commonly reach supersaturation in RO membrane systems, hence it is
expected that halite would remain dissolved in water [29]. The reason for the
precipitation of halite in our experiments is not clear but we believe it may be
related to the nucleation mechanism of the crystals. It seems possible that the
crystallisation of CaCOj might have initiated the growth of NaCl. The
co-precipitation of NaCl with CaCOj indicates that the following reactions must

have occurred in these experiment.

Caalyyy +2HCO5™ (o = CaCOs(y) + H20 + COy, (2.5)
Natiug +Cl (4 = NaClg). (2.6)

Halite’s shape & role

Halite crystal is commonly known to be cubic shaped so what is striking about the
SEM figures presented in the preceding section is the shape of halite. In Figures
[2.6] and [2.9) halites appears as an elongated structure whereas in Figure
appears as a thick mass. It can be seen from these figures that a significant
portion of the calcium carbonate crystal that precipitates sticks onto the halite
structure. This might imply that halite acts as a binding agent for the CaCOj
crystals. Only one study has mentioned the involvement of sodium chloride ions
in the precipitation of CaCOjs. This study was by [57] who reported that sodium
ion can be incorporated into CaCOg crystals but did not provide any information

on the binding role of sodium chloride as seen in these figures.

Lack of previous research

No studies have been found which examines this structure of halite or explains
the nucleation of calcite on halite in desalination systems. This is understandable
because halite readily dissolves in water thus it’s crystallisation is overlooked.

There have been a few studies showing SEM morhpologies of halite in soils which
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confirm that elongated halite structures do exist in nature |29, [57]. These studies
suggest that an elongated halite structure could be as a result of a dissolution-
recrystallisation mechanism whereby halite dissolved in its own absorbed water

and re-precipitated as a glassy fibrous crystal.

We believe the co-precipitation and unique halite crystal structures observed are
as a result of the saturation levels and water chemistry used in this study. As we
have emphasised earlier, past studies often fail to mimic the saturation levels and
water chemistry encountered in concentrate streams of desalination systems so
there is little or no published data on this kind of co-precipitation. This indicates
that more experimental studies should be conducted representative of the molar

ratios, chemistry and supersaturation levels found in desalination plants.

2.5 Kinetic Model

In this section, we formulate expressions to describe the behaviour of species in
the co-precipitation experiment, E1. From the law of mass action, we derive a
set of ordinary differential equations (ODEs) that describes the rate of change of
species concentration. Here, we limit our attention to ODE formulations which
will later be included in the PDEs describing solute transport in Chapter [3]

2.5.1 Reaction Network

The experimental results suggest co-precipitation of NaCl and CaCO3 and the
presence of sulphate in the CaCOg crystals. In light of our earlier discussions on
the dissociation, dissolution and reaction procedure employed in the experiments,
we propose the following mechanism to represent the precipitation observed in

El

CaZf, +2HCO S CaCOy) +COy) + HyO,  (27)
(¢1) (¢2) (¢3)
+ - + - k
(¢4) (¢5) (¢6)
k _
NaySOyaq=$2Naf, + SO - (2.9)
(@7) (¢8)

In addition to the stated reactions, we make the following assumptions about the

reaction mechanisms:
1. Reaction ([2.7]) occurs at a faster rate and CaCOj3 is formed instantaneously.

2. Experimental observations show that the CaCOj crystals formed contain
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SO42~. We believe the SO42~ present in the crystal is that from the sodium

sulphate (Na2SQO4) dissociation in reaction ([2.9).

3. A glassy form of halite is formed during the experiment and this is described
in @2.8).

4. The speed of the reactions will be dictated by the rate constants, ki, ks and
ks. Therefore ki > ko which implies that the rate of formation of CaCOs5 is

greater than the formation of halite.
Collectively, the overall reaction can be summarised by:

CaClyag) +2NaHCO3(aq) + NaaSOyaq) +2NaClgq) —

ANaCly + CaCOs5) + COq(g) + HyO + 2Na(+aq) + SOi(flq)'

(2.10)

The quantities on the left-hand side of reactions - are the reactants
whereas the quantities on the right-hand side are the products, k; is the reaction
rate (where i = 1,...,3). The reactants and products are collectively referred to
as the species of the reaction. Now let X, Xs, X3, X4, X5, X, X7 and Xg denote
the chemical species Ca?*, HCOj, CaCOs, Na*, C1~, NaCl, NaySO, and SOF~

respectively, so that equations (2.7 - (2.10) can be written as

X; 42X B X, (2.11)
X, + X5 B X, (2.12)
Xo B 2x, + X, (2.13)

or compactly in matrix-vector form as

AX 5BX, (2.14)

where X = [X}, Xy, X3, X4, X5, X6, X7, Xg]? is the column vector of species,
k = [ky, ko, k3]T denotes the reaction rate and A and B are the stoichiometric
coefficients. We exclude COy and H,O as we assume these do not impact the

present developments.



CHAPTER 2. EXPERIMENTAL STUDY 38

It thus follows that A and B are given by

12000000 00100000
A=1000 11000/ B=loooo00100 (2.15)
00000O0T10 0002000 1

2.5.2 Rate Equations

Although the molecular interaction is driven by the random collision of
reactants, when their concentration is large enough, we can idealise the reaction
as a deterministic, continuous process. A widely used principle that supports
the modelling of a reaction rate under the presence of a large enough reactant
concentration is the law of mass action. This states that the rate of reaction is

proportional to the product of the concentrations of the reactant species.

Following the principles of mass action, the dynamic behaviour of the chemical
system can be described by a set of first order differential equations with time as
the independent variable [118]:

de,
=l _ . t
dt f1<¢17¢27 7¢n7 )7
d¢
_2:f2<¢17¢27"' 7¢n7t)7
dt (2.16)
don
7 — Jn ) y T nat )
7 fn(@1, d2 )
where ¢;(t) € R(i = 1,...,n) denotes the volume molar concentration of chemical

species X;, at time t. Then following the law of mass action, the dynamics of the

reaction network are given by the kinetic equations 18]
o(t) = (B—A)TK(t), ¢(0)=do, =0, (2.17)

where K £ diag(ki, ..., ks), ¢ denotes matrix exponentiation operations and ¢,

is the initial concentration [18§].
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Consequently, the kinetic equations have the form

-1 0
-2 0
1 0
0 -1

N=(B-A)T" =
0 -1
0 1
0 0
0 0

The system of ODEs for this mass action system is

doy

yr = _k1¢1(t)¢§(t),
d

% = 2101 (D)3 (1),
d

% = k1o ()3 (8),
dc%i — —koa(t)ps(t) + 2ksdr (1),
dd;if) = —kopa(t)5(1),
d

% — kagha (1) 5 (t),

d

g = —k3¢7(t)7

% — k?3¢7(t)7

dt

$1(0) =
¢2(0) =
3(0) =
¢4(0) =
¢5(0) =
¢6(0) =
¢7(0) =
¢s(0) =

ki (t)95(t)
ko (t) s (1)

ksor(t)

P10, t >0,
$20,
P30,
P40,
P50
P60,
P70,
Ps0-

39

(2.18)

(2.19)
(2.20)
(2.21)
(2.22)
(2.23)
(2.24)
(2.25)

(2.26)
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It is clear that there are five conservation relations

%+%:0:>¢1+¢3:A, (2.27)
o o2 o9
di"‘ dzf +2dji7 =0 = ¢4 + ¢6 + 2¢7 = C, (2.29)
%+%:0:¢5+¢6=D, (2.30)
%+%:0:>¢7+¢8:E- (2.31)

This reduces the system of equations to

doy

Tl ki(A — ¢3)(B — 2¢3)?, (2.32)
0 ko€~ 2B — 65) — 66)(D — ), (2:33)
dos
= ks(E — ¢s). (2.34)

where ¢3, ¢g, and ¢g denote the molar concentrations of CaCOj3, NaCl and SOi_
respectively. Recall, in the reaction system - , X7 and X5 react to
form X3 whereas X, and X5 react to form Xg and X7 dissociates into X, and
Xg. The conservation of concentration requires that the total concentration of
reactants at the initial state be equal to the total concentration of the products
at the final state. Hence the reduction from 8 ODEs - to 3 ODEs
- is to be expected because the reactant species (X, Xo, Xy, X;
and X7) no longer exist after the precipitation reaction and the constituents of

the final precipitate are X3, X, and Xg.

Furthermore, it can be seen from (2.32) - (2.34) that ¢3 and ¢g completely
decouple however ¢g depends on ¢g. This implies that ¢g influences ¢g but not

vice versa. Physically this makes sense because in cases where the control over
¢¢ might be desired, one would have to manipulate ¢7; which in turn influences
¢4 and ¢g, demonstrating that ¢g and ¢g are somehow connected. However, ¢3
does not influence ¢g or ¢g because the precipitation of ¢3 is to some extent an

independent process.
At equilibrium % =0 and ¢3 = A or ¢3 = g. The former suggests that all of
species X is used up and the latter suggests that all of species X5 is consumed in

the reaction. The former case is more relevant here because we can see from Table

that ¢; is present in excess so ¢5 is the limiting reactant and would be entirely

consumed. Similarly at equilibrium % = 0 and E = ¢g. This implies that ¢g
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is totally consumed as it completely dissociates into ¢4 and ¢7. From a chemical
perspective, this is reasonable because it is expected that during the dissolution
of an ionic compound like NaySQOy, the water molecules would break apart the
ionic crystal into ions Nat and SO?~. We expect the equilibration of ¢3 to occur
at a faster rate than ¢g because during the experiments, the precipitate X3 was
formed as soon as the reaction was initiated whereas the complete dissociation of

@7 involved some mixing.

Now that we have the kinetic equations that we believe somewhat captures the
chemical reactions occurring in experiment E1, we can proceed with fitting this
model to our experimental results. In the following subsection, the simulation

associated with this is presented.

Calcium ion evolution
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(a) Fit between model and experimental results for
calcium concentration in E1.
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Figure 2.12: Fit between model and experimental results for cation concentrations in
E1.
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2.5.3 Simulation

The kinetic model described in - was implemented in MATLAB
using an ODE solver (ode23s). It is of interest to mention that ode23s was
selected because the system of ODEs is considered to be stiff as the eigenvalues
of the linearised equation are of different orders magnitudes. In Chapter |4, we

present the eigenvalues in the context of the stability analysis.

The ode23s solver numerically integrates the equations with the specified initial
conditions and produces a concentration plot as a function of time. Experimental
rate constants were not available as previous studies has been mostly limited
to qualitative or semi-quantitative investigations. Hence, rate constants were
estimated by fitting the model with experimental results. Figure shows the
fitting of the model’s equations to the experimental results. The values of the rate
constants that match the experimental results are k; = 7 x 107%m5.mol=2.571,

ko =3 x 107 2m3.mol~t.s7!, kg = 3 x 1072571,

The kinetic equations and rate constants estimated from the simulation will form
part of the building blocks of the overall model framework. The values of the rate
constant will be particularly important in Chapter [4| when we perform a stability

analysis on the system.

2.6 Summary

In this chapter we have presented the main results from the experimental study.
The results presented are consistent with published reports in [33, |71} 119]. The
experimental results generated fresh insights into scaling mechanisms and how
this can be altered by the ions present in the feed. The experiments demonstrated
co-precipitation of more than one type of inorganic scale, which is consistent
with what is typically observed in RO operations. We proposed that the co-

precipitation in E1 occurs via the following sequence of steps:

1. Halite is initially formed but dissolves and recrystallises which results in

the glassy elongated form shown in the SEM images in section [2.3]

2. The high supersaturation levels and presence of sulphate at the start
promotes the formation of vaterite. Over time, a small portion of the

vaterite is dissolved and converted to calcite.

3. The calcite crystals forming thereafter would be grown from a medium with

a significantly higher SO,2~:HCO3~ ratio than the initial solution.

We proposed that the co-precipitation in E2 occurs via the following sequence of
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steps:

1. Halite is initially formed but dissolves and recrystallises which results in
the thick mass shown in the SEM images in section [2.3]

2. The presence of sulphate at the start promotes the formation of vaterite.
Due to the high SO,%27:HCO3™~ ratio, no calcite is formed.

We proposed that the co-precipitation in E5 occurs via the following sequence of

steps:

1. Halite is initially formed but dissolves and recrystallises which results in
the elongated form shown in the SEM images in section [2.3]

2. The high supersaturation levels promotes the formation of -calcite
instantaneously with many crystals precipitating at the same time,

colliding with each other resulting in distorted edges and faces.

One of the more significant findings to emerge from this study is that at
concentration levels similar to seawater levels, crystallisation of halite could
occur even if it’s not supersaturated. This study has found that halite could
acts as a binding agent for CaCOj crystals during crystallisation. Little is
known about this and it is not clear which factors contribute to this. Infact, the
present study appears to be the first study to observe an elongated or thick
mass of halite during crystallisation (as opposed to the common cubic shaped
crystals).  This might suggest that the precipitates that actually form in
desalination operations contain NaCl.  Further work is needed to fully
understand the reason for NaCl precipitation. In addition, it would be beneficial
if this study could be repeated with more ions (e.g magnesium ion, phosphate
ion, silicone ion) present to truly capture the complex process that occurs in
industrial scale. In reality, it would be tedious to analyse the influence of all the
ions present in the feed on the possible precipitate that could form e.g CaCOs,
CaSO,. However, we believe this would provide significant insight on salt ion

interactions and the end effect on desalination.

The results presented here also indicates that sulphate might reduce the tenacious
nature of calcite implying that CaCQOj crystals formed in the presence of sulphate
might be easier to remove during membrane operations. It might be worthwhile
to conduct experiments to test this hypothesis. In the latter part of the chapter,
we formulated a kinetic model based on experimental observations. This was
implemented in MATLAB, generating rate constants which will be instrumental

to our model analysis in Chapter [4]



Chapter 3
Model Development

In this chapter we provide details of the macroscopic model developed,
particularly in terms of the science and mathematics. We begin with a
presentation of key definitions and basic ideas needed to develop, implement and
analyse the model. In some cases we provide precise and detailed definitions,
while in others we present only the basic concept. We follow this with a review
of the literature but we make no claim as to completeness of this; the intent is
merely to indicate the amount of work that has been done. We then present the
model and note the couplings that exist between processes in the system. We

conclude by describing the numerical procedure employed to produce solutions.

3.1 Introductory Remarks

In this section, we present a number of terms and definitions that are
specifically related to reverse osmosis membrane operation. We describe the
spiral wound membrane configuration and the various modes of operation in RO
membrane systems. We remark that these topics impact details of the
numerical analysis and are thus important for both theoretical and
computational purposes. An understanding of these topics will serve as
adequate preparation for the development and implementation of the

model/algorithms to be introduced later.

3.1.1 Membrane Terms and Definitions

Osmotic Pressure

It is probably useful at this point to recall that in Chapter |1/ we defined osmosis

as the flow of fluid from a region of lower concentration to a region of higher

44
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concentration [22]. Now we define the term “osmotic pressure” as the minimum
pressure necessary to stop osmosis or the natural flow of the fluid. This osmotic
pressure is a function of the individual solute concentration as we can see in
equation . It is also related to the mole fraction of water; from a practical
point of view this implies that as water is extracted from the feed solution
during desalination (i.e the mole fraction of water reduces), the osmotic

pressure increases [22)].

The osmotic pressure of a fluid can be expressed as [22]
w(¢1,., 6n) = RTQ Y 6, (3.1)

where R is the gas constant in J.mol 1. K~ T temperature in K, ¢ is the osmotic
coefficient, a dimensionless quantity which characterises the deviation of a solvent
from ideal behaviour and ¢; is the concentration of ¢ = 1,...,n components in

mol /m3.

Natural waters treated by RO have substantial osmotic pressure. To put this
into perspective, the osmotic pressure for tap water is around 0.4 bar [51] while
that of seawater is around 25 bar. On the other hand, the osmotic pressure of
brackish water is between 1-4 bar [51].

Rejection

Rejection measures the membrane’s ability to selectively transport water and
reject other target components. Salt rejection is a function of feed pressure.

Hence it is expected that increasing the feed pressure will increase rejection [50].

Salt rejection is defined as

1% (3.2)

¢i’
where r; is the rejection which is obtained from the permeate concentration ¢,
and feed concentration ¢;. The r value gives an indication of how effective the
membrane is at rejecting salt ions. To put this into perspective, reverse osmosis
membranes are capable of rejecting 99% of monovalent ions such as Na™ and

C17[22]. A lower value would suggest that the membrane is underperforming.

Recovery

The membrane performance can also be evaluated using the recovery. The

recovery can be loosely described as the ratio of the permeate flow rate to feed
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flow rate. Mathematically this is written as [22]

_ @

ot (3.3)

Te
where 7. is recovery, (), is the permeate flow rate and @); is the feed flow rate.
Note @, can be estimated from the permeate area, A, and permeate velocity v

as follows
Qp = v, A,. (3.4)

Similarly, (); can be estimated from the inlet area, A;, and inlet velocity U;, as
follows

Therefore, the recovery can be written as

v4,

Te (3.6)
The value of r. provides insight on the quantity of clean water collected as
permeate. As one might imagine, a high value of r. is desirable as this implies
that a high fraction of feed water is being recovered. However, as we have
stressed previously, this comes at a cost because the osmotic pressure increases
with higher recovery. This in turn reduces the permeate flux by inducing
mineral scaling. Generally, the recovery achievable in RO systems is limited,
ranging from 35-50% for seawater desalination and 70-85% for brackish water
RO 3, 65].

Concentration Polarisation

Several lines of evidence suggest that concentration polarisation is the precursor
to mineral scaling [22, |65]. There are a few ways to define concentration
polarisation, and it is worthwhile to adopt various approaches to acquire a more
complete understanding than can be obtained from a single viewpoint. We
begin by recalling from our introductory discussions of reverse osmosis in section
that the membrane selectively rejects salts ions and generally transports
only water through the membrane. This selective rejection results in a rise in
ion concentration in the vicinity around the membrane surface [110]. This leads
to two related consequences. First, a boundary layer (also known as polarised
layer) of higher concentration is formed near the membrane (see Figure [3.1).
Second, there is a concentration gradient between the membrane surface and
the bulk feed which causes a diffusive back-flow to the bulk fluid [14]. These

implications are of sufficient significance because the solubility limits of salt ions
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Figure 3.1: Illustration of the polarised layer occurring as a result of concentration
polarisation.

are likely to be exceeded in these concentrated zones near the membrane
surface, leading to salt precipitation. In fact, experimental studies have shown
that CaCOj scaling could be exacerbated by concentration polarization [65] and

primarily for that reason we include it in our model analysis.

The boundary layer film model has been used to describe the concentration
polarisation phenomenon. It is assumed the convective flux of solute toward the
membrane equals the sum of the diffusive back transport of solute and the
permeate flux passing through the membrane [4]. The solute material balance

in the polarised layer is thus given by [4]

d
v = DL 4 g, (3.7)
dy ~—~
Convective flux N—— Permeate flux

Back diffusion

where ¢, is the solute concentration at the membrane, ¢, is the permeate

concentration, v is the fluid velocity and D is the solute diffusivity.

3.1.2 Membrane Mode of Operation

Reverse osmosis membranes can be operated in either dead-end mode or cross-
flow mode. In the former, flow direction is normal to the membrane whereas
in latter, the feed flows tangentially across the membrane surface as shown in
Figure [3.2] Stirring is adopted in dead-end mode to reduce polarization effects
and obtain a sufficiently high Reynolds number. In dead-end mode, flux decline is
typically observed as a result of the additional resistance from accumulated salts
[67]. In most applications, it is so severe that this mode of operation becomes

unsuitable and cross-flow operation is adopted. The tangential flow in cross
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flow mode creates a shearing effect on the surface of the membrane which helps
minimise concentration polarisation . Although, this mode of operation is
more energy intensive and expensive, it is the mode of operation most often used

for reverse osmosis operations .

a) b)

> >

> —> AAA
(R 222,

Figure 3.2: Schematic representation of (a) cross-flow mode and (b) dead-end mode.

3.1.3 Membrane Configuration

In the literature, membrane configuration is used to refer to the geometry of the
membrane and its position in space in relation to the flow of the feed and of the
permeate . Most industrial membrane installations use modules as the basis
of design or construction. Generally the membrane module consists of a feed

stream (inlet), a permeate stream and a retentate stream (outlet) [22].

The main types of membrane configurations used in industrial scale are:
plate-and-frame, tubular, spiral wound and hollow-fiber configurations . The
membrane geometry is planar in the first two and cylindrical in the last two. A
desirable configuration is one that is compact, easy to clean, supports uniform
velocity distribution and has a low resistance to fluid flow. Some degree of
turbulence at the retentate side is also a desirable property, as it minimises

scaling and promotes mass transfer [11].

In what follows we describe the flat sheet and spiral wound configuration as these

are the configurations most relevant to our investigation.

Flat Sheet Membranes

In industrial applications, flat sheet membranes are seldom used on their own,
due to their low packing density (i.e. the surface area to packing volume ratio)
[133]. They are instead pleated into spiral wound modules. However, flat sheet

membrane configuration are often favoured for laboratory scale applications on
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Figure 3.3: This illustration depicts an unwound configuration to demonstrate the
flow direction in a spiral wound configuration \|

the basis of their operational simplicity. Spiral wound modules on the other hand

can be complicated and very difficult to simulate.

Spiral Wound Configuration

Spiral wound membranes (SWM) are used in large scale industrial applications
due to their high surface area to volume ratio . The module consists of
several flat sheet membranes (see Figure assembled in a spiral wound
configuration. The edges of the membranes are sealed with glue to form several
membrane envelopes as depicted in Figure 3.4 The open ends of the envelopes
are connected to a perforated central tube which is commonly referred to as the
permeate collection tube. Thus, during operation when the feed solution is
exposed to the membrane surface, a portion of the water in the feed passes

through the membrane surface and permeates the membrane envelope, spiraling
toward the collection tube as shown in Figure .

The membrane modules are typically manufactured with membrane area of 20-40
m?, diameters of 10 to 40 cm and lengths of 1 m giving flowrates of up to 28 m3
per day 99]. To reduce concentration polarisation in spiral-wound elements,
turbulent conditions are promoted with the use of feed spacers as shown in Figure
The feed spacers provides a reduced channel for feed flow by maintaining a
space between two membrane sheets in the range of 0.6 to 0.9 mm 22, 73,199,
. The spacers are used not only to enhance the mass transfer but to maintain
the fluid velocity . However, these complicates the flow pattern.
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Figure 3.4: The assembly and fabrication of spiral wound membrane module .
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Figure 3.5: (a) Schematic illustration of the arrangement of the feed channel, spacer,
membrane and permeate channel in a spiral wound membrane module (b) Typical
industrial unit showing several spiral wound elements in series [124].
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Recovery & Rejection in Spiral Wound Modules

The RO membrane separation process reduces the total dissolved solids
concentration in feed water from 242 mg/l to less than 4 mg/1 corresponding to
an average salt rejection of 98% [106]. However, higher salt rejections in the
range of 99.75% - 99.8% can also be achieved. To achieve a high recovery, the
spiral wound installation usually consists of six to eight modules connected in
series as shown in Figure [3.5b. Hence, the concentrate from the first element
becomes the feed for the next element in series as depicted in Figure [3.5b. This
process is repeated until the concentrate from the last RO element exits the
pressure vessel [22]. Individual spiral wound membrane elements have a
permeate recovery of 5 to 15 percent. Desalination operators increase feed
pressures to allow sufficient permeation through the membrane and maintain
the desired permeate flows. Pumps are used to achieve relatively high operating
pressures, with pressures ranging between 10 - 25 bar for brackish water and 50
- 80 bar for seawater [23, |[101]. Therefore, overall water conversion can reach as
high as 70-85% in the case of brackish water and 35-50% in the case of
seawater. It is important to note that pressure loss develops as feed water flows
through the feed channels and spacers, which reduces the driving force for flow
through the membrane surface. Although, the feed side head loss across a

membrane element is typically less than 0.5 bar |22, 23, |99].

This concludes our review of the relevant membrane topics, terms and
definitions. We once again emphasize that the main factors that limit recovery
include: osmotic pressure, concentration polarisation and precipitation of
mineral salts [22]. Therefore in this study, we will develop a holistic macroscopic
model which integrates all the aforementioned processes and unravels the
complex interactions between them. In the following section we provide an

overview of the relevant models associated with these processes.

3.2 Literature Review

A number of researchers have carried out studies on various aspects of the
reverse osmosis process [35, 47, 48, 50, 87, 98, |110, 113| [125] |129]. There have
been many approaches for doing this; spatial scale models are often used to
capture the scale dependence of the underlying processes. In contrast, time
dependent models aim at optimising membrane design (steady state models
[59]) or at capturing time dependent phenomena (unsteady state models) such
as mineral precipitation which may deteriorate the membrane over time [5§].

Such an approach allows researchers to quantify the effect of design and
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operating variables on specific reverse osmosis problems and performance [22,
130]. In this section we will present some of the models that have been
developed and used through the years in efforts to predict membrane
performance. We will do this by means of a more or less chronological ordering
to provide a sense of how the current understanding of reverse osmosis

modelling has evolved.

3.2.1 Fluid Dynamics

One of the early studies on fluid flow in a membrane channel was conducted by
Berman [12] in the second half of the 20"* Century. Berman [12] investigated the
flow field in a rectangular membrane channel with two membranes by solving the

Navier-Stokes equations which is given by

Continuity equation

dp , Olpu) | O(pv)
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Momentum equation
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where u is i component of velocity (ms™1), v is j component of the velocity (ms™1)
and S are source terms. (3.8)) is the continuity equation whereas (3.9)) and (3.10)
are the momentum equations, expressing the principles of conservation of mass

and momentum respectively.

The exact solution of the flow equations was obtained leading to a third-order
nonlinear differential equation which was solved by a perturbation method.
Although, the scope of the investigation was limited to two-dimensional
incompressible steady-state laminar flow Re ~ 1, the study made an important
contribution to the field. With the assumption of constant permeation velocity
along the channel, it was shown that, in a thin layer near the permeable walls,
the flow field at any location in the channel can be well approximated by
combination of a shear tangential flow and a constant perpendicular flow. The
findings from this study provided the context for numerous works on the
Navier-Stokes equations by [17, [28, (83} |103} |122 |132] and many others. Since

then researchers have studied the computational fluid dynamics (CFD) of
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reverse osmosis by solving Navier-Stokes equations coupled with Darcy’s law.
Many numerically solve the Navier-Stokes equation using the finite volume
method [125] and use the Semi-Implicit Method for Pressure Linked Equations
(SIMPLE) algorithm for the pressure velocity coupling |47, [82, [129]. There are
a few studies that have also used the finite difference scheme to numerically

solve the Navier-Stokes equation [24].

3.2.2 Membrane Transport Theory

In the 1960s much of the research was dedicated to understanding the transport
in RO membranes [46, [66, [115]. It was shown by Lonsdale et al. [66] that the
fluid flux through the membrane can be represented reasonably well by linear
models such as the solution-diffusion model. However, Spiegler and Kedem [115]
argued that this model which is purely diffusive is not in line with experimentally
observed fluxes which consists of both a diffusive flux and a convective flux.
Therefore, [115] solved the differential equation of transport within the membrane
and proposed the pore-flow model which accounts for convective effects through

the membrane. This model is also known as the Spiegler-Kedem model.

It is worthwhile to examine the details of each of these theories as they are
important elements of our model. Therefore, below we describe and distinguish

the solute-diffusion model and the pore model.

Solution-Diffusion Model

The model is based on the premise that the membrane’s pores are infinitesimally
small and so transport is through a dense permeable membrane layer with finite
thickness. Transport of the fluid and salt is believed to take place independent of
one another and the effects of fluid on the other side of membrane are neglected. It
is assumed that the fluid and salt ions are transported according to the following
processes: adsorption, diffusion and desorption. First, the water and solutes are
absorbed (either through chemical bonding to membrane surface or dissolution
within membrane) into the solid membrane material then they independently
diffuse through the membrane down a concentration gradient and re-liquefy at

the permeate side of the membrane [12§].

The mathematical description of the solution diffusion water flux, v through a

reverse osmosis membrane is described by

vy = A(Ap — Am), (3.11)

1

where A is the water permeability constant in m.s™'.Pa™!, Ap is the pressure
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gradient and A is the osmotic pressure gradient. The equivalent expression for
J, salt flux is

J = B(és — &), (3.12)

where B is the salt permeability of the active membrane layer in m/s, ¢; and
¢, are the solute concentration at the feed interface and permeate interface
respectively. and suggests that the water flux through a reverse
osmosis membrane increases with applied pressure while the salt flux is
proportional to the concentration difference across the membrane and is

independent of applied pressure.

Pore model

The solution-diffusion model does not consider convective flow through the
membrane.  The pore flow model on the other hand assumes that RO
membranes have tiny pores through which water moves. This model is based on
the premise that the fluid permeates the membranes through physical pores
present in the membrane. Separation is achieved through size discrimination
where large molecules of salt ions are rejected by the membrane [130]. It is
assumed that in cases where the dissolved solutes and water molecules are
similar in size, separation is not solely physical sieving but also involves
chemical effects such as electrostatic repulsion between salt ions and membrane

material.

In the pore flow model, there is no concentration gradient across the membrane.

The flow through the membrane is given as

k(ps — pp)

T (3.13)

vy =
where k is the membrane permeability, ps is the pressure at the feed side of the
membrane, p, is the pressure at the permeate side of the membrane and ¢ is the
membrane thickness. It should be noticed that the pore model is identical to

Darcy’s law.

The work of Lonsdale et al. [66] and Spiegler and Kedem [115] spurred
considerable development in membrane transport theory in the 20*" Century,
and it is often claimed that they are one of the main progenitors of reverse
osmosis membrane transport theory. Following their work, studies showed that
the contribution of pore flow to the solvent flux is negligible however the pore
flow has significant effect on the solute flux [60, [112]. The solution diffusion
model is the most commonly used model for the prediction of water and salt

flow through a reverse osmosis membrane. Although, there are a number of
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studies which use the combination of both models to predict transport flow
through reverse osmosis membranes |22, [37]. It is also worth mentioning that
some studies [7, 8] have combined the solution-diffusion model with the
concentration polarization model given by the film theory (described earlier
when concentration polarisation was introduced in section to explain

solute transport through the membrane [102].

3.2.3 Design Studies

Beginning in the early 1970s numerous works [79, |80} 85, [86, 108, [114] began to
appear that focused on developing analytical design equations that could be used
for preliminary design studies. The benefit of this approach was that it allowed
investigators to quickly obtain prediction results that might be helpful during
design stage. For simple equations, an analytical solution was possible after some
assumptions have been introduced [85] 108, [109]. Typical assumptions include
average conditions on either side of the membrane, constant or total separation,
dilute solution, negligible concentration polarization and constant mass transport

coeflicient.

Sirkar et al. [108] developed simple analytical design equations for single-solute
RO with the aim of calculating channel length and average permeate
concentration for spiral wound RO modules. In this work, pressure drop in feed
and permeate channels were neglected and linear approximation for the
concentration polarization term was assumed. Evangelista [30] and Evangelista
and Jonsson [31] also developed explicit analytical equations for water flux and
tested these equations for dilute solutions. All these analytical solutions
mentioned above are based on assumptions of average and uniform fluid
conditions in feed and permeate channels. Avlonitis et al. |7, 8] proposed an
analytical solution for spiral wound RO modules, which is the only analytical
model reported in the literature that accounts for spatial variations in pressure,
velocity and concentration in both the feed and permeate channels. This
analytical model assumes constant value for mass transfer coefficient along the

membrane and a linear approximation for the concentration polarization term.

For more complicated equations researchers adopted an iterative approach [1].
For example, Agarwal et al. [1] developed design equations for power law fluids
for both laminar and turbulent flow regimes. The equations were solved using
fourth order Runge-Kutta method and the Newton-Raphson technique. It is
however important to recognize that although this method of analysis is useful
for fast estimation of preliminary results, they are however less suitable for module

development and optimisation due to the many approximations and assumptions
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made.

3.2.4 Geometry Studies

At the end of the 20" Century, researchers started to pay more consideration to
the geometry of the membrane module. Some researchers such as Boudinar
et al. [16] incorporated the spiral geometry of the spiral wound membrane in
their simulations whilst many adopted an unwounded approach whereby the
membrane channel is modelled as a stack of flat sheet membranes [7, |8 31} (102,
135]. Even in the 21% Century, with advanced computation facilities, many
studies are still conducted under the assumption that the spiral membrane
module can be represented as a stack of thin channels as shown in Figure [3.6b.
Although there has been an increasing interest in the effects of spacer geometry
on the performance of the module [63, 98]. For example, Santos et al. [96]
investigated the effect of the geometry of the spacer structure on the fluid flow
and concentration patterns. The continuity, momentum and mass transport
equations with the corresponding boundary conditions were solved with the
open-source CFD software package called OpenFOAM. Finite volume method
was used to discretise the momentum and mass transport equations and the
pressure-velocity coupling was achieved using the Pressure-Implicit with
Splitting of Operators (PISO) algorithm. Researchers are also developing
models which incorporate a detailed description of the geometric features of
spiral wound membrane such as the number of membrane envelopes, the radius

of the collection pipe, and the thickness of permeate and feed spacers [39].

3.2.5 Precipitation Studies

A number of experimental studies have shown the impact of precipitation on
membrane systems [52}, [105] 123]. However it was not until recently that studies
began to appear that employed numerical modelling in the study of
precipitation in RO membrane desalination. To the best of our knowledge, the
first study to formulate a kinetic model and couple this with the concentration
field was by Karabelas et al. [52]. Although, it is worth mentioning that this
study did not consider the fluid dynamics of the system. The evolution of the
salt ions concentration at the membrane surface was determined by solving the
following one-dimensional transient convection-diffusion equation using

finite-difference method
00 _ 00 5
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—— Permeate spacer

(a} Membrane
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Figure 3.6: Schematic of (a) spiral wound reverse osmosis membrane module and (b)
cross section of a feed channel sandwiched by two pieces of membranes.

where y is the direction normal to the membrane, ¢ is the concentration of the
ionic species, v is the velocity at the membrane which is a function of time and

D is the diffusion coefficient of salt ions. The initial conditions are

In this study, it was assumed that scaling occurs only at the membrane surface.
Therefore the nucleation and growth kinetics of the salt ions which are based on
the method of moments are included in the boundary condition. The nucleation
step (introduced earlier in section was described according to the
nucleation theory and the crystal growth (also introduced earlier in section
was modelled using a poly-nuclear surface reaction rate expression. We
will not dwell here with the derivation of this models because our main purpose
in presenting this study is simply to make the reader aware that such efforts
have previously been made. For the reader interested in the details associated
with the derivation of the nucleation and growth kinetics, this text by is
recommended. The membrane boundary condition was formulated based on the
assumption that the precipitation of the solid crystalline phase must be equal to
consumption of solute, this results in

do a dM

— Rév = D~ — -
P VA T

(3.16)
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where R is the rejection coefficient of the species, a is the number of moles of the
ionic species, V,, is the molecule volume of the solid phase, N, is the Avogadro
number and M denotes the moments which describes the particle number and

deposit mass per surface area.

Another notable work is the study by Radu et al. [87] who developed a
two-dimensional mathematical model integrating fluid flow and solutes mass
transport with a particle-based approach for crystal nucleation and growth. The
geometry was representative of an unwounded membrane channel (similar to
that in Figure ) consisting of two parallel flat sheet membranes (at y = 0
and y = L,) and a feed spacer. The flow field was computed using the
incompressible Navier—Stokes and the transport of salt ions was described using

the following advection-diffusion-reaction equation

0

9 L V.ue) =V-(DVe)+ Q° | (3.17)
at —— ——— ~—~
~ convective term diffusion term source term

transient term

where Q% is a source term which represents chemical reactions of ions with other
ions dissolved in the fluid. Radu et al. [87] held the view that the precipitate layer
may be permeable to liquid flow and described this by the Brinkman equation

%u +Vp= %VZu, (3.18)

where k is the permeability of the precipitate and e is the local precipitate
porosity. At the channel inlet (z = 0), a no-slip condition was prescribed as it

was assumed the feed spacer is impermeable.
u=0 ony=0,0L, (3.19)
The flow through the membranes was described using
v=A(Ap—Am) ony=0,L,, (3.20)

while the solute transport through the membrane was described by the following
flux condition
d¢

vp — Dd_y =v¢p(1 — R). (3.21)

In their model, the mineral scale is represented by a collection of discrete hard
particles of crystalline matter, each characterized by a diameter, mass and
position vector. The approach followed for precipitate development in this

study follows the process described by Bird et al. [15] in that the precipitate
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formation is based on two processes: nucleation and crystal growth. However, in
the present case nucleation was modelled as a stochastic event which depends
on the local solution supersaturation. Furthermore, the crystal growth model
consists of two domains; an outer layer where the mass of each particle increases
and an inner layer where the particles are immobile and do not increase in
volume. We will not dwell on the details here, we refer the reader to [87] for a

complete treatment.

It is also worth mentioning that Tartakovsky et al. [120] investigated the
mixing-induced precipitation in porous medium using a combination of
laboratory experiments, pore-scale simulations and continuum scale simulations.
The effect of the Peclet number and the Damkohler number on mixing induced
precipitation was also investigated. However, it is important to note that this

study was not conducted in a desalination context.

3.2.6 Owur Approach

We have now presented all the tools needed to formulate a model of our own.
Similar to some of the authors above, we investigate the flow field in a
rectangular membrane channel with a flat sheet membrane by numerically
solving the Navier-Stokes equations presented in —. We describe the
salt transport using and the fluid flow through the membrane using a
combination of the pore flow and solution-diffusion model
described in section [3.2.2]  We integrate the precipitation kinetic model
developed earlier in section into the membrane boundary condition to
describe the precipitation process that occurs at the membrane. Similar to [96],
we use OpenFOAM to discretise the momentum and mass transport equations.
We also further analyse experimental observations through stability analysis
and use the dimensionless groups that will be identified later to evalulate the
interaction between various sub-processes. We remark that to the best of our
knowledge, this is the first study to propose a deterministic formulation for
precipitation in a reverse osmosis membrane, conduct stability analysis on the
experimental results and present dimensionless groups that capture the entire
physics of the system. Below we make a few comments on our precipitation
approach, this is intended to provide motivation/justification for the kinetic

model formulated.

Precipitation Approach

It is apparent from our review that much of the modelling formulation describing

precipitation in membrane desalination have been stochastic-inclined. Although
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these models provide a useful approximation to crystal population growth they are
considerably complicated and are in general more difficult to analyze compared
to their deterministic counterparts. Moreover, our goal is to develop a simplified
framework that synthesises the essential features of reverse osmosis desalination.
This at least in part motivated the development of a deterministic formulation,
simpler than its stochastic counterparts but capable of capturing the interactions

observed in experiments.

3.3 Model Formulation

The mathematical model presented in this section consists of coupled equations
with non-linear terms appearing in some equations, rendering the system
nonlinear. We begin by illustrating some of the interactions between the
processes and follow this with details of the feedback mechanisms that exist in
the system. Next we present the details (i.e. geometry, spacial domain, initial

and boundary data) required to construct a mathematically well-posed problem.

3.3.1 Interactions & Feedbacks

Figure illustrates some of the interactions between individual sub-processes.
It can be seen that even in the absence of scaling/precipitation, a clear coupling
exists between fluid flow and solute transport. This is because the distribution
of solutes influences the local permeate velocity via the osmotic pressure, which
is determined from the solute concentration. The solute concentration is also

dependent on the flow through advective transport.

Convective & Diffusive Transport

—

Change in
osmotic pressure Precipi Solute buildup Solute
recipitate
.‘— .‘— transpan
—_———
sslisn Rate of consumption .

Permeability and

‘\pnrositychange /

Osmatic pressure

Figure 3.7: Schematic illustration of the interactions between flow, solute transport
processes and scaling in RO feed channel.

At this point, one might wonder how precipitation fits into this. The answer is
quite straightforward. It is easily seen from Figure that precipitation of

mineral scalants will lead to a decline in porosity which in turn will cause
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changes in permeability. This affects the fluid flow which influences the solute
transport and eventually precipitation again. Figure highlights the couplings
between equations and individual field variables. Represented in the figure are
the equations for conservation of solute concentration (the convection—diffusion
equation), conservation of momentum and mass (Navier-stokes equation,
Darcy’s Law) and a variety of constitutive laws for key parameters such as the
osmotic pressure, porosity and permeability. The constitutive laws are the
relations between the forces imposed on the membrane and the resulting
deformation at a macroscopic level. In essence, they represent the collaborative
effects of the intermolecular forces when the membrane is sheared or otherwise
deformed. In our case, the membrane has three constitutive laws pertaining to
different deformations caused by changes in permeability k, porosity e and
osmotic pressure 7. Considering these equations together, it becomes clear that
mineral precipitation has the potential to directly affect fluid flow (via porosity
and permeability) and advective solute transport. A list of some of the
important feedbacks between the equations/processes shown in Figure

include:

e Coupling between the conservation of momentum and the conservation of

mass typically treated by solving the two together to obtain the flow field.

e Coupling between fluid flow and solute concentrations, primarily through
the advection of solutes and through modifications in the porosity and

permeability as a result of mineral precipitation.
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3.3.2 Model Geometry

The reader will recall that earlier in section [3.1.3] we mentioned that the
membrane modules are typically manufactured with lengths of 1 m and the
distance between two membrane sheets in the range of 0.6 to 0.9 mm [10, 22,
73,199, |135]. We illustrate this configuration in Figure . It can be seen that
the fluid flows in the = direction between two membrane sheets and the width is
large in the z direction when compared to the separation in the y direction. We
have shown this configuration so the reader understands the physical geometry
being considered. However, for simplicity and computational efficiency, we will
consider only a small section of a larger membrane channel. This means the
fluid dynamics and transport will be investigated over a smaller length scale,
covering 2% of the membrane element which is equivalent to ~ 20mm

membrane length.

The geometry used in this study is similar to that shown in Figure|3.9, However,
our analysis will be restricted to two-dimensional coordinates as shown in Figure
The geometry presented in Figure|3.10|is representative of a cross section of
an unwound spiral configuration consisting of a flat sheet membrane. The mode
of operation depicted here is a cross flow; whereby the feed flows tangentially to
the membrane surface and permeate flows tangentially to the membrane surface
[41].

TOP MEMBRANE WJ’D
Iy
H 2
——»

INLET — y I -
FEED NARROW

—»

—»| ¥ v v GAP, H N—"
PERMEATE hJ EXIT

BOTTOM MEMBRANE

F

b

LENGTH, L

Figure 3.9: Geometry for flow through a membrane channel, three-dimensional.

It is important to point out that the membrane is a thin layer in reality. Hence
from a computational point of view, it is better to consider it as an interface
rather than a complete domain as we are only interested in taking into account
the scaling of salt ions on the surface. We believe the membrane properties
will evolve over time due to the changes in porosity and permeability so a time

dependent system with finite domain is considered here.

For convenience we will assume () is a rectangular type domain in R? and define
the domain Q = (0,L) x (0, H) as shown in Figure We set I' = 00 to
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represent the boundary of €2 which consists of different parts defined as

T,, = (0,L) x {0}, (3.22)
I; = {0} x (0, H), (3.23)
T, ={L} x (0, H), (3.24)

where I',,, represents the membrane boundary, I'; is the inlet boundary and T,
is the outlet boundary. The rest of the domain boundary corresponds to solid
boundaries, denoted by ', so that I'y, = I'\(I'; UT, UT,,).

H—h I'w —
e —_—
INLET )
I, — BULK FEED OUTLET
. — I
— — >
I N e

MEMBRANE

Figure 3.10: Rectangular two-dimensional domain with boundary locations.

Scale of Consideration

It is useful to mention again the spatial scale that would be considered in our
investigation. We begin by noting that there are three different types of scales
commonly used which are: 1) continuum models, 2) porescale models, and 3)
multiple continua or hybrid models. Pore scale models include pore network and
lattice Boltzmann models whereas multiple continuum models combine both pore

scale and continuum scale |27, |100].

For our investigation, we adopt the continuum model because flow, transport
and reaction are conventionally described by macro-scale models. In addition,
the continuum approach is the most advanced in terms of its treatment of
multicomponent chemical processes. Hence, we will model our processes over

macro length scales.
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3.3.3 Fluid Flow

The fluid flow is described by the Navier-Stokes equations of motion for an

incompressible viscous fluid. We recall the vector form of the equation

0
p {a—ltl +(u- V)u} =-Vp+uVu inQ, t>0, (3.25)

V-u=0 inQ, t>0, (3.26)

where p is the density of the fluid, u is the velocity vector which will often be
written as (u,v,w)”, p is the fluid pressure and p is the dynamic viscosity. V
is the gradient operator, V2 is the Laplacian operator and V- is the divergence
operator. The dimensional parameters of density p and viscosity p are assumed
to be constant. For simplicity, body-force terms are omitted because they will

not influence present developments.

Initial & Boundary Conditions

It is consistent with the general principle of PDEs to solve the Navier-Stokes
equation (which is an initial boundary value problem) by providing boundary
conditions for pressure and velocity at the boundary of the solution domain 2.
Generally, boundary conditions may be prescribed by a variable value (this is
the Dirchlet condition), gradient of the variable (Neumann condition) or a
combination of the variable and its gradient (Robin condition). We assign

boundary conditions at all points of the boundary of the solution domain €2 i.e
r;,, I'y, I', and T',.

NDN
H
—_—* FW —
QUTLET
D = Dirichlet or fixed value BC INLET —> -
N=N dientBC 1 |
= Neumann or zero gradien ) BULK FEED '
R = Robin BC
. N ’ N
Pressure Velocity Concentration D l l N\
NDR MEMBRANE

Figure 3.11: Schematic illustration of the membrane boundary conditions used in the
simulation.

The initial condition is given by

u=0 inQ t=0. (3.27)
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We do not use a fully developed flow here because our goal is to capture the
evolution of precipitation and polarisation and how this can alters the fluid

dynamics.

At the inflow boundary I';, Dirichlet condition is prescribed for pressure
u=0, Vv-n=0, p=2~F, onl}. (3.28)

At all solid boundaries, the velocity of the fluid must be equal to the velocity at
the solid boundary so we impose the usual no-slip/no-flux boundary condition

for velocity and Neumann for pressure

u=0, v=0. (3.29)
The outflow boundary conditions are given by

p=PFP,; onT,. (3.30)

At the membrane boundary we prescribe Neumann condition for pressure
whereas we adopt a combination of the solution—diffusion model and the pore
model reviewed in section to describe the velocity through the membrane.

Recall the solution-diffusion model is
v=A(Ap — An), (3.31)

where A is the water permeability constant, Ap is the pressure gradient and A
is the osmotic pressure gradient. The equivalent expression for the pore model is
k(pm — pp)

u=0, v= — 5 on Ly, (3.32)

where k is the membrane permeability, p,, is the pressure at the feed side of the
membrane, p, is the pressure at the permeate side of the membrane and ¢ is the
membrane thickness. A combination of the solution—diffusion model and the pore
model yields a variation of Darcy’s law as shown below
kE(Ap — Ar
u=0,v= KAp - Ar) on Iy, (3.33)
op

where p is fluid viscosity and the other parameters retain the same meaning.
Equation (3.33)) shows that the flux through the membrane is proportional to the

difference between the applied and osmotic pressure differentials.

The applied pressure gradient Ap is expressed as the pressure gradient between
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the feed side of the membrane p,,, and the permeate side of the membrane p, as

shown by
Ap = P — Pps (3.34)

where p,, is computed at the membrane boundary I',,.

The osmotic pressure difference is defined as follows

Ar =1 — 1) =T( 1,00y On) — T(Pp1s ooy Ppin)s (3.35)

where 7 is the feed osmotic pressure which is a function of n ion concentrations
on the feed side of the membrane i.e. ¢;(: = 1,...,n) and 7, is the permeate
osmotic pressure which is a function of n ion concentrations on the permeate side
of the membrane i.e. ¢,;(i =1,...,n).

The osmotic pressure is a colligative property. This means that it depends on the

n
number of solute ions present in the solution i.e. | > ¢; |. The osmotic pressure
i=1

of an ‘ideal’ solution is described by van’t Hoff’s law [84]
=Y ¢RT, (3.36)
i=1

where R is the gas constant and 7' is the temperature. To account for the
deviation of a solution from ideal behaviour, we introduce ¢ the osmotic
coefficient, a dimensionless quantity which characterises the solution’s deviation

from ideal behaviour. Hence, the feed side osmotic pressure becomes
T(G1, . bn) = RTQ Y i, (3.37)
i=1

which is commonly known as Pitzer’s model. Similarly, the permeate side osmotic

pressure is

Tp(Dp1s oo Gpn) = BT Y by (3.38)
i=1
Substituting (3.37) and (3.38]) this into equation (3.35]) results in
i qﬁp,i] . (3.39)
i=1 i=1

Am = RTp

We note at this point that due to the pressure-velocity coupling problem that
arises when solving the incompressible Navier Stokes equations, pressure and

velocity are solved iteratively and thus we specify additional boundary conditions
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for the numerical simulations. In addition to the boundary conditions stated
above, Neumann condition is prescribed for the velocity at the inflow I'; and

Neumann condition for the pressure at the outflow boundary T',,.

The relationship between the permeate concentration and the feed concentrations
is given by [87]
Gpi = Gi(1 —13), (3.40)

where 7; is the rejection coefficient for chemical species X;. The r; value gives
an indication of how effective the membrane is at rejecting salt ions. For RO
membranes, the rate of ion rejection varies for each salt. Monovalent ions such as
Na* and C1~ permeate better than divalent ions such as Ca** and SO?~ because
the divalent ions have greater electrostatic repulsion. RO membranes are capable
of rejecting up to 99 percent of monovalent ions and divalent ions typically have

rejection near 100 percent [22].

The value r; = 1 corresponds to the complete rejection of chemical species X;,
smaller values correspond to partial rejection and a value of zero corresponds
to no rejection [87]. In our simulations, it is assumed r; = 1 V ¢, that is the
complete rejection of all the ions occurs at the membrane which means the ion
concentration at the permeate side is 0, i.e. ¢,; = 0. As a result the permeate

osmotic pressure, m, = 0.

The membrane performance can be evaluated from the recovery which was

described in section [3.6] as

vA,
. = . 3.41
It is easily seen from Figure [3.9] that the inlet area, A;, is
A = H X Z, (3.42)
and the permeate area, A, is
A, =LxZ. (3.43)
Thus the recovery can be rewritten as
vL
e = . 3.44

3.3.4 Solute Transport

To simplify the mathematical analysis, the following assumptions were made:

1. The precipitation reaction is irreversible and only occurs on the membrane
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surface.

2. The chosen relation for decrease of permeability and porosity in equation
(3.53) captures the intuitively expected behavior during growth of crystals.

3. The transport processes are similar for all the salt ions and the diffusion

coefficients are independent of concentration.
4. The salt ions have the same velocity as the fluid.

5. Complete rejection (i.e. 7 = 1) of the ions occurs at the membrane, hence

no salt ion is present in the permeate.
6. The porous medium is homogeneous.

As we already mentioned above, we assume the bulk conservation equations are
not influenced by scaling. Hence, no reaction occurs in the bulk liquid and the
salt ions are only consumed at the membrane surface. The transport equation

for each of the salt ions in the bulk liquid is then given by

d9i
ot

+V-(ug)= V-(DVg;) in€Q t>0. (3.45)

Initial & Boundary conditions

The initial condition is
p;=0 inQ, t=0. (3.46)

There is no concentration in €2 at t = 0 because our goal is to capture how the
system evolves overtime due to the rate of change of precipitation and

modifications of the membrane porosity and permeability.

Dirichlet condition is prescribed at the inflow boundary,
¢i = ¢in on I (3.47)
Neumann condition at the outflow and solid boundary,
V-¢i=0onTl, T, (3.48)

It is worthwhile to remark on the implication of this. It is that at the solid
boundary, the concentration is conserved and there is no flow across the solid
boundaries. However, at the outflow boundary ¢; is not conserved because the
total flux is not equal to zero, it is the diffusive flux that is equal to zero.
Physically, the effect of this is that the ions are transported across the outflow

boundary via advection not diffusion.
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Robin condition is prescribed for the membrane boundary. As we will see shortly,
the Robin condition is essentially the combination of the Dirichlet and Neumann
condition. We construct the Robin condition using the concept that the salt ions
do not permeate through the membrane boundary (i.e. ¢,; = 0). Therefore,
the flux of ions entering the membrane boundary, I',, (defined as the sum of a
convective term and diffusive term) is consumed by the precipitation reaction as
illustrated in Figure[3.12] As a result, two precipitates are formed ¢, and ¢, react
to form ¢3. Similarly ¢4 and ¢5 react to form ¢g. Thus, a more logical selection

2. 71 such that the reaction rate

of units at the membrane boundary is mol - m~
is expressed in terms of the number of moles of ion 7 entering the reactive surface

per unit area per second.

Convective
Flux

Diffusive

Flux
Precipitation Rate

VO, r(t) - D=,
0% %%0%0%%0%°0%%

Figure 3.12: Illustration of the fluxes at the membrane.

Having established this we can now proceed with integrating the kinetic model

developed in Chapter [2f with the Dirichlet and Neumann condition to give

\

vy — DG = —k16¢n 63

vy — D2 = —2k16¢1 63

Vg3 — D% = ki10¢163

vy — DL = —kobpaths + 2ksdbr

on I'y,, (3.49)
Vs — D%s = —k200405
v — D = kadpats
vor — DGT = —ksdo
vgs — D2 = k3dr )
where k; (for i« = 1,...,n) is the model dependent rate constant, § is the

thickness of the membrane and ¢1, ¢, ¢3, ¢4, ¢35, g, 7 and ¢g denote the volume
molar concentration of Ca®>", HCO;, CaCOs, Na™, Cl~, NaCl, Na,SO, and
SO?™ respectively. Recall, we assume the salt ions have the same velocity as the
fluid, hence v obtained from equation (3.33) gives us an idea of the velocity of

salt ions arriving at the membrane.
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Permeability and porosity model

The reaction between salt ions and subsequent precipitation of minerals often
alters the membrane properties, particularly the porosity and permeability. As
crystals grow, it is expected that the permeability k, in equation (3.33) and the
porosity will decrease, reducing the liquid flow through the membrane [116]. To
account for the modification of the porosity and permeability as a result of mineral
precipitation, we employ the Kozeny—Carman model [42]. This permits us to

quantify the porosity-permeability relations and estimate the resulting changes.

The Kozeny—Carman equation was originally developed to calculate the pressure
difference, Ap, required for fluid flow at velocity, v, through a particle packing of

the length, L )

% - %%é—(l ;36) v, (3.50)
where W, is the sphericity, a dimensionless particle geometry parameter, D, is
the characteristic particle diameter in m, and € is the porosity. Equation ([3.50))

can be reformulated using Darcy’s Law to estimate the permeability

U2p2 3
— —p , 51
180 (1 —e)? (3:51)

The permeability evolution widely applied in the literature follows the form

ko f(e)

kTl (3.52)

where the change in permeability is calculated by relating the current
permeability, k, based on the current porosity €, to the initial permeability k,

corresponding to the initial porosity €, [42].

Using the original form of the Kozeny—Carman relation presented in (3.50) and

assuming negligible geometry changes (V,, D, ~ constant), this becomes [42]

where k is the current permeability, € is the current porosity, k, is the initial
permeability and ¢, is the initial porosity. The rate at which porosity reduction

occurs is given by 43| 77]

€=€,— v /r(t)dt, (3.54)
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where €, denotes the initial porosity at to, V' is the molar volume of precipitate
in m3/mol and r(t) is the rate of precipitation in mol - m~2 - s~!. Taking into
account the co-precipitation of species X3 and X4 as observed in our experiments,

equation (3.54) becomes

t
07 if €o < V f (k1¢1¢§ + k2¢4¢5) dt
- t K (3.55)
€0 — V [ (k1193 + kapaps) dt, otherwise
to

where k; and ks are rate constants obtained from MATLAB simulations described
in Chapter 2]

We should again observe the inter-dependencies and feedback mechanisms
between fluid flow, transport and reaction. Namely, in equation we see
the precipitation reaction leads to a change in porosity which in turn affects the
permeability in equation . This change in permeability impacts the flow
via the fluid velocity in equation (3.33). The effects of this alters the solute
concentration distribution (via equation (3.45)) which ultimately impacts the

rate of precipitation again via ([3.49)).

3.4 Model Implementation

In this section we describe the implementation of some of the governing equations
presented earlier. OpenFOAM, a open-source finite volume software (based on
object-oriented C++ framework) for computational fluid dynamics was used to
discretise and solve the given PDEs. OpenFOAM includes several ready solvers
and utilities. These were used as a template to generate a solver specific to our

model (by manipulating meshes, geometries and discretisation techniques).

3.4.1 Numerical Procedure

The first step in initiating the numerical solution was to create a discretised
geometric domain and prescribe appropriate boundary conditions. The geometric
domain was discretised by subdividing it into discrete non-overlapping cells that
completely fill the computational domain. The next step was the discretisation of
the set of PDEs using finite volume [34]. This transform these equations into a set
of discrete algebraic equations. The solution of the resulting set of equations was
obtained using the solver developed for this project which is discussed in more

detail below. The solution was processed using an application called paraView
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Figure 3.13: Computational domain and mesh of the main study.

[74].

Domain

The solution domain is 2 dimensional and consists of flow through a channel
with inflow at the left, outflow at the right and membrane at the base. A
schematic illustration of the computational domain and mesh used is shown in
Figure [3.13] It should be further noted that a finer mesh resolution was used

near the membrane boundary.

Solvers

It is worthwhile to first note that for an incompressible flow, the momentum
equation is usually viewed as the equation that describes the velocity field while
the continuity equation specifies the divergence-free condition used to set the
pressure . However, pressure does not appear explicitly appear in the
continuity equation or in the momentum equation. It is the gradient of present
that is present in the momentum equation; this has caused significant problems
from a computational standpoint. Various algorithms and methods have been
developed through the years in efforts to rectify and mitigate some of the
difficulties arising from numerical simulations. In all of these, coupling the
continuity and momentum equation is necessary so that the solution satisfies

the divergence-free constraint.

The three widely-used numerical procedure for solving the Navier-Stokes
equations are PISO, SIMPLE and PIMPLE algorithms. PISO is the acronym
for Pressure-Implicit Split Operator, SIMPLE is the acronym for the
Semi-Implicit Method for Pressure-Linked Equations algorithm and PIMPLE is
the combination of the PISO and SIMPLE algorithm. These algorithms are
iterative procedures for coupling the continuity and momentum equation; PISO
and PIMPLE being used for transient flows and SIMPLE for steady-state flows.

In OpenFOAM, pimpleFoam is the transient solver for incompressible flow

based on the PIMPLE algorithm and scalarTransportFoam is a concentration
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transport solver which uses a user-specified velocity field [126]. For this study,
we combined both solvers to develop two new solvers called binaryReactionFoam
and scalingReactionFoam. These two solvers are both based on pimpleFoam and
scalarTransportFoam; the only difference between them is that
binaryReactionFoam is based on a binary reaction which we describe in the next
chapter. scalingReactionFoam on the other hand is based on the reaction
scheme developed in section [2.5] The reason for having two solvers will become

apparent in the next chapter.

There are two main factors motivating pimpleFoam as the algorithm of choice for
the pressure-velocity coupling. First, our goal is to capture precipitation which
is a time dependent phenomena so a transient algorithm is required. Second,
a better stability is obtained from PIMPLE over PISO, especially when dealing
with large time steps where the maximum Courant number may consistently be
above 1 [126]. It is important to also note that the two solvers developed here
are capable of simulating fluid flow, solute transport and precipitation at the

membrane surface.

3.5 Summary

In this chapter we have presented a number of terms, models, definitions and
descriptions unique to membrane operations. We noted that some of main
factors that limit recovery include: osmotic pressure, concentration polarisation
and precipitation of mineral salts. We introduced the configurations used in
desalination and described the flat sheet and spiral wound configuration. It was
emphasised that the simulation of spiral wound membranes can be complex due
to the turbulent conditions. Subsequently, we presented what is already known
about the several aspects of the process. These include: fluid flow, flow through
the membrane, design studies, geometry studies and precipitation studies. We
examined the pore flow model which is based on porosity and the
solution-diffusion model which is based on diffusion. @We then noted the
limitations of design studies that were carried out. Subsequently, it becomes
evident that many modelling studies adopt a flat sheet approach whereby the
membrane unit is modelled as an unwound element thus simplifying the

complex spiral wound geometry.

We discussed the computational approaches that have been employed to describe
precipitation in a reverse osmosis membrane system. It becomes clear that the
few investigators who have conducted research on the subject adopted a statistical

approach. For instance [15] employed the method of moments to compute the
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moments of the probability density function of the particles surface concentration
and [87] described the nucleation process as a stochastic event. We noted that
[120] conducted experimental studies, pore-scale simulations and continuum-scale
simulations on precipitation, although this was not done in a desalination context.
At this point, we had all the tools needed to construct a framework capable of
capturing what happens in reality. We identified the modelling approach that
we will follow in this study and laid out the governing equations for the model

formulated.

We emphasised the couplings between variables and processes which makes the
system non-linear. In particular, the coupling between fluid flow and solute
concentrations through modifications in the porosity and permeability as a
result of precipitation. Understanding the significance of this will make it easier
to grasp the behavior of the solutions obtained in Chapter 5} We noted that our
model and analysis will be restricted to Cartesian coordinates in
two-dimensional space. We have chosen this because it results in a much
simpler presentation and at the same time, there are no fundamental changes
needed for any of the methods treated here when upgrading to three space
dimensions and/or generalized coordinates. The presented model formulation is
based on a cross-flow mode of operation whereby the convective and diffusive

flux transports fluid in a direction tangential to the membrane surface.

We then described the numerical implementation of the model. We noted that
the continuity, momentum and mass transport equations with the corresponding
boundary conditions were solved with the open-source OpenFOAM CFD
software. We then stated that the software uses the finite volume method to
discretise the momentum and mass transport equations. Finally, we make some
remarks about the solvers developed for this project and the algorithm of choice

for the pressure-velocity coupling.



Chapter 4
Mathematical Treatment

It is easily seen from the preceding chapter that there are a large number of
parameters in the system, thus it can be difficult to predict how varying a single
parameter will influence the solution. In this chapter we introduce an important
technique, called non-dimensionalisation, that will benefit us in several ways.
With non-dimensionalisation we do not need to consider parameters individually
as we will be able to define parameter groupings that will influence the solutions
in the same way as individual parameters. This provides us with a means of

assessing the model’s performance efficiently.

We begin the chapter with a brief stability analysis of the nonlinear differential
equations which describes the experimental observations documented in Chapter
2l We believe a further qualitative characterisation of the systems properties
by means of stability analysis will help classify the results even further, thereby
providing a clearer understanding of the process itself. We then proceed with a
presentation of the non-dimensionalisation technique by stating the chosen scales

and corresponding dimensionless variables and groups of the governing equations.

4.1 Stationary States and Stability

In this section we will briefly consider the dynamics of the reaction system near
its stationary points. We start by recalling the system of time dependent ODEs
described in Chapter 2] and subsequently use conservation laws to reduce the
number of equations. Following this, we linearize the system at its equilibria
and identify the sign of the eigenvalues to gain a general understanding of the

solutions.

76
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4.1.1 Linear Stability Analysis

Recall the mass action system for the precipitation reaction is

= —hAORO, G0 =du, 20 (@.)
2 — 206, 62(0) = 6m, (1.2
0~ DR, 65(0) = b, (4.3
S = —ha0u(10s(0) + 2hstn(0), 4(0) = (4.4
O — kapa(0)0s(0), 35(0) = 6 (4.5
O — kadn(085(0), 66(0) = I, (1.6
L~ kaonl0), 62(0) = (4.7
Ok —kynlt), 0x(0) = (4.8
where ¢;(t) € R(i = 1,...,n) denotes the volume molar concentration of chemical

species X;, at time t and ¢,y is the initial concentration at t = 0.

A starting point for the analysis would be to find the equilibrium points for the
system described above. To this end, we note the following conservation relations

in the mechanism:

dey | dos

E+E:O:>¢1+¢3:A, (4.9)
%+2%:O:>¢2+2¢3:B7 (4.10)
dji“ d;i"’ +2dj;7 =0= ¢4+ ¢6 +2¢7 = C, (4.11)
W ©% 0% g5+ =D, (4.12)
%+%:0:>¢7+¢8:E- (4.13)

This reduces the system of equations to:

% = k1(A — ¢3)(B — 2¢3)?, (4.14)
% = k(€ = 2(E — ds) = ¢6)(D — ¢s), (4.15)
des

o = Fa(E = os). (4.16)

Stationary points: We obtain the equilibrium point by setting all of the time
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derivatives to zero. If we assume the rate Constant cannot be equal to zero then

- decouples; djf’ =0if A= ¢35 o0r ¢35 = Slmllarly - decouples; (‘ff =0
if D = ¢ or C = ¢ and 2= _OifE:¢8.

Hence the stationary points for the dynamics described above are:

¢1:07 ¢2:B_2A7 ¢3:A7 ¢4:C_D> ¢5:07
P = (4.17)

¢6:D7 (b?:oa ¢8:

¢1:A_§7 ¢2:07 ¢3:§7 ¢:C D ¢5_0
. (1.13)

o6 =D, ¢r=0, ¢g=

¢1:07 ¢2:B_2A7 ¢3:A7 ¢4207 ¢5:
Py = (4.19)

¢6:C7 ¢7:07 ¢8:E

pr=A-8 =0, ¢3=25, ¢,=0, ¢=D-C,
. (4.20)

6 =C, ¢7=0, ¢g=

Linearisation: We determine the nature of each of the equilibria of the system
Py, P,, P; and P, by linearising around the respective equilibrium points. We
characterize an equilibrium as stable or unstable based on the behavior of
solutions. That is, if solutions near a critical point of a system stay close to the
critical point as it approaches infinity, then we assume the equilibrium point is
stable; however if this condition is not met then the critical point is unstable
o1

The Jacobian matrix of J (%, %, %) is given by

K [(2¢3 — B)? — 4(A — ¢3)] 0 0

J = 0 k3 [(d6 — D) — (C' — ¢6 — 2(E — ¢s))]  2k35(D — de)

0 0 —k3
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The Jacobian matrix at P is

k2(2A — B)? 0 0
J(Pr) = 0 —k2(C—-D) 0
0 0 —ks3

It is easily seen that J(P;) is a diagonal matrix and the entries on the diagonal
are simply the eigenvalues of J(P;). The stability can be determined from these
eigenvalues. Substituting the experimental values from Chapter 2| we have A =
820, B = 293,C = 49390, D = 48962, F = 8195. Also substituting the rate

constants
ki =7x 1075 mol 2571, ky=3x10"2mimol™t.s7t, k3 =3x 1071271,

obtained from the model fit in section gives

8.80 x 10713 0 0
J(Py) = 0 —3.8x 102 0
0 0 —3x 1012

Inspection of the diagonal entries shows that two of the eigenvalues have negative
real parts and one of the eigenvalue has a positive real part. This equilibrium

point is a saddle.

The Jacobian matrix at P, is

—4k}(A —25)? 0 0

J(Py) = 0 —k2(C—D) 0
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Substituting the experimental values

—8.89 x 10713

J(Py)

and rate constants leads to

0 0
—-38x 107 0
0 —3x 10712

80

It is clear from the diagonal entries that all of the eigenvalues have negative real

parts. This equilibrium point is a stable node.

The Jacobian matrix at Pj is

k2(2A — B)?

0

Substituting the experimental values

8.89 x 10713

0

k2(C — D) 2k3(D —C)

— ks

and rate constants gives

0 0
3.8x 1072 —7.74 x 1072
0 —3 x 10712

Inspection of the diagonal entries shows that two of the eigenvalues have positive

real parts and one of the eigenvalue has a negative real part. This equilibrium

point is unstable and is a saddle.

The Jacobian matrix at P; is

—4k}(A - 25)? 0 0
J(Py) = 0 k2(C — D) 2k2(D —C)
0 0 —ks
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Substituting the experimental values and rate constants yields

—8.89 x 1013 0 0
J(Py) = 0 3.8%x 10720 —7.74x 102
0 0 —3x 10712

Two of the eigenvalues have negative real parts and one of the eigenvalue has a

positive real part. This equilibrium point is a saddle.
Some Conclusions

According to [117,121], the stability of a system can change as a parameter varies.
We believe the equilibrium points specified above are close to bifurcation points
because C' =~ D so small changes in these parameters can lead to C' — D < 0.
As a result, the eigenvalue at the middle entry of the diagonal crosses zero and
changes sign. Therefore, the stability of P, is altered from a stable node to a
saddle whereas the stability of P, changes from a saddle to a stable node. P, and

P; retain the same stability classification i.e. saddle.

Calcium ion evolution

=o~E1 experiment Model
900

800 ¥
700 f \/0\

600

Calcium concentration (ppm)

500
0 500 1000 1500 2000 2500 3000
Time (mins)

Figure 4.1: Time plots for calcium concentration (¢) in experiment E1.

This parameter sensitivity and change in stability may explain the overshoot
and undershoot observed in the experiments (see Figure for reference) to
this sensitivity. It is readily seen that the system approaches equilibrium around
Ca*t = ¢, ~ 670ppm which corresponds to equilibrium point P, and P;. From
the analysis above, both of these points are near saddle-node bifurcation. Perhaps
this might explain the variability observed during the experiments. It is possible
that slight changes in experimental conditions could have altered the stability of

the system from saddle to stable node (or vice-versa) giving rise to the overshoots
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and undershoots observed in Figure [4.1

4.2 Non-dimensionalisation

As we implied at the beginning of the chapter, it is useful at this point to
non-dimensionalise the governing equations of the problem. The dimensionless
groups (variables without units) arising from the non-dimensionalisation process
allows the identification of terms and physical mechanisms which control the
solution behaviour. Furthermore, the dimensionless groups consolidate the
information contained in the original system, leading to a reduction in the
number of parameters. As a result the governing equations are reduced to the
simplest forms making quantitative analysis easier. In what follows, we lay
down the procedure for the governing equations by stating the chosen scales and
corresponding dimensionless variables and groups. Note that some of the
technical information from previous chapters is repeated for the completeness of
this section and so that the reader does not have to go back and forth between

chapters to find information.

4.2.1 Fluid Flow

We begin by recalling the two-dimensional Cartesian form of the Navier-Stokes
equations of motion and the boundary conditions. Then we go on to

non-dimensionalise these.

%_‘_ @_‘_ @ —_@4_2 @ _|_£ @ (421)
P\t "%z "8y ) T Tor T ax\Pox ) T ay\May ) ‘
ov ov ov op 0 ov o [ Ov
— — — )=+ — = —lpu=. 4.22
p(at +“ax+”ay) ay+ax(“ax) +ay(’“‘ay) (4.22)
The flow is incompressible, so we pose
Oou  Ov
4z 4.2
B + 3y 0 (4.23)
subjected to the initial condition
u=v=0inQ at t=0. (4.24)

We imposed the usual no-slip/no-flux boundary on the solid-wall boundary and
Dirchlet condition is prescribed for the velocity at the membrane boundary.
Dirichlet condition is also prescribed for the pressure at the inflow and outflow

boundary whereas a Neumann condition is imposed at the membrane boundary
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and solid-wall boundary. This yields

(

u=v=0onl,,

u=0 onlI,,,

v = —k(A?Aﬁ) onI',,,
o
(4.25)
p= -P’Ln on Fi)
p= Pout on Fm
P _—0on onl,, T
on msy L w-

\

For the numerical simulations, pressure and velocity are solved iteratively and we
specify Neumann condition for the velocity at the inflow I'; and outflow boundary
r,.

Recall from Chapter [3[ that the pressure difference in (4.25) is
Ap =p — pp, (4.26)

and the osmotic pressure difference in (4.25)) is

Anr=m=RTp) ¢ (4.27)
1

Fluid Flow - non-dimensionalisation

To reduce the number of parameters in the formulation, we assume dynamics
occur on the length scale L in the flow direction and a smaller length scale 07 in

the membrane-normal direction. The spatial derivatives then follow the scalings

Op~ =, Oy~ —. (4.28)

There is a priori reason for this choice of length scales. Namely, we assume
transport in the perpendicular direction becomes significant around a length scale
0 near the membrane. We also know the membrane channels are thin in y-

direction and wide in the z-direction; the scalings have been chosen to capture
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this as well. The value of d; can be estimated a posterior: from the simulations
if required, however we do not compute it because it is not necessary.

It is important to note that these length scales are not comparable: L > ;. We

can thus introduce a small parameter 7 < 1 such that

%f . (4.29)

We derive the velocity scaling from the stokes equation which is given by
Vp — uV*u = 0. (4.30)

The streamwise velocity scaling is thus

Pi - Pou 52 Pz - Pou 2L
. 0% _ 0T U, (4.31)
pL It

From (4.31)) we know the order of magnitude of the streamwise velocity u however,
the v-component velocity is yet to be determined. To that end, we assume that

both terms in the incompressibility constraint are of the same order of magnitude.

Hence
U v
-~ — 4.32
which gives
’U,(Sf
~ T 4.33
v 2L (433)
= v ~ TU, (4.34)

implying that the velocity normal to the membrane is smaller than the streamwise

one. Let P, — P,,; = P. represent the pressure deviation in the channel, then we

may non-dimensionalise (4.21)) and (4.22)) as follows

L _
t, p= P+ FD. (4.35)

U= Uznﬂ, v = Ulnﬂ t=
! Um

Note in this thesis, we denote dimensionless variables with overbar.

Using the dimensionless variables specified above, the incompressibility constraint

reads U 9 0. 95
in OU TUijn 0U
Lozt Loy " (4:36)
yielding 3 5
ou L oy (4.37)

oz oy
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Similarly, the Navier—Stokes equation becomes

Loz '

) . - - P o5 92— 4 27U
Uz, (au _Ju _8u)_ e OP (Umau Umau) (4.38)

P \at T Ty 202 L2 o

7L Oy

U2 ( ov  _0rtv (%) P. 0p N (Um r0*v U, 0*10
T—

oY L 7% al 4.39
P T T Ty 12 o L ayQ) (4.39)

We introduce the dimensionless parameters

Re = L Eu = U2 (4.40)
Thus (4.38) simplifies into
ou _ou _ou op 1 [(0*u 1 0%u
— 4+t —=4+rv=|=—Fu—+— | =+ |- 4.41
<at = +Uay) “o7 " Re <ax2 T oy* (441)
1 9%

The leading order term appears to be second order, indicating that w is

Rer? 0y”
parabolic in y-direction, as would be expected.

Substituting the dimensionless parameters into (4.39)) yields

(a@ _0v _a@)_ Eudp 1 (82@ 182@)

G m )" ra R \gm T o (4.42)

+
72 0y Re
Eu 0p
T2 Oy
pressure term is of the same order of magnitude as the the viscous term in the

where and #% are the leading order terms. This suggests that the

y-direction. This implies that flow in the y-direction will be significantly affected

by pressure and viscous forces.

The boundary conditions become

(

u=v=0 onl,

(4.43)

Dour =0 on I,

op _
% —0 onl,,T,

We non-dimensionalise the v-component velocity at the membrane boundary I',,
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as follows
v=1Unb, Ap=Pp—7,), Ar=RTo¢i > o, (4.44)

Substituting these into the velocity membrane condition in (4.25)), we obtain

k
M(STUm

|PB—5,) — BT060 Y 3] (4.45)

U =

Substituting Uy, from (4.31]) gives

k1 (P(p—D,) RTogind. ¢
U= — — L. 4.4
R =y; < P. P. (4.46)
Using the pressure scaling, we obtain
— P, — Pou
Py =75 (4.47)
Equation (4.46|) becomes
k1 (_ P,—PF,i RTopp, —
_r _ — . 4.4
=y <p P, P, 29 (4.48)
We introduce the dimensionless parameters
Pp - Pout RT(pgbzn k
_ f=—"—T""""" Dg=—0. 4.49
& P P T8, (4.49)
Hence we have
7= (p — 50 Za) Dar~? on T, (4.50)

It is also essential to non-dimensionalise the membrane recovery as this will allow
us evaluate the membrane performance in subsequent sections. Recall that the
recovery is defined as the ratio between the total flux through the membrane and
the total flux into the membrane channel

[ vdx

T'm

Te = W (4.51)

I
We non-dimensionalise v as follows
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Substituting the velocity scalings and integrating yields

TUL
re=—m (4.53)
Substituting v from yields
_ — L
Te = (p—ﬁ—QZQﬁi) Dart lﬂ_H' (4.54)
We introduce the dimensionless parameter
Uy = % (4.55)
Therefore becomes
re=(p-5-630) Dar (4.56)
U

It is readily seen from that the recovery depends on several dimensionless
groups. Namely, the dominant pressure difference in the channel (presented by
B), the ratio between osmotic pressure and the channel’s pressure (presented by
), the sum of concentration at the membrane, the membrane characteristics
(represented by Da), the ratio of the boundary layer thickness to the channel
length (represented by 7), the channel geometry (represented by ¢,) and the
streamwise velocity. furter confirms the complex interplay between mass
transport, fluid dynamics, geometry and membrane properties. In the following

chapter we will attempt to understand the relative influence of these groups.

4.2.2 Solute Transport

We begin this section by recalling the transport equation and boundary

conditions. Then we subsequently non-dimensionalise these. In two spatial

dimension the bulk conservation equation can be written in the following form
0p;  Od; 0 i i

5 +u8$ +”ay :D8x2 +Da—y2, (4.57)

subjected to the following boundary conditions

¢i = Qi on I, (4.58)

P,
on

=0 on [y, Ty, (4.59)
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vr — DG = —k1061 63

vy — D2 = —2k16¢1 63

V3 — D% = k15¢1¢%

vy — DL = —kobpaghs + 2ksdbr

on Iy, (4.60)
VP5 — Daai;s = —ka0ds05
v — D = kapdpats
Vo7 — Da,;% = —k3do7
ves — DGE = k3dr
and initial condition
;=0 nQ at t=0. (4.61)

Note, the rate of change of porosity of the membrane is

t

€= €, — V/ (k’lgblgb% + k2¢4¢5) dt. (462)

to

Solute Transport - non-dimensionalisation

To reduce the number of parameters in the solute transport equation, we non-

dimensionalise as follows

_ _ - L _ 1
U = Umu, v = TUmu, gzﬁz = ¢m¢z, t= Uint, (9,,3 = E, (9y = E (463)
The solute transport equation in (4.57)) becomes
_Z 1 1 — K3 _ 1 4‘ 4
L <8t+u8f+vay L2 \ oz* 72 oy? (464)
We introduce the dimensionless parameter
LU;,
Pe = . 4.
e 5 (4.65)
Hence we obtain
O, _0¢, _0d;, 1 [(I%¢; 1 0%,
— L — = — L —— 4.66
ot o oT v 0y  Pe \ 072 12 0y° (4.66)



CHAPTER 4. MATHEMATICAL TREATMENT

subjected to the following boundary conditions

&
09

i

on

We may non-dimensionalise the boundary condition on I, as follows

=1 on Fi7

0 on Ty, Ty,

v="Upnv, y=90sY, ¢P12457= ¢m51,2,4,5,7-
This yields _
Uty — D22 — 563 5,3
905y
U0 — D202 _ o668, 5,%
95y
— - aﬁbma - T2
TUinU¢in¢3 - ‘D aéfy?) = k16¢?n¢1¢27
oy 0 in_ - =z oy
Ui T~ DL = i 5, + i
TUinU¢in¢5 - D @5]@5 = _k25¢12n¢4¢57
_ - aﬁbma - 1
TUinU¢in¢6 - ‘D 35]@6 = k25¢?n¢4¢57
TUinT¢inds = D= 5fy7 = —k30hindr,
_ 0 m_ _
TUinE(bianS -D gb ¢8 = k35¢zn¢7

Rearranging gives

905y

%%1 _ TUg5f 56, + kot L35
% _ TUgéf@@ + 2k15¢fn5—f515§,
% - Vb, — ko, 205,
% _ TUgdf Vo, + k25¢in%$455 - 2’f35%f€_b7=
05 TUinds

oy D

_ S —
005 + k20in 7 0165

89

(4.67)

(4.68)

(4.69)

(4.70)

(4.71)

(4.72)

(4.73)

(4.74)

(4.75)

(4.76)

(4.77)

(4.78)

(4.79)

(4.80)

(4.81)

(4.82)
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85 TUm(s _— Op— —

Ty = D 0%~ kaddinp56ds. (4.83)
85 TUin(S - Or—
FJ =— L5 + k355f¢7 (4.84)
858 N TUm(sf_— 5f—
a—y = D U¢8 — k355¢7 (485)

We introduce the dimensionless parameters

 Uindy

_ kiddi,dy
D7 - 9

D

 kabindy k306,

Pe,, . Danr = . (4.86
e D AIIT ( )

Al All

Substituting the v-component velocity from (4.50) gives

3@% = (5= 8- 03.8.) DaPeye 6, + Dar(6:55), (4.87)
%%2 - (p 59 Zai) DaPepe Gy + 2Das(6,05), (4.88)
% = (5~ 8038 DaPe by~ Du@iy). (489
% = (5~ 3) DaPenc '3, + Dars(é485) — 2Darurdn. (490)
% _ (p —B—0 Zai) DaPee " ¢5 + Darr(6,05), (4.91)
%j; = (-6 -03.3) DaPenc Gy~ Dan(6i3;).  (4.92)
%ig = (5~ 8- 03.8.) DaPec b + Darsi. (4.93)
%%8 = (= 8-03"0,) DaPene "9 — Darirds. (4.94)

We should also again observe that - suggests that the concentration
gradient at the membrane is influenced by many interacting mechanisms. Namely,
the dominant pressure difference in the channel (represented by (), the ratio
between osmotic pressure and the channel’s pressure (represented by ), the sum
of concentration at the membrane, the membrane characteristics (represented
by Da), the dominant mass transport mechanism at the membrane (represented
by Pe,,), the concentration of salt ions at the membrane and the relationship
between precipitation and diffusion (represented by D,). Note when we are

referring to the general group and not a subset of the group, we simply represent
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it as DA.

We may non-dimensionalise the porosity in (4.62)) as follows

_ L _
€ = €4, ¢’L = ¢zn¢z7 = tv (495)
Uin
we then obtain
o Vki¢3 L Vo2 L
€ =6 — ( Utn% ¢1¢2 U, e ¢4¢5> ( - 0)‘ (4-96)
We introduce the dimensionless parameters
Vi o2 L Vk
May = #‘1” May = % (4.97)
Hence we have
€= EO — [Ma[51$2 -+ MCL[I$4$5] (f — E) (498)

Again this is reasonable from a physical perspective as we would expect the
membrane deterioration to be influenced by the advective timescale, the solutes

concentration and rate of reaction.

4.2.3 Single-precipitation

At this point, we will consider a simplified bi-molecular reaction scheme. There
are few reasons for doing this. First, this approach will help us understand the
model solution without the complexity of co-precipitation. This allows us to
develop a deeper understanding of the overall framework, not only the model
solutions but also the limitations. At the same time, this enables us to build
an intuition of when and under what circumstances the model can be used. In
addition, this approach offers us the chance to compare the result obtained in
a single-precipitation (with bi-molecular ionic species) to co-precipitation (with

several ionic species) which again furthers our understanding.
Membrane boundary condition simplification

In an effort to understand the model solution and the role of each dimensionless
parameter we will employ the following simplified binary irreversible reaction
scheme

a+bEse. (4.99)
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As this is a second order reaction, we can deduce from (4.87)) - (4.94]) that

a@% - (ﬁ —B—0(¢, + Q_bb)) DaPe,e ¢, + Dr(dads), (4.100)
and 5
a%b = (P —B8—0(¢, + &) DaPene '+ Dy (0,0) (4.101)

For the numerical simulations, we go further to reduce the number of independent
variables by employing the notion of mixture fractions and reaction progress

variable defined by [36]. The progress variable y and the mixture fraction £ are
defined as

x = e ; i3 (4.102)
and _
¢ = o) % (4.103)

x tracks the progress of the reaction and £ a conserved quantity. The inverse

transformation is
Gg =X+, (4.104)

&, =x—¢&. (4.105)
Using the progress variables, the membrane boundary condition becomes

0 _ X
8—; = (p— B — 20X) DaPene X — Dyy(x? — €2) on T, (4.106)

kr(;qszn(sf
D

where D%, = . Then the change in porosity would be

¢
e=¢6—V /(k‘rab)dt. (4.107)

to

The non-dimensionalisation procedure would be similar, so the dimensionless

form of the porosity equation is

=76 — Ma" [(x* - )] (T - 1,), (4.108)
where Vh o2 L
Ma* = ——n=, 4.1
a U e (4.109)

We can now track the progress of the bi-molecular reaction in (4.99) using only
one variable y. In addition, we only need to consider only one Ma group instead

of two and one D4 group instead of three. As our main goal in the next chapter
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is to investigate the role of each dimensionless group, the overall simplicity of this

membrane boundary condition is an advantage.

4.2.4 Co-precipitation

In this section, we present a simplified membrane boundary condition for the co-
precipitation process. Once again we employ the notion of mixture fractions and
progress variable to simplify the numerical simulation. This reduces the number
of concentration variables specified in the simulation, thereby making analysis

easier.
Membrane boundary condition simplification

For simplicity, we assume ¢ is constant in the numerical simulations. Therefore,

we define the following progress variables to track the progress of precipitation
¢3 and ¢

_ 26, + ¢,

n=01% (4.110)
T 7 o3
o w. (4.111)
The mixture fractions are conserved quantities given by
57 3
m = —¢12 i3 (4.112)
T 7 93
gy = 495t 200 ¢; 201 (4.113)
The inverse transformation is then
6 =2 ;L n (4.114)
Gy = —m, (4.115)
by =2+ 12 — 207, (4.116)
5 = Y2 — Mo (4.117)
It is assumed that
br23.457(%) €10,1]V x. (4.118)

Using the progress variables and mixture fractions, the membrane boundary
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condition becomes

0 3
L <]_? —-p—4 (%)) DaPe,,e 'v4+2D 4; <% ‘;‘771) (71—771)2 on '),

v
, (4.119)
i (P — B —0(2v2 — ¢7)) DaPeye o+ Darr(y2+12 — 267) (72 — 12), on Ty,

(4.120)

Applying this transformation procedure to the porosity equation (4.98]), we have

_ +
€ =€ — [Ma[ (% 5 771) (1 —m)*+ Mag(v2 4+ n2 — 2¢7) (72 — m2) | - (4.121)

We now have all the tools needed to assess the model solutions and influence of
each dimensionless group in the overall process. This will be our main focus in

the next chapter.

4.2.5 Characteristic Timescales

Before we proceed, we note the characteristic timescales associated with the
system. The advective timescale, L/U;, describes the time taken for the fluid to
be transported along the length of the channel. The diffusion timescale % is
the time taken for the salts to fully diffuse across the domain. The reactive
timescales are presented in Table 4.2l These are the time taken for each of the
precipitation reaction to reach equilibrium. Intuitively, we expect that the
advective transport will reach equilibrium before the other two timescales due

to the high pressures associated with reverse osmosis operations.

We note that the solutions we present in the next chapter might not capture all
of these timescales because we will be considering a wide range of dimensionless
groups. It is likely that it will take a long time for the associated processes to
reach equilibrium at different regimes. We have included it here simply to make
the reader aware that the model formulated captures multiple timescales which

often characterise membrane systems.

4.2.6 Summary of Dimensionless Equations

To reduce the number of parameters in the formulation, we defined
non-dimensional variables (denoted with an overbar) and different dimensional
scales (see Table . For easy reference, in this subsection, we list all the
dimensionless equations and groups obtained from the non-dimensionalisation

procedure.
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Table 4.1: Summary of the chosen scales for the several variables.

Chosen scales

u = Uinﬂ
V= TUZnﬂ
P = Pout + (Rn - Pout)l_?

t =

I T
Ap = Pc(z_) - ﬁp)

Am = RT oy, Z 51

Fluid Transport

(8u+_8u+6@> :—Eu@—{—i (3 u N 10 u) on 0,

ot Yoz oy 0T = Re \or2 12072
o or  0y) 120y Re\gz2 T2 ’

subjected to the following boundary conditions

e

u=v=0 only,

Dour = 0 on I'y,

op __
B =0 on [y, Ty

Solute Transport

0p; _0¢;  _0; 1 (327¢5i

o "oz "oy ~ Pe

1 9%¢,
o2 2 Y2 ) on {2,

95

(4.122)

(4.123)

(4.124)

(4.125)
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subjected to the following boundary conditions
ai — 1 on Fz‘7

6.
a%l =0 onT,,T,,

% — (p—B—03.0,) DaPepnc'¢, + Das($,03)

%o = (5§ — 05 &;) DaPene "8y +2Da1(9,0)

% =(p—-B-0%¢;) DaPeye ¢ — D ar(610,)

%%4 = (p—B—0>¢;) DaPene ¢, + Darr(s05) — 2D arrrdy
%5 = (p— B0 6;) DaPene ' b5+ Darr(4465)

%o — (5~ B0 6,) DaPene "6 — Darr(6465)

%iy? =(p—-B-0¢;) DaPeye b+ Darrrér

%i; =(p—B-03¢;) DaPene ¢s — Darrro,

Recovery

Porosity

€=¢€ — [Maza@ + Mau&@s] (t 1)

Table 4.2: Characteristic timescales.

Process Characteristic
time
Advection L/U;
Diffusion HL/D
Single-precipitation Vol k,
Co-precipitation Vg2 (kibin + k2)

96

(4.126)

(4.127)

onl),,.

(4.128)

(4.129)

(4.130)



CHAPTER 4. MATHEMATICAL TREATMENT 97

Numerical Simplifications: Boundary Conditions

Single-Precipitation

9 — (p— B — 20X) DaPenex — D4y (332 — €2
5 = (p— B —20x) DaPepye x — Djy(x* — &) onT... (4.131)
E=¢ — Ma"[(x* - &) (t —1,)

Co-Precipitation

%—7@1 = (p—B—0(2)) DaPene 'y + 2D ar (BEL) (1 — m)?
G2 = (p— B —0(2n2 — ¢7)) DaPeye s + Darr(v2 +n2 — 2¢7) (72 — 12) ¢ on T
€=¢€, — [Mal (7“;71) (71 —m) + Mar(v2 +mn2 — 267) (72 — 772)} .

(4.132)

4.3 Summary

In this chapter we have presented a number of special aspects of the model
framework which specifically distinguishes this work from those existing in the
literature. We began the chapter by analysing the stability of the system. As we
hoped, the linear stability analysis provided a further qualitative
characterisation of the reaction system, which in turn provided a clearer
understanding of the process itself. ~We found that the fixed points are
borderline saddle-node cases. This means altering the coefficients/parameters
slightly can alter the stability of the system. We believe the overshoots and
undershoots observed during the experiments could be attributed to this as
slight changes in experimental conditions could have changed the stability from

a stable node to a saddle (or vice-versa).

Following the linear stability analysis we non-dimensionalised the problem
formulation. The formulation now contains more or less nine dimensionless
groups as opposed to the twenty dimensional variables in the original system.
This reduction in the number of parameters greatly simplifies the problem in
two aspects. Firstly, the dimensionless groups consolidate the information
contained in the twenty original parameters, making analysis easier to carry
out. Secondly, this makes it possible to compare different systems even if they
have different scales. For example, two incompressible flows which have the
same Darcy number have very similar properties, even if the pressure scales and
the velocity scales are different. The only important factor of comparison is that

the dimensional group have to be the same (i.e., kept constant).
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Table 4.3:

Navier—Stokes Equations and Solute Transport Equation.

98

Dimensionless numbers obtained from non-dimensionalisation of

Dimensionless Interpretation Symbol Dimensionless
Formula Group
% Ratio of inertia to Re Reynolds
viscous forces number
pIUjfz Ratio of pressure Eu Euler number
" forces to the inertial
forces
% Ratio of the geometry Uy
length to the width
@ Indicates the B
dominant pressure
deviation
RT%?”’ Ratio of osmotic 0
pressure to the
channel’s pressure
% Ratio of permeability Da Darcy number
to membrane area
% Ratio of convection to Pe Bulk Peclet
diffusion in the bulk number
fluid
% Ratio of convection to Pe,, Membrane
diffusion at the Peclet number
membrane layer
2
% Ratio of precipitation Dyr Damkohler
of ¢3 to diffusion number
% Ratio of precipitation Darr ~ D%y Damkdhler
of ¢g to diffusion number
@ Ratio of dissolution of Darrr Damkohler
¢7 to diffusion number
3
% Gives an indication of May
how fast precipitation
of ¢3 occurs
2
VZL’{L:L Gives an indication of Magr ~ Ma*

how fast precipitation
of ¢g occurs
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We then stated that we would consider two different types of precipitation
mechanisms in our analysis.  Namely, single-precipitation resulting from
bi-molecular reactants and co-precipitation (as observed in our experimental
study in Chapter [2) which is the product of several ions. We noted the benefit

of this approach; these are

(i) It allows us to develop a deeper understanding of the overall framework, not

only the model solutions but also the limitations.

(ii) It offers us the chance to compare the result obtained in a
single-precipitation to co-precipitation which again furthers our

understanding.

We also identified the various timescales in the model which are the advective
timescale, the diffusive timescale and the reactive timescales. It was noted that
the solutions we present in the next chapter might not capture all of these
timescales because we will be considering a wide range of dimensionless groups.
We included it to show that the model formulated captures multiple timescales

which characterises reverse osmosis desalination systems.



Chapter 5
Model Assessment

In preceding chapters, we presented the experimental results, model formulation
and its dimensionless form. The current model framework distinguishes itself
from those existing in the literature in several ways. Firstly, the model captures
the complex feedback and interaction between fluid dynamics, solute transport
and precipitation. It also employs a deterministic approach for the reaction
kinetics which describes co-precipitation of salts as observed in reality. In
addition, we are able to perform a stability analysis of the system’s behaviour

and nondimensionalise the governing equations.

In this chapter, we will investigate the influence of different dimensionless
groups on the model solution. The goal is to (a) develop an understanding of
the model solutions and limitations, (b) distinguish the role of each process and
(c) evaluate the interplay between fluid flow, material transport and
precipitation. To this end, we will first analyse the results obtained for the
simplified bimolecular reaction scheme presented in section £.2.3] Results from
this simplification will help us develop an understanding of the model solutions.
This knowledge will be useful when we subsequently analyse the more

complicated co-precipitation mechanism in following sections.

Overall, this chapter serves as an assessment of the model’s performance to
ensure that the predictions from the model are consistent with its principles and

assumptions.

5.1 Outline of Model Assessment

We begin by recalling from our introductory discussions in section that the

main factors that limit recovery in reverse osmosis operations include: osmotic

100
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pressure, concentration polarisation and precipitation of mineral salts. As these
are the main mechanisms/phenomena governing reverse osmosis operations, in
this section (and subsequent sections) we will investigate the effects of various

dimensionless groups on these mechanisms.

There are nine dimensionless groups that are of specific interest in this study.
These are Da, Re, Ma, Fu,0,D4, Pe,3,9,. Note we use Dy and M, here
because we are referring to the general group. Taken collectively, these nine
non-dimensional groups control the behaviour of the system. Therefore, we will
analyse the different types of behaviour obtained for various ratios of the
dimensionless groups. The values of specific variables will be varied to obtain a
range of values. The physically relevant values presented in Tables [5.1| were
used as a guide to generate the wide range of dimensionless groups shown in
Table Some of the dimensionless group range presented in Table [5.2] may
not be physically relevant because our intention is to cover a broad spectrum of

regimes and identify the model/code’s limitations.

We obtain different dimensionless ratios by merely varying one of the parameters
present in the group. The specific parameter varied for each dimensionless group
is presented in Table [5.2] For instance, the Peclet number Pe is described as
LU;,/D. Therefore doubling L has the same effect on the Pe as decreasing D
by a factor of 2. Similarly, doubling the velocity (i.e. Uy,) has the same effect
on Pe as decreasing D by a factor of 2. Therefore, we do not have to vary
L, D,U;, separately but instead only D and that changes the Peclet grouping
as a whole. However, it is important to note that varying parameters in one
group could also influence other dimensional groups. For instance, increasing D
would not only increase Pe but also D 4. For consistency, we avoid varying more
than one dimensionless groups at once. For this reason, the Euler number Eu
analysis has been excluded from this thesis because varying any of the parameters
in Fu affects other dimensionless group. For instance, varying P, i.e. P;, — Py,
invariably alters the velocity which in turn influences other dimensionless groups
such as Pe, Re and Ma. Thus, we are unable to evaluate the relative influence of

varying Fu only because the the result obtained is a combined effect of varying
Pe, Re, Eu and Ma.

5.2 Single-precipitation

Before presenting the results, we recall a few basic features about the model
that would be important when interpreting the results. The first of these is

that the qualitative results presented in this sections consists of flow through a
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Table 5.1: Range of the dimensional variables from the Navier-Stokes equation and
the solute transport equation.

Physical Symbol Units Physically Relevant Source

Variable Range

Diffusivity D m2s~! 0.92x1079-1.3x107° (13,138, [87]

Reaction rate k, m? 0.045-5x 1078 [75], 187]
mol~ts™!

Molar Volume m?/mol 100 [22]

Channel height H m 1 x 1072 (10, |73, 187

Membrane k m? 9x 1071 [87]

permeability

Permeate P, Pa 1x10° [22]

pressure

Osmotic %) - 0.0217 - 0.89 132, 94]

Coefficient

Viscosity 1 Pas 9.7 x 1074 [45]

Fluid density p kgm 3 1000 [87]

Gas constant Re¢  JK 'mol™! 8.314 [87]

Temperature T K 298 [87]

Membrane J pm 30 — 60 [137]

thickness

Porosity €o - 0.3-0.85 2]

Channel length L m 1 (10,73, 99]

Inlet Velocity Uin m/s 0.1 [22, 187]

Inlet ¢in, ~ mol/m? 1 [87]

Concentration

Inlet pressure Pin Pa 5.5 x 10° [22]

Outlet pressure P, Pa 5 x 108 [22]
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Table 5.2: Table showing the range of physically realistic dimensionless group values
deduced from Table and the range of dimensionless group values used in simulations

Dimensionless Formula

Physically Realistic

Range of Dimensions

Group Range Group in Simulations
Pe Ll 326 — 5796 7.4 - 740

Dy, L 1x1076—1 3 % 1073 - 3000
Ma Viedinl 1.7 %1078 — 1 7.7 % 1074 - 0.77
Vg £ 1000 2 - 20!
Da 5 3x107M —15x1074  6.7x10718-3x10"
18] et 10 1.5 - 1140
6 Bl gdin 1.1x107*—44 %1073 4%x1079-4.3%x 1073
Re Pl 30 — 773 6 x 1076 - 123

! For simplicity and computational efficiency, in our simulations we considered a small
section of a larger membrane channel corresponding to 2% of the typical membrane
length which is equivalent to ~ 20mm. As a result, we scaled back the recovery rates

as we expect a a lower recovery in a shorter membrane.

channel with inflow at the left, outflow at the right and membrane at the base.
This is representative of a crossflow configuration where the feed solution flows
tangentially (parallel) to the membrane. Second, the flow consists of a streamwise
velocity u parallel to the membrane and a transverse velocity v normal to the
membrane flow. The streamwise velocity u is several orders of magnitude larger

than the permeate velocity across the membrane v as shown in (4.34]).

In the following subsections we will present the results at a fixed value of ¢ unless
otherwise stated. It is important to note that these results are based on the

simplified single precipitation membrane boundary condition presented in (4.106)).

5.2.1 Concentration Polarisation & Osmotic Pressure

In this section we will investigate the effect of each dimensionless group on
polarisation and osmotic pressure. We have grouped polarisation and osmotic

pressure together in this section because we expect that an increase in
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membrane concentration (which is usually attributed to polarisation) would
raise the osmotic pressure of the fluid. Hence, we have juxtaposed the results to

show the similarities between both of these mechanisms.

A quick inspection of the quantitative figures presented in this section show a plot
of “polarisation factor” (on the y-axis) against the corresponding dimensionless
group. The degree of polarisation factor is obtained by solving the solute material

balance in the polarised layer which is given by

d

VO = r(t)dt + D—¢, (5.1)
dy

where ¢,, is the solute concentration at the membrane and r(t) is the precipitation

reaction at the membrane.

The polarisation factor represents the severity of polarisation, that is, how much
higher the solute membrane concentration is in comparison to the bulk
concentration. Therefore a value < 1 implies that the membrane concentration
is lower than the bulk concentration. A value of 1 is an indication of uniform
concentration, that is, the membrane concentration is equivalent to the bulk
concentration. As one might expect, a value > 1 means that the membrane
concentration is higher than the bulk concentration, which is concentration

polarisation [110].

For later purposes it is useful to provide an indication of what we should expect
regarding the nature of the results. In the present context, we believe four
properties/phenomena will be responsible for the growth and extent of the
membrane polarised layer introduced in section [3.1.1] These are:
precipitation/reaction, advection, diffusion and the membrane characteristics.
Indeed as we will see shortly the dimensionless groups that contribute most to

polarisation are the ones that are related to the four properties just mentioned.

Impact of Da on polarisation & Osmotic Pressure

The Darcy number Da, is a measure of how much fluid flows through the
membrane. It is directly proportional to the membrane permeability so that a
high permeability would result in high velocity flow through the membrane

whereas a low permeability inhibits flow through the membrane.

Figure displays the variation of the Darcy number Da and the effect on
concentration polarisation. It is clear from Figure that Da has a noticeable
effect on concentration polarisation. It should further be observed that the

magnitude of polarisation tends to increase with increasing Da. Figure [5.1b| on
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(a) Graph of concentration polarisation (as a ratio of membrane concentration to inlet
concentration) against the dimensionless group Dady, which shows how polarisation depends
on Darcy’s number.

3200 —

3000

2800

2600

2400

22004

QOOOT*

10-17 06 IETEE
Da5f

(b) Graph of osmotic pressure against the dimensionless group Dady, which shows how the
osmotic pressure depends on Darcy’s number.
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Figure 5.1: Effect of Dads on (a) polarisation and (b) osmotic pressure.
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I

(a) Concentration profile after 3 seconds when Dady = 1.67 x 1071°.

F

(b) Concentration profile after 11 seconds when Dady = 1.67 x 10715.
(c) Concentration profile after 60 seconds when Dadf = 1.67 x 10715,
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Figure 5.2: Concentration profile observed at different times when Dady = 1.67 x
10715,

the other hand illustrates the effect of Da on osmotic pressure. The increasing

trend observed in this figure is similar to that in Figure

It is of interest at this point to understand why Da influences polarisation.
First, it might be worthwhile to take a look at the evolution of the
concentration profile in Figure [5.2 The first thing to notice regarding this
result is that the solute progress variable () is transported downstream (to the
right) by a combination of advection and diffusion. The red color indicates a
high concentration of solute, whereas the blue color indicates the initial value of
the solute progress variable. We can also see that after some time the
concentration in the channel becomes more uniform as depicted in Figure |5.2¢|
This solute spatial distribution observed is a consequence of diffusion as this

phenomena acts to distribute solutes uniformly.

Having established this, we can now proceed to understand the reason for the
trend observed in Figure [5.1} It is clear that a higher Da is associated with a
high permeability system. One of the implications of this is that the magnitude
of the permeate velocity v (i.e normal component of the velocity) increases with
increasing Da. Therefore more fluid is able to pass through the membrane. This
increase in permeate velocity causes more solute to be transported to the
membrane surface. However, due to the no-flux solute condition and 100% salt
rejection condition at the membrane (specified when the model was developed
in Chapter |3) all the solutes arriving at the membrane surface are rejected
leading to a higher concentration of solutes near the membrane which gives rise
to polarisation. The consequence of this is readily seen in Figures and [5.2d

Namely, the rise in osmotic pressure and thick polarised layer near the
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membrane surface.

The result in Figure[5.2¢|is consistent with the existing literature on concentration
polarisation which have demonstrated that polarisation is most severe closer to
the outlet of a membrane channel. This is because the streamwise velocity u
creates a shearing effect which “washes” away the accumulated solutes around the
inlet, causing a lower buildup of solute concentration near the channel entrance.
In addition, the results in Figures seem to support arguments from previous
studies [28] that mineral scaling might be exacerbated at higher water fluxes due
to the polarised layer. This suggests that highly permeable membranes might
make it possible to use a smaller membrane area (as a high recovery is anticipated)

reducing capital cost but this increases polarisation.

Impact of Re on concentration polarisation

The Reynolds number Re is the ratio of the inertia forces to viscous forces. It
gives an indication of which of the two mechanisms dominates. In low velocity
flow, advective mass transport plays a minor role and diffusion is the dominant
mechanism. However in relatively high velocity flows, advective transport plays
a significant role. Figure depicts the variation of Re and the corresponding
effect on concentration polarisation and osmotic pressure. It is apparent from the
figure, that for creeping flow, that is at very low Reynolds number (Re < 1), Re
has a minimal effect on polarisation and osmotic pressure. For instance, we can
see from Figure that in this regime, increasing Re by 5 orders of magnitude
has little or no effect on polarisation. However as the flow approaches the laminar
regime we start to see a noticable effect on polarisation. It is easily seen from
Figure that in this regime, increasing Re by 2 orders of magnitude increases
polarisation and osmotic pressure by a factor of ~ 1.3. A possible explanation for
this is related to the permeate velocity v. Recall v is several orders of magnitude
smaller than the streamwise velocity u. From our simulations, we know that v
is relatively low (range ~ 1071 m/s) over the creeping flow regime shown in
Figure therefore in essentially all these cases the flow towards the membrane
surface is small. By contrast, the value of v over the laminar flow regime is
substantially higher (range ~ 107'2 m/s) which in turn increases the quantity of
solute transported to membrane. However, due to the 100% rejection specified
at the membrane, all the solutes arriving at the membrane are rejected and only
water is transported through the membrane. As a result, the concentration at the
membrane increases which explains the rise in polarisation and osmotic pressure

observed in Figure [5.3| as Re increases.
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(a) Graph of concentration polarisation (as a ratio of membrane concentration to inlet
concentration) against the dimensionless group Re, which shows how polarisation depends on
Reynold’s number.
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(b) Graph of osmotic pressure against the dimensionless group Re, which shows how the osmotic
pressure depends on Reynold’s number.

Figure 5.3: Effect of Re on (a) polarisation and (b) osmotic pressure.
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Impact of Ma* on polarisation & osmotic pressure

Ma* gives an indication of how quickly precipitation occurs and its severity. It
is directly proportional to the precipitation reaction, reaction rate and solute
concentration. Therefore we expect that a fast reaction or high concentration
would have a significant effect on Ma*. Figure [5.4] shows the variation of Ma*
and the corresponding effect on polarisation and osmotic pressure. It can be seen
that polarisation reduces with increasing Ma*. This is expected because a higher
Ma* translates to a fast reaction at the membrane. Therefore, more solutes are
consumed in the precipitation process which in turn reduces polarisation and

osmotic pressure as depicted in Figure [5.4]

Furthermore, it can also be observed from Figure ?7b that the average
concentration in the channel is < 1 (with 1 being the inlet concentration). We
assume this is generally the case as Ma* increases. This suggests that increasing

Ma* acts to maintain the inlet concentration as the bulk concentration.

Impact of 6 on polarisation & osmotic pressure

0 measures the relation between osmotic pressure and the channel’s pressure.
The osmotic pressure is closely related to polarisation so we also expect € to have
an effect on the process. Indeed, we see from Figure that osmotic pressure
increases with 6. This is to be expected as 6 is directly proportional to osmotic

pressure as shown in (4.49).

Figure[5.5a] reveals that although polarisation reduces with increasing 6, there are
certain values of § that do not impact polarisation. It appears that 6 begins to
have an effect on polarisation as the value approaches 1 which is when the osmotic
pressure is equivalent to the channel’s pressure. This result may be explained by
the fact that osmotic pressure is closely related to the transverse velocity described
in . It is clear from this equation that a lower osmotic pressure increases
the magnitude of the transverse velocity and as we already pointed out earlier,
in higher velocity flows, the flow and solute transport towards the membrane
surface is increased giving rise to polarisation. In contrast, a higher osmotic
pressure reduces the magnitude of the transverse velocity which in turn results in
a lower quantity of solute at the membrane. These results seem to suggest that
polarisation occurs when the channel’s pressure is significantly higher than the

osmotic pressure.
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(a) Graph of concentration polarisation (as a ratio of membrane concentration to inlet
concentration) against the dimensionless group Ma*, which shows how polarisation depends
on the severity of polarisation.
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(b) Graph of osmotic pressure against the dimensionless group Ma*, which shows how the
osmotic pressure depends on the severity of polarisation.

Figure 5.4: Effect of Ma* on (a) polarisation and (b) osmotic pressure.
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(a) Graph of concentration polarisation (as a ratio of membrane concentration to inlet
concentration) against the dimensionless group 6, which shows how polarisation depends on
the ratio between osmotic pressure and the channel’s pressure.
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(b) Graph of osmotic pressure against the dimensionless group 6, which shows how the osmotic
pressure depends on the ratio between osmotic pressure and the channel’s pressure.

Figure 5.5: The effect of # on (a) polarisation and (b) osmotic pressure.
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(a) Concentration profile after 60 seconds when D%, /6 =3 x 1073.
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(b) Concentration profile after 60 seconds when D%, ;/d; = 3000.

Figure 5.6: Concentration profile observed at 60 seconds for different values of D7 ;.

Impact of D7;; on concentration polarisation

D7 ;; provides an indication of which mass transport between precipitation and
diffusion dominates. We can see from Figure that D7;; dictates the
concentration distribution at the membrane boundary layer. In addition, it is
easily seen from Figure that polarisation and osmotic pressure reduces with

increasing D% ;.

We can associate an increasing D%;; to a faster reaction system however some
care must be exercised in using such interpretations too literally. This is because
one might initially think that the declining trend in Figures and is due
to faster reaction at the membrane which reduces the membrane concentration.
This is in fact not the case. Recall D7;; is the ratio between precipitation and
diffusion so an increasing D%;; can also be attributed to decreasing diffusion.
It is useful for our purposes here to consider the transport process as a two
stage process: first diffusion of ions with a rate D occurs until the ions arrive
at the membrane surface. This is followed by the precipitation reaction via rate
constant k, which forms mineral salts (scalants). For D%;, > 1, the rate of
stage 1 (diffusion) limits the overall reaction as a result the quantity of solute
transported to the membrane is low. The uneven concentration distribution and
low membrane concentration in Figure [5.6b| illustrates this. Figure on the
other hand shows the concentration profile of a much smaller D%,; (D%, < 1)
which represents a reaction-limited case. In this case, there is a large amount of
diffusion towards the membrane and the concentration distribution is spread out
quickly. However the overall process is inhibited by stage 2 (reaction) because

the reaction is much slower. Consequently, we observe a build up of solutes at
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(a) Graph of concentration polarisation (as a ratio of membrane concentration to inlet
concentration) against the dimensionless group D% ;; /s, which shows how polarisation depends
on Damkdhler’s number.
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(b) Graph of osmotic pressure against the dimensionless group D% ;;/d, which shows how
osmotic pressure depends on Damkohler’s number.

Figure 5.7: The effect of D% ;;/0; on (a) polarisation and (b) osmotic pressure.
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the membrane (and polarisation) due to a slower reaction.

Impact of Pe on concentration polarisation

The Peclet number, Pe can be interpreted as the Reynolds number counterpart
for mass transport - it is the ratio of the advective transport rate of the solute
to its diffusive transport rate. We can see from Figure that polarisation
increases with increasing Pe. A similar trend can also be observed in Figure |5.8b
for osmotic pressure. This is expected because Pe is proportional to the flow
velocity, therefore as Pe increases the transport of solute towards the membrane

increases which in turn increases polarisation and osmotic pressure.

Impact of S on concentration polarisation

The quantity g provides an indication of which pressure gradient is dominant -
it is the ratio between P, — P,,; and F;, — P,,;. To put this into perspective,
a |f| value of 1 implies that the pressure gradient across the feed channel (i.e
Py, — Pyu) is identical to the pressure gradient between the feed channel and
permeate channel (i.e P, — P,,; ). It is important to note that § is a negative

value but we presented the results in terms of || for convenience.

There are two remarks that should be made at this point. First, it seems
reasonable to assume that there may be a competition between the pressure
gradient across the feed channel (i.e P, — P,,;) which pushes flow forward
towards the outlet and the pressure gradient which drives flow in the
perpendicular direction towards the membrane. Second we expect that |3

would provide an indication of what to expect regarding the flow distribution.

Figure indicates that polarisation and osmotic pressure increases with
increasing || . Physically, a low 5 (8 ~ 1) could be associated with a system
with a pressurised permeate channel. We know that the driving force for fluid
flow is the pressure difference, and the greater the pressure gradient, the greater
the driving force. In this case the driving force for flow towards the membrane
is low as P, — P,,+ ~ P, hence the portion of the fluid that would have flowed
perpendicularly towards the membrane is instead diverted towards the outlet
thereby reducing polarisation. Physically the possible implication of this is that
pressurised permeate channel may reduce polarisation but this could in turn

increase operating cost and energy requirements of desalination systems.

As one might imagine |$| > 1 means that the pressure gradient between the
feed channel and permeate channel is greater than the pressure gradient across

the feed channel. In this case the permeate pressure plays a more significant
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(a) Graph of concentration polarisation (as a ratio of membrane concentration to inlet
concentration) against the dimensionless group Pe, which shows how polarisation depends on
Peclet’s number.
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(b) Graph of osmotic pressure against the dimensionless group Pe, which shows how osmotic
pressure depends on Peclet’s number.

Figure 5.8: The effect of Pe on (a) polarisation and (b) osmotic pressure.
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(a) Graph of concentration polarisation (as a ratio of membrane concentration to inlet
concentration) against the dimensionless group |/3|, which shows how polarisation depends on
the ratio between the pressure gradient across the feed channel (i.e P;, — P,y:) and the pressure
gradient between the feed channel and permeate channel (i.e P, — Ppyt).
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(b) Graph of osmotic pressure (as a ratio of membrane concentration to inlet concentration)
against the dimensionless group |3|, which shows how osmotic pressure depends on the ratio
between the pressure gradient across the feed channel (i.e P;, — P,,:) and the pressure gradient
between the feed channel and permeate channel (i.e P, — Poyy).
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Figure 5.9: The effect of S on (a) polarisation and (b) osmotic pressure.
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role as the permeate pressure is around atmospheric pressure. Due to this lower
pressure, it is plausible to expect more of the fluid to be diverted towards the
membrane. The implications of this is that the magnitude of the permeate
velocity increases therefore more fluid and solute is transported to the
membrane increasing polarisation and osmotic pressure as seen in Figures
and It is worth noting that we believe extremely high |3| is physically

unrealistic due to the velocity field produced and low pressure requirements.

It appears our initial hypothesis was plausible. Indeed |3| does provide an
indication of what to expect regarding the flow distribution. We have seen that
a lower |5| (i.e., |5] ~ 1) inhibits polarisation because most of the flow is
directed to the outlet. By contrast, increasing beta (]3| > 1) causes more of the
fluid and solute to be transported to the membrane thereby increasing

polarisation.

Impact of ¥, on concentration polarisation

The quantity ¥, is related to the geometry of the system; it is the ratio between
the channel length and channel width. Figure displays the variation of 9,
and the effect on polarisation and osmotic pressure. It is worth noting that the
value of ¥, in the analysis was limited to cases where the length of the channel is
significantly larger than the width (i.e L > H) because this is the case in reality.
We can see that polarisation and osmotic pressure increases with increasing 9.
This is expected as high ¥, can be associated with either a longer channel or a
narrower channel. It is easily deduced that as the channel width reduces, the
flow velocity increases which in turn increases polarisation because the amount

of solute transported to the membrane increases.

5.2.2 Recovery

One of the main objectives of desalination systems is to optimize and increase
the overall feed water recovery. The overall recovery usually obtained in a spiral
wound seawater desalination process is between 35 - 50 %. Although, the

individual spiral wound membrane elements have a recovery of 5 - 15 %.

It is useful at this point to provide an indication of what we should expect
regarding the nature of the results. We have seen in the previous section that
the magnitude of the permeate velocity v determines the severity of
polarisation. From a physical perspective, it seems plausible to also expect v to
be one of the main factors affecting the recovery as a higher v means more fluid

is being transported to the membrane. From a mathematical perspective,
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(a) Graph of concentration polarisation (as a ratio of membrane concentration to inlet
concentration) against the dimensionless group 9,97, which shows how polarisation depends
on the ratio between the channel’s length and channel’s width.
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(b) Graph of osmotic pressure against the dimensionless group 9467, which shows how osmotic
pressure depends on the ratio between the channel’s length and channel’s width.

Figure 5.10: The effect of 9,6 on (a) polarisation and (b) osmotic pressure.
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Figure 5.11: Graph of recovery as a percentage against the dimensionless group Dady,
which shows how the recovery depends on Darcy’s number.

equation (4.51)) confirms this hypothesis as we can see that the recovery is
proportional to the permeate velocity. In addition, (4.56) also indicates that 4

dimensionless groups (3,0, Da, ;) directly influence recovery.

It should be noted that in the preceding subsection we established the basic
concept needed to understanding all the model solutions. Hence we would be
providing a less rigorous discuss hereon as it saves us from repeating the same
information over several sections. With this in mind, we will now present the

recovery results obtained for the given values in Table [5.1]

Impact of Da on recovery

Figure depicts the variation of Da and the corresponding effect on recovery.
We can see that the recovery increases with increasing Da. This is as we expected
as a higher Da is associated with a high permeability system. The implies that
the magnitude of the permeate velocity v (i.e normal component of the velocity)
increases therefore more fluid is able to pass through the membrane. This in turn

increases the fraction of the feed water that is recovered.

Impact of Re on recovery

Figure displays the relationship between Re and recovery. It is apparent from
this figure that at very low Reynolds number (Re < 1), Re has a minimal effect
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Figure 5.12: Graph of recovery as a percentage against the dimensionless group Re,
which shows how the recovery depends on Reynold’s number.

on recovery. However as the flow approaches the laminar regime (Re > 1) we
start to see a significant effect on recovery. This is because the magnitude of the
permeate velocity increases with increasing Re . As a result, the quantity of fluid
transported towards the membrane increases which in turn increases recovery as

seen in Figure [5.12]

Impact of Ma* on recovery

Figure [5.13] shows the variation of Ma* and the corresponding effect on
recovery. It is clear that recovery reduces with increasing Ma*. Recall Ma*
gives an indication of how quickly precipitation occurs and its severity.
Therefore, an increase in Ma* implies that precipitation is occurring at a fast
rate. This leads to two related consequences. First, the porosity of the
membrane decreases as the solutes are consumed by the reaction resulting in a
decrease in membrane permeability. This reduction in permeability induces a
flow resistance at the membrane surface so the membrane retains most of the

fluid on the feed side, reducing the fraction of water recovery as seen in Figure

B.13
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Figure 5.13: Graph of recovery as a percentage against the dimensionless group Ma*,
which shows how the recovery depends on how quickly precipitation occurs.

Impact of § on recovery

Recall # measures the relation between the osmotic pressure and the channel’s
pressure. Values greater than one means that osmotic pressure is greater than
the channel’s pressure. Reverse osmosis desalination is based on the premise of
applying a pressure greater than the osmotic pressure. Therefore 6 values greater
than 1 are undesirable as flow would then move in the opposite direction, that
is flow would naturally move away from the membrane towards the concentrated
fluid. Consequently, the results presented in Figure are for 6 values lower
than 1.

We first observe that 6 has a little effect of recovery. We can see from Figure [5.14]
that increasing 6 by 6 orders of magnitude reduces the recovery by only a factor of
~ 1.03. Although its effect on recovery is minimal, it is still useful to understand
why 6 generally results in a decrease in recovery. We believe the decreasing trend
observed in Figure could be attributed to the decline in the magnitude of
the transverse velocity which is likely due to the increase in osmotic pressure. We
already know from preceding sections that a lower transverse velocity reduces the

quantity of fluid transported towards membrane which in turn reduces recovery.
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Figure 5.14: Graph of recovery as a percentage against the dimensionless group 6,
which shows how the recovery depends on the relation between the osmotic pressure
and the channel’s pressure.

Impact of D7%;; on recovery

Figure [5.15] reveals that recovery increases with increasing D%;;. We remind the
reader that D%;; > 1 is attributed to a diffusion-limited system. In this case, the
fluid is transported at streamwise velocity v however due to the low diffusion, the
solute transport is much slower. One might question why we then see an increase
in recovery. The answer is straightforward; recall recovery is a fluid dynamic
property so increasing D%;; reduces the membrane concentration (and in turn

polarisation and scaling) but the flux of water is unaffected.

Impact of Pe on recovery

Recall the Peclet number, Pe is a measure of the relative importance of solute
advection versus diffusion, where a large number indicates an advectively
dominated distribution, and a small number indicates a diffusive flow. Figure
shows the variation of Pe and the corresponding effect on recovery. It is
clear that Pe has a minimal effect on recovery. This is probably due to the
range considered in Figure 5.16] We expect that for substantially high velocity
flows, that is Pe > 5000, there would be a significant increase in fluid transport
towards the membrane which will in turn increase recovery (and potentially

polarisation).
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Figure 5.15: Graph of recovery as a percentage against the dimensionless group
D% /0, which shows how the recovery depends on Damkéhler number.

It is of interest at this point to note that under high Peclet conditions the code
breaks down due to the extremely high flow velocities which translate to turbulent

flow. The model is only suitable for Darcy flow in a laminar regime.

Impact of S on recovery

We remind the reader again that [ is the ratio between P, — P,,; and P. (recall
P.= P, — P,,;). Figure indicates that recovery increases with increasing f3.
We already know from the previous section that low [ translates to a system with
a pressurised permeate channel. We expect a lower recovery in this case because
the driving force for flow towards the membrane is lower. This might explain the
initial decline seen in Figure As [ increases, the permeate pressure plays
a more significant role because it is substantially lower thereby increasing the
pressure gradient which drives flow in the perpendicular direction towards the
membrane. This in turn increases the flux towards the membrane. However we
again stress that extremely high 3 is physically unrealistic due to the low pressure

requirements.

Impact of ¥, on recovery

v, compares the length of the channel to the width. Figure shows the

variation of ¥, and the corresponding effect on recovery. It is clear that recovery
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Figure 5.16: Graph of recovery as a percentage against the dimensionless group Pe,
which shows how the recovery depends on Peclet number.
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Figure 5.17: Graph of recovery as a percentage against the dimensionless group |f|,
which shows how recovery depends on the ratio between the pressure gradient across
the feed channel (i.e P, — Pyy) and the pressure gradient between the feed channel
and permeate channel (i.e P, — Ppyt).
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