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Abstract

Face recognition has attracted particular interest in biometric recognition with wide applications
in security, entertainment, health, marketing.

Recent years have witnessed rapid development of face recognition technique in both aca-
demic and industrial fields with the advent of (a) large amounts of available annotated training
datasets, (b) Convolutional Neural Network (CNN) based deep structures, (c) affordable, power-
ful computation resources and (d) advanced loss functions. Despite the significant improvement
and success, there are still challenges remaining to be tackled.

This thesis contributes towards in the wild face recognition from three perspectives including
network design, model compression, and model explanation. Firstly, although the facial land-
marks capture pose, expression and shape information, they are only used as the pre-processing
step in the current face recognition pipeline without considering their potential in improving
model’s representation. Thus, we propose the “FAN-Face” framework which gradually integrates
features from different layers of a facial landmark localization network into different layers
of the recognition network. This operation has broken the align-cropped data pre-possessing
routine but achieved simple orthogonal improvement to deep face recognition. We attribute this
success to the coarse to fine shape-related information stored in the alignment network helping
to establish correspondence for face matching.

Secondly, motivated by the success of knowledge distillation in model compression in the
object classification task, we have examined current knowledge distillation methods on training
lightweight face recognition models. By taking into account the classification problem at hand,
we advocate a direct feature matching approach by letting the pre-trained classifier in teacher
validate the feature representation from the student network. In addition, as the teacher network
trained on labeled dataset alone is capable of capturing rich relational information among labels
both in class space and feature space, we make first attempts to use unlabeled data to further
enhance the model’s performance under the knowledge distillation framework.

Finally, to increase the interpretability of the “black box” deep face recognition model, we
have developed a new structure with dynamic convolution which is able to provide clustering of
the faces in terms of facial attributes. In particular, we propose to cluster the routing weights
of dynamic convolution experts to learn facial attributes in an unsupervised manner without
forfeiting face recognition accuracy. Besides, we also introduce group convolution into dynamic
convolution to increase the expert granularity. We further confirm that the routing vector benefits
the feature-based face reconstruction via the deep inversion technique.
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Chapter 1

Introduction

1.1 Motivation

With the rapid development of technology, biometric recognition software plays an increasingly

signi�cant role in modern security. Biometrics is the measurement and analysis of a human's

distinctive physical or behavioural characteristics. Examples include but are not limited to

�ngerprint, retinal scanning, voice identi�cation and facial recognition. Among them, face

recognition has attracted particular interest because it's very easy to deploy. Face recognition

aims at matching a given human face against a database of faces by measuring the distance of

feature embeddings. Its applications have penetrated into various areas and here we categorize

them into four broad domains: entertainment, health, marketing and security.

In security, recently released smartphones like Huawei, Xiaomi, Samsung, iPhone all

launch a recognition-based authentication system to unlock phones. Compared with �ngerprint

authentication, the competitive advantage of face recognition is quick response and non-contact

measurement. Such a system is also widely installed in various public places like railway station,

airports, of�ce buildings in China. It also assists of�cers in identifying and tracking criminals by

comparing the suspect's face with the faces from surveillance camera systems.

In entertainment, face recognition is especially popular in social media. DeepFace from

a research group in Facebook creates digital pro�les from users and is used to identify human

faces in digital images. Google photos employ the face recognition technique to sort pictures

and automatically tag them based on the identi�cation. FaceApp launched in IOS and Android

systems provide the users to do some face editing works such as smile �lter, hairstyle �lter and

age �lter. These functions have added lots of fun to our daily life.

In health, face recognition has been used to diagnose diseases especially for those causing

appearance changes. For instance, the National Human Genome Institute Research Institute

employs face recognition to detect DiGeorge syndrome. Apple has launched two open-source

frameworks ResearchKit and CareKit to assist clinical to monitor patients health remotely.

Researchers at Duke University developed an Autism Beyond app that utilizes facial recognition-

based algorithms to screen children for autism.
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In marketing, face recognition can produce personalized recommendation after linking the

browsing records and identity. This technique has been applied in shopping websites and video

watching websites. For example, Alipay and WeChat in China also support face recognition

for payment which brings much convenience in daily life as customers neither need physical

bankcards nor the payment password.

Recent years have witnessed more and more mature face recognition techniques in both

academic and industrial �elds with a large amount of available annotated training datasets

[46, 13, 195], Convolutional Neural Network (CNN) based structures [144, 51] and advanced loss

functions [146, 34, 162]. Despite the signi�cant success, there were still challenges remaining to

be tackled (this is detailed in Section 1.2). It is worth mentioning and emphasizing here that in

this thesis we seek to address and solve the following problems/cases:

1. A novel “FAN-Face” framework to improve the unaligned face recognition performance

by gradually integrating features from a pre-trained facial landmark localization network

into a recognition network to learn face embedding;

2. Advocate for a new knowledge distillation method via softmax regression representation

learning by optimizing the output feature of the penultimate layer of the student network;

3. Interpret inner face recognition model behaviours by clustering and analysing visual

attributes from a dynamically-routed CNN framework.

1.2 Problem De�nition

The main focus of this thesis is to study the deep face recognition problem in the wild from three

perspectives: performance, size, interpretability.

Performance: Through the investigation of the literature in Section 2.1, we notice that most

algorithms share a conventional data pre-processing step. Align-cropping the face image based

on predicted facial landmarks from the face alignment model before feeding them into the feature

extraction model. One might be curious whether we can train a model on images without the

align-cropped step and make it work well or better than the aligned counterparts. We believe

this is a problem worth exploring as align-cropped step inevitably lose face areas, especially for

pro�le faces. The lost information will not be compensated by adjusting the network structure,

training strategies, and loss functions and de�nitely have a negative impact on recognition.

Therefore, the �rst step of this thesis is to answer this question. The advantage of normalized

face input has already been studied in the literature. Researchers have reached a consensus

that aligning faces to a uni�ed distribution can remove the appearance variations from rigid

transformation and thus force the model to focus on learning identity-speci�c representation.

The widely applied approach is applying a 2D af�ne transformation to calibrate facial landmarks

to the prede�ned templates [34, 162, 94, 160]. So a key challenge in unaligned face recognition

is the appearance variations caused by irregular landmark locations in the face region. Face
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alignment aims at locating facial landmarks in face images and memorizes rich location related

knowledge throughout the network. Therefore, a solution is to compensate for the missed

location prior by borrowing knowledge from a pre-trained face alignment network. However,

direct feature combination by addition or concatenation may hinder the optimization as the

different features are captured by alignment and recognition networks. For instance, feature from

alignment task is more shape focused while the feature from recognition task is designed to be

robust to intra-class appearance variations.

Size:Three key factors (network design, training dataset, loss) contribute to superior performance

on the face recognition task. Normally, a high capacity heavy model is trained on a large annotated

dataset like MS1M [46] with an advanced classi�cation loss like CosFace [162], ArcFace [34]

and CurricularFace [61]. The obtained model is able to achieve good performance on the

public benchmarks such as LFW [59], CPF-FP [136], AgeDB [104], IJB-B [171], IJB-C [100],

MegaFace [71]. The whole procedure is time-consuming and computation resource hungry

due to the large dataset size and parameters to be optimized. However, the face recognition

system is designed to be deployed on devices with limited resources such as mobile phones.

It is a challenge to deploy these cumbersome deep models due to their high computational

complexity and large storage requirements. Given these real-world resource constraints, model

ef�ciency has become increasingly important in face recognition. Also, it is hard to curve

away from the prerequisites like large datasets and advanced loss. To tackle this problem in

general object classi�cation, a variety of model compression and acceleration methods have

been studied including network pruning [48, 80], network quantization [125, 174], knowledge

transfer/distillation [55, 204], and neural architecture search [229, 90]. The second step of this

thesis is to apply the current state-of-the-art knowledge distillation approaches to face recognition

task, systematically examine various choices, and then propose a novel approach to improve

current performance. The challenge of this problem is how to optimize the face recognition

accuracy to be optimal on the target task.

Interpretability: The last step is to answer “what is learned in the face recognition model”.

This step is to interpret networks' inner behaviours. Despite the signi�cant advances in the

performance of face recognition by designing network structure or advanced losses, there is

a strong demand to interpret its behaviours, in order to understand, improve, and trust its

decisions. However, so far there are few attempts to understand what is learned inside the

network parameters and most are on the general classi�cation task. Besides, recent interpretable

CNNs observe degraded recognition accuracy after introducing interpretability. This drawback

largely limits its practical applicability. The challenge of this problem is to de�ne and analyse

the interpretability of face recognition without deteriorating the model performance.

1.3 Contributions

In this section, we list three contributions made in this thesis.
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• “Fan-Face Network”: The �rst contribution is to improve unaligned deep face recognition

with shape prior information provided by a pre-trained facial landmark localization (FAN)

network. Both landmark heatmaps and features from the FAN are integrated into the

face feature extraction process to (a) provide facial pose-, expression-, and shape-related

information, and (b) help establish correspondence for improving face matching. Moreover,

we have explored various architectural design choices at a network level to identify the

best strategy for integration and, proposed a novel feature integration layer which is able

to effectively integrate the features from the two networks. We show that such a simple

approach systematically improves recognition on the public face recognition datasets,

setting a new state-of-the-art on LFW [59], YTF [173], IJB-B [171], IJB-C [100] and

MegaFace [71] datasets.

• “Softmax Regression Representation Learning”:The second contribution is to advo-

cate for a knowledge distillation method that optimizes the output feature of the penultimate

layer of the student network and hence is directly related to representation learning. The

�nal losses are composed of two parts: (a)L2 loss to do direct feature matching between

teacher and student's outputs; (b) softmax regression loss to let pre-trained teacher's

classi�er evaluate students' representation. The key novelty is from the second loss which

considers the inter-channel dependencies and links feature representation with target

accuracy. Moreover, we also extend our method to learning from unlabeled data with

pretrained teacher trained on labeled datasets only to boost the student performance and

further validate its superiority and generality in the classi�cation task. Our method is

extremely simple to implement and straightforward to train and is shown to consistently

outperform previous state-of-the-art methods over a large set of experimental settings

including different (a) network architectures, (b) teacher-student capacities, (c) datasets,

and (d) tasks, (e) domains.

• “Unsupervised Mixtures of Experts”: The third contribution is to interpret face recog-

nition from learned visual attributes. The whole structure is a dynamically-routed CNN

trained with a supervised face recognition loss and an unsupervised clustering loss. We

observe that routing vector in dynamic convolution is capable of partitioning the data

based on representational attributes but results in a noisy and scattered distribution. Based

on these observations, we instantiate a group dynamic convolution to lengthen routing

vector's dimension and in turn enhance its discrimination capacity. In addition, we propose

to leverage an unsupervised clustering loss to push the routing vectors be distributed

over a �xed number of clusters in the feature space without damaging the recognition

performance. Due to the lack of annotated data with desired facial properties, we annotate

three datasets with 5 facial attributes (gender, age, race, pitch and yaw) and then explore

routing vectors' behaviour on them with clustering analysis. We demonstrate that learned

clusters are able to encode rich facial properties without requiring hand-designed attributes
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for supervision. Moreover, we present convincing results on the face inversion task that

the routing vector provides auxiliary prior bene�cial to producing images faithful to input.

1.4 Outline

We organize the rest of this thesis as follows:

• Chapter2 reviews existing methods that are related to our thesis, including face detection,

face alignment, face recognition, knowledge distillation methods and explainable arti�cial

intelligence (AI). We introduce the representatives of each category to outline the main

trend.

• Chapter3 presents a novel architecture“FAN-Face” for unaligned face recognition via

establishing shape-semantic correspondence among faces. We have detailed the various

architectural design choices to identify the best strategy for inner feature combination and

heatmap integration. We also examine SOTA alignment networks like ResNet, HRNet to

validate the generalization ability of the proposed framework. Final experiments are done

on various benchmarks with both veri�cation and identi�cation measurements to prove

the effectiveness of the proposed method.

• Chapter4 introduces a novel knowledge distillation method for model compression. We

describe the two components: L2 feature matching and softmax regression representation

learning. We have explored variants of the proposed method and analysed the effectiveness

of the proposed method from different aspects such as transferability, clustering quality.

We inspect how to improve students' performance from extra unlabeled data with the prior

provided by teacher network trained on labeled data. To this end, we have explored and

adjusted some popular tricks from semi-supervised learning into the usage of unlabeled

data. The �nal comparisons are conducted across different tasks after training on labeled

data alone and both labeled and unlabeled data .

• Chapter5 proposes to interpret the inner behavior of face recognition model. We describe

how to design an explainable structure with dynamic convolution and how to increase its

expert granularity. Then, we examine two popular techniques in unsupervised clustering

learning: DeepCluster [15] and Sinkhorn-Knopp [28]. Next, we investigate the training

strategy to improve the interpret-ability without deteriorating recognition performance.

Besides, we also describe how to obtain datasets with facial attributes. Finally, we

quantitatively and qualitatively compare various variants in clustering analysis and feature-

based face reconstruction.

• Chapter6 concludes this thesis and discusses the future research directions of deep face

recognition in the wild.
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Chapter 2

Literature review

2.1 Components of Face Recognition

Fig. 2.1 Overview of face recognition. It consists of face localization and face feature embedding.
The white dots are detected 5 landmarks. The red dots forms the mean face which is composed
of left eye center, right eye center, nose tip, left corner of the mouth, and right corner of the
mouth. The white landmarks are aligned to red landmarks to crop the normalized face area.

Figure 2.1 illustrates the pipeline of face recognition, mainly consisting of two components:

face localization and face feature embedding. Face localization contains face detection and facial

landmark localization. Firstly, a face detector is used to locate the faces in a given image. Then,

a facial landmark detector is to predict the semantic landmarks of the detected face. Usually, �ve

landmarks containing left eye center, right eye center, nose tip, left corner of the mouth, and right

corner of the mouth are collected. With the estimated landmarks, the face can be aligned and

cropped based on the normalized canonical coordinates from a mean face shape. In the literature,

the advantage of the aligned crop operation is attributed to reducing appearance variances and

making the subsequent feature embedding part more identity-focused. Finally, the align-cropped

face regions are fed into the embedding model with the aim of encouraging features from the

same identity to be close while the different ones to be far apart. In the following sections, we

will describe each component in details as below.

2.1.1 Face Detection

Face detection, aiming at locating face regions in an image, is a fundamental stage for face-

related tasks like face alignment, face recognition, facial action unit recognitionet al., and its
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performance signi�cantly determines the ef�ciency of the subsequent tasks. Recently, motivated

by the rise of CNNs, the performance of face detection achieves considerable improvements

and many milestone works have been proposed [84, 210, 20, 219, 106, 35]. Based on the core

technical contributions, current face detection methods can be divided into three categories:

cascade-CNN based models, region-based CNN (R-CNN) based models and single shot detector

models. In the following part, we will introduce each category by describing its representatives.

Cascade-CNN Models

The core of cascade models is to train a sequence of small models to classify face and non-face

regions in different stages to reject non-face areas from coarse to �ne.

Li et al.[84] is one of the early CNN-based face detection models under cascade framework.

In this work, the whole structure is formed by six CNNs with half of them doing face vs.

non-face regions classi�cation and the rest for bounding box calibration. To reject non-face

regions effectively, those operations are conducted at multiple resolutions . To be speci�c, the

detectors quickly reject the background regions at the former fast low-resolution stages. Then,

the calibration stage improves the localization quality by reducing the number of candidate

regions to subsequent classi�er. Therefore, at the later high-resolution stages, the detector can

carefully evaluate the remaining candidates. Compared with state-of-the-art methods at that time,

the �nal obtained face detector is ef�cient and well-performed with running speed 14 FPS on

CPU for typical VGA image as input and 100 FPS with GPU acceleration.

As an improved version of [84], Zhanget al.[210] have observed two drawbacks in [84]:

the extra computational expense in the calibration stage and ignored correlation between face

detection and alignment. To solve both issues, Zhanget al.have adopted and modi�ed the

cascade framework to jointly train the face detection and alignment in a multi-task manner.

Additionally, they have introduced a new online hard sample mining strategy to automatically

improve the performance without manual sample selection.

It has been shown that deeper layers are good at discriminating dif�cult face vs. non-face than

shallow layers. Thus, Zhanget al.[211] have proposed “Inside Cascaded Structure” to do the

binary classi�cation task at different layers within the same CNN. The main improvement comes

from two designs. On the one hand, a two-stream contextual CNN architecture is proposed to

explore the body part information. On the other hand, a data routing mechanism following the

“divide and conquer" idea is introduced to assign samples to various layers and thus let the deeper

layer focus on harder samples.

In conclusion, the advantage of cascade CNN models is that they have a good trade-off

between speed and accuracy as the former classi�ers at earlier stages can shrink the background

while keeping the faces with low computation cost. However, the computation complexity in the

inference stage will be increased signi�cantly when dealing with an image with lots of faces.
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R-CNN based Models

The R-CNN based detectors mainly refer to the face detection models built on the generic object

detection algorithms like Fast R-CNN [42], Faster R-CNN [127], R-FCN [29], and Mask R-CNN

[50].

Chenet al.[20] have proposed a supervised transformer network for face detection. The

whole framework is made up of two stages: multi-task region proposal network (RPN) and

R-CNN. Motivated by the effectiveness of joint optimization, the RPN part is to jointly predict

both candidate face regions and facial landmarks. The R-CNN in a later stage is to do further

veri�cation with the warped face candidate region as input. The whole framework is trained

end-to-end to capture coarse-to-�ne features. Finally, this model achieves 30 FPS running speed

on a single CPU core when fed with a VGA-resolution image.

Jianget al.have [67] directly applied the Faster R-CNN to the face detection task. Without

considering the differences between human faces and generic object, pure Faster R-CNN is still

able to achieve impressive face detection performance after retraining the parameters on the face

detection datasets. This success is attributed to the effectiveness of the RPN module.

Another similar extension can be found in Face R-CNN [161]. Wanget al.have borrowed

Faster R-CNN into face detection task and further boosted its performance by taking the char-

acteristics that resided in the face detection task into considerations. In particular, they have

introduced the center loss to enhance the intra-class compactness in the face vs. non-face classi�-

cation. In addition, they have explored online hard example mining to search the appropriate

setting between positive and negative hard samples. They have also designed a multi-scale

training strategy. As a subsequent work [143], more techniques including feature concatena-

tion, hard negative mining, multi-scale training, model pre-training, and proper calibration of

key parameters have been analysed and explored in face detection under the Faster R-CNN

framework.

Motivated by the success of region-based CNNs in the object detection and face detection

tasks, CMS-RCNN [227] has been designed to combine both the region proposal component

and the region-of-interest detection component to enhance the model's performance. Except for

the contribution from the network design, Zhuet al.[227] have further explored the multi-scale

information to locate the tiny face and contextual reasoning to reduce the overall false positives.

Single-shot Detector Models

The basic frameworks for single shot detector include SSD [93] and RetinaNet [88]. Different

from the two-stage detectors based on the R-CNN framework, single-shot detectors �nish

face location after RPN without the subsequent R-CNN. Another advantage of the single-shot

framework is the consistent computational complexity in inference while the two-stage one is

seriously affected by the face number.

S3FD [219], full name as single-shot scale-invariant face detector, is a popular method under

the SSD framework and it works especially well on detecting small faces after introducing three
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tricks. Firstly, a scale-equitable face detection framework is presented to handle the various

scales of faces. Secondly, a scale compensation anchor matching strategy is explored to increase

the recall rate of small faces. Thirdly, a max-out background label is introduced to reduce the

false positive rate of the small faces. S3FD has effectively surpassed the anchor-based detectors

on detecting small faces.

FaceBoxes [218] is a CPU real-time face detector under an SSD framework with a lightweight

yet powerful network structure. It consists of the Rapidly Digested Convolutional Layers

(RDCL) and the Multiple Scale Convolutional Layers (MSCL). Speci�cally, the RDCL is to

accelerate the inference speed on the CPU device while the MSCL is to handle face scales

by enriching receptive �elds and distributing anchors over different layers. In addition, a new

anchor identi�cation strategy is designed to balance the intensity of anchors across different

layers. The empirical results have validated the effectiveness of FaceBoxes in detecting small

faces. Another lightweight face detector is proposed in EXTD [202]. Yoo et al.have presented

to iteratively reuse a shared lightweight and shallow backbone network to reduce the model size

while preserving the model's performance.

SSH [106], as a single-stage headless face detection, is fast in speed and lightweight in model

size. On the one hand, it is headless by removing the full connected layer classi�cation part. On

the other hand, it is scale-invariant by detecting multi-scale faces from different layers in a single

forward pass of the network. Besides, SSH has proposed to add �lters on each prediction head to

enlarge the receptive �eld and merge the context information.

More recently, RetinaFace [35] performs pixel-wise face localisation on various scales of

faces by taking advantages of jointly training supervised face detection, extra-supervised facial

landmark regression and self-supervised face regression in a multi-task manner. During the

training period, the three tasks bene�t from each other, leading to a dramatic accuracy increment

for face detection. Also, the main structure is a lightweight backbone designed based on feature

pyramids. Therefore, RetinaFace can run real-time on a single CPU core for a VGA-resolution

image.

2.1.2 Face Alignment

Face alignment aims at locating semantic facial landmarks in a given face image. It has wide

applications in computer vision tasks such as face recognition, face emotion recognition, facial

action unit recognitionet al.. As a pre-acquisition step for face analysis, its performance plays

a fundamental role in the subsequent tasks. In the literature, the face alignment methods are

categorised into coordinate regression models and heatmap regression models. Recent advances

in face alignment are largely attributed to the rise of deep neural networks.

Coordinate Regression-based Models

In coordinate regression-based models, model directly predict the facial landmark coordinates

(e.g. x1;y1). Roughly, we can divide related methods into hand-craft features based cascade
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shape regression and deep feature representation based coordinate regression based on feature

extractor.

The main idea of cascade shape regression is to learn a sequence of regressors in an additive

manner to approximate the mapping function from the initial mean shape to the ground-truth

shape. At each iteration, the handcraft features like HOG, SIFT are extracted around the current

predicted landmark, and the linear mapping is learned to reduce the distance gap between the

current shape position and the target shape position. In the literature, this mapping solution can

be founded by the least square algorithm.

Based on the above description, it is easy to conclude that the shape-indexed features play a

critical role in the model performance. Thus some works focus on informative feature learning.

Xiong et al.[186] have extracted the SIFT features around each landmark to learn the regression

matrix via linear regression. Caoet al.[14] have proposed an explicit shape regression method

on feature correlation selection. Renet al.[126] have explored a set of random forests to learn

discriminative binary features at local landmark region and �nally obtain a model running at

3000 FPS.

Another key point is about the initial shape. Cascade shape regression works in a data-driven

manner. It �rst attempts to remember the �tting paths in the training datasets and then directly

utilizes these mapping projections in the testing phase. Therefore, when the assigned initial shape

is far away from the �nal prediction, it has dif�culty doing correction based on the noisy shape-

index features. Therefore, Denget al.[36] have proposed multi-view cascade shape regression in

different pose subsets. Such a “divide-and-conquer” trick has signi�cantly improved the model's

robustness on the pro�le faces. This idea is further extended in facial landmark tracking in [192].

Thanks to the development of neural network and its wide applications in the computer vision

�eld, the coordinate regression based on deep features have been explored and gained signi�cant

performance improvement in face alignment benchmarks. These methods are further categorised

into local-based and global-based models. Local-based methods can be seen as an extension

of the shape-index feature on the deep feature. For instance, [155] has extracted features on

the neighbourhoods of all landmarks and then feeds local features into regression CNN to do

coordinates prediction. However, the local shape-index deep feature still meets the problem of

being sensitive to initial estimates of facial landmarks or the assigned mean shape.

In contrast, for global-based methods, an image patch enclosing the whole face region is fed

into the regression CNN to predict 2D coordinates of facial landmarks. The advantage of the

global-based methods is that it does not require the initialisation of facial landmarks.

In [145], the whole framework is composed of three-level carefully designed networks.

Motivated by the process that the entire image as input and key points as output, both the entire

input's texture context information and implicit encoded geometric constraints are explored

and utilized to locate each key point. Finally, the obtained model is more robust to factors like

occlusions, large pose variations, and extreme lightings.

Different from designing different deep neural networks to improve the model's performance

with �xed L2 loss, Fenget al.[41] have de�ned a loss function named Wing loss to increase the
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contribution from samples of small and medium-size errors in network optimization. Extensive

experiments have been conducted under several CNN architectures on popular benchmarks to

verify the effectiveness of the proposed Wing loss function.

Heatmap Regression-based Models

In addition to the coordinate regression, recent heatmap regression based on advanced neural

network designs have shown promising results. Different from coordinate regression, the

network's prediction is an implicit con�dence map of each landmark instead of the direct x,y

coordinates on the input image. The ground-truth heatmaps are generated from extra operation

in the data loader by setting a Gaussian circle around each landmark with the highest con�dence

at center. [193] is the pioneering work to bring hourglass network performed on human pose

estimation to facial landmark prediction, and such direct application have achieved superior

performance over other methods at that time. At a similar time, Bulatet al.[10] have replaced

the basic block with a more advanced multi-scale block to capture more information within one

block, and have gained further performance. It is worth mentioned here that this work has been

further extended to the binary face alignment model with decent performance [8].

Tanget al.[150] have designed stacked U-Nets to reuse features shared similar resolution

across different layers. To further enhance the performance, an order-K coupling design together

with iterative re�nement and memory sharing mechanism are explored in training. Finally, the

gained model achieves state-of-the-art performance with70%fewer parameters. A similar idea

can be found in [149].

So far, the above-introduced heatmap regression models are all driven by minimizing L2

distance loss between the prediction and ground truth. Motivated by the Wing loss's success

on coordinate regression [41], [164] have proposed an adaptive wing loss on con�dence maps

which helps to adapt current shape �exibly according to ground-truth heatmap pixels. The

experimental results have shown that the foreground pixels are penalized more when compared

with the background ones. To address the imbalance distribution among different locations,

Wanget al.have proposed a weighted loss map to guide the optimization emphasis on crucial

landmarks on the foreground and dif�cult background pixels.

By employing extra information from the boundary, Wuet al.[176] have proposed to use

boundary lines as the geometric structure of a human face to remove the ambiguities in the

landmark de�nition.

More recently, [78] has started to analyse uncertainty and visibility of predicted landmarks

and has presented a novel end-to-end trainable framework called LUVLi to simultaneously

estimate the landmark position together with the uncertainty and visibility. Bene�ting from the

side information provided by the uncertainty and visibility, the �nal model has achieved superior

performance on several datasets. The empirical results have proved that without any supervision,

the model is still able to distinguish between clear and externally occluded landmarks. In addition,

the model has also replaced the argmax with the spatial mean of the ReLU heatmap to obtain

sub-pixel accuracy.
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2.1.3 Face Recognition

Face recognition is a fundamental task in the �eld of pattern recognition and machine learning.

The target of face recognition consists of face identi�cation and face veri�cation. Face identi�ca-

tion is to assign a given face to a speci�c identity while face veri�cation is to determine whether

the two given faces are from same identity. Recent face recognition methods are built on deep

discriminative features with advanced loss functions. These loss functions can be divided into

pair-based loss and margin-based softmax loss.

Pair-based Loss

The contrastive loss [147, 146, 196] and the triplet loss [134, 116, 92] are the seminal examples

of loss functions for pair-based loss [184, 169] in deep metric learning.

Fig. 2.2 Contrastive loss. The goal is to pull
features from same identity together and push
features from different identities apart. Different
shapes denote different identities.

The visual representation of a gradient de-

scent step for contrastive loss is in Figure 2.2.

In practice, it takes the embedding vectors

from a face image pair and aims at pulling

them together in Euclidean distance if they

are from the same identity (positive pair) and

pushing them apart if they are from the differ-

ent identities (negative pair). The contrastive

loss is formulated as:

L = Ii j max
�

0;

 xi � x j




2 � e+
�

+ ( 1� Ii j )max
�

0;e� �

 xi � x j




2

�
;

(2.1)

whereIi j = 1 indicatesxi andx j are positive pair andIi j = 0 indicates negative pair.x is the

feature embedding.e+ ande� represent the the margin for positive pairs and negative pairs

respectively. DeepID2 [146] has combined softmax loss and contrastive loss together to obtain

discriminative face embedding for face recognition. This work is further extended in DeepID2+

[147] and DeepID3 [144] by boosting performance with advanced network designs.

Fig. 2.3 Triplet loss. The goal is to minimize anchor's
distance to its positive sample and maximize the dis-
tance to its negative sample. Different shapes denote
different identities.

The visual representation of a gra-

dient descent step for triplet loss is in

Figure 2.3. In practice, it learns a dis-

criminative feature embedding by min-

imizing the distance between an anchor

and a positive sample and maximizing

the distance between the anchor and a

negative sample in a triplet. The triplet

loss is formulated as:

L =

 xa

i � xp
i


 2

2 �

 xa

i � xn
i


 2

2 + e; (2.2)
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wherexa
i , xp

i , xn
i denote anchor, positive sample from same identity with anchor and negative

sample from a different identity with anchor respectively.e is a margin andx is the feature

embedding. FaceNet [134] has used triplet loss to learn feature embedding in Euclidean space

and further explored different triplet selections to boost model's performance. Similar idea can

be found in [134, 116, 92]

Pair-based losses bene�t from a large amount of sample-to-sample comparison via aggressive

tuple sampling during training. However, that tuple number increasing polynomially with

training data size causes the prohibitively high training complexity and instability. Besides, not

all tuples contribute to training and ineffective tuples even incur model degradation. Therefore,

most pair-based loss methods will explore the sampling techniques to enhance the useful pairs in

training. However, this operation will introduce extra hyperparameters and need more efforts

and experience.

Margin-based softmax Loss

Fig. 2.4 Margin-based softmax Loss. It is a vari-
ant of softmax loss by adding the margin on the
cosine distance between current sample and its
prototype assigned by label. Different shapes
denote different identities.

Face recognition task in training step can be

treated as a multi-class classi�cation problem

including two parts: feature extractor and clas-

si�er. The difference is only in testing. For the

general classi�cation task, a classi�er is used

to predict the input's label. However, in face

recognition, only the former part is maintained

to do feature extraction and comparison while

the latter part is deleted. Thus softmax loss

as the most classical loss in classi�cation can

also be explored in face recognition and it is

formulated as follows:

L = �
1
N

N

å
i= 1

log
eWT

yi
xi

å K
k= 1eWT

j xi
= �

1
N

N

å
i= 1

log
eWT

yi
xi

å K
k6= yi

eWT
j xi + eWT

yi
xi

; (2.3)

Here,w denotes the weight of classi�er, wherek 2 1;2; :::;K denotes class number.xi is the

embedding feature ofi � th sample. N is the batch size. We omit the bias here for simplicity. In

particular, in face recognition, we normalize both the weight vector in the classi�er and feature

embedding. Thus the calculation between weight vector and embedding feature evolves as

measuring the cosine similarity and Eq.2.3 can be rephrased as:

L = �
1
N

N

å
i= 1

log
es� cos(WT

yi
;xi)

å K
k6= yi

es� cos(WT
j ;xi) + s� ecos(WT

yi
;xi)

; (2.4)

Here,s is for keeping value magnitude [160]. From the similarity aspect to explain Eq.2.4, it

aims to increase the similarity betweenxi and positive prototype for classi and decrease the



2.2 Knowledge Distillation 15

similarity betweenxi and negative prototypes. Contrary to the sample-to-sample comparison

in pair-based loss, here comparison is done between sample and prototypes. The recent �ve

years have witnessed the new trend of margin-based softmax loss functions to boosting the face

recognition performance. The losses are concluded in a general formulation as follows:

L = �
1
N

N

å
i= 1

log
s� f (WT

yi
;xi ;m)

å K
k6= yi

s� f (WT
j ;xi) + s� f (WT

yi
;xi ;m)

; (2.5)

Here, f is a margin function. The pioneer work, SphereFace [94], has proposed a multi-

plicative angular margin penaltyf (WT
yi

;xi ;m) = cos(m� arccos(WT
yi

;xi)) to enforce intra-class

compactness and inter-class discrepancy simultaneously, leading to a better discriminative power

of the trained model. Even though Sphereface [94] has introduced the important idea of margin

into the softmax loss, the integer-based multiplicative angular margin makes the target logit

curve very precipitous and thus hinders convergence. To this end, a hybrid loss function is further

explored to stabilise training. Inspired by SphereFace [94], CosFace [162] has introduced an

additive cosine marginf (WT
yi

;xi ;m) = cos(WT
yi

;xi) � m. ArcFace [34] has introduced an additive

angular marginf (WT
yi

;xi ;m) = cos(arccos(WT
yi

;xi) + m) with a well-formed geometrical inter-

pretation.m in SphereFace is set as 4, in CosFace is set as 0.35, while in ArcFace it varies on

datasets. More recently, FairLoss [89] and AdaptiveFace [91] have proposed adaptive margin

based on classes to address long-tail distribution in training dataset.

The visual representation of a gradient descent step for margin-based softmax Loss is in

Figure 2.4. Compared with paired-based loss, margin-based softmax loss is easy to train with

better performance. However, as is mentioned in [159], it is vulnerable to label noise in the

dataset. To increase the robustness, Sub-center ArcFace has [33] relaxed the intra-class constraint

of ArcFace by designing K sub-centers for each class instead of one positive center.

2.2 Knowledge Distillation

Knowledge distillation has been widely adopted to compress the model with decent performance.

In particular, it improves the performance of low-capacity, low-accuracy student network with

the guidance from high-capacity, high-accuracy teacher network. Recently, it is an active topic

especially in image classi�cation task. The core of knowledge distillation is the de�nition

of knowledge. Based on this, we can broadly categorise current methods into logits-based

knowledge distillation [55, 26, 21], feature-based knowledge distillation [129, 204, 53] and

relationship-based knowledge distillation [197, 82, 115]. In the following section, we will brie�y

introduce each category with individual representatives and its applications.

2.2.1 Logits-based Knowledge Distillation

In KD [55], knowledge is de�ned as the teacher's logits after the �nal softmax layer. The main

idea is to train a student model to mimic the �nal prediction of a pre-trained and �xed teacher
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model. The rationale behind KD is that the teacher's output carries richer information than

a one-hot label because it encodes extra supervision signals about the inter-class similarities.

For example, in the Mnist classi�cation task, the teacher's prediction can encode the similarity

between 7 and 9 while the one-hot label treats 9 the same as the other classes like 2,3 without

considering the correlation.

Fig. 2.5 The generic logits-based knowledge dis-
tillation. T, S, C denote teacher, student and
classi�er respectively.LKD loss is added at the
end of classi�er's output.

A typical logits-based knowledge distilla-

tion model is illustrated in Figure 2.5. Sup-

pose teacher's prediction asp and student's

prediction asq, loss in [55] is de�ned as KL

divergence loss betweenp andq:

LKD = KL(q; p): (2.6)

There is a temperature parameter in the soft-

max function applied top andq to keep the

gradient magnitude and usually set as 4.

As a subsequent work of KD, [26] has

shown experimentally that very accurate networks are “too good” to be good teachers and

therefore has proposed to tackle this issue with early stopping technique in network training.

This technique has especially improved KD's performance on the pair ResNet34 as a teacher and

ResNet18 as a student in the ImageNet-1K datasets.

So far, the vanilla KD has a wide range of applications in the computer vision area. For

example, in [21], Chenet al.have applied logits-based knowledge distillation to object detection

under the Faster R-CNN framework. As is already described in Section 2.1, Faster R-CNN con-

sists of region proposal network and region classi�cation network. The classi�ers from different

stages are to distinguish the positive and negative anchors and speci�c classes respectively. It is a

natural operation to apply the KD on the above two tasks with some task-speci�c modi�cations.

Experiments have proven the effectiveness of KD when it is applied with various teacher-student

pairs in the object detection task.

More recently, Zhanget al.[208] have applied KD to human pose estimation under the

hourglass framework. Intuitively, the performance of the hourglass framework depends on the

channel number (width of network), and the number of stacked hourglasses (depth of network).

Therefore, a heavy network consisting of 8 hourglasses with 256 channel number is trained as a

teacher to distill the knowledge to a lightweight student network composed of 4 hourglasses with

128 channels. Extensive evaluations on popular benchmarks have demonstrated the advantages

brought by KD as the teacher's prediction provides additional more accurate supervision than

annotation and helps to calibrate the mistake caused by the missing labels.
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2.2.2 Feature-based Knowledge Distillation

Instead of de�ning the knowledge as the �nal output of the network, intermediate representations

such as raw feature tensors [129] or processed attention maps [204] are also the origin of

knowledge. This knowledge has been analysed and investigated to de�ne loss functions to

facilitate the optimization of the student by mimicking the teacher's intermediate representations.

A typical feature-based knowledge distillation framework is illustrated in Figure 2.6.

Fig. 2.6 The generic feature-based knowledge
distillation. T, S, C denote teacher, student and
classi�er respectively.LKD loss is added at dif-
ferent locations inside the backbone.

In [129], knowledge is de�ned as the out-

puts of a teacher's different hidden layers.

Romeroet al.have discussed the two factors

that affect the student's performance. One is

the position to put the distillation. Intuitively,

a pre-trained network captures the coarse to

�ne information of input with edge contour

information in the earlier part of the network

and abstract class-related information in the

latter. Therefore, incorrect distillation position

will incur over-regularization in training stu-

dent. To tackle this issue, Romeroet al.have

chosen to put the distillation position in the

middle of the network to avoid constraining

the �exibility from the guided layers. The other is to deal with incomparable tensor size as there

is no guarantee that features from the student network and teacher network share the same shape.

Therefore, Romeroet al.have proposed to use a regressor network to adjust the student feature

size. This regressor network will not add extra complexity in inference as it will be discarded

in the testing period. Finally, the MSE loss is introduced to optimize student learning. The

hint-based training has suggested that new research direction is to explore advanced training

strategies to leverage the power of deep networks.

As is analysed in FitNets [129], matching the whole feature tensor is hard and in certain

circumstances will adversely affect the performance and convergence of the student. To relax the

assumption of FitNets, Attention Transfer (AT) has been proposed in [204] where knowledge

takes the form of attention maps which are summaries of the energies of the feature tensors

over the channel dimension. Speci�cally, knowledge in AT is de�ned as a spatial attention

map in a teacher's hidden layer. The authors have observed that the attention map contains

information about where to focus in classifying an object. The authors have de�ned three types

of attention across channels: (a) sum of absolute values; (b) sum of absolute values raised to the

power; (c) max of absolute values raised to the power. Finally, the loss is calculated as the MSE

distance between the teacher's attention map and the student's one. Also, to solve the spatial size

incompatibility issue, AT has proposed to use an adaptive pooling layer to adjust the size before

calculating the attention map. AT has claimed that it is the �rst work that works on ImageNet-1K
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[77] in pair of ResNet34 as teacher and ResNet18 as a student. An extension of [204] is to use

Maximum Mean Discrepancy of the network activation and has been presented in [62].

Recently, [53], as a subsequent work of [54], has proposed a new feature distillation loss after

a comprehensive investigation and measurements on fours factors: teacher transform, student

transform, distillation position, and distance function. Heoet al.have suggested putting the

position of the distillation between the �rst ReLU and the end of layer block and have proposed

a speci�cally designed distance function called partialL2 to transfer only the useful (positive)

information from the teacher to the student after margin ReLU transform.

More recently, motivated by the success of Neural Architecture Search (NAS), Liet al.[83]

have proposed to supervise the block-wise architecture search by the architecture knowledge

distilled from a teacher model. Liet al.have observed that the knowledge not only lies in the

network parameter but also lies in the network architecture. Another NAS based method has been

proposed in [45], in which a student-to-teacher loss is utilized to �nd the aggregation weights

that match the learning ability of the student under a two-stage framework via differentiable

aggregation search.

Passaliset al.[118] have claimed that traditional knowledge distillation methods ignore

information plasticity during the training process, which causes performance degradation in

training signi�cant light-weight student. The authors have proposed to model the information

�ow through the various layers of the teacher by introducing an auxiliary model based on

a critical learning scheme. The experiment has shown that [118] works especially well on

teacher-student pair with different architectures which is a barrier in other frameworks.

2.2.3 Relation-based Knowledge Distillation

Fig. 2.7 The generic relation-based knowledge
distillation. T, S, C denote teacher, student and
classi�er respectively.LKD loss is added on the
feature embedding extracted after backbone.

So far, both the logits-based knowledge and

feature-based knowledge is a 1:1 correspond-

ing relationship. That is to say, for one input, a

student is to mimic the teacher's behaviour on

its input. Relation-based knowledge distilla-

tion observes that such mimic behaviour fails

to consider the relationship among inputs and

have proposed to focus on exploring transfer-

ring the relationship between features rather

than the actual features themselves. A typical

relation-based Knowledge distillation frame-

work is illustrated in Figure 2.7.

In [197], knowledge is de�ned as feature correlations across different layers. After computing

the Gram matrix of features across layers for both teacher and student, anL2 loss is applied

on pairs of teacher-student Gram matrices. By doing so, �ow between different layers among

teacher can be learned by the student. Experiments have been done on the transferring task

to validate the effectiveness of the proposed method. The limitation of this work is the high
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computational cost which has been further addressed in [82] by compressing the feature maps

via singular value decomposition.

In [115], knowledge is de�ned as the mutual relationship within a batch. Parket al.have

proposed a relational knowledge distillation (RKD) method. For concrete realizations of RKD,

they �rst computed distance-wise and angle-wise relations between each embedded feature

vectors and then enforced structural similarity for student and teacher. Similar idea is further

explored in [120] and [95]. In [120], Taylor series expansion has been used to better capture

the correlations among multiple instances. Several kernel tricks have been explored to capture

knowledge in high-dimension feature space. Besides, sampling strategies are further investigated

to better consider the inter-class and intra-class correlation. The experiments are done on object

classi�cation, person re-identi�cation and face recognition to validate the superior performance.

In [95], the instance feature and its relationships to others have been considered as vertexes and

edges respectively in a graph and the instance relationship graph has been optimized to model

the feature space transformation across layers.

Inspired by the observation that semantically similar inputs should have similar activation

patterns, [156] has proposed a similarity-preserving knowledge distillation method by guiding

the student to mimic the teacher' activations. Speci�cally, Tunget al.have �rst extracted feature

after different layers for the teacher and student network and then calculated the similarity matrix

on a normalized feature map across spatial position to encode the correlation among different

positions. Finally, MSE loss is applied to enforce the similarity between teacher and student's

feature maps to drive the optimization of the student model.

More recently, [65] has proposed to match the student's output with the teacher's by distilling

the knowledge through a quantized visual words space to concentrate more on important semantic

concepts and spatial correlations. To this end, Jainet al.�rst used k-means to obtain a dictionary

of feature representations in the training dataset and then trained the student to predict similar

code as a teacher. The rationale behind this idea is that the dictionary can encode what is stored

in feature space in the training dataset. For instance, it may capture some contour structures of a

class.

Li et al.[86] have proposed the local correlation exploration framework to represent the

relationships of local regions in the feature space which contains more details and discriminative

patterns. This work argues that current knowledge distillation methods mainly pay attention to

the sample-level feature and relationship consistency in global features while ignoring the details

and discriminative patterns that exist in local features. Therefore, they have proposed to model

the inter-class and intra-class sample correspondence in the same local position together with

inter- correspondence across different local positions. By doing so, the student can produce more

discriminative local features. Finally, a similar connection between distillation and representation

learning has been very recently made in [153] which uses contrastive learning for knowledge

distillation.
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2.2.4 Self-distillation

There is a prede�ned teacher network trained on training datasets to guide the student in training

in the above-mentioned methods. This kind of knowledge distillation is categorised as off-line

knowledge distillation as the teacher network is pre-trained and �xed. Different from this

procedure, self-distillation is to train a student network without an explicit teacher network, in

which the deeper representation is to guide the shallow network in training. The generic overview

is in Figure 2.8.

Fig. 2.8 The generic self-knowledge distillation.
S denotes student network.LKD loss is added
between intermediate network output and �nal
classi�er's output.

As the pioneering work in self distilla-

tion, Zhanget al.[212] has de�ned the self-

distillation concept. To be speci�c, Zhanget

al. have proposed to improve the representa-

tion ability of feature maps extracted at dif-

ferent positions of the network. This idea is

motivated by [58], in which the authors have

found that directly adding classi�cation loss af-

ter each layer in ResNet structure will deterio-

rate the whole network performance while this

phenomenon is relieved in DenseNet. They

have attributed it to the over-regularization in coarse layers. Therefore, [212] has focused on

improving the ResNet performance by introducing auxiliary operations in different positions

before adding classi�cation loss. Finally, the �nal optimization has three sources: (a) the classi�-

cation loss across different layers guided by cross-entropy loss with ground-truth labels, (b)hints

loss across different layers guided by network output feature, (c) KL divergence loss across

different layers guided by the �nal prediction. These losses are optimized together to improve

the network's performance from coarse to �ne layers. This work is further extended in their

NeurIPS paper named SCAN [213] by improving auxiliary network design. In [213], the authors

have observed that the third layer performance is worse than training the network alone. After

digging into this problem, they have proposed an attention module as the auxiliary network and

experimentally this design has enhanced the performance of shallow classi�ers.

A similar idea can also be found in [122]. The multi-exit architecture proposed in this work

has also shared the self-distillation framework. The knowledge in the �nal exit is employed to

guide the training of early exits. Also, both cross-entropy loss on the ground-truth label and

KL divergence on �nal output loss have been combined to optimize the network. Except that,

they have proposed the temperature annealing in KL divergence loss to keep the teacher's output

constant and the �nal experiments are done on unlabeled data to show the advantage of the

proposed idea.

As an application of self-distillation and attention transfer [204], [56] has used the com-

bination of two works to improve performance in the lane detection task. The observation

is that attention maps in the pre-trained network have encoded rich contextual information.
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Motivated by this phenomena, [56] has treated the attention map at the last layer as a form of

“free” supervision to guide layer-wise attention distillation within the network.

As a special variant of self-distillation, Yanget al.[190] have treated the networks trained

at earlier epochs as a teacher and designed a cyclic learning rate policy to transfer knowledge

in earlier epochs to later epochs in the same generation within the same network. They have

discussed three principles to achieve success including (a) the quality of teacher; (b) teacher-

student difference; (c) secondary information.

Recently, [102] has �rst analysed theoretical support behind self-distillation Hilbert space.

Mobahi et al.have shown that self-distillation works because it modi�es regularization by

progressively limiting the number of basis functions so that it can be used to represent the

solution. They also have veri�ed experimentally that the over-�tting issue can be reduced in a

few rounds of self-distillation but the under-�tting issue alongside deteriorating performance

will be caused after further rounds.

More empirical experiments can be found in [220]. The empirical evidence has shown that

in the self-distillation framework, diversity of teacher predictions is closely related to student

networks' performance. Inspired by both the observation and theoretical analysis, they have

interpreted the knowledge distillation with amortized MAP and further proposed more ef�cient

ways to obtain priors for instance-speci�c regularization in self-distillation.

2.3 Explainable AI

2.3.1 Network Visualization

Visualization of features from CNN is the most straightforward solution towards understanding

neural networks and it also serves as a technical tool for diagnosing CNN representations

in the literature with representative works. We can roughly category them into activation

maximization based methods [40, 206, 103, 110] and class activation mapping based methods

[135, 18, 139, 206].

Activation maximization [40] (a detailed review in [109]), as a representative visualization

technique, is to �nd a solution that highly activates a given neuron by operating gradient descent

optimization on the input. The rationale behind this idea is that a unit's maximum response to a

pattern resides in its �rst-order representation.

Zeileret al.[206] have taken both functions of the internal feature extractor and the operation

of the �nal classi�er into consideration. In practice, Zeileret al.have exploited to locate which

input pattern will cause a given activation in the feature map by mapping the stimuli back to

the input pixel space. Another contribution of this work is that it has proven that the model's

performance is closely related to the depth of the network rather than individual sections, which

gives insights to effective network design.

Mahendranet al.[97] have explored the activation maximization idea by answering the

question: is it possible to reconstruct the input image when given a feature representation
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extracted from the network? Mahendranet al.have answered this question by inverting input

on a given feature. The �nal solution can be found by optimizing the input with the gradient

provided by reconstruction loss and regularization. As there is no unique solution to the inversion

problem, the regularization here is to introduce image prior such asVb norm to make generated

images satis�ed with human visual perception. This solution can be easily applied to both

handcraft feature like HOG and SIFT and deep feature from CNN models. Similar ideas can be

found in [103, 110].

More recently, the image inversion idea has been applied to the dataset reconstruction task.

For example, in [198], the student network has been trained only with guidance from the teacher

network without original training datasets. In particular, Yinet al.have synthesized the training

dataset by optimizing random noise input to maximize the activation of the classi�er in the

teacher. By doing so, images can be generated according to the assigned labels from the teacher

network. Besides, to improve the image quality, the information stored in batch normalization in

the teacher network has been utilized to constrain the statistics calculated on generated inputs.

In addition, Jensen-Shannon divergence between the teacher and student networks' logits has

been introduced to improve the diversity of synthesized images. Experiments on CIFAR10 and

ImageNet-1K have veri�ed the effectiveness of the deep inversion idea.

Another line of network visualization is called class activation mapping (CAM). The core

idea is to generate a heatmap image whose size is the same as input while the value is determined

by its contribution to the �nal prediction. Intuitively, the larger value represents a higher response

from the class label. The essence of CAM is to weighted sum the channel-wise representation in

the selected layer. From the perspective of the weight sources, current CAM variants can be split

into gradient-free CAM [226, 163, 105, 123] and gradient-based CAM [135, 18, 111].

In gradient-free CAM, [226] is the pioneer of CAM. The later part in the network of [226]

consists of (a) global average pooling on 4-D feature maps to get a feature vector and (b) a fully

connected layer to assign labels. The procedure of calculating the class activation map can be

divided into 3 steps:

1. Extract the class weights from fully connected layer based on the assigned label;

2. Expand the class weights to share the same size as 4-D feature map to operate weighted

sum on the feature map with class weights to get a heatmap;

3. Operate the ReLU activation on the heatmap to get the �nal normalized heatmap.

The obtained heatmap known as class activation maps allows us to locate the discriminative

object parts detected by the CNN after drawing the predicted score on the input image.

Score-CAM [163] is an improved version of Grad-CAM [135]. Score-CAM has abandoned

using the gradient from target class to compute weights. The authors have observed nuisances

caused by gradients and mistakes from high con�dent samples. Instead, [163] has de�ned

“increase of con�dence” as the �nal visualization map which is achieved by subtracting the

baseline score map from the gained class score map.
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Another solution to cope with noise from gradients is proposed in SS-CAM [105]. The

smoothGrad technique has been utilized to smooth the output noise. In this work, the authors

have proposed two variants: (a) adding noise on the feature map (b) adding noise on the input.

There is no clear conclusion about which one is better as the performance varies on the datasets.

Ablation-CAM [123] has conducted a thorough analysis on the importance of units in the

feature map. By sequentially erasing the channel in the feature map and then comparing it with

the uncontaminated one, it allows us to �nd the essential component in the model's performance.

Finally, the gap in class score has functioned as the combination weights on the feature map.

For gradient-based CAM, in Grad-CAM [135], Selvarajuet al.have proposed a class-

discriminative localization technique to interpret CNN based on visual explanations. Speci�cally,

for a given target concept, for example, the “dog” category in the classi�cation network, the

gradient of this target would �ow into any layer in the network to produce a coarse localization

map. Compared with the previous CAM applied to speci�c structure design, this method is more

general and can be applied to any layer.

Grad-CAM++ [18] is an extension of Grad-CAM by considering the contribution of different

elements in gradient map. The extra weight can help to produce more precise localization and

make it appliable to scenes with multi-class objects. Another work named smooth Grad-CAM++

[111] has introduced smoothGrad in gradient to alleviate the noise on saliency maps by averaging

the gradients from multiple noisy inputs.

In addition, [139] has proposed to visualize image classi�cation models by generating an

image to maximize a class score and computing a class salience map to a given class, based

on the gradient of the class score. [206] has introduced a multi-layer deconvolutional network

to reveal the input stimuli that excites individual feature maps at any layer of the model. [38]

has learned an up-convolutional network to predict input image from its feature vector and the

obtained model is applicable directly in testing.

2.3.2 Pattern Detector

Pattern detector-related works attempt to connect the annotated visual patterns with inner �lters

in deep network to increase its interpretability. Some works focus on analysing the pretrained

networks [225, 226] while the others resort to changing the network structure [5, 138, 19] or

adding auxiliary loss [43, 216] to make the network more explainable.

Zhouet al.[225] have observed that units in inner layers function as visual concept detectors

in the scene classi�cation task. More speci�cally, the early layers in the network are responsive

to low-level concepts like colours or textures while later layers tend to capture more high-level

semantics like objects or scenes. Therefore, they have demonstrated that scene recognition task

and object localization task can be done in a single forward-pass without being explicitly taught

the notion of objects. This work is further extended in [226]. After an in-depth analysis on

global average pooling and classi�cation layer, Zhouet al.have observed that scene classi�cation

task works as a combination of object-speci�c units which are indeed stored in global average

pooling.
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Bauet al.[5] have proposed a network dissection framework to quantify the interpretability

of inner representations by evaluating the correspondence between individual hidden units and

selected semantic concepts. The experiments have validated that feature extracted at different

positions can encode different categories of meanings and also training techniques will affect the

interpretability of the representation.

Part detector discovery [138] has been proposed to locate semantic part-related activation

centers based on computing and analysing gradient maps. This idea is further explored in [137],

Simonet al.have treated the channels of a CNN as a part detector and then they have learned a

part model in a completely unsupervised manner by selecting part detectors that �re at similar

relative locations.

A similar idea is also taken in [43, 216], Gonzalezet al.have gone a step further by assisting

each �lter with a bounding-box regression loss. The auxiliary loss will help to re�ne the stimulus

detection for each part class. Therefore, the conclusion can be made based on the phenomenon

that whether the network's convolutional �lters �re on semantic parts. Similarly, Zhanget

al. [216] have designed a new loss to push �lters in high Conv-layers to represent single parts of

an object without additional annotations for supervision.

In [215], Zhanget al.have built a semantic And-or Graph on the pre-trained convolution

neural network by associating certain inner units with the semantic part. By mapping the

high-dimensional activations to low-dimensional representation concerning parts/sub-parts, the

proposed framework is more robust and ef�cient in multi-shot learning. This idea is further

extended in [214] to disentangle part patterns captured in each �lter after considering the mixture

of object parts existing in the conv layer. Zhanget al.[217] have learned a decision tree to

analyse the decision made at the semantic level. Speci�cally, they have proposed to �rst use a

decision tree to break down high-level feature into elementary concepts about object parts and

then to analyse how the object parts �re �lter and contribute to the �nal prediction.

2.3.3 Learning Interpretable Representations

CNN-based models often suffer from a lack of interpretability due to their non-linear nature.

Optimizing with supervision loss from annotated labels only makes the models function as a

“black box” in which only input and output are considered. To address this issue, some works

focus on learning interpretable representation by adjusting or proposing a new network structure

[85, 19, 166, 131].

Li et al.[85] have proposed an explainable image classi�cation architecture consisting of an

auto-encoder and a prototype classi�er. Speci�cally, The encoder part maps the high dimension

input to low dimension latent space and the decoder part transforms back to the input space.

The prototypes are learned on the encoded input with cross-entropy loss. Except that, another

two auxiliary losses constraining the correspondence between encoded inputs and assigned

prototypes are trained together with supervised classi�cation loss. In addition, the decoder part is

guided by reconstruction loss from the input. Finally, the trained model is more interpretable as
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prototypes provide useful cues to understand the inner workings within the classi�cation network

and can be visualized in a decoder network.

Unlike [85] where the prototypes are learned from the entire image, [19] has introduced

a Prototypical Part Network to focus on the patch-based local representations. The rationale

behind this work is that the network �rst understands the input with cues from prototypical parts,

and then the �nal decision is made based on combined evidence from all local parts. This is quite

similar to the human thinking mode. In addition to the supervision loss from the classi�cation

task, an extra constraint is added to enforce each convolutional �lter to be identical to some

latent training patch to make the �lters interpretable in visualization. Both [85] and [19] are

trained from scratch and thus faithful to input images.

Wanget al.[166] have developed a distillation guided routing method to effectively discover

the critical routing paths for the input sample. Intuitively, the model's performance is determined

by important channels' activation. If the important channels were suppressed in the routing

paths, its performance would deteriorate severely. To this end, Wanget al.have introduced

the knowledge distillation idea to off-line dissect the critical channels without damaging its

performance. They have observed that the discriminative ability of routing nodes increases as

the network goes deeper and the routing paths can re�ect layer patterns within the class. Based

on these �ndings, they have proposed a method to boost the robustness of the neural network.

Chenet al.[22] have proposed to distill knowledge from the pre-trained CNN, termed as a

performer, into an explainable additive model, termed as explainer, without hurting the perfor-

mance of the performer. In this case, the explainer is to paraphrase the feature representation

inside of the performer by �nding speci�c visual concepts and �nally helps to understand the

logic of the performer's prediction. To overcome the bias-interpreting problem, extra losses

about prior weights of visual concepts have been incorporated in training.

Different from the above-mentioned methods which mainly focus on adjusting network

structures, Sabouret al.[131] have proposed a new network named capsule nets to analyse the

processing procedure. A capsule is an activity vector whose norm and orientation represent the

probability and attributes respectively. To be speci�c, a capsule denotes a set of neurons and its

activation represents a speci�c entity such as an object or an object part. Finally, with a dynamic

routing mechanism, capsule net can decompose the entire object into a parsing tree of capsules.



Chapter 3

FAN-Face: a Simple Orthogonal

Improvement to Deep Face Recognition

This chapter proposes a simple orthogonal improvement to deep face recognition. It is known that

facial landmarks provide pose, expression and shape information. In addition, when matching,

for example, a pro�le and/or expressive face to a frontal one, knowledge of these landmarks is

useful for establishing correspondence which can help improve recognition. However, in prior

work on face recognition, facial landmarks are only used for face cropping in order to remove

scale, rotation and translation variations. We propose a simple approach to face recognition

which gradually integrates features from different layers of a facial landmark localization

network into different layers of the recognition network. To this end, we propose an appropriate

feature integration layer which makes the features compatible before integration. We show

that such a simple approach systematically improves recognition on the public face recognition

datasets, setting a new state-of-the-art on LFW [59], YTF [173], IJB-B [171], IJB-C [100] and

MegaFace [71] datasets under both identi�cation and veri�cation measurements.

The contributions of this Chapter have been published at AAAI 2020 in [191].

3.1 Introduction

Face recognition is the process of recognizing or verifying a person's identity from a given facial

image or video. It is an important problem in computer vision research with many applications

like access control, identity recognition in social media, and surveillance systems. With the

advent of deep learning, there has been a tremendous progress in designing effective face

recognition systems, yet, many applications (e.g. border control) require super-human accuracy

and, as such, improving existing systems is still an active research topic. Our main contribution

is a simple approach to improving deep face recognition accuracy via incorporating face-related

information (e.g. pose, expression and landmark correspondence) provided by a network for

facial landmark localization in order to facilitate face matching. Besides improving accuracy, our

approach can be readily incorporated into all existing state-of-the-art face recognition methods.
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Fig. 3.1 Feature embeddings produced by our method (bottom) and our strong baseline Arc-
Face [34] (top). Different colours represent different identities in t-SNE space. The faces are
from the CFP-FP dataset which contains frontal and pro�le faces. ArcFace embeddings for faces
A and B are much closer to D which is from a different identity but similar pose. Overall, for all
4 identities shown the feature embeddings produced by our method are much more concentrated
and separated than those of [34]. See also section 3.6.3 for a quantitative comparison between
the two methods on the whole dataset where we show large improvement over [34].

The ultimate goal of face recognition is to learn a feature embedding for each face with small

within-class and large between-class distances. Traditionally, this has been considered a dif�cult

problem due to large facial appearance variations mostly caused by pose, facial expression,

occlusion, illumination and age. When matching, for example, a pro�leAp to a frontalAf face

of the same identityA, this distance must be smaller than the distance betweenAf with another

frontal faceBf of identityB. Recently, CNNs have been shown that they can learn to some extent

such an embedding from large annotated face recognition datasets. Speci�cally, a few recent

works [170, 94, 162, 34] have proposed more effective loss functions so that the learned feature

embeddings for each face are both separable and discriminative.

Our work has a similar objective but departs from all the aforementioned works in that it

does not propose a new loss function. In contrast, for any given loss function, in this work, we

propose to learn a better feature representation for face matching and recognition by integrating,

during training, features from a pre-trained network for localizing facial landmarks. A network

for detecting facial landmarks is trained to learn by construction to establish correspondences be-

tween faces in any pose and facial expression independently of nuisance factors like illumination,

blur, poor resolution, occlusion etc. Although it seems natural to incorporate such features in a

face recognition pipeline in order to facilitate matching, to our knowledge, there is no prior work

that proposes to do so. Some visual examples illustrating the enhanced discriminative properties

of our method over our strong baseline [34] for the case of frontal to pro�le face matching are

shown in Figure 3.1, while an overview of the proposed system is shown in Figure 3.2.

In summary, ourcontributions are:
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• We are the �rst to explore how features from a pre-trained facial landmark localization

network can be used to enhance face recognition accuracy. Contrary to prior pipelines for

face recognition, facial landmarks are not just used for face cropping and normalization.

Instead, both landmark heatmaps and features from the facial landmark network are

integrated into the face recognition feature extraction process to (a) provide facial pose-,

expression-, and shape-related information, and (b) help establish correspondence for

improving face matching.

• We explore various architectural design choices at a network level to identify the best

strategy for integration. Importantly, we propose a novel feature integration layer that is

able to effectively integrate the features from the two networks although they are trained

with very different objectives and loss functions.

• We conducted extensive experiments illustrating how the proposed approach, when inte-

grated with existing state-of-the-art methods, systematically improves face recognition

accuracy for a wide variety of experimental settings. Our approach sets a new state-of-

the-art on the challenging LFW [59], YTF, IJB-B [171], IJB-C [100] and MegaFace [71]

datasets.

The rest of this chapter is organized as follows. Section 3.2 demonstrates the overview

and components of Fan-Face including heatmap integration, feature integration, the design

intuitions of integration layers. Section 3.3 introduces the closely related work of the proposed

method. Section 3.4 describes the implementation details, and training and evaluation datasets

in experiments. Section 3.5 explores and analyses the variants under the proposed framework.

Section 3.6 compares FAN-Face network with several state-of-the-art methods on 6 popular

datasets. Finally, a conclusion is brought forth in Section 3.7.

3.2 Method

3.2.1 Overview

Our method is based on integration of features from two networks: a facial landmark localization

network and a face recognition network. The facial landmark localization network is a pre-

trained FAN [9] which has been shown to robustly detect facial landmarks (we used the 51

internal landmarks, ignoring the ones on the face boundary which are noisy due to tight cropping)

across large poses, facial expressions, occlusions, illumination changes, low resolution etc., and

currently represents the state-of-the-art. FAN is a stacked hourglass network [107] built using the

residual block of [8]. We used two stacks as they suf�ce for good accuracy. The face recognition

network, denoted as FRN, is a modi�cation of ResNet [34, 51] which is the method of choice for

various classi�cation tasks (including face recognition).

The basic idea behind our method is simple: integrate features from the pre-trained FAN

into FRN while training FRN. Other than that, the FRN is trained in standard ways on face
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Fig. 3.2 Overview of our method: We use a pre-trained Face Alignment Network (FAN) to extract
features and landmark heatmaps from the input image. The heatmaps are �rstly stacked along
with the image and then passed as input to a Face Recognition Network (FRN). The features
(here taken from the high-to-low part of the 2-nd hourglass of FAN) are gradually integrated
with features computed by FRN. Figure 3.4 shows an example of possible connectivity between
the two networks. As the features from the two networks are not directly compatible, we also
propose a novel feature integration layer shown in Figure 3.6.

recognition datasets. We integrate two types of features from FAN: (a) its output in the form of

facial landmark heatmaps, and (b) features from different layers extracted in different resolutions.

These two types of integration are detailed in the subsequent sections. An overview of our

method is illustrated in Figure 3.2.

3.2.2 Heatmap Integration

Facial landmarks in FAN are localized through heatmap regression: each landmark is represented

by an output channelHi 2 RMH � MH ; i = 1; : : : ;N where a 2D Gaussian is placed at the landmark's

location, and then the network is trained to regress these Gaussians (known as heatmaps).

The heatmap tensorH 2 RN� MH � MH has a number of interesting properties:

(a) it can be used to establish landmark correspondence across different face images;

(b) it captures the spatial con�guration of all landmarks, and hence it captures pose, expression

and shape information;

(c) as each heatmap is a con�dence map, a number of works have shown that it also provides

spatial context and part relationships [168].

Hence, we argue that it is natural to incorporate this tensor into FRN to facilitate face matching.

This is done as follows: each training face imageI 2 RC� MI � MI is processed by FAN which

produces heatmap tensorH. The heatmaps are re-sampled to resolutionMI � MI and then, a
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