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1. Introduction

1.1 Motivation

Additive manufacturing (AM) is defined as ‘the process of joining materials to make objects

from 3D model data, usually layer upon layer, as opposed to subtractive manufacturing

technologies’ [1]. This fabricating technique is also famously known as ‘3D printing’ [2]. The

laser powder bed fusion process (LPBF), as one of the most commonly applied manufacturing

technique within additive manufacturing area is a fabricating process of fusing metal or

polymer materials to produce parts. After the determination of the computer-aided design

(CAD) for specific purposes, the files will be transferred to the AM device, thereafter an

electron beam is activated in the chamber of the AM machine, melts layers of powders in the

powder bed following the designed patterns in a layer by layer manner. Initially, only the first

layer will be melted progressively by the laser with high energy input, subsequently, the

entire powder bed is moved downwards and a process called recoating is conducted to deposit

a second layer of fine powders uniformly. The above processes will be continued until the

entire parts are completely fabricated. After the manufacturing process, the chamber will be

opened and those unremoved redundant, unused or un-melted powders will be removed from

the powder bed.

Although the entire manufacturing chain is becoming more mature by improved pre-defined

design, more accurate heat input and motion system and cleaner in-chamber atmosphere,

there are still a number of influential factors that can have a negative impact on the

manufacturing process that introduce ‘defects’, which will greatly lessen the density of the

parts or even result in failure.

1.2 Aims and objectives

As defects will lead to less densified parts or even failed products in a worse case scenario, it

is critical to be able to discover them effectively during the manufacturing process. So the

first aim of this thesis is to develop a methodology for the measurement and characterisation

of surface texture of AM parts. Typically, optical metrology instruments including focus

variation (FV) microscopy and fringe projection (FP) have been used to measure the surface

texture of AM samples due to their suitability and reliability in the field of metrology [3]. To
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secure a high quality of measurement, these metrology techniques have various

measurement settings (e.g. objective lens, illumination source, resolution) that can be

adjusted. Suitable evaluations of optimised settings for the measurement of AM surfaces are

needed for the corresponding measurement techniques.

The second aim of this thesis is to better process the measured results, suitable filtration

methods need to be applied to characterise the surface and suppress the measurement noise.

Surface filtration is a technology by which different spatial wavelength components of

surface texture, which are roughness, waviness and shape error can be extracted from

measurement data for further characterisation. Hence, several filtering methods need to be

compared with to discover the most feasible filter.

Lastly, in the recent decades, machine learning (ML) is presenting a high robustness and

applicability in defect detection in comparison to the traditional digital image processing

technique. In this thesis, several ML techniques have been investigated into in terms of their

suitability for the research based on the processed data secured from the optical measuring

instrument.

In summary, the aims are:

1. Determine the optimum instrument settings and good practices for using the selected

instrument to measure the surface topography of the AM surface.

2. Develop optimum filtration methodology to characterise the AM surface by comparing

different filters.

3. Achieve defect detection (defect classification and defect segmentation) with the use of

different ML methods.

1.3 Structure of the thesis

In Chapter 1, the motivation along with the aims and objectives of the thesis are presented.

In Chapter 2, a review of defects appearing in AM parts and their signatures in conjunction

with a review of popular in-line measurement / metrology instruments for AM surfaces are

presented to provide rich background information for the following research.

In Chapter 3, the research route throughout the thesis is presented, including the AM samples

and the measurement instruments used, the preparation that needs to be done prior to the data
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being used by ML and the selection of ML algorithms.

In Chapter 4, a review of the applications of different ML methods in AM, including defect

detection with visual data, anomaly detection with multi-sensor data and part inspection.

In Chapter 5, a study to determine the optimised measurement settings of measuring

instruments for AM parts is presented. Another purpose of this chapter is to facilitate the

development of good practice for such sort of measurements.

In Chapter 6, for the purpose of facilitating the use of the measuring results in the following

ML methods, the optimised filtration method is determined by comparing several filtration

methods. In addition, typical ML database augmentation operation is applied to expand the

size of the database to improve the performance of the learning.

In Chapter 7, different ML methods, including unsupervised learning and supervised learning

are investigated into to test their suitability and defect detection capability, against the data

from the measurement instruments.

In Chapter 8, the overview of the proposed methodology is given and the major advantages

and disadvantages of the ML methods used in this thesis are discussed.

In Chapter 9, the conclusions of the thesis are presented in terms of how the aims and

objectives of the thesis are accomplished.
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2. Literature review

2.1 Review of the major types of defects in AM process

As discussed above, defects are those imperfections located in the LPBF parts which will

lessen the densities of the parts, shorten the fatigue life and thus have a harmful impact on the

quality of the parts. Although efforts will be made to classify them into several major types in

terms of their appearances, sizes, causes and effects, the term is still used generally in many

research, since 1) some defects cannot simply be categorized as a single type as they are

combinations of different sorts of defects but coincidentally fuse together to form a newer

defect; 2) With respect to the limitations of the measuring technologies, and the similarities of

some different types of defects, it is difficult to distinguish the sort of the concerned defects

and identify which type they belong to. Fig 2.1 illustrates a defect (pore) including other

defects (gas bubbles, particles) [4]. Another typical example of combined defect is illustrated

in Fig 2.2, which is a big gas bubble joined by two smaller ones [5].

For clarifying some concepts in the following sections, some terms are explained as follows.

1) Process signature

With regard to engineering areas, ‘signature’ is defined as ‘a distinctive pattern, product, or

characteristic by which something can be identified’. According to the definition, a signature

of defects is referring to the pattern or phenomenon that defects can generate.

2) Melt pool

Melt pool is a concave area where the powders have been melted by the applied laser beam

and are still in the liquid status.

3) Weld track

Weld tracks are the stripes on the powder bed along the scanning direction, which form as a

result of the re-consolidation of the melted material.
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Fig 2.1 CT scanned image of combined defects in AlSi10Mg part [4] produced by LPBF

Fig 2.2 SEM image of combined defects in Ti6Al4V part [5] produced by LPBF

2.1.1 Pores

Pores, as illustrated in Fig 2.3, can be harmful to the quality of the additively manufactured

parts which lessen the density of parts, act as initiation site for cracks and thus lead to failed

parts. They can usually be classified as lack of fusion pores, keyhole pores, gas bubbles,

according to their appearances and formation processes.



Review of the major types of defects in AM process

8

Fig 2.3 Cross section of spherical gas pores in Ti6Al4V [6] and AlSi10Mg [7] parts produced by
LPBF

Pores have a variety of shapes, which are spherical, elliptical, elongated and irregular,

typically, where the former two shapes usually represent gas bubbles or keyhole pores

whereas the elongated, irregular shapes typically represent lack of fusion pores. The porosity

in the sample can be affected by different building locations in the chamber [8]. Khairallah et

al. [9] demonstrated that pores form differently at different positions on the powder bed.

Engeli et al. [10] stated that high porosity is attributed to low powder density, inappropriate

local powder properties, poor recoating process and/or unstable gas flow [9,11]. Several

studies have been carried out to determine the effect of the process parameters on the

generation of pores. It was stated that the pore formation and its mechanism, distribution, size

are attributed to scanning strategies [12], scanning speed [10], layer thickness [13,14], laser

energy input [15], spot size [16] and/or hatch spacing [17].

2.1.1.1 Lack of fusion

Lack of fusion is due to the process of under-melting where the laser energy input is not

sufficient to achieve complete melting, as in Fig 2.4 [18]. It could be generated at the

connecting point of adjacent weld tracks without sufficient overlap and in between the

discontinuities of weld tracks [19,20]. Darvish et al. [21] discovered that the sizes of most

lack of fusion defects can vary from 100 μm2 to 1375 μm2, in which the latter one is

considered abnormal. It was also reported that the elongated pores are with a size up to 50 μm

by Yadroitsev [22].
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Fig 2.4Micrographs of cross section of lack of fusion pores in Ti6Al4V part [18] produced by
LPBF

Scanning strategies are mainly responsible for the generation of lack of fusion pores. Several

studies showed that high scanning speed [13,21,23], insufficient laser energy input [24], great

hatch spacing [25,26] and inappropriate building orientation [27] will lead to this type of

pores. The poor liquid flowability and instability of the melt pool during the manufacturing

process account for the formation of lack of fusion pores as well [22,24]. Also, it was stated

that un-melted particles and large spatters that land on the surface will lead to large lack of

fusion pores (more than 1000 μm2) [20,28].

Miranda et al. [29] stated that the lack of fusion in the layers is the major cause for the low

material density. They stated that the lack of fusion pores with a typical size of 500 μm would

lead to lower consolidation and thus lower density. It was also stated that the lack of fusion

pores with such size will worsen the layer bonding condition [19]. Darvish et al. [21]

suggested that the lack of fusion pores ought to be less than 1375 μm2 (dimension = √area <

37 μm) in order to secure a highly densified structure and remove abnormal lack of fusion

pores. The majority of the defects Kobryn et al. [30] and Cottam et al. [31] found are the

defects caused by lack of fusion, primarily forming between and being parallel to the layers or

pores.

2.1.1.2 Keyhole

Keyhole pores are caused by depression cavity collapse [32] and are termed as such because

of their shape, as shown in Fig 2.5. They can be typically characterised with a wider upper top

and sharp angle structure at the bottom [22], and they appeared to be located in the areas
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distant to the top surface and at bottom of melt pool [22,30].

Fig 2.5 SEM images of cross sections of keyhole pores in 316L [33] and AISI SS 440 parts [16]
produced by LPBF

Keyhole pores could be caused by the entrapped gas bubbles in the layers while the laser

energy input is high [31,34-37]. Related studies also revealed that the formation of keyhole

pores is caused by the vaporization of the materials which have lower melting point within the

alloy [22,30]. The instability of the melt pool, which is caused by Marangoni and recoil forces

in the melt pool, will result in the formation of keyhole pores too [31,32,38,39,40-42].

Particularly, keyhole pores are more likely to be formed while the melting material has a high

rate of flow in the melt pool [34]. In addition, the melt pool will even collapse when its

instability increases significantly. As a result, keyhole pores will form [19].

Liu et al. [17] suggested that the formation of a keyhole pore usually yields the undesirable

large melt zone depth and thus increases the risk of layer collapse. Also, it was suggested that

the collapse of keyhole pores accounts for the un-melted particles in the denudation zone and

subsequent pore formation [37]. Fig 2.6 indicates that the keyhole pores that will cause melt

pool collapse and therefore result in severely coarse layers are spherical, with size of 25 μm,

locating at the end of weld tracks, as shown in the top view of the surface under SEM. In

addition, it can be visualized in Fig 2.6 the un-melted particles with similar size to such

keyhole pores will also be responsible for the high surface roughness.
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Fig 2.6 SEM image of keyhole pores and particles observed on the surface from a top view of
AlSi10Mg part produced by LPBF [36]

2.1.1.3 Gas formed by metal vapour

Gas bubbles are also a specific type of pores, which are entrapped within the samples. The

formation of gas bubbles is because of 1) the evaporation of the different sorts of metal

materials with relatively low melting point inside the local powders; 2) the inherent porosity

in new powders. Both types of the gases have a spherical shape and are less than 50 μm,

typically.

Weingarten et al. [7] stated that gas pores can usually be characterized by spherical shape. It

was stated that the pores can form in between adjacent layers and at the front of the weld

tracks [6,17], with a size ranging from 10 μm to 50 μm and be spherical shaped [43].

However, in particular, based on the research of Liu et al. [44], the gas bubbles generated due

to tin vaporization are usually with a conical shape.

Several studies demonstrated that scanning strategy usually affects the formation of gas pores,

including smaller laser spot size [45], increase in the laser energy input [25], and low

scanning speed [46]. As tin has the lowest boiling point among the metal materials in the

powders, tin vaporization can form gas bubbles in the manufacturing process as well [45].

Anisimov et al. [47] reported 18% of the vapour would condense and fall back to the surface

during the re-consolidation process and hence form gas bubbles.

2.1.2 Crack

Crack phenomenon is one of the most significant types of defects that will yield the failure of

additively manufactured parts. It can be termed as “a fracture type discontinuity characterised
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by a sharp tip and high ratio of length and width” [47]. A typical crack usually includes minor

fracture surfaces or complex structures [4,48], including rough cup-cone features (Fig 2.7),

terrace-like features (Fig 2.8) [49] and ductile dimple features. It was discovered that the

surface of the cracks in the areas of pores is relatively smooth [8,9,41,50]. Researchers have

also been paying attention to the locations of the initiation or propagation sites of cracks.

They demonstrated that the crack initiates mainly on the fracture surface or the subsurface

[4,51-53], middle and outer regions of the AM surface [16,54,55], and areas that are filled

with un-melted particles and large defects [45]. Kasperovich et al. [56] found that the small

fractures in the parts are typically with a size of 10’s of μm.

Fig 2.7 (a) SEM images of cup-cone structure factures and (b) dimple fractures in Ti6Al4V part
produced by LPBF [49]
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Fig 2.8 SEM images of terrace structure fractures in Ti6Al4V part produced by LPBF [49]

Cracks could be attributed to high residual stress concentration [57-59], localization of plastic

deformation [60], high surface roughness [8,61], building orientation [8,62] and low ductility

of material [8] according to the above studies. In addition, Engeli et al. [10] showed that

micro crack phenomenon can be expected to have a correlation with the melt pool size. A

number of researchers have demonstrated that pores (sharp pores in particular) could be the

trigger of crack phenomenon [7,9,12,13,16,61-63]. Leuders et al. [64], Li et al. [65] and Lin et

al. [60] suggested that the most populated defects (especially pores) have more negative

impact on the crack initiation compared to their sizes. Edwards et al. [51] demonstrated that a

large population of lack of fusion pores (more than 30 gas pores in a 1 × 1 mm2 area) with a

typical size of 80 μm would lead to crack phenomenon, as shown in Fig 2.9, which is the

SEM image of the fracture surface. Their conclusion is similar to that made by Leuders et al.

[64]. Günther et al. [24] demonstrated that gas bubbles with a dimension of 100 μm and lack

of fusion pores about 200 μm [17] will result in crack phenomenon as well. Zhao et al. [14]

declaimed similar effect can be caused by either lack of fusion pores or gas bubbles with a
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size of 50 μm. Nonetheless, it was stated that lack of fusion pores with size of 50 μm would

be sufficient to become a trigger of cracks without respect to their numbers [16]. Sterling et al.

[12] argued that the correlation between the crack initiation and the number of pores is weak

on the condition that the pores were under the size of 100 μm, unless that number of pores

goes beyond a certain limit. Despite the fact that many research groups take into account the

pores (lack of fusion pores or gas bubbles) are responsible for the cracks, such phenomenon

can also be caused by the formation of micro cracks with a typical size of 100 μm (Fig 2.10)

and the chain effect generated along with crack formation, stated by Günther et al. [24], Li et

al. [65] and Leuders et al. [64].

Zhao et al. [14] suggested that the cracks usually initiate from inside pores of the samples and

then propagate outwards.

Fig 2.9 SEM image of the fracture surface with populated lack of fusion pores in Ti6Al4V part
produced by LPBF [51]

Fig 2.10 SEM image of the fracture surface with 100 μm micro crack as the nuclei in Ti6Al4V
part [24] produced by LPBF
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2.1.3 Balling behaviour

The weld tracks on the surface can be typically characterized with cylindrical shapes [66,67].

This sort of geometrical feature is likely to break up into rows of individual spheres in order

to reduce the surface area and release the surface tension, resulting in the so-called balling

behaviour in AM process [66-68]. Within the research of Li et al. [65], they classified the

balling behaviour as elliptical balls and spherical balls, in which the elliptical balls are usually

with dimensions of 500 μm whereas the spherical balls are typically with sizes of 10 μm. In

contrast, some research groups nominated the so-called spherical balls as particles for

convenience. Typical balling behaviour is shown in Fig 2.11, in which elliptical and spherical

balls are stressed by the red arrows and the dotted lines.

Fig 2.11 SEM images of balling behaviour in AISI 420 part produced by LPBF [16]

According to a number of related studies, balling behaviour can be attributed to many factors,

which are multi-mode heat, large mass of powders [69], dynamic melting mechanism, high

surface tension, low viscosity of the melted material [70], fluctuating gas flow [67,69] and

uneven arrangement of local powders [71]. Lewis et al. [72] and Choi et al. [71] pointed out

that non-optimum process parameters will lead to balling behaviour as well, which are high

oxygen content [69,73], high scanning speed [17,28,67,69.74], low laser energy input

[28,69,74] and great layer thickness [69]. Li et al. [75] discussed the cause for balling

behaviour with different shapes and claimed that the elliptical balls are usually a result of

insufficient energy input. However, spherical balls are typically demonstrated as the splashed

un-melted particles under high scanning speed, claimed by some research groups [23,70,75].
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2.1.4 Un-melted particles

Un-melted particles result when the laser beam fluctuates and the heat is not distributed

properly over the melt pool. They can also be caused by irregular or oversized powders. Small

un-melted particles with a size of 10’s of μm were widely spread in the samples produced by

Kasperovich et al. [76]. It was stated that the particles can be found at both sides of the weld

tracks and in entrapped pores, particularly while the laser energy density is low [17,22].

Yadroitsev et al. [22] and Gong et al. [5] stated that laser fluctuation and reduced laser energy

input could lead to the formation of un-melted particles. Khairallah et al. [9] pointed to that

un-melted particles can be a result of the melting material moving up along the front wall of

the depression area, spoiling onto and melting the near particles. In the case where the laser

energy input is insufficient to melt all of the particles in the melt pool, new particles can

contact those previous un-melted particles and form bigger spatters, pointed out by Zhou et al.

[77].

Liu et al. [68] suggested that the periodical fluctuation of the intensity of spatters will interact

with the laser radiation and interfere with the contact between the laser beam and the powder

bed. They pointed to that the particles with a size larger than the layer thickness (specifically

50 μm ~ 100 μm) will be attached to the sides of the weld tracks, creating defects in the

sample, similar to the observation acquired by Zhou et al. [78] and Kasperovich et al. [76].

These defects will not only increase the surface roughness and result in a less densified part,

but will also attach badly to the adjacent layers, which is the potential trigger of crack

phenomenon. Fig 2.12 [68] illustrated the histogram of distribution of un-melted particles

observed in the sample, accordingly the typical size of such particles is 100 μm. Conversely,

Thijs et al. [43] stated that when the spatters with a size of 25 μm coexisted with the keyhole

pores with a similar size, it will potentially cause similar result. Li et al. [75] stated that the

un-melted particles around 20 μm would worsen the layer bonding condition and result in the

less densified samples. Darvish et al. [21] indicated that the 20 μm un-melted particles will

lead to lack of fusion pores and thus result in the chain effect, yielding a severely low density

of the parts.
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Fig 2.12 Particle size distribution in Ti6Al4V part [68] produced by LPBF

2.1.5 Pits

Pits can be characterised as the cavity structures on the surface where the un-melted particles

are removed and dragged away by the recoating blade during the recoating process, as in Fig

2.13. Gong et al. [5] stated that great pits in the overlap of adjacent melt pools are not able to

be removed during the remelting process despite the fact that small pits can be remelted with

ease. Pits usually reduce the part density, give a rise to surface roughness and the edges of the

concave structure will cause the bad connection between layers as well. Generally speaking,

such pits have a similar impact to their corresponding un-melted particles, and a potentially

more severe impact than the particles dragged away, in terms of their size as 1.5 times as the

corresponding particles (80 ~ 150 μm).

Fig 13. SEM images of pits and un-melted particles in CoCrMo part produced LPBF [19]

2.1.6 Scratches

Scratches can be characterised as the inhomogeneous tracks yielded by the process where the
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particles on the surface are removed from the pits and dragged by the recoating blade along

the recoating direction in the powder bed, as shown in Fig 2.14 [79]. Because the formation of

such scratches is a result of the described phenomenon, the width of them is usually

comparable to the diameter of the typical size of the particles, which is 100 ~ 150 μm.

Li et al. [75] suggested that on the condition that the balling behaviour is drastic, it would be a

barrier of the movement of the recoating blade more severely, which yields the scratches. It is

also stated that the protrusion of the melt pool as a result of the over-melting could lead to

scratches during the manufacturing process [22].

Fig 2.14 Scratches along the recoating direction [79]

2.1.7 Deformation

Deformation is generated when the heat expansion of the upper layer of the samples occurs,

but the heat spread is confined by the layers underneath. When the sides of the samples,

where are undertaking the greatest stress go beyond their mechanical strengths, a warpage is

thus formed. Gong et al. [5] demonstrated that a large amount of heat introduced by the laser

beam is not able to release quickly in the manufacturing process, resulting in deformation and

causing collision with the recoating blade. An improved design of support structure can

possibly reduce the deformation, however, it is not always guaranteed.

2.1.8 Signatures of defects

During the manufacturing process, not all the defects are detectable due to the limitation of

measurement instrument. However , due to the correlation between signatures and the

corresponding process parameters that affect them, the study of signatures should also be

taken into consideration as an alternative to directly monitoring the defects, which can
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dynamically adjust the process parameters to avoid further defects,

2.1.8.1 Melt pool

Melt pool is always considered the initiation site of local defects, particularly when the melt

pool is less stable. An unstable melt pool can be characterised as a weld track with narrowing

depth and decreasing cross-sectional width [9]. The instability of melt pool is attributed to the

use of extreme process parameters (high energy input [22], low scanning speed [13] and a

high gas velocity in the chamber [17]).

2.1.8.2 Weld track

It was stated that the discovered weld tracks have wavy edges and/or discontinuities [17,20].

This can be attributed to gas flow shear stress, temperature gradient and surface tension

gradient [80-82].

2.1.8.3 Surface roughness

Stoffregen et al. [83] concluded that the rough surface of the LPBF parts is attributed to (1)

the staircase effect caused by the accumulation of layers, (2) un-melted particles attached to

the surface and sub-surface and (3) the porosity-type defects and un-melted powders, in

which (1) is determined by the curvature of the surface and the layer thickness, (2) is in

dependence on the powder size and (3) depends on the chosen process parameters. Surface

roughness is mainly attributed to laser spot size and the layer thickness, stated by Liu et al.

[84]. In addition, Gong et al. [6] found that the surface roughness will be worsened when the

melt pool size is decreased.

This section attempts to give a detailed introduction to the major sorts of defects generated in

the LPBF that result in the loss of densities as well as qualities of the parts, involving the

appearances, locations, causes and effects of defects. A classification of defects has been done

with regard to their principle properties. Also, the signature of defects has been discussed.

It is also worth noting that the LPBF is rather complicated, which involves different

disturbances that can lead to defects. In addition, a defect can be a combination of different

sorts of defects and one defect can be the initiator of another.

Based on the fact that all major types of the defects and the representative dimension of those

which will lead to loose parts or failed parts have been discussed, a summary of the typical
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sizes and shapes of the major types of defects can be conducted as Table 2.1. The typical size

of the defects is divided into two sections: the defect size leading to looser parts and the

defect size leading to failure, in which the latter one is more detrimental. Taking into account

the objective of the project is to achieve the metrology of the defect morphology, the shape of

the defects from the top view is paid more attention to. In addition, since the length/width

ratio of micro cracks is low, which yields a rather small defect area, the typical metrology

system does not have a good performance in distinguishing such defects from the top surface,

despite the fact that micro cracks have a typical dimension of 100 μm; the deformation is also

hardly detectable as it is a sort of macro defect which has much bigger dimension and spreads

on the entire surface in comparison to other types of defects, and since such phenomenon

would not usually cause a break on the top surface, it is rather difficult to differentiate such

defect compared to measuring other types of defects which have relatively clear contours.

Table 2.1Morphologies of major types of defects
Defects Typical size (μm) leading to Shapes (top view)

Loose
parts

Failed
parts

Lack of fusion 40 – 200[18] 100 – 200
[19,20]

Elongated,
irregular [22]

Keyhole - 30 [32] Spherical [22,30]
Gas pores 100 [6,17] 100 Spherical [43]
Crack - 100 [4,48] Seam, curve like

[48]
Balling
behaviour

- 500 [66] Spherical [67]

Un-melted
particles

20 [22] 100 Spherical,
elliptical (rare)

[77]
Pits 80 – 150 [5] - Spherical,

elliptical (rare)
[75]

Scratches 100 – 150 [22] - Stripe like
Deformation - - -

2.2 Review of the popular measurement / monitoring techniques for LPBF

The inspection technology for LPBF can be divided into two types: in-line inspection and

off-line inspection. Among them, in-line inspection is directly implemented in the production

process, it has high real-time performance and can feedback process information to the
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control system in time, which facilitates decision-making in the manufacturing process and

process parameter modification; offline detection has relatively high time lag, and often

cannot form a closed-loop feedback system, however, offline detection usually has high

accuracy and can perform comprehensive detection, which can be used as an important

benchmark or supplement for in-line measuring methods.

The in-line inspection technology for LPBF can be subdivided into in-situ and extractive

detection. Among them, in-situ detection can monitor the entire process of laser-substance

interaction in the LPBF process, and obtain comprehensive information, which is particularly

important for understanding the scientific problems and monitoring the process in LPBF,

whereas extractive detection can detect the oxygen content in LPBF process. This denotes

in-situ detection plays the major role in the in-line inspection.

2.2.1 In-line measurement instrument structures and information sources

2.2.1.1 Coaxial structure / visible and infrared light information in-line detection

Coaxial detection structure denotes in the implemented optical set-up, the light path and the

laser beam share a common axis. Based on the coaxial detection structure, Chivel et al. [85,86]

used pyrometers and photodiodes to collect optical information, to achieve in-line monitoring

of the temperature distribution of the melt pool, and based on this, they studied the Rayleigh

Taylor instability of the fluid. Lott et al. [87] introduced an optical system that can monitor

high scanning speed and melt pool flow dynamics. It uses a coaxial optical path, a dichroic

mirror, and a beam splitter to achieve the in-line inspection of the visible light and infrared

light information of the melt pool area under the coaxial structure.

During the laser melting process of metal powder, a high-speed camera and a high-speed

infrared camera are used to collect visible and infrared information of the melt pool in real

time. Among them, the high-speed camera is responsible for real-time collection of the

information of the flow in the melt pool during the melting process, and the high-speed

infrared camera collects the temperature field information of the melt pool and weld tracks.

Real-time data collected by high-speed cameras and infrared cameras can be then stored with

a high speed and a large-capacity continuously with the use of high-speed signal processing

system.
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High-speed and infrared cameras are implemented at the end of the laser beam, and the

images of the regions of interest of the melt pool can be captured in accordance with the

deflection of the scanning galvanometer real time. The data of the temperature and flow are

transmitted to the high-speed signal processing system through the high-speed optical fibre

for massive data storage and real-time processing and control.

2.2.1.2 Off-axial structure / visible and infrared light information in-line detection

In comparison with the coaxial structure, the off-axial optical structure has many advantages

including a simple optical path and mechanical structure. It can be used for in-line inspection

and research without the need to modify the existing AM machine. Therefore, related research

was carried out by many research institutions using this optical set-up currently [88].

Nevertheless, this leads to the increase of workload in the research of subsequent image

pre-processing and defect detection algorithm research compared to the information obtained

by the coaxial structure.

Grasso et al. [89] pointed out the phenomenon that the accumulation of defects in the

previous layers in the LPBF process will fail the building of the subsequent layers, and the

traditional micro computed tomography (micro-CT) and ultrasonic non-destructive testing can

only be processed offline so that the errors process cannot be corrected in real time. To tackle

such problem, an off-axial structure was implemented to be able to monitor the manufacturing

process and the generated defects with specific in-depth statistical methods.

Krauss et al. [90] conducted an evaluation of the stability of the LPBF process and the quality

of parts by collecting the layered temperature distribution data during the LPBF process. The

layerwise monitoring and evaluation of the melting and solidification process was achieved in

the way of implementing a micro-bolometer off-axially. This helped to identify the hot spots

in the early stages of laser melting process, thereby effectively avoiding faults and improving

the stability of the manufacturing process. In addition, Krauss et al. pointed out that it is

possible to construct potential indicators to predict the quality of parts by introducing spatial

analysis methods and to use the combination of data modeling and thermal imaging tests to



In-line measurement instrument structures and information sources

23

study the relevance between the thermal diffusivity and the porosity. The results show that

thermal imaging technology is a feasible manner to monitor the manufacturing process.

In most of the literature about the in-line monitoring technology for LPBF process, the images

of melt pool, weld tracks and layerwise images were used as the information sources to detect

possible defects. Aiming to improve the stability of LPBF process, Repossini et al. [91]

collected the layerwise images with the use of an off-axial structure, obtained the statistical

descriptor in relation to spattering behaviour through image segmentation and feature

extraction methods and acquired the corresponding relationship between the spattering

descriptor and the different laser energy levels using the logistic regression model. In a

similar vein, Yang et al. [68] conducted cutting-edge research on spatter formation in LPBF

process.

2.2.1.3 Photodiode in-line detection

Photodiode is a photoelectric sensing device that can convert optical signals into electrical

signals. It can output corresponding analog electrical signals according to the illuminance of

the received light or switch between different states in digital circuits. Such technique has

been widely used in modern industry. In LPBF process, the process that high-energy laser

melts the powders will cause a strong radiation. Therefore, it is feasible to use a photodiode to

monitor the melt pool behaviour.

In order to optimise the process of producing ceramic parts, Kai et al. [92] used arrays of

photodiodes to improve the accuracy of the collected melt pool information during LPBF

process for the purpose of optimising the melt pool behaviour. Based on this system, the

influence of laser power on the behaviour of melt pool and the corresponding relationship

between the melt pool data and the defect classes were also analysed.

2.2.2 Offline detection technologies

2.2.2.1 Micro-CT technology

Micro-CT technology was invented in the 1980s, and the first commercial micro-CT system

appeared in 1999. It has a micron-level resolution and can non-destructively detect the micro

scale inside an object. In the welding industry, advanced micro-CT technology is used to
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conduct a more detailed analysis of welding defects, and it was found that welding defects

normally have more complex three-dimensional structures. This implied that the defect

morphology information given by two-dimensional analysis methods (optical microscope,

scanning electron microscope, X-ray inspection, ultrasonic) is often insufficient, so it is

difficult to accurately analyse its formation mechanism, yielding the ineffectiveness of

non-destructive testing.

AM parts have internal defects similar to welded castings. Therefore, the application of

micro-CT technology can be transferred to the quality inspection and characterization of the

internal defects and structure of AM parts.

S. Van Bael et al. [93] intended to build Ti6Al4V parts with a controlled complex porous

structure with LPBF, but the as-built parts appeared to be quite different from the

corresponding CAD model. In order to optimise the robustness and controllability of the

forming process of the porous Ti6Al4V structure, the off-line micro-CT technology was

applied to compensate the process parameters and reduce the dissimilarity between the CAD

model and the AM parts in terms of their size, shape and mechanical properties. Xin et al.

also carried out research on the application of micro-CT in the characterisation of AM parts

[78]. In addition, Bobel et al. [94] also achieved the inspection of the internal structure of AM

parts with the use of the in-situ synchrotron X-ray computed tomography (XCT) imaging

technology, and the inspection results had been verified by SEM and EBSD.

2.2.2.2 Optical metrology instruments

Optical measuring instruments have been increasingly used in PBF. For instance, in [95], a

confocal microscope was used to capture areal topography, and in [96-98], coherent scanning

interferometry was used. More specifically, for FV, previous work has shown that this

technology provides a good compromise between the quality of measuring results, versatility,

ease of operation and measurement time [3,99]. These advantages have suggested the use of

FV for the measurement of AM surfaces [99-105].

Thompson et al. In [106] compared various measurement techniques on the top surface of

AM parts. In their work, FV, coherent scanning interferometry (CSI), confocal microscopy
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and XCT were used to measure and compare the same surface. Furthermore, their work

focused on the impact of various surface features on the measurement, and more importantly,

the impact of each measurement technique on the ability to capture the same surface.

Gomez et al. In [97] studied the influence that the measurement configurations of CSI had on

the measurement of different kinds of AM surfaces, this work provided a method that can

optimise the optical measurement system for AM surfaces and understand the interaction

between the instrument and the surface. Further research is needed to determine the optimised

configuration of other measurement technologies and the impact that modifiable measurement

parameters have on the final measuring results.
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3. Methodology

The research methodology is designed as follows: samples with different materials and sizes

are chosen to be measured with surface topography measurement instruments to determine

their optimal settings. Then an optimum filtration method is chosen to characterise the

measured surface. Finally, the defect detection is achieved using multiple ML techniques.

More specifically, to investigate the manner in which the particles are distributed on the

surface of AM parts and comprehend the potential particle distribution difference in samples

of various structures and materials, Aluminum super-alloy regular blocks, Ti6Al4V regular

blocks blockand Inconel 718 regular blocks have been selected for the measurement.

FV or FV microscopy (FVM) is a high precision optical measuring technique that has been

applied in a great variety of areas, particularly in surface roughness metrology. It is defined as

“surface topography measurement method whereby the sharpness of the surface image from

an optical microscope is used to determine the height at each position across the surface”

[99].

FV is able to collect a set of images with similar focuses in the way of moving the instrument

and object in relation to each other, then the focus for each plane is to be calculated.

Following this process, the corresponding depth of field will be determined according to the

focus for the planes with the use of a fitting algorithm. The technique is typically used for

optical surface metrology to measure the form, surface roughness of samples. However, there

is a huge limitation of using FV to do form detection while the surface roughness of the

samples is too low, which means there are not many steep or complex structures on the

surface as the system is specifically designed for measuring the height difference between

adjacent or close planes on the surface. In addition, it is not capable of measuring the samples

with translucent surfaces as well. The working principle of the technique is shown in Fig 3.1

[100].
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Fig 3.1Working principle of FV [100]

Although the FV system can provide surface feature characterisation, it is not an ideal choice

for in-line measurement due to the limited working distance. Among the measurement

instruments for measuring the surface topography of AM parts, FP is a method that can

measure features that are hundreds of microns in size across the entire powder bed. In order to

achieve similar resolving power compared with the FV system, a FP system has been built.

Following the measurements of the AM parts on both FV and FP systems, specific filtration

method needs to be selected to optimally characterise the representative features (i.e. defects)

on the measured surface. In this thesis, several typical filtering techniques that can extract

roughness components including particle features without removing the form, which are

classic Gaussian regression filter, robust Gaussian regression filter 'opening + closing'

morphological filter and 'closing + opening' morphological filter, are compared. Subsequently,

the optimal filtration method to extract the defect features is determined.

With the use of selected filtering method, the processed measured surface can be used by ML,

to achieve the objective of detecting defects. This thesis aims to achieve the defect detection

in the manners of classification (classifying different partitions of the surface into defective

area and non-defective area) and regression (segmenting defects with the use of neural

network (NN)). Both unsupervised ML and supervised ML methods are assessed to test the

suitability and defect detecting ability.

Regarding ML, two ML types, including supervised ML and unsupervised ML, and three
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different ML methods have been used to achieve defect detection in different manners. As a

typical ML method, principal component analysis is capable of categorising the input

instances with similar features into the same classification so as to define the captured images

as ‘defect’ images or ‘no-defect’ images. In the following section, two supervised ML

methods are of use to further enhance the applicability of ML in defect detection: with the

establishment of convolutional neural network, defects can be classified in a more accurate

and efficient manner after the training process. In addition, another NN called U-Net was

established. Its major advantage is it is not limited to classifying the images into distinct types,

but is also able to segment the defect, so that the full information of defects, including size

and geometry, can be acquired.
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4. ML applications for defect detection / feature extraction in LPBF

4.1 ML for defect detection and prediction

Two major manners of defect detection have been widely applied in the investigation into

additively manufactured samples, one is mainly based on the classic digital image processing

technique to characterise the edges or the contours of the detrimental features and thus

achieve the feature recognition, while the other is resting on the newly evolved and vastly

developed machine learning method. There are several advantages and disadvantages of such

methods, which are:

Digital image processing

1) Robust algorithm to threshold certain relatively simpler features or objects;

2) Requires less amount of computation and memory;

3) Algorithms may not be suitable for additively manufactured surface since there are widely

spread irregular patterns all over the surface in terms of the process signatures or the defect

features to be extracted;

4) Albeit digital image processing has been given a credit to in the field of post-processing

analysis of AM, it is difficult to apply such technique in real time;

ML

1) Able to identify the features with complex geometries without advanced thresholding

techniques for the most part;

2) Effective for defect detection when the training dataset is well established, so that a new

defect in the test dataset can be identified in nearly real time as long as it shares a similar

feature with any defects in the training set;

3) Requires very high-specification CPU and huge memory for computation;

4) A very informative training dataset including different geometries of the features to be

compared against is always desired in order to secure a high feature recognition rate;

To efficiently give the AM machine an instant feedback on how well the manufacturing

condition is, being able to detect the defects in real time or immediately after the fabrication

process is desired. As such, in recent times, ML is preferred for providing a relatively fast

result with more intuitive algorithm, despite the fact that it requires a high-end digital
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processor. The following sections reviewed the ML application in defect detection for various

data.

To facilitate the understanding of some concepts discussed in the following chapters, a

detailed description of those concepts are given as follows.

1) Bayesian inference

Bayesian inference is a method of inference statistics. This method uses Bayes' theorem to

update the probability of a particular hypothesis when there is more evidence and information.

It is one of the most important techniques in statistics (especially in mathematical statistics).

2) Naive Bayesian classifier

In ML, the naive Bayes classifier is a series of simple probability classifiers based on the use

of Bayes' theorem under the assumption of strong (naive) independence between features. The

classifier model assigns class labels represented by feature values to the problem instances,

and the class labels are taken from a limited set. A series of algorithms based on the same

principle are used to train this classifier and all naive Bayes classifiers assume that each

feature of the sample is not related to other features.

3) Bag of keypoints

Bag of keypoints is an image feature extraction method. It draws on the idea of text

classification (Bag of Words), abstracts many representative ‘keywords’ from images, forms a

dictionary, and then counts the occurrences in each image. The number of ‘keywords’ is used

to obtain the feature vector of the picture.

4) Convolutional neural network (CNN)

CNN is a type of feedforward neural network that includes convolution calculation and has a

deep structure. It is one of the representative algorithms of deep learning. It imitates the

construction of biological visual perception mechanism. The convolution kernel parameter

sharing in the hidden layer and the sparsity of the inter-layer connections enable the CNN to

learn the features in the inputs with a small amount of calculation.

5) Principal component analysis (PCA)



ML for defect detection and prediction 31

In multivariate statistical analysis, PCA is a method of statistical analysis and simplification

of datasets. It uses orthogonal transformation to linearly transform the observations of a series

of possible related variables, and then project the values of a series of linear unrelated

variables, which are called principal components (PCs). PCA is often used to reduce the

dimensionality of a dataset, while retaining the features in the dataset that contribute the most

to variance. This is done by keeping the low-dimensional PCs and ignoring the

high-dimensional PCs

6) Support vector machine (SVM)

SVMs are supervised learning models and related learning algorithms that analyse data in

classification and regression analysis. Given a set of training instances, each training instance

is marked as belonging to one of the two categories, the SVM training algorithm creates a

model that assigns the new instance to one of the two categories, making it a non-probabilistic

binary linear classifier.

7) Support vector data description (SVDD)

The basic idea of SVDD is to take the object to be described as a whole and build a closed

and compact hypersphere, so that all or as much of the object described is enclosed in this

sphere, whereas no or as less of the object falls in. It is a single-value classification algorithm

that can distinguish between target samples and non-target samples, and is usually used in

fields such as anomaly and fault detection.

8) Non-parametric Bayesian Dirichlet process mixture model

The Dirichlet process mixed model is a non-parametric Bayesian model. It can be considered

a classification method, it can infer the number of classifications from the data, without the

need to specify the number of categories.

9) Probabilistic neural network (PNN)

PNN is a feedforward neural network developed from a radial basis function network. Its

theoretical basis is the Bayesian minimum risk criterion (Bayesian decision theory) and it is

suitable for pattern classification.



ML for defect detection and prediction 32

10) Sparse representation

The purpose of sparse representation is to use very few features to represent the signal in a

given super-complete dictionary, so that a more concise representation of the signal can be

obtained more easily, and the signal can be further processed with ease.

11) Decision tree

Decision tree is composed of a decision diagram and possible outcomes (including resource

costs and risks) to create a plan to reach the goal. It has a special tree structure and is used to

assist decision making. It acts as a decision support tool that uses a tree-like graph or decision

model, including random event results, resource costs and practicality.

12) Blob

A blob is an area where some properties of the image are constant or nearly constant where all

points in the blob can be considered similar to each other.

13) Binary local patterns

Binary local patterns is a non-parametric local texture feature descriptor with simple theory

and high computational efficiency. Due to its high feature discrimination capability and low

computational complexity, it has been widely used in the fields of image analysis, computer

vision and pattern recognition,

14) Local edge descriptors

Local edge descriptors is a simple and effective shape representation method, which has been

widely used in target detection and target recognition. The extraction process is divided into

main steps including image segmentation and calculation of the edge histogram of

sub-sectional images.

15) Co-variance matrix

In statistics and probability theory, each element of the co-variance matrix is the co-variance

between each vector element, which is a natural extension from a scalar random variable to a

high-dimensional random vector.
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16) Eigenvalues and eigenvectors

If the co-variance matrix A has n dimensions, and λ and the n-dimensional non-zero column

vector x satisfy Ax = λx, then λ is called the eigenvalue of A, and x is called the eigenvector

of A corresponding to the eigenvalue λ.

17) Depthwise convolution and pointwise convolution

Depthwise convolution projects a convolution on each input channel. Therefore, the number

of output channels is the same as the number of input channels. Pointwise convolution is a

convolution with a 1×1 kernel size, which combines the features created by depthwise

convolution

18) Batchnorm

Batchnorm can resolve the problem of gradient disappearance in ML by changing the

activation direction into a unit normal distribution, which speeds up the training process.

19) Rectified linear unit (ReLU)

ReLU, also known as the modified linear unit, is an activation function commonly used in

artificial NNs (ANNs), usually referring to the non-linear function represented by the ramp

function and its variants.

20) Neuron activation function

Each neuron node in the NN receives the output value of the previous layer of neuron as the

input value of this neuron, and passes the input value and the input attribute to the next layer

(hidden layer or output layer). In a multilayer NN, there is a functional relationship between

the output of the upper node and the input of the lower node. This function is called the

activation function.

21) Weight matrix

Weight matrix contains the parameters within a NN that transforms input data within the

network's hidden layers. As inputs enter the nodes, they get multiplied by a weight matrix and

the resulting output is either observed, or passed to the next layer in the neural network. Often



ML for defect detection and prediction 34

the weights of a neural network are contained within the hidden layers of the network.

22) Cluster

Clustering is a typical unsupervised learning method, which reveals the intrinsic properties of

the data through the learning of unlabeled training samples and provides a basis for further

data analysis.

23) Categorical cross-entropy cost function

The cross entropy cost function is a way to measure the predicted value and actual value of an

ANN. In comparison with the quadratic cost function, it can promote the training process of

ANN more effectively.

24) Backpropagation

Backpropagation is the abbreviation for "error backpropagation", which is a common method

used in combination with optimisation methods (such as gradient descent) to train ANNs.

This method calculates the gradient of the loss function for all weights in the network. The

gradient will be fed back to the optimisation method to update the weights to minimise the

loss function.

25) Overfitting

Overfitting is a modeling error that occurs when a function fits a limited set of data points too

closely. Overfitting models usually take the form of overly complex models to explain the

characteristics of the data being studied.

26) L2 regularisation

L2 regularisation refers to the sum of squares of each element in the weight matrix. In order

to optimise the regularisation term, the sum of the parameter squares will be reduced.

Therefore, L2 regularisation will choose weight parameters with small values, which is

mainly used to prevent the model overfitting.

27) Dropout
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Dropout refers to that during the training process of the deep learning network, the NN unit is

temporarily dropped from the network according to a certain probability. Among the

regularisation methods, dropout is a useful and successful technique that can effectively

tackle overfitting.

4.1.1 Defect detection with visual data

Aminzadeh and Kurfess [107] developed an in-line monitoring system to examine the

porosity and part quality in LPBF with the use of computer vision and Bayesian inference.

They created a labeled dataset of features with defects and without defects, from the layerwise

images. They extracted frequency-domain features from those images and used a Bayesian

classifier to identify defective parts and non-defective parts.

Scime and Beuth [108] used computer vision and ML technology to detect and classify

defects in the powder before fusion as opposed to using the layerwise images captured after

laser interaction. They studied six different types of defects on the powder bed captured in the

labeled images. The bag-of-keypoints ML technology for detecting and classifying defects

can detect the existence of defects in 89% of the cases, and the accuracy of correctly

identifying the types of defects can reach 95%. In addition, the authors demonstrated that the

accuracy can be further improved by implementing a multi-scale CNN for the purpose of

autonomous defect detection and classification [109].

Zhang et al. [110] used principal component analysis (PCA) with SVM and further applied

CNN to identify features in the manufacturing process, in which the features are melt pool,

spatters. The recognition accuracy can reach 92.7%.

However, all of the above described ML applications were exclusively able to detect

relatively large scale defects or process signatures including melt pool. Furthermore, since the

grey scale images were captured with the use of computer vision techniques, the results were

not guaranteed to be representative of the real surface topography.

4.1.2 Defect detection with multi-sensor data

As previously described, the data collected from in-line monitoring system has mixed types.

The data registration and fusion from multiple sensors provides adequate conditions for defect

detection. Hence, more and more research was conducted on involving multi-sensor data
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fusion for in-line monitoring.

Grasso et al. [111] explored data fusion methods to combine in-situ data from multiple

sensors installed in an electron beam PBF system. Support vector data description (SVDD)

ML technology was used to automatically detect defects given the multi-sensor data. The

limitation of this method is that it is only suitable for mass production of the products with the

same pattern.

Rao et al. [112] incorporates data from heterogeneous sensor suites embedded in the in-line

monitoring system, in which the suite includes infrared temperature sensor, real-time

miniature video borescope, thermocouple and accelerometer. Non-parametric Bayesian

Dirichlet process mixture model and evidence theory were used together to detect defects

from the data collected from the fused sensor, a prediction accuracy of up to 85% were

achieved. This performance was greater than some other existing methods (Probabilistic

Neural Networks, Naive Bayes Clustering and SVM).

Petrich et al. [113] and Gobert et al. [114] used multi-sensor data fusion to detect

discontinuity defects (pores and un-melted particles) in LPBF. They combined matching

sensor data (8 sets of layerwise images of the powder bed before and after sintering under

varying lighting conditions) and heterogeneous sensor data (XCT scanned results).

Ground-truth labels (abnormal or normal) extracted from CT scans were used to train NN,

SVM [113], and SVM ensemble classifiers [114] to detect defects directly from images. In

comparison to only using images under a single lighting condition for classification (with an

accuracy of 65%), the ensemble classifier can reach a higher classification accuracy (85%)

under different lighting conditions.

Although more areal surface topography can be acquired using multi-sensor data, there are

still limitations to detecting defects against data collected from different sensors. For 1) there

is difficulty in the data registration and data fusion as the data has multiple sources and types;

2) since the multi-sensor suite normally consists of advanced sensors, including infrared

temperature sensor, real-time miniature video borescope, the entire setup is usually expensive

and not cost-effective; 3) some measurement suites were installed outside the protective glass

of the manufacturing chamber, as a result, the measurement accuracy and the image

resolution was weakened.
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4.2 Part inspection and validation

ML techniques are also used for AM part inspection. They are primarily implemented for

surface metrology, defect detection and classification, using offline measurement results, e.g.

XCT data.

Tootooni et al. [115] classified the dimensional change in parts made by FDM based on the

spectral graph theory. They used Laplacian eigenvalues as the extracted features from laser

scanning 3D point cloud data, and classified the dimensional change with the combination of

different supervised ML techniques, including sparse representation, k-NN, NN, naive Bayes,

SVM and decision tree. Among them, sparse representation technology provided the highest

classification accuracy.

Liu at al. [116] proposed an enhanced layerwise spatiotemporal log Gaussian Cox process

(ALS-LGCP) model to determine the spatial distribution of pores in the layers of AM parts

and trace the continuous evolution in between layers. They applied the ALS-LGCP to

binder-jetted parts, and used Bayesian predictive analysis to predict the areas that are prone to

voids and made the prediction accuracy rate reach 85%.

Senin and Leach [117] used multi-sensor data fusion and ML to develop an intelligent,

information-rich surface metrology system. They pointed out that because AM parts usually

have complex shapes and different material properties, more advanced measurement methods

are required.

However, the disadvantages of offline part inspection and validation are obvious as it can

only be done when the manufacturing process is finished and the part is moved to a new

measurement environment. Especially for XCT inspection, the inner structure given by the

3D reconstructed results can be barely used as reference to the areal surface topography of

AM parts.

In order to tackle the above limitations in the ML application for defect detection, this thesis

aims to 1) be able to inspect the defects with micro scales which can cause less densified and

failed parts; 2) limit data types and number of sensors to reduce the potential error incurred by

data fusion and reduce cost; 3) integrate the setup close to the surface of AM parts to acquire

a better resolution; 4) measure AM parts at its original as-built position to achieve in-line

inspection.
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5. Measurements of AM surfaces

5.1 Samples

3 samples were produced by LPBF for this work, which are an Aluminum super-alloy regular

block, a Ti6Al4V regular block and a maraging steel regular block. The detailed specification

is listed in Table 5.1. Among them sample 1 and sample 3 were measured by FV whereas

sample 2 was measured by FP. Sample 2 was specifically designed and made to be measured

by FP as it is suitable for measuring larger surface due to its larger field of view and longer

depth of field, in comparison to FV.

Table 5.1Materials, commercial systems and specifications of the samples

Sample Material Commercial system Specification

1 Ti6Al4V Renishaw 250 10 mm × 10 mm × 10 mm

2 Ti6Al4V Renishaw 250 100 mm × 100 mm × 5

mm

3 Maraging steel Renishaw 250 20 mm × 20 mm × 20 mm

5.2 FV measurement setting optimisation

In order to provide accurate, reliable, and effective measurement results, it is important to use

appropriate instrument parameters when performing measurements on the Alicona IF G5

FVM. However, this choice depends on the specific application and instrument users.

However, for surface measurement of additively manufactured parts, some general rules can

still be followed.

5.2.1 Utilise the correct objective lens

In FVM, up to 4 different sets of objective lenses that can be chosen from, which are 5×, 10×,

20×, 50×. In order to select the appropriate objective lens, strict judgments are required, as

this will affect the field of view, the illumination source and the choice of lateral and vertical

resolution. In general, the higher the magnification of the selected objective lens, the more

accurate the measurement result. For this reason, a 50× objective lens is preferred.
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5.2.2 Select the right illumination source

On top of choosing the objective lens, it is also necessary to choose the correct light source to

effectively illuminate the measured area. Since the geometry of the weld track on the surface

of AM parts is not very smooth, it is advantageous to apply the ring light to increase the

aperture of the optical system.

5.2.3 Choose the optimal instrument resolution

The vertical resolution is used by the FV instrument to indicate the distance between the

images in the in-focus picture stack, whereas the lateral resolution is a term used by the FV to

determine the size of an area in which the contrast of each point in each image in the stack is

determined.

In the experiment, the lateral and vertical resolution values should be selected considering the

range automatically suggested by the instrument software. To be more specific, for the lateral

resolution, on the basis of the selected magnification and illumination source, the

recommended value was chosen as 1 μm, due to a) it was within the acceptable value range

recommended by the instrument software; b) it provided a small enough distance between the

images in the stack. For the vertical resolution, the default recommended value of the

instrument software was chosen as 50 nm, which was the center value within the acceptable

value range recommended by the instrument software.

5.3 Fringe projection measurement

The FP imaging technology is realised by replacing a camera in stereo vision with a projector.

The light source projects a coded image according to the rules and patterns defined by the

user to the measured object to conduct an active morphological measurement. The coding

pattern is deformed by the modulation of the surface topography of the object, and the

deformed structured light is captured by a camera at another location. The 3D shape of the

object can be determined by the positional relationship between the camera's projection light

source and the degree of structured light deformation. .This technique is able to measure the

features with typical size of hundreds of microns, for such reason it can be used for the

metrology of AM parts. In this work, The FP consists of 4 machine vision cameras and an

Optoma UHD550X projector with a resolution of 1920 × 1080 pixels. The sample to be
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measured is a metal Ti6Al4V additively manufactured part with a size of 50 mm × 50 mm.

The principle of the measurement is that two types of fringes, which are sinusoidal and binary

fringes, will be projected onto the sample and the corresponding images will be captured by

the 4 machine vision cameras from different perspectives, where the sinusoidal fringes are

used for the computation of the phase map, whilst the phase map unwrapping process is

achieved with the use of the binary fringes. After establishing four sets of point clouds

collected from different angles, the datasets need to be aligned to ensure an integrated

polygonal mesh with good coverage. The alignment operation has been conducted in

PolyWorks with the combination of the use of manual pre-alignment and best fit object to

reference functions. Following such operation the height map of the polygonal model could

be computed in accordance with the standard deviation to the reference plane. The measured

and aligned polygonal mesh is shown in Fig 5.1.

Fig 5.1Measuring result of sample 2 with FP system

As formerly mentioned, spatters and particles are the results of the interaction with the laser.

They can either potentially obstruct the recoating process of recoating blade or result in fewer

bonds in between layers and thus cause less densified parts, and even a chain effect and crack

initiation. Considering the importance of such phenomena, the research mainly focused on the
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establishment of ground-truth data for these phenomena and subsequent in-line

measurements.
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6. Machine learning database preparation

In order for the measurement results to be effectively used by machine learning, they need to

undergo some specific pre-processing. The filtration method able to help understand the

correlation between the surface topography of AM parts and AM processes should be selected.

Then for the purpose of expanding the number of images for machine learning to obtain better

accuracy, data augmentation operation is carried out.

6.1 Filtering methodologies selection and comparison

For AM surfaces, the un-melted particles and pores are considered "outliers" because they

have obvious high or low values in comparison to the surrounding data. Robust Gaussian

filters provides robustness against such outliers by including robust statistical estimators into

the filtering process. Additionally, since polynomial fitting is incorporated into the filter, there

is no need to remove the surface form. An alternative to such method is the morphological

filter. It is based on two morphological operations, dilation and erosion, which work with the

use of structuring elements (circular disks / spherical balls). For example, in order to dilate the

profile below by a disk of a certain radius, the disk rolls over the surface and the path of its

centre is recorded (red line). Dilation can enhance peaks and fill holes. In contrast, if the disk

is rolled below the surface, it is called an erosion.

As the previously described filters in Gaussian series, morphological filter is not required

removing the form as well. The two most commonly used morphological filters are called the

closing filter and the opening filter, which are detecting the upper and lower envelopes of

spherical balls. More specifically, when erosion is followed by dilation (the disk rolls over the

profile and then over the created erosion line), it is called an opening filter that creates the

lower envelope. The envelope opens holes and pores while following the lower shapes of

peaks and hills. Whereas when the process is reversed (dilation is followed by erosion), it is

called a closing filter which creates the upper envelope. By applying different sizes of the

spherical balls, different corresponding scales of features can be identified in a sense that

surface form can be measured by the application of large disks / balls, waviness components

can be measured by the medium disks / balls and the small disks / balls are able to identify

small features including particles and spatters. As a rule, the opening filter is able to
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characterise the weld tracks and filter out particle structures in that the opening filter is the

lower boundary of profile, the peaks on such profile can be successfully extracted. In contrast,

the closing filter is used when valley or pore structured is wanted to be extracted. Concretely,

suppose the purpose of such morphological filtration is to extract particle features, then the

combination of ‘opening + closing’ filtering operation is preferred to enhance the peaks on

the profile with the opening filter meanwhile suppressing the valley features with the closing

filter. On the contrary, ‘closing + opening’ filter can be applied provided the pore structures

or features are dominant on the surface texture.

In order to identify which filtration method is more suitable for the feature extraction of

additively manufactured surfaces, the comparison between the Gaussian regression filter,

robust Gaussian regression filter, ‘opening + closing’ filter and ‘closing + opening’ filter have

been tested respectively. For the purpose of observing the difference among them, the

comparison of the four different types of filters were carried out on a selected profile data on

the measured surface of the aforementioned Ti6Al4V regular block. For the Gaussian

regression filter and the robust Gaussian filter, the cut-off (λf) was chosen as 0.12 mm

whereas the radius of the spherical balls was set to 0.1 mm to extract the waviness component

including the wavy shape of weld tracks and suppress the influence of un-melted particles, for

the latter two morphological filter. It can be viewed from the profiles illustrated in Fig 6.1

through 6.4, the robust Gaussian regression filter as well as the ‘opening + closing’

morphological filter demonstrated comparatively the superior results since the peaks

representing the particle and spatter features were extracted, meanwhile within the profiles

where the classic Gaussian regression filter and ‘closing + opening’ filter were applied, the

waviness was not entirely removed in the extraction results and the profile at the boundaries

of the particle feature differs from the norm significantly. Because of such reason, the robust

Gaussian regression filter and the ‘opening + closing’ filter were selected as the candidates as

regards filtration.
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Fig 6.1 The utilisation of Gaussian regression filter

Fig 6.2 The utilisation of robust Gaussian regression filter

Fig 6.3 The utilisation of ‘opening + closing’ filter

Fig 6.4 The utilisation of ‘closing + opening’ filter

6.2 Data augmentation

As commonly acknowledged, rich and high-quality data is the key to training a good ML

model. However, collecting data manually is a time-consuming and laborious task. More

importantly, it is difficult to obtain adequate data in specific fields when the sample size is

small or the experiment is hard to repeat. As in this thesis, the number of samples is limited,
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and the 10 mm × 10 mm measurement area of the instrument (field of view) further limits the

size of the dataset.

The use of some specific procedures to expand the dataset has become an effective way to

solve the lack of data, which can increase the size of the training set by 10 times or more. The

model trained in this manner is usually more robust and reduces overfitting.

Data augmentation refers to appropriate transformation of the original data to achieve the

effect of expanding the data set based on some prior knowledge, while maintaining specific

information. Specifically for image classification tasks, the following transformations can be

performed on each image in the training set while keeping the image category unchanged:

random rotation, translation, scaling, cropping, filling, flipping left and right, where these

transformations correspond to the observation results of the same target at different angles;

addition of noise disturbances to the pixels in the image, including salt and pepper noise,

Gaussian white noise, color conversion, change of brightness, clarity, contrast, sharpness. In

practice, multiple data augmentation operations are often used concurrently.
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7. Defect detection with the application of different types of machine learning

algorithms

ML has been extensively studied in the past decades. It is a field of study where the

computers can learn from the input data with little explicit manual programming incorporated

to solve classification and prediction problems.

The ML methods can be classified into two major types: supervised ML and unsupervised

ML. For supervised ML, the input data is split into two datasets: the training set which

contains not only the instances, but also the expected output of each input instance according

to their relationship (labels), and the test set used to test and evaluate the applied ML

algorithm. The relationship between the instances and their corresponding labels can be learnt

by the ML algorithm and a model describing such relationship is generated. Subsequently, the

test set is fed to such model to provide the predicted results. Such sort of ML method is able

to resolve classification or prediction problems. In contrast, unsupervised ML the dataset does

not need to be labelled. Depending on the model being chosen, unsupervised ML is able to

categorise the input instances with similar features into the same cluster or classification. Less

manual work is involved in unsupervised machine learning however the classification result

may not be as obvious as well-trained supervised machine learning models. Some reasons

why machine learning has been extensively researched in recent years are:

1) Addressing the issues existing in traditional approach (e.g. digital image processing)

time-consuming, energy wasting;

2) Tackling complicated problems which cannot be resolved in a traditional approach;

3) Coping with fluctuating environments by consistently learning upon new input data and

refining the model;

4) Being able to get insights from big and complex data;

There are mainly two ways of achieving defect detection, either classifying the defects on the

surface of AM parts into different types, or segmenting the defects to provide the detailed

geometries of the defects. As aforementioned, both supervised ML and unsupervised ML

methods are capable of resolving the defect classification problems, whereas defect

segmentation can exclusively achieved using supervised ML. In this thesis, principal

component analysis (PCA) as an unsupervised ML method and MobileNet as a supervised
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ML method were used to fulfill the defect classification as they are both powerful in coping

with complex and high-dimensional data with many features for the purpose of defect

categorisation. Additionally, in order to understand the full information of defects, including

size and geometry, the defects need to be segmented during the defect inspection. For such

reason, another recently developed NN called U-Net was chosen to accurately and effectively

segment the defects on the surface of AM parts.

7.1 Application of PCA in feature identification

The main advantage of PCA is that it can reduce high-dimensional data sets to

lower-dimensional data sets, thereby increasing the calculation speed. In actual research,

according to the number of pixels within the sensitive area of the measuring instrument, the

algorithm has to process a dataset which contains in excess of a million dimensions [110].

With such a big dataset and many dimensions of data to be coped with, the calculation speed

will be significantly reduced. However, with the application of PCA, only the most crucial

image parameters are to be calculated and processed during the measurement and the

computational speed could be increased consequently [118].

7.1.1 Image parameter identification

In order to use PCA, the image parameters, or more widely used term features, are needed to

be determined firstly. Such features are supposed to provide as much information of the

image as possible while reducing the calculation time of the algorithm. For the purpose of

making the sub-sectional images containing defects able to distinct from those without, 54

image parameters have been critically chosen and utilised in the PCA to represent the surface

texture and surface topography of AM parts.

On the whole, the image parameters can be divided into 2 major categories: colour-related

and texture-related parameters, in which 17 of them belong to colour-related type and the rest

37 amount to texture-related type. To provide greater detail about the acquisition of such

image parameters, the colour-related ones were acquired through the computation of

statistical parameters and the histogram entropies of 3 channel full colour images.

Concurrently, the values of the texture-related parameters were worked out through

computing the statistical parameters of blobs of images, binary local patterns and local edge
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descriptors.

Achieving the calculation of the chosen image parameters, nearly 4 million dimensions of the

dataset (taking into account the number of pixels in each image as well as the information

stored in 3 different channels) can be largely reduced to just 54, which shortened the

computing time for the algorithm to 233 seconds, making the processing much more efficient.

However, prior to calculating the parameters, another concern still needs to be taken into

account. Albeit the image parameters were critically chosen, there is still a high probability

that a great deal of redundant image related information is stored within those parameters,

which would also potentially drag down the computational speed. To address such issue, a

method called PCA fusion was employed to effectively fuse the features and thus further

reduce the dimensions of image parameters. The retained new features are known to be the

PCs, which are able to be restored the preserved image information from but also requires

much less computation time for the algorithm. The principle of such method is described

in-depth as below:

Considering a database consisting of n images, containing the ones with and without defects.

As accounted above, each image can be represented by the m computed image parameters in

an m × 1 vector where each parameter in the vector indicates the deviation from the mean

value of the image parameters of n images.

7.1.2 Experiment on the basis of PCA

According to the working principle of PCA, a primary experiment was conducted based on

the images captured by FV system. Firstly, the regular cubed Ti6Al4V AM sample with a

representative top surface fabricated under the optimised settings was measured with Alicona

G5 FV system under the magnification of 50× whilst the ring light was chosen to be the

illumination source and the lateral and the vertical resolution were set to 1 μm and 50 nm. It

can be viewed on the measuring results (Fig 7.1), the formerly accounted types of defects are

nearly distributed on the top surface at random. In order to enable PCA to identify various

types of defects from the non-defect areas on the top surface, the image was divided into 400

small segments, with 20 rows and 20 columns. Another purpose of this is to ensure that in

most cases, only one obvious defect can be observed in each sub-sectional image, and the size
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of these defects is comparable to the scale of the sub-sectional image. After splitting the

original image, it was expected that images containing similar defects have similar image

parameter values. In this pilot study, the segmental images with defects and no defects were

manually labelled by experienced researcher and split into 2 datasets. Then the no defect set

was set to be the training set and the defect set was set to be the testing set to investigate if

PCA works fine for clustering the most visually different images. Then the image parameters

of each image in the training set were calculated and established as the data matrix, the

corresponding co-variance matrix, eigenvalues and eigenvectors could be computed

accordingly following the previously described steps. The contribution and the cumulative

contribution of each PC were calculated and listed in Table 7.1. As seen from the values of

the cumulative contribution, the top 12 PCs have already covered all of the needed

information. Thus only such PCs were retained and composed the ‘filtered’ defect matrix. In

this particular case, the threshold for comparing the minimum norm distance between the

projection of the defect images and the projection of the test images was set to 0.8. More

specifically, only if the minimum norm distance between the defect and non-defect results is

greater than 0.8 can the defect and non-defect images be separated successfully. However

only fewer than 30% of the defect images can be categorised correctly which implies an

unsuccessful application of PCA in such case study.

The reason for the inability of classifying the sub-sectional images into defect images and

non-defect images accurately is complex. Firstly, the database is composed of grey scale

images. Instead of using processed height maps of images, applying PCA to grey scale

images directly improves the defect detection efficiency. However, these images which only

include colour difference between peaks / hills and valleys / dales may not be able to

represent the areal surface information of the measured area. Secondly, since the measured

sample has a relatively smooth surface, the number of un-melted particles on the surface is

limited and the size of them is essentially small, which makes differentiating the particles

from the surface difficult. Additionally, the weld tracks in the background acting as

background noise also make the defects on the surface less prominent.
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Fig 7.1 Top surface of Ti6Al4V part (sample 1) under FV
Table 7.1 Individual and cumulative contribution of each PC

Number of PC Individual contribution of each PC Cumulative contribution of each PC
1 0.7887 0.7887
2 0.1962 0.9850
3 0.0053 0.9903
4 0.0033 0.9936
5 0.0028 0.9964
6 0.0018 0.9983
7 0.0010 0.9993
8 4.6042 × 10-4 0.9997
9 7.2061 × 10-5 0.9998
10 6.0958 × 10-5 0.9999
11 4.5788 × 10-5 0.9999
12 3.6427 × 10-5 1.0000
… … …

7.2 Application of CNN in feature identification

7.2.1 Convolutional neural network architecture

CNN is currently one of the most powerful ML techniques inspired by the working principle

of visual cortex in the brain of human beings [119,120]. Its effectiveness in respect of pattern

recognition, feature extraction, classification, verification and detection has been proven in a

number of computer vision studies. A traditional classification CNN architecture consists of



Experiment on the basis of PCA 51

three different types of layers, which are convolutional layer, pooling layer and fully

connected layer.

7.2.1.1 Convolutional layer

Normally, within the standard convolutional layers, inputs are being filtered and combined to

form new sets of output in a step. On the whole, a standard convolutional layer takes a DF

feature map F as an input and outputs a DF feature map G, where DF denotes the width and

height of a square input feature map, M denotes the number of input channels, DG denotes the

width and height of a square output feature map and N denotes the number of output channel.

Such standard convolutional layer is then factorized by convolutional kernel K with a size of

DK where DK denotes the dimension of the kernel. Accordingly the output feature map can be

defined as:

��, �, � =
�, �, �

��, �, �, � ∙ ��+�−1, �+�−1, ��

The computational cost of such standard convolution is in the form of:

�� ∙ �� ∙ � ∙ � ∙ �� ∙ ��

As aforementioned, the filtering and combining process of inputs are integrated in a single

step in the standard convolution, however, this process could be enhanced with a CNN

architecture named MobileNet with a massive reduction of the computation cost in the first

few layers. Fundamentally, such architecture is based on depthwise separable convolutions

which factorize the traditional convolution into a depthwise convolution and a 1 × 1 pointwise

convolution. Fig 7.2 illustrates the architecture of depth separable convolution in comparison

with standard convolution.
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Fig 7.2 Transformation from standard convolutional filter in (a) to the depthwise separable filter
in (b) and (c) [121]

Within MobileNet, only a single filter is applied to each input channel, and then the outputs

are unified with the application of pointwise convolution. Such sort of factorization is capable

of achieving the reduction of computation cost as well as the size of the model. In addition,

batchnorm in conjunction with Rectified linear unit nonlinearities are utilised for both

described types of layers for the purpose of reducing the risk of gradient disappearance.

Concretely, the generic form of depthwise convolution with the application of one filter per

input channel is:

���, �, � =
�, �
���, �, � ∙ ��+�−1, �+�−1, ��

where �� denotes the depthwise convolutional kernel of size �� ∙ �� ∙ � where the mth

channel of the filtered output feature map �� is generated when the mth filter in �
� is applied

to the mth channel in F and its computational cost is in the form of:

�� ∙ �� ∙ � ∙ �� ∙ ��



Convolutional layer 53

Albeit depthwise convolution is more efficient relative to standard convolution as the

computational cost is reduced to 1/N of the original computational cost, new features cannot

be generated with its use exclusively. Therefore, the pointwise convolution is used so as to

compute and combine the outputs of depthwise convolutional layers and thus establish new

features.

The summation of the described depthwise convolution and pointwise convolution is

nominated as depthwise separable convolution, whose combined computational cost is in the

form of:

�� ∙ �� ∙ � ∙ �� ∙ �� +� ∙ � ∙ �� ∙ ��

As a consequence, the reduction ratio of computational cost compared against the standard

convolutional can be denoted as:

�� ∙ �� ∙ � ∙ �� ∙ �� +� ∙ � ∙ �� ∙ ��
�� ∙ �� ∙ � ∙ � ∙ �� ∙ ��

=
1
�
+

1
�
�
2

which indicates a massive increase in efficiency so that the recognition task can be carried out

in a timely fashion.

In addition, within such NN, the Rectified Linear Unit [ReLU(z) = max (0, z) ] [122] has been

applied as the neuron activation function due to its good performance as regards

computational time and its small generalisation error [123]. Also, the problem that the

gradients decrease exponentially through the layers can be attended to with the use of such

function.

7.2.1.2 Pooling layer

The pooling layer is where the feature maps are input and being resized into smaller segments.

One of the most popular pooling layers is namely max-pooling layer, in which each map

shrinks in the manner that the maximum value for a patch of 2 × 2 pixels. For the most part, it

produces small invariance to translation and distortion, which results in a faster convergence

and enhanced generalization.

7.2.1.3 Fully-connected layer

Fully-connected layers are usually located behind the convolutional layers and pooling layers.

On the whole, they are in the form of a linear combination of input vector with its
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corresponding weight matrix followed by a non-linear activation function [124]. Then the

result can be indicated by the probability distribution in the form of an N-dimensional vector,

in which N is the number of categories. The correlation in between high value features and

possible clusters is established and the probabilities of each cluster are output accordingly.

7.2.2 Training process

Training is one of the most crucial steps within the supervised CNN. For the most part, deep

CNN architecture, in this specific case the MobileNet, has millions of pre-set training

parameters which normally determine its final performance. Concretely, the input images are

mapped through the layers of the NN to output vectors. The training and test images are

converted to vector pairs. Then the output error is obtained by computing the difference

between the ground-truth output and the hypothesis. Categorical cross-entropy loss [125] has

been commonly utilised for the evaluation of the output to achieve classification. Its form can

be written as:

Cost = − �'log (�)�

where Y and Y’ are the hypothesis and the ground-truth value, respectively. Subsequently, the

weights are gradually updated by backpropagation [126] for the purpose of finding the global

optima of the cost.

7.2.3 Pre-processing

Due to the limitation of the number of measured AM surfaces, the database needs to be

expanded to improve the training process. Because of such reason, the raw data of measured

sample 1 and sample 2 were both split into 20 × 20 blocks, consistent with the manner of

segmenting images for PCA application. In addition, the sizes of the blocks have been cut to

224 × 224 pixels per image for enhancement of the ML result. Furthermore, the grey values

of the images have been adjusted from the standard range of 0 through 255 to the range of 0

through 1 for the purpose of normalisation. Within the pilot study of the application of CNN

in defect identification, the images were categorised into 2 different types, and are labelled by

experienced researchers as ‘defect’ and ‘no-defect’ respectively. Then the datasets were

shuffled and split into a training set with 360 images (90% of the entire dataset) and a

validation set with 40 images (10% of the entire dataset).
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7.2.4 Overfitting tackling

Overfitting is one of the most widely concerned problems in ML where the overfitting of the

data and hypothesis is normally caused by the use of overly large amount of features. It seems

enhancing the match between the model and the database, however when new data comes into

play, the classification / prediction results would become much less accurate. To attend to the

problem, L2 regularisation with a λ of 0.01 as well as a dropout rate of 0.25 have been applied

at this point to tackle the overfitting problem by not allowing model to rest on the outputs of

one or a few neurons exclusively.

7.2.5 Results of model validation based on FV dataset

To investigate whether the model being chosen is suitable for resolving the defect

classification problem, this section discusses the experiments of validating the MobileNet by

altering its hyper-parameters based on the previously described FV database. The model with

the corresponding parameters which provides a low computational cost as well as high

recognition and validation accuracy is supposed to be uncovered after such tests. The

computational cost for pre-training process indicates the execution time of training the

selected database with the stored pre-trained parameters in MobileNet and the computational

cost for validating process indicates how well the selected database is fitting the MobileNet.

The dataset was divided into training set and validating set. Within this pilot investigation,

two of the most crucial parameters which affect the recognition / validation accuracy, batch

size and learning rate, were set to different values so as to discover the best settings. As the

results in Fig 7.3 illustrate, the computational loss of the model for both pre-training as well

as validating were regressed to below 1% in the cases of (a), (c), (d) and (f). However, whilst

the batch size amounts to 25, the computational loss for both pre-training and validating

fluctuates within such period and not regressed at the end of the iterations. Normally the

reason for this relatively poor performance is the learning rate was not appropriately selected,

which yields a so-called overshooting where the computational cost is not able to reach the

global optima. It is also worth noting that whilst the learning rate amounts to 10-3, batch size

amounts to 9, the recognition rate of validation set is only 8.8%. Nonetheless, within the rest

of the sets of the training parameters, the recognition accuracy of validation set can get above

90% stably as shown in Table 7.2, which proved the MobileNet is suitable for defect
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detection based on the FV database.

Fig 7.3 Computational costs of both training and validating whilst different training parameters
being selected (FV)

Table 7.2 Recognition rates of the machine in different learning rates and batch sizes (L =
learning rate, BS = batch size)

L BS
(%)

9 25 100

10-4 91 90 91
10-3 8.8 96 95

7.2.6 Results of model validation based on fringe projection dataset

In this section, the investigation into the classification validity of MobileNet based on the

previously acquired FP data of sample 2 has been carried out as well. Similarly, the dataset

has been split into the training and validating sets, and the sizes of the blocks have been cut to

56 × 56 pixel per image to enhance ML. Fig 7.4 demonstrates the orthogonal test results with

the alteration of learning rate and batch size. As it can be seen from the graphs, (b), with a

batch size of 25 and learning rate of 10-4, gives the besting fitting results where the

computational losses for both learning and validating processes were regressed to below 1%,

whereas (c) and (d) were still potentially affected by the overfitting problem, which can be

seen from the fluctuations in the graphs. Table 7.3 shows the recognition accuracy based on

the FP is also able to achieve up to 96% when the trained parameters were well tuned, which

proves the suitability of defect detection with the use of MobileNet based on the FP data.
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Fig 7.4 Computational costs of both training and validating whilst different training parameters
being selected (FP)

Table 7.3 Recognition rates of the machine in different learning rates and batch sizes (L =
learning rate, BS = batch size)

L BS
(%)

9 25

10-4 80 92
10-3 86.67 96

7.3 Application of U-Net in defect segmentation

7.3.1 Architecture

Aside from CNN, there is another deep learning framework for feature extraction that image

segmentation algorithms are based on, named as full convolutional network (FCN). The

former is prone to detail loss of images in the process of convolving and pooling, and the

method of using the fully connected layer to obtain the category probability results in the

inability to identify each pixel category, so accurate segmentation cannot be achieved; while

in the latter framework, fully connected layers are replaced by convolutional layers.

Up-sampling is added prior to pooling operations to resolve the problem of accurate

segmentation, however it does not have a good performance in the edge extraction.

On the basis of FCN network, U-net was developed [127]. The network architecture includes
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two symmetrical parts: a contraction path and an expansion path: the contraction path has a

similar appearance to the ordinary convolutional network, down-sampling the segments with

the use of 3×3 filters in the process of convolving and pooling to obtain the shallow features

(the features extracted in the early convolutions) and deep features (the features extracted in

the later convolutions, acquiring the relevance between pixels; the expanded path is

essentially symmetrical with the contracted path, using 3×3 filters in the process of

convolving followed by up-sampling layers, and the shallow and deep features are combined

during the process of up-sampling. As a result, the image is able to be segmented in an

accurate manner. This feature fusion operation makes full use of the shallow and deep

features in the image to achieve better segmentation results (Figure 7.5).

Fig 7.5 Architecture of U-Net [127]

7.3.2 Model framework and parameter settings

The setting of the hyper-parameters of the model affects the performance of the network. The

U-Net model was built using the Python framework. Parameter setting was set as: the training
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batch size is 100, the learning rate is 10 × 10-5, and the target size is 50 × 50.

7.3.3 Training optimisation

In order to obtain more high-resolution information, batch normalisation was performed after

each convolution to avoid gradient dispersion to improve the generalisation ability of the

model. It could also allow the learning rate to be higher to accelerate the convergence. Also

similarly to the lost function used in MobileNet, binary cross-entropy loss function was used

since the computational loss will be close to infinite if the prediction is confident but false,

which improved the stability of the computational loss.

7.3.4 Overfitting tackling

As previously mentioned, as one of the most widely concerned problems in ML, overfitting of

the data and hypothesis is normally caused by the use of overly large amount of features. To

tackle this problem in the model of U-Net, the input images were normalised to eliminate the

influence of other functions on the image transformation. A dropout mechanism was added to

the NN. Dropout refers to the temporary inactivation of neural units from the network with a

certain probability during the training process.

7.3.5 Results of model training and validation

Two regions of interest with an area of 10 mm × 10 mm on sample 3 were chosen at random.

Then the regions were measured by FV and used as the training set and testing set. The

training image was split into sub-sections and the random rotation and flipping of images

were applied to those sub-sections to augment the dataset. The size of the sub-sections have

been set to 568 × 568 pixels per image for enhancement of the ML result. The Fig 7.5 and Fig

7.6 showed the original processed measured image prior to image transformation and the

corresponding labelled image. Firstly, the images was trained by the U-Net model. Then, in

order to examine the performance of U-Net in segmenting the image to achieve defect

detection, the test image (Fig 7.7) was input to the model for validation. The training loss,

training accuracy, validation loss and validation accuracy are listed in Table 7.4. The

validation loss was even slightly smaller compared to the training loss. This demonstrated a

good validation performance, despite the fact the accuracies of training and validation were
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equivalent. The segmented result is shown in Fig 7.8. As briefly mentioned above, since the

added up-sampling prior to pooling operations is not good at extracting the edges of the image,

blurry edges and detail loss can be discovered in both of training and validation images.

Fig 7.5 Processed measured image of a random region on sample 3
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Fig 7.6 Labelled processed measured image of a random region on sample 3

Fig 7.7 Input test processed measured image of a different region on sample 3
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Fig 7.8 Test image after defect segmentation

Table 7.4 Computational loss and accuracy of both training and validation

Computational loss Accuracy

Training 0.0026 0.9998

Validation 0.0033 0.9998
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8. Discussion

8.1 Overview of the research methodology

Basic scientific research rules were followed within the research methodology:

1) The samples with different materials and sizes extensively provided most sorts of

frequently discovered defects in AM and provided various sources of data for the following

defect detection tasks;

2) The samples were then measured by high precision optical measuring techniques including

FV and FP to secure the accuracy of data;

3) Following the measurements, the optimal filtration method was determined and used to

process the measured surface to ensure the correctness of the dataset;

4) In comparison with traditional digital image processing method which is difficult to

extract irregular defect patterns and to apply in real time, this thesis used ML to achieve the

objective of defect detection, which is more effectively and efficiently able to determine

features with complex geometries without the use of advanced thresholding techniques;

Nonetheless, the research methodology can still be improved in the following manners:

1) There may not be many complex structures on the surface of well fabricated AM parts and

certain materials of samples are translucent and reflective. For this reason, FV is no longer

suitable for measuring the surface under this circumstance. Albeit FP is another method for

measuring features with hundreds of microns, because of the relatively long working distance,

it is difficult to obtain the detailed geometry of the defect;

2) Although it is useful to determine the boundaries of defects on the surface using the

optimal filtration method as a manner of pre-processing the data, the computation of the

contours is still time consuming and the filtered results may not fully represent the true

information of features;

3) The drawbacks of ML methods remain, for instance, it is time consuming to acquire and

establish a very informative dataset for the ML method to be trained with, and requires very

high-specification CPU and huge memory for computation;
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8.2 The advantages and disadvantages of the used ML methods

As discussed above, ML has various advantages in the application of defect detection for AM

parts. Because: unlike traditional digital image processing in which advanced thresholding

techniques need to be used, ML is capable of identifying complex geometries implicitly; it is

also more effective in detecting defects on the condition that the training dataset is well

established, as a result it is much more time and energy saving. Furthermore, it is able to cope

with changing data yielded in the fluctuating manufacturing process by training the model.

However, in order to achieve a high feature recognition rate, the dataset needs to contain a

large amount of information to be trained with. Additionally, since the training process is

running depending on thousands of instances and the information stored in the millions of

neurons in the model is renewed in real time in the training process, a very high-specification

CPU and huge memory are necessary for computation.

8.2.1 PCA

Since the number of pixels within the sensitive area of the measuring instrument in this thesis

is larger than 4 million, the ML algorithm has to cope with a dataset which contains the same

amount of dimensions. As a typical unsupervised ML method, PCA is capable of reducing

high-dimensional datasets to lower-dimensional datasets by only calculating the most critical

image parameters to significantly increase the computational speed. In this thesis, nearly 4

million dimensions of the dataset was reduced to just 54, which cut the computing time to 233

seconds, thus increasing the efficiency of the computation.

Nevertheless, as aforementioned, grey scale images that only contain colour difference

between high points and low points was not fully able to be representative of the areal surface

information of the measured area. Since PCA is applied based on statistics, the infrequent

presence of defects on finely fabricated AM surfaces made the classification difficult. In

addition, it is also difficult for PCA to address the negative impact of the background noise

(in this case weld tracks) to the classification task.

8.2.2 CNN (MobileNet)

CNN is one of the most powerful ML methods at present and it has been proven effective in

achieving pattern recognition, feature extraction, classification, verification and detection in
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computer vision studies. As one powerful sort of CNNs, MobileNet was able to further reduce

the computation cost and shrink the size of the model, in which: the convolutional layers

can largely increase the efficiency with the application of pointwise convolution, the pooling

layers provide faster convergence and enhanced generalisation, the fully-connected layers

output the probability distribution as the classification result.

However, as previously mentioned, overfitting is one of the most widely concerned problems

specifically in CNN. One of the objectives of ML is to enhance the match between the ML

model and the database correctly to produce accurate prediction results. However, when new

data to the model appear, due to the existence of overfitting of the data and hypothesis, the

classification / prediction accuracy would decrease provided the number of features is too

huge. In addition, it is prone to detail loss of images in the process of convolving and pooling,

and the accurate segmentation cannot be achieved as the method of using the fully connected

layer to obtain the category probability is not able to identify each pixel category.

8.2.3 U-Net

Different from CNN, U-Net uses convolutional layers instead of fully connected layers and

uses up-sampling operation to achieve accurate defect segmentation so the full information

including size and geometry of defects is acquired. Furthermore, batch normalisation

improves the generalisation ability of the model and accelerates the convergence.

Same as for CNN, overfitting is also a major problem for U-Net. This problem may be

tackled considerably by normalising the input images to reduce the impact of other functions

on the image transformation. Additionally, the edges of the image is difficult to be extracted

when using U-Net, blurry edges were yielded and there was a loss in details as a result.
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9. Conclusions

9.1 Thesis summary

The ultimate aim of the thesis was to develop effective defect detection methods for AM parts

with the application of different ML techniques.

The first objective of the thesis was to determine the optimal instrument settings and good

practice for the measurement of surface topography of additive surfaces using FV - addressed

in Chapter 4. The second objective of the thesis was to compare different typical filtration

methods, including Gaussian filters and morphological filters, and determine the most suitable

filtering method for characterising the defect features on the surface of AM parts - addressed

in Chapter 5. The final objective of the thesis was to investigate both unsupervised learning

and supervised learning methods to examine their applicability of image classification and

image segmentation, and eventually achieve the defect detection for AM parts - addressed in

Chapter 6.

Since the work in this thesis focused mostly on the practice of being able to detect the defects

on AM parts, it is critical to understand the detailed information about different sorts of

defects firstly. The defect review in Chapter 2 aims to collect the information in terms of the

defects in LPBF process based on the related research of the global researchers. Firstly, the

mostly discovered types of defects are successively classified by their ordinary appearances.

Then more detailed information with respect to each sort of defects has been discussed in the

manner of their morphologies, major causes and possible negative effect on the density of the

parts. Subsequently, an effort has been made on attempting to identify the connection among

the different types of defects and other factors. The contribution of this review chapter is that

it provides the details about different types of defects and discusses the potential correlation

between process parameters and generated defects. Having understood the morphologies of

the defects can provide the researchers a practical guideline for choosing the appropriate

metrology and measurement instrument to inspect the defects, e.g. using high resolution

measurement instrument to measure micro scale defects. An understanding of the relevance

between process parameters and defects is also required to help further avoid defect
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generation. Chapter 3 introduced the overall research route in this article. Firstly, the samples

in different shapes and materials to be measured were introduced briefly. Then the two

selected optical metrology instruments for measuring AM surfaces, which are FV and FP, and

their working principles were explained in detail. In addition, a comparison of several classic

filtration methods was carried out to determine the method with the best filtering effect for the

AM surface. Finally, different ML methods were applied to achieve the ultimate goal of

defect detection. With the design of such research methodology, the aims and objectives of

this thesis can be fulfilled with the measurement of AM parts with the optimised instrument

settings, the appropriate pre-processing (surface filtration) and the defect classification and

segmentation.

ML and AM are both research fields that have developed rapidly in recent decades. In

particular, the combination of the two can effectively achieve the purpose of AM parameter

optimisation, process control and defect detection. Therefore, Chapter 4 reviewed the

adaptability of ML to different types of data and its application in feature extraction to

achieve in-line or offline defect detection. This review is a contribution that summarises the

ML application for defect detection in AM. Specifically, it demonstrated how to select proper

ML technique given various types of data and how to choose appropriate ML model

depending on different forms of defect detection (defect classification and defect

segmentation).

In order to provide accurate and reliable data for the subsequent feature extraction and defect

detection, it is necessary to explore the optimal measurement settings of optical metrology

instruments initially. Chapter 5 optimised the parameters including the magnification of

objective lens and illumination source of the optical instrument. By selecting the highest

magnification of the optical instrument for acquiring more details, selecting the ring light for

relatively rough AM surface and using the recommended lateral and vertical resolution

suggested by the measurement software, Chapter 5 contributed high-confidence measurement

results and provided a good practice for such measurement.

In general, the measured AM surface can be further divided into waviness component and

roughness component. Since the defects and features that have the greatest impact on the
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quality of parts are with micron scales, in order to facilitate the recognition of such features

on the surface, waviness component on the order of millimeters was disregarded in this thesis.

Then, Chapter 6 compared several different classic filtration methods to discover the best

filtering method for AM surfaces. Finally, according to the characteristics of AM surface

topography, the ‘opening + closing’ morphological filter had the best performance, and the

filtered measurement results also provided a reliable data source for subsequent defect

detection with the use of ML. As such, this chapter can be considered a valuable guideline to

pre-process and filter the as-measured AM surface for either characterising the surface

topography of AM parts or more importantly for this work, generating refined height maps for

following ML.

In Chapter 7, the applicability of different types of machine learning methods for defect

detection was investigated. Machine learning can be basically divided into unsupervised

learning and supervised learning. As a representative method of unsupervised learning, PCA

has a stable performance in feature extraction. However, although the method of only

retaining the PC greatly improved the learning efficiency, the experiment showed that in this

case, PCA did not successfully distinguish the surface defect from the defect-free area. As

such, the experiment in this work is a contribution to the application of PCA to the defect

detection for LPBF surface which demonstrated that due to the small size of particles, the

form of measured images (grey scale images) and the complex texture of LPBF surfaces

including weld tracks acting as background noise, PCA may not be a suitable tool for

classifying defects if using exclusively.As for supervised learning, this thesis discussed two

CNN-based models: MobileNet and U-Net, where the former is mostly used for classification

tasks, and the latter can be used for direct image segmentation. By selecting an appropriate

model depending on the purpose of ML (defect classification or segmentation),

pre-processing the measured results from the last chapter to make them more suitable for ML,

tuning the hyperparameters of the model to improve its accuracy and efficiency, this chapter

contributed two tuned and modified ML models which have good performance in correctly

classifying defects and segmenting defects from the measured surface.

Chapter 8 summarised the proposed research methodology, including the choice of samples,
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measurements of the samples, filtration method optimisation and the investigation of ML

methods. It also revealed there are still aspects that the research methodology can be

improved on. Additionally, it discussed the 3 different ML methods that were proposed and

implemented in this thesis in detail, and what their advantages and disadvantages are in the

application of defect detection.

9.2 Contributions to the research field

The main contribution are summarised by Chapter as follows, including key findings and

observations of this work.

For Chapter 2 which reviewed different types of defects in LPBF, the key findings and

observations relative to the aims and objectives were:

1) When a defect is combined by multiple defects, it is suggested classifying it into an

independent type of defect;

2) However, defects are still mainly categorised into pores, cracks, balling behaviour,

un-melted particles, pits, scratches and deformation. Many factors can be correlated to the

generation of such defects, including scanning strategy, building orientation, laser energy

input, powder mass, powder density, powder arrangement, gas flow and surface tension;

3) Due to the correlation between signatures and the corresponding process parameters that

affect them, the study of signatures was taken into consideration as an alternative to directly

monitoring the defects, which can dynamically adjust the process parameters to avoid further

defects;

4) Regarding the negative impact defects have on the quality of AM parts, a defect with size

up to 200 μm will yield loose parts whereas a defect with size up to 500 μm can lead to failed

parts;

5) There are a variety of measurement / metrology techniques to measure AM samples. The

results have forms depending on the sensors being used. However, optical measurement was

preferred as it can provide the real areal surface topography with high image resolution.

Furthermore, the measurement is recommended being carried out at the original building
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position wherever possible.

Chapter 3 presented a methodology to achieve the defect detection which contributed a novel

research route including sample measurement with FV and FP under the optimal instrument

settings, data processing and preparation in which the optimum filtration method for this field

is determined, and the determination of appropriate ML methods and their parameters to

achieve accurate defect detection (defect classification and defect segmentation). It is critical

that optical instrument FV and FP were used in the experiments as they are able to provide the

real areal surface topography of AM parts. Following this route, the aims and objectives of

this thesis can be successfully achieved.

For Chapter 4 which reviewed different ML applications for defect detection in LPBF, the

key findings and observations relative to the aims and objectives were:

1) There are various ways of capturing data of AM parts, e.g. the inspection can occur either

in-line or offline, the metrology instrument can either be embedded within or outside the

manufacturing chamber, and the data can be collected by different types of sensors. However,

obstacles in terms of measurement environment, measurement accuracy, measurement

efficiency exist in such inspection manners;

2) Among the ML methods which are commonly used in the field of defect detection for AM

parts, PCA as an unsupervised learning method that is good at coping with high dimensional

data can be used for defect classification, and NN as a supervised ML technique can be used

for its proven high reliability and advanced function (defect segmentation).

For Chapter 5, which discussed the sample measurement of AM parts, a practical guide for

optimising the measurement instrument settings is:

1) Initially, it is critical to select the correct objective lens for the measurement. Since the

surface defects normally distribute in relatively small region of interest, the highest

magnification of objective lens (50×) was chosen to acquire more details;

2) Since the AM surface is not smooth mostly, It is recommended that the ring light be

chosen for AM surfaces to improve the lighting condition;
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3) Vertical resolution should be minimised within the recommended range to stabilise the

measurement result, however it may incur an excessive measurement time;

4) Lateral resolution should also be minimised within the recommended range by the

instrument software. Nonetheless, it should not be set too close to the lower limit to avoid

inducing more high frequency noise on the surface;

Chapter 6 presented a method to prepare the database for ML, including generating the height

map with the selection of appropriate surface filtration method and data augmentation. The

findings of this chapter were:

1) It was suggested that the ‘opening + closing’ morphological filter had the best

performance in surface filtration for generating height map incorporating the surface defect

information as it can enhance the peaks/hills and suppress the valleys/dales;

2) The use of data augmentation including random rotation, translation, flipping of images

were able to tackle the problem of lacking data. By doing this the size of the dataset was

expanded and the overfitting was reduced simultaneously.

Chapter 7 contributed a series of case studies investigating different ML applications for

defect detection in AM. The key findings of this chapter were:

1) PCA is able to greatly reduce the computational time since the dimensions of image were

reduced from 4 million to 54;

2) Furthermore, by establishing the co-variance matrix, the dimensions of each sample can be

further reduced to 12 by only retaining the PCs;

3) For classification CNN MobileNet, the overfitting problem can be successfully addressed

using L2 regularisation and drop out;

4) A high recognition rate up to 96% can be achieved when the hyperparameters of the model

were well adjusted (e.g. batch size = 25, learning rate = 10-3);

5) For U-Net, drop out can be applied to tackle the overfitting as well;

6) U-Net was capable of segmenting the defects in the test image when the labelled data was
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well learnt, and the validation accuracy can reach 0.9998;

Chapter 8 briefly recapitalized the used research methodology in the thesis, and demonstrated

that it is effective to achieve the objective of defect detection. It also pointed out the

weaknesses of the used research methods. Then the suitability of three different ML methods,

including PCA, CNN and U-Net in defect detection was discussed. It was proven that the

proposed ML methods had good performances in achieving defect detection. However, it also

emphasized the drawbacks the methods had in the application of defect detection and

attempted to provide solutions.

9.3 Areas for future work

There are still a variety of areas of future work that can be conducted to further the aims and

objectives of this thesis.

Regarding Chapters 3, more measurement instruments which can potentially achieve efficient

and accurate metrology can be considered being developed and used in future work. The

samples measured in this work all have regular geometries and the measured surface is

perpendicular to the building orientation. As aforementioned, some defects can be attributed

to an inappropriate building location and orientation. As such, in the future research, the

variety of samples needs to be increased to provide more types of surface topographies.

Additionally, if the to-be-fabricated samples have smoother surfaces, then it requires

re-determining the illumination source for optimum lighting condition.

For Chapter 6, the reason why the ‘opening + closing’ filtration method was selected is

un-melted particles were the typical and dominant feature on the surface of AM samples, and

such filter is capable of enhancing peaks/hills (un-melted particles) and suppressing

valleys/dales. However, if the dominant features on the surface of to-be-fabricated AM parts

have changed in the future work, e.g. pores, then a more suitable filtration method that is able

to cope with the new surface topography needs to be determined. In addition, only random

rotation and flipping of images were used to augment the dataset. In future work, more image

transformations can be chosen to discover how this operation will affect the training process.

In respect of Chapter 7, future work can focus on how to improve the applicability of PCA in
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defect classification for AM parts. In this work, only the grey values of images were

normalised as a way of pre-processing data for PCA. An experiment can be designed to

determine whether applying filters to the normalised image can improve the classification

accuracy of PCA in the future work. For NN, more values of hyperparameters and number of

parameters can be used in the future orthogonal array testing experiment to further improve

the suitability of the model for the training data. Lastly, the L2 regularisation and drop out

were applied with their default values in this thesis, such values can be attempted tuning in

the future work to better attend to overfitting problems.

For Chapter 8, As aforementioned, regarding the drawbacks of the proposed research

methodology, more advanced and suitable measuring instruments are needed to capture the

detailed information of AM surfaces. More manual work instead of filtering methods can be

used to process the data in order to reduce data preparation time. How to achieve an accurate

defect detection with sparse data can also be researched on as this can save much

computational power.

In terms of the ML methods, for PCA, real surface data as opposed to grey scale images can

be used in PCA to represent the true information of the AM surface. More advanced methods

which can remove weld tracks on surface images is also required for a better classification

result. For both CNN and U-Net, overfitting problems still need to be better tackled with the

use of different sorts of normalisation.For U-Net, a better architecture of the network needs to

be designed to avoid the blurry edges and detail loss in the image.
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