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Abstract 

Staphylococcus aureus is a human commensal pathogen notorious for the number and severity of 

infections it may cause and is endemic in hospitals worldwide. Virulence in S. aureus is partially 

controlled by a Quorum Sensing (QS) feedback circuit called agr (accessory gene regulator) which 

comprises four genes agrB, agrD, agrC, and AgrA that together regulate expression of major 

virulence factors. The activating switch of the QS loop requires the LytTR-type response regulator 

protein AgrA to bind to its cognate promoters to trigger gene expression. At present comprehension of 

the mode of AgrA dimerisation resulting from interaction with promoter DNA, and the asymmetry 

existing in the AgrA dimer, as a result of binding the two linear repeat sequences which comprise 

each promoter DNA, is absent.  

The crystal structure of AgrA bound to the upstream linear repeat binding site of the P2 promoter has 

been solved at 4.8 Å from crystals containing 67 % solvent. The crystal structure exhibits an 

extremely hydrophobic patch that mediates a dimer that closely resembles physiological dimers of 

other response regulators such a ComE, FixJ, and LytR. Mutation of either of two proximal cysteine 

residue pairs that are conserved amongst all staphylococcal AgrA phosphate-receiving domains was 

shown to retard cell growth during agr dormancy. The molecular envelope of a beryllium trifluoride-

activated AgrA dimer bound to the P3 promoter was constructed from small-angle X-ray scattering 

measurements and shows a bend of ~ 55 ° imposed on the DNA by AgrA.  

AgrB is responsible for processing the linear precursor protein AgrD into the mature QS signal 

molecule, and is the archetypical member of the AgrB family of proteases for which there is no 

experimental structural data. Consequently, little is understood about the mechanism of AgrD 

processing and transport out of the cell.  

A robust purification of AgrB solubilized into a number of detergents is presented. T7 western 

blotting failed to show any sample activity in vitro, however, circular dichroism measurements 

indicate that the sample is folded, primarily α-helical and exhibits a melting temperature of 63 °C. 

Crystallisation experiments were performed in surfo and attempted in meso, however, no crystals 
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were obtained. Preliminary negative staining electron micrographs and an atomic AgrB model are 

presented and discussed with respect to improving sample suitability for structural studies. The 

purification protocol developed was used to prepare AgrB for nanobody crystallisation chaperone 

generation at VIB nanobody core. 

The results of this work provide structural evidence that agr-dependant virulence factor upregulation 

in S. aureus occurs through bending of promotor DNA by AgrA. A hitherto undiscovered cysteine 

pair in the crystal structure of full-length AgrA suggests that AgrA may encode an additional 

oxidative checkpoint to QS in S. aureus. Whether this cysteine pair constitutes a genuine oxidative 

checkpoint or is simply required for protein stability in vitro requires further investigation, however.  
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Chapter 1: Primary Introductions and Aims 

1.1.1: Infectious Diseases and the Staphylococcus aureus agr System 

The history of modern humanity is vividly coloured by those organisms with the ability to kill or 

debilitate us. The slow sophistication of medicine could be roughly charted as a timeline of epidemics 

followed by humanitarian response. For example: the bubonic plague outbreak in the 14
th
 century; the 

spread of smallpox across the Americas and the major outbreak of the 18
th
 century;

[1]
 cholera in 19

th
 

century London; polio and Human Immunodeficiency Virus (HIV) in the 20
th
 century and several 

coronaviruses in the early 21
st
 century. From bloodletting to antimicrobial pills and vaccination, 

pioneering work by celebrated figures such as Edward Jenner,
[2]

 Alexander Fleming
[3]

 and Jonas 

Salk
[4]

 has rendered most of these diseases anachronisms. More challenging illnesses, such as HIV for 

example, remain embedded in the human population
[5]

 and require treatments for which development 

and validation is complicated and expensive.
[6]

 And so it often is when treatments must discriminate 

between the host and the causative agent whilst overcoming issues associated with bioavailability.  

Therapies for some of the diseases listed above are rightly well known, for example the Highly Active 

Antiretroviral Treatment (HAART) treatment of Acquired Immunodeficiency Syndrome
[7]

 (AIDS)
 

and the small-molecule antibiotics penicillin and methicillin used to combat a variety of common 

bacterial infections.
[8]

 Inevitably some therapies do not acquire the same levels of widespread 

awareness as those listed above despite saving many lives. For example, the Ervebo® vaccine against 

the extremely deadly ebola virus recently gained Food and Drug Administration (FDA)-approval and 

was efficaciously prescribed to help control outbreaks of ebola prior to gaining this status.
[9]

 Despite 

its early success in preventing ebola transmission and the worldwide attention garnered by the 2013 

West African outbreak however, its FDA-approval was a comparatively minor news story. 

Severe illness are not restricted to viral infections and the growing problem of antimicrobial 

resistance
[10]

 (AMR) is arguably less tractable (to say nothing of antifungal resistance) than the 

problems associated with vaccination against debilitating viruses as the latter are not endemic in 

healthcare facilities, in which patients are usually already ill. Being acellular they also cannot 
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reproduce independently as bacteria do. This is not to imply, however, that common or rare viruses 

pose no threat when introduced to hospital wards and nursing homes.  

The rapidity in which bacterial generations live and die, horizontal gene transfer between bacterial 

cells and over-prescription of antibiotic drugs are three of the reasons why approved antibiotic 

medicines are becoming less capable of curing infections against which they were historically 

effective. This has two major corollaries: A) the roster of effective antibiotics is shrinking and B) the 

range of antibiotic-resistant bacterial strains is increasing. These in turn lead to increased chances of 

serious patient illness or even death occurring from infection by resistant strains and increased 

chances of complications during routine medical operations. For those who are already infirm such 

risks may be dramatically increased. For example, estimates of the current annual death toll in the 

United Kingdom from sepsis is 40,000 – 50,000 and this figure is increasing due to the growing 

number of resistant strains.
[11]

 Furthermore, which bacterial strains may acquire resistance and when 

they might do so is unpredictable. Consequently the development of antibiotic treatments is always 

reactive, whilst proactive development and validation of new treatments requires a large investment of 

labour and financial capital.
[12]

  

To mitigate this rapid resistance to new drugs, and the humanitarian and scientific problems that 

accompany it, there is a growing interest amongst the research community in non-lethal, so-called 

second generation antibiotics. Unlike early antibiotics such as penicillin, these aim to be selective to 

the target pathogen. Although acquisition of antibiotic resistance is inevitable, and new pathogenic 

strains will always be evolving along with all life for as long as it continues to exist, it is hoped that 

this non-lethality will lessen the Darwinian selection pressure applied by bactericidal and 

bacteriostatic antibiotics so as the new medicines have a longer window of efficacy. Their selectivity 

meanwhile ought to lessen the negative side effects associated with some antibiotics such as 

allergies,
[13]

 intolerances
[14]

 and even mental health.
[15]

 Many of these detrimental side effects are only 

now being correlated with and tentatively attributed to the effects of current antibiotics and their 

inappropriate prescription, and the field of study is simultaneously fashionable and somewhat 

controversial.    
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Amongst the problematic bacterial species, Staphylococcus aureus is a Gram-positive human 

commensal bacteria which is notoriously rapid at acquiring resistance to new antibiotic drugs. Less 

than two years after the development of methicillin by the Beecham Group
[16]

 the first methicillin-

resistant S. aureus (MRSA) strain was reported.
[17,18]

 Vancomycin, whose glycopeptide structure is 

radically different ß-lactam-type antibiotics, was introduced in 1958
[19]

 and a resistant S. aureus strain 

was isolated from an infected patient in Michigan in 2002.
[20]

 This is in spite of the fact that 

vancomycin was never used as a first response drug due to its low bioavailability and acute 

detrimental side effects.
[21]

 S. aureus strains now carry an impressive arsenal of enzymes which enable 

it to resist most current antibiotics including ß-lactamases, aminoglycoside-modifying enzymes and 

enzymes which cause efflux of the antibiotic out of the bacterium.
[22]

 This ability of S. aureus to 

rapidly acquire resistance to new antibiotics is compounded by the number and severity of infections 

it is capable of causing which include: meningitis,
[23]

 scalded skin syndrome,
[24]

 toxic shock 

syndrome,
[25]

 pneumonia
[26]

 and endocarditis
[27]

 amongst many others.  

Crucially, production of virulence factors by S. aureus during its growth phase within the host have 

been observed to be somewhat dependant on one another.
[28,29]

 These studies observed mutants which 

supressed production of a single virulence factor such as protein A,
[30]

 which binds the host’s 

immunoglobulins to prevent phagocytosis, or haemolysin,
[31]

 which causes pitting and eventual death 

of red blood cells. These suppressions were observed with concomitant upregulation of other 

virulence factors which together provided evidence for some master chromosomal region controlling 

S. aureus virulence factor expression. This was eventually termed accessory gene regulator
[29]

 (agr). 

Efforts to locate and sequence the agr locus on the S. aureus chromosome lead first to identification 

of the agrBDCA genes, expression of which is governed by the adjacent, downstream promoter, P2. 

The single transcription product, RNAII, encodes four protein gene products: AgrB, AgrD, AgrC and 

AgrA.
[32]

 The same group published a further study
[33]

 demonstrating that a second promoter, P3, is 

transcribed divergently to P2 and 186 bp (Base Pairs) further downstream of it. Its transcription 

product, RNAIII, was shown to be responsible for the production of a multitude of virulence factors 

and exotoxins. This was achieved by artificially inducing RNAIII production in host cells containing 
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RNAIII-inducible plasmids transformed into Δagr S. aureus cells and quantizing the subsequent gene 

expression profile. A third promoter, P1, was also discovered but it only drives transcription of AgrA 

and is not considered to be of great scientific interest.
[33]

 Sequencing of these promoter regions 

indicated that they are each a pair of linear repeats containing a 9 bp consensus sequence separated by 

12 bp for the P2 promoter and 16 bp for the P3 promoter (originally determined as a 20 bp spacer 

assuming the AgrA binding sequence was 7 bp in length).
[34,35,36]

 

Another significant piece of the puzzle insofar as the nature of the agr locus was discovered when it 

was shown that the agr system could be activated independently of S. aureus cell growth by exposing 

cells to spent media
[37]

 indicating some extracellular signal was tying the entire agr system together. 

Mass Spectrometry (MS) on the cell growth media revealed a cyclic thiolactone to be the extracellular 

signal, called an Auto Inducing Peptide
[38]

 (AIP). This seminal study demonstrated that the agr system 

was part of an intercellular communication mechanism that enables the commensal bacteria to 

coordinate their combative activity and host immune response to better increase chances of 

establishing an infection and ultimately survive. This type of intercellular communication is known as 

Quorum Sensing (QS) and is observed in many bacterial pathogens.
[39,40,41]

 Crucially, the response 

coordination is dependent upon cell population density and the coordination cascade is triggered when 

a “quorum” is present.  

A detailed introduction to the components that comprise the S. aureus QS system is presented on the 

following pages, however, it is worth first presenting a brief textual description of how the system 

functions. AgrD is the linear peptide precursor to AIP. The transmembrane protease AgrB cleaves the 

C-terminus from AgrD and also catalyses internal cyclisation of AgrD to a thiolactone intermediate. 

This cyclised intermediate is then somehow transported outside of the cell, where the surface 

peptidase SpsB cleaves the N-terminus to release the mature AIP signal molecule. At a critical 

concentration AIP binds to its cognate receptor, the histidine kinase AgrC. This triggers an allosteric 

signal through the cell membrane via AgrC to initiate phosphate-transfer from adenosine triphosphate 

(ATP) to the transcriptional regulator protein AgrA via a dedicated cytoplasmic phosphate-transfer 

domain on AgrC. Phosphorylation triggers dimerisation of AgrA, for which the P2 promoter has the 
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higher affinity. Phosphorylated AgrA subsequently binds to the P2 promoter as a dimer to drive 

transcription of the agrBDCA genes, positively reinforcing the QS feedback loop leading to increased 

concentrations of AIP and phosphorylated AgrA. Once the cytoplasmic pool of phosphorylated AgrA 

is sufficiently high in concentration it binds to the lower affinity P3 promoter to drive production of 

virulence factors and exotoxins, triggering a phenotypic switch to virulent lifestyle. This is mode of 

operation is presented in figure 1.1. 
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Figure 1.1. A cartoon representation of the agr QS circuit in S. aureus. The peptide AgrD (grey and 

red) undergoes C-terminal cleavage and cyclisation by AgrB (green) to produce a cyclised 

intermediate of the AIP unit covalently bound to the N-terminal fragment of AgrD. This intermediate 

undergoes N-terminal cleavage by SpsB (orange) to release the mature AIP molecule (grey). At a 

critical concentration, AIP binds to its cognate receptor, AgrC (blue) which catalyses the transfer of 

orthophosphate from ATP (lime) to the response regulator, AgrA (purple). Upon phosphorylation, 

AgrA dimerises and binds to pairs of linear repeat promotor sequences (black) to upregulate the agr 

system and a number of virulence factors. The oligomeric state of AgrB and the transport mechanism 

of the cyclised AIP outside of the cell are unknown.  
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Before introducing each of the components which comprise the agr system in more detail it must be 

noted that the entire agr system exhibits divergence across S. aureus strains. This divergence was first 

observed in AIP with four distinct sequences being reported.
[38]

 Eventually four allelic variants of the 

system were described: agr-1, agr-2, agr-3 and agr-4 each of which encodes an AIP unique to that 

particular allele. Unsurprisingly these four AIP variants are produced by four allelic variants of AgrB 

and are recognized by four allelic variants of AgrC. AgrA however, is conserved across the four agr 

groups.
[38]

 The sequence identities of AgrD2, 3, and 4 relative to AgrD1 are 47.8, 52.2, and 87.0 % 

respectively. The corresponding values for the four AIPs are 33.3, 60.0, and 87.5 % and the 

corresponding values for the four AgrBs are 79.1, 60.4, and 89.7 %.  

1.1.2: AgrD 

AgrD is the peptide precursor to the signal molecule AIP. AgrD1 contains 47 amino acids whilst 

AgrD2, 3 and 4 contain 46. Broadly speaking these sequences can be split into three regions.
[42]

 The 

N-terminal ~ 24 amino acids form an amphiphilic helix which is presumed to target the peptide to the 

inner membrane so as it may encounter AgrB. Evidence for this function comes from replacing these 

residues in AgrD1 with an artificial amphiphilic helix. Doing this still allows for its processing into 

AIP1. Deletion of the first 14 amino acids in AgrD1 however, abolishes production of AIP1.
[43]

 The 

central region of the AgrD amino acid sequence is the linear precursor to the mature AIP signal 

molecule which is formed via catalytic C-terminal cleavage of AgrD and cyclisation by AgrB.
[37]

 The 

C-terminal region of AgrD is also negatively charged and is the most highly conserved region, with 

many of these conserved amino acids being absolutely necessary for processing of AgrD to AIP.
[42]

 It 

has also been shown that the C-terminal AgrD cleavage product must be rapidly sequestered away 

from the reaction to drive the equilibrium position towards AgrD cleavage, and the reaction is 

significantly retarded if this is not the case.
[44]

 Finally AgrD is phenol-soluble modulin (PSM)-like 

and consequently toxic to host cells when overexpressed for recombinant studies.
[45,46]

  The four AgrD 

sequences corresponding to the four agr groups are given in figure 1.2. 
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Figure 1.2. Two representations of the AgrD peptide. (A). A simplified schematic view showing key 

features. (B). A Clustal Omega sequence alignment of the four allelic variants of AgrD
[38]

 annotated 

as follows: (*), completely conserved, (:), highly conserved, (.), weakly conserved. The amino acids 

corresponding to the mature AIP signal molecule are coloured red. The cysteine residue which 

displaces that of AgrB to form the cyclic thiolactone-bridged peptide are coloured green. The N-

terminal residues before the AgrB cut site that are coloured black form an amphipathic helix. The C-

terminal residues contain abundant negative charge, and the cleavage product must be rapidly 

sequestered away from the reaction site to drive AIP biosynthesis.  
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1.1.3: AgrB 

Being an integral membrane protease AgrB is intrinsically difficult to study owing to the problems 

associated with overexpressing membrane proteins and obtaining stable and active forms of the 

sample in aqueous solutions.
[47,48,49]

 Furthermore invocation of detergent and lipid technologies
[50]

 to 

generate aqueous sample solutions often complicates and interferes with experimental design. Beyond 

its demonstrated role in C-terminal cleavage and cyclisation of AgrD to generate the thiolactone-

containing AIP precursor,
[42,51]

 and the necessity of residues His77 and Cys84 for catalytic activity
[52]

 

little is known about AgrB and its structure-activity relationships. A number of presumed structural 

homologues found in both of Gram-positive and -negative bacteria that exhibit sequence diversity (< 

30 % identity relative to the primary sequence of AgrB1) are all presumed to belong to the “AgrB 

class” of proteases.
[53]

  

Published hydrophobicity plots suggest it contains 6 transmembrane helices and a possibly a 27 amino 

acid loop which extends across the outer membrane leaflet.
[51]

 Exact mechanistic insights on AgrB 

have remained elusive until the most recent study to-date
[44]

 unambiguously proved that AgrB is 

responsible for cyclisation of AgrD by reconstituting both AgrB and AgrD into nanodiscs and 

performing Reverse-Phase High-Performance Liquid Chromatography HPLC (RP-HPLC). Flying 

aliquots of the reaction mixture down the RP-HPLC column at different time intervals followed by 

MS on the separated species allowed for positive identification of the reaction products to be made 

whilst integration of the chromatographic peaks at each of the intervals allowed a detailed picture of 

the reaction kinetics to be established. The data showed cleavage of AgrD generated two products: the 

AgrD C-terminus fragment (AgrDC) and the AgrD N-terminal helix attached to the cyclised AIP 

fragment (AgrDN-AIPcyclised). 

The relative concentration of AgrD decreased dramatically within the first 20 minutes in line with a 

sharp increase in AgrDC as expected. However, AgrDN-AIPcyclised reached a maximum concentration 

within the first 20 minutes before decreasing steadily with time over the entire 2 hour reaction. A 

steady increase in a third product, identified as the AgrD N-terminal helix attached to the linear AIP 
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fragment (AgrDN-AIPlinear), was observed over the entire 2 hour reaction. Thus the data suggests two 

reactions are taking place. The first is a fast and reversible proteolytic cyclisation of AgrD to give 

AgrDN-AIPcyclised and the second is a slow, irreversible ring opening of AgrDN-AIPcyclised to give AgrDN-

AIPlinear.  

The kinetic data demonstrated that a rapid removal of AgrDC is required to drive the formation of the 

thiolactone intermediate, which is retarded if this fragment is allowed to accumulate, and so it has 

been postulated that the conserved residues in the cleaved C-terminus target it towards some 

degradation pathway. In addition to this the group were able to show that AgrB2 is dimeric by 

crosslinking AgrB2 with glutaraldehyde and employing native MS, and demonstrated that it is only 

active when embedded into lipid bilayers.
[44]

  

As yet there are no studies probing what role, if any, AgrB has in transferring the cyclised cleavage 

product to the extracellular region although mature AIP is detectable when only AgrD and AgrB are 

overexpressed in E. coli.
[42]

 Furthermore there are few studies examining how the N-terminus is 

cleaved from the cyclised AIP to give the mature signalling molecule. A generic surface peptidase, 

SpsB, has been implicated.
[54]

 This was achieved by demonstrating inhibition of mature AIP 

production in the presence of SpsB inhibitors. 

Pharmacological inhibition of AgrB is of interest owing to the essential role AgrB plays in AIP 

biosynthesis. Blocking the biosynthetic pathway via AgrB inhibition should in theory mute the agr 

system and attenuate S. aureus virulence. In one seminal study it was demonstrated that the chemical 

ambuic acid acts as an inhibitor of cyclic peptide signal molecule biosynthesis in a variety of Gram-

positive bacteria
[55]

 including: S. aureus, Staphylococcus epidermidis, Staphylococcus saprophyticus, 

Staphylococcus lugdunensis, Listeria monocytogenes and Enterococcus faecalis. Additionally, for S. 

aureus and S. epidermidis, agr groups 1, 2 and 3 were all tested. Quantitative MS allowed for 

determination of AIP concentrations after exposure of each of the strains to ambuic acid. The 50 % 

inhibitory concentration values (IC50) were of the order 2 – 20 µM for most of the strains, however, S. 

lugdunensis agr type 1 and S. epidermidis agr groups 2 and 3 had much higher IC50 values. For 
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completion, at the time of the study discussed ambuic acid was already known to have antifungal 

properties,
[56]

 and the hypothesis that the AgrB family of proteins was the target for ambuic acid 

stemmed from the observed reduction in FsrD (the E. faecalis AgrD analogue)  turnover by FsrB
[57]

 

(the E. faecalis AgrB analogue).  

1.1.4: AIP 

AIP is the signalling molecule to which the agr system responds and is formed by displacement of the 

AgrB Cys84-AgrD linear thioester intermediate by the side chain of AgrD Cys28 to generate a 

thiolactone.
[37,57]

 Thiolactones are not the only class of signalling molecules employed in QS systems 

in the bacterial kingdom, however. Staphylococcus intermedius secrete regular lactones,
[59]

 

Streptococcus pneumoniae secrete linear heptadecapeptides,
[60]

 whilst Gram-negative bacteria 

generally employ small-molecule signal molecules such as N-acyl-homoserinelactones.
[61]

 Formation 

of a thiolactone is theoretically less energetically favourable than formation of a regular lactone since 

a C-S bond (272 kJ mol
-1

) is being formed and these are weaker than C-O bonds (358 kJ mol
-1

).
[62]

 

Thus ~ 86 kJ mol
-1

 less energy is stored as bond energy. Nor is cyclisation entropically favoured since 

the cyclised product has few conformations which it may assume. Presumably the bond energy 

released in cleaving the C-terminus of AgrD and the extra entropy afforded by having two discreet 

peptide fragments is sufficient to compensate for this apparent deficit. Proton nuclear magnetic 

resonance (NMR) studies on S. aureus AIPs have demonstrated the relevant protons to be solvent-

shielded
[63]

 and therefore less susceptible to chemical attack. This probably helps to increase the 

functional lifetime of the AIP in the extracellular space, which is ~ 3 hrs,
[64]

 by retarding hydrolysis of 

the thioester bond. This shielding may be related to the relative rigidity of the cyclic AIP molecule 

and may help binding to AgrC by presenting fewer possible conformations to it upon approach. The 

reported equilibrium dissociation constants, Kd, for AIPs binding to AgrC are in the region of 10 – 30 

nM
[65]

 (from EC50 curves) indicating AgrC is extremely sensitive to intercellular AIP concentrations.  

All of the four AIPs of the S. aureus agr system contain a thiolactone ring formed of five amino acids 

however, the number of “overhanging” N-terminal residues ranges from 2 – 4.
[66]

 There are a number 
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of studies which have explored these differences. AIP1 and AIP4 differ by a single D5Y mutant and 

appear to be functional identical, whilst AIP2 and AIP3 are distinct from one another and AIP1 and 

AIP4. The three subclasses appear to be involved in a cross-inhibitory system between S. aureus 

strains and each AIP can bind to, but not activate, a non-cognate AgrC. It is not unequivocally 

established however, that this apparent cross-inhibition is truly combative and may yet prove to be an 

additional method of cell-to-cell communication.
[66,67]

 

1.1.5: AgrC 

AgrC is the receptor of AIP. At a threshold concentration AIP binds to the hosting site on the outer 

membrane region of AgrC whereupon it phosphorylates AgrA within the cell cytoplasm.
[68]

 As such 

the signal is allosteric. This mechanism of action is of the relatively well-understood Histidine Protein 

Kinase, (HPK)-type, and indeed AgrC is structurally homologous with other HPKs.
[69]

 Upon AIP 

binding, AgrC cleaves a phosphate anion from ATP by allowing ATP to enter its binding pocket on 

the kinase subdomain. The phosphate ion is transferred from ATP to a histidine residue (His239 on 

AgrC1) on the adjacent phosphorylation subdomain of AgrC, with the concomitant release of 

adenosine diphosphate (ADP). This phosphate ion is then transferred to the response regulator AgrA.  

This mechanism of action has been exploited to demonstrate that AgrC is active as a dimer and that 

signal transduction proceeds by so-called trans-autophosphorylation.
[70]

 Without any prior knowledge 

of AgrC oligomerisation it would be reasonable to assume that once AIP has bound to AgrC to induce 

the allosteric signal, AgrC receives ATP at its kinase subdomain and the phosphate ion is transferred 

to the receiving histidine residue in the phosphorylation subdomain on the same AgrC protomer. If 

this were the case then mutating the phosphate-receiving histidine in AgrC ought to prevent its ability 

to phosphorylate AgrA in a ß-lactamase reporter assay. Such mutants did not exhibit inhibition 

however, and ß-lactamase activity was reported in spite of the mutation of this essential subdomain.
[70]

 

This suggested that some other species was apparently compensating for the deliberately-introduced 

deficiency. The hypothesis that AgrC exists as a homodimer, with each protomer being able to 

compensate for deficiencies in its partner AgrC, was tested by co-expressing two AgrC molecules 
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each containing a unique set of point mutants. One had the kinase subdomain mutated to be inactive 

and the other had the phosphorylation subdomain mutated to be inactive. Furthermore, additional 

point mutations were introduced asymmetrically to the dimeric pair to ensure each was totally inactive 

when expressed alone. Any activity therefore must be due to the dimeric pair being proximal to one 

another and with each protomer able to compensate for the subunit deficiency on the partner 

protomer. Activity was observed from the ß-lactamase reporter when the asymmetric mutants were 

co-expressed and the hypothesis of trans-autophosphorylation was proven. 

There is an experimental structure available for the ATP-binding subdomain of AgrC
[71]

 (PDB: 4bxi) 

and this has been used to probe for AgrC···AgrA interactions by generating a homology fold for 

AgrA and docking it to the experimental AgrC structure. There is very little discussion of the resulting 

predicted interface in the corresponding paper, however.
[71]

  

It is common for therapeutic intervention on infections caused by microorganisms to mimic or extend 

what occurs naturally in an environment in which said microorganism is commonly found.
[72]

 In fact 

many antibiotic medicines are derived from compounds secreted by Gram-negative anaerobes and 

fungi found in soil which are in competition with one another for nutrients.
[73]

 The carbapenems
[74]

 

and cephalosporins
[75]

 are important examples of this. The same holds true for the body of work 

concerning AgrC inhibition, of which the most expansive study demonstrated that simplified AIP 

derivatives could inhibit agr in the multi-drug resistant clinical S. aureus strain USA300.
[76]

 A 

relatively large library of 63 compounds was screened in a Yellow Fluorescent Protein (YFP) reporter 

assay in which all four agr groups were tested. The IC50 values varied significantly but were generally 

in the 100 – 500 nM range. Three structural elements were reported to be necessary for potent AgrC 

inhibition and these were: A) aromatic residues at positions 3 and 4 in the macrocyclic ring, B) a 

thioester linkage in the macrocycle with amide derivatives exhibiting abolished AgrC inhibition and 

C) a septyl alkane chain, with octyl chains showing reduced potency. These observations clearly 

relate to structural features present in the parent AIP molecule which are necessary for selective AgrC 

binding and cross-communication/cross-inhibition.
[66,67]
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The requirement for a thioester linkage in the aforementioned inhibitor study is contrast to a report in 

which amide-linked AIP analogues were shown to also inhibit AgrC and possess greater hydrolytic 

stability than their respective thioester analogues.
[77]

       

1.1.6: AgrA 

AgrA is the response regulator of the agr system and belongs to the unusual LytTR class
[34]

 which 

account for only ~ 2.7 % of all prokaryotic response regulators.
[78,79]

 Other than AgrC it is the only 

agr QS protein with any experimental structural data
[80]

 (PDB: 3bs1). Only the residues 136 – 238 

comprising the DNA-binding domain of AgrA were crystallised, however, this was in complex with 

an oligoduplex corresponding to the upstream AgrA binding site on the P2 promoter. The crystal 

structure, solved at 1.6 Å, shows AgrA bending the oligonucleotide through ~ 30 °. Incidentally the 

crystal structure of the DNA-binding domain of AgrA was the first experimental structure for a 

LytTR-type protein. The fold consists of 10 ß-strands divided into 3 antiparallel ß-sheets each 

containing 3, 5 and 2 strands. These sheets are anchored in place by two short helices whilst a third, 

longer helix sits across the face of and parallel to the central ß-sheet. The overall appearance of the 

domain is reminiscent of a fist where the knuckles correspond to the loop regions that interdigitate 

with the DNA major and minor grooves. These loops exist between the ß-sheets and contain two basic 

residues which form direct contacts with DNA nucleobases. These are His169 and Arg233, both of 

which nestle into adjacent major groves. The residue Asp201 nestles into the intervening minor grove 

and contacts a thymine nucleobase through a water-mediated H-bond. There are abundant other direct 

and water-mediated contacts between AgrA residues and the DNA sugar-phosphate backbone. The 

DNA-binding domain of AgrA in complex with DNA is shown in figure 1.3. 

The strength of the interactions between AgrA and P2 and P3 regions of S. aureus DNA has been 

quantified via gel shift mobility assays.
[81]

 The Kd values for phosphorylated AgrA were reported as 

0.16 nM for P2 and 1.7 nM for P3. Thes values are an order of magnitude lower (higher affinity) than 

the corresponding values reported for unphosphorylated AgrA. Unsurprisingly these values increase 

by two orders of magnitude (lower affinity) when those residues which make direct contacts with 
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DNA (fig. 1.3B) were mutated. Prior to these binding studies there was some doubt as to whether 

AgrA was a response regulator at all, owing to the hitherto paucity of data demonstrating a direct 

interaction between AgrA and DNA
[82]

 and the hitherto unclassified fold that it appeared to exhibit.  

In the same study in which the Kd values were reported,
[81]

 DNase1 protection assays and purine 

sequencing allowed for the simultaneous exact quantisation of the P2 and P3 promoter element 

sequences by examining areas of DNA protected from the DNase1 enzyme as well as areas which 

appeared to exhibit hyper-sensitivity to cleavage. The latter are indicative of DNA curvature and were 

observed in these assays,
[83]

 demonstrating that at least part of the mode of P2 and P3 upregulation by 

AgrA was by the commonly-observed method of DNA bending, which increases its surface area 

relative the unbent form and results in RNA polymerase (RNAP) recruitment.
[84]

   



 

16 
 

 

 

Figure 1.3. Three representations of the C-terminal domain of AgrA in complex with DNA 

corresponding to the upstream AgrA binding site on the P2 promoter region (PDB: 3bs1). (A). A 

topology diagram of the LytTR fold. (B). Viewed face-on with respect to the DNA helical axis 

highlighting the bend of ~ 30 ° imparted into the DNA by AgrA and the interdigitation of AgrA loop 

regions with DNA grooves. (C). Rotated slightly around the horizontal axis relative to (B) to highlight 

residues that make polar contacts (shown as black dashed lines) with the DNA molecule. His169 and 

Arg233 make base-specific contacts to guanine nucleobases, whilst Asp201 contacts the DNA 

molecule through a water-mediated H-bond to a thymine nucleobase. DNA deoxyribose rings, 

phosphate groups and all water molecules except those involved in the H-bond, are omitted for clarity.  
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Regions of DNA to which AgrA binds are, as already mentioned, imperfect linear repeats and 

mutating the P3 promoter such that it matches P2 (AC-to-CT) in sequence but not spacer length has 

been shown to enhance its affinity for AgrA beyond that of the P2 promoter to picomolar levels.
[81]

 

Shortening the spacer region between P3 binding sites to match that of P2 has been shown to result in 

AgrA-independent P3 transcription.
[82]

 Given that the promoter regions are linear repeats, each of 

which can only bind to a single AgrA protein, AgrA must bind as a dimer to each of its promoters. 

Given what is known about the spacing between these binding sites and the structure of the AgrA 

DNA-binding domain, it has been inferred that the AgrA dimerisation interface must occur between 

the phosphate-receiving N-terminal domains
[80]

 as the DNA-binding domains would be too far apart 

(~ 10 Å) to form protein···protein contacts in the physiological complex. As yet there is no structural 

data for the remainder of the AgrA protein, however, or any such data for AgrA in complex with a full 

promoter element.  

The exact quantification of the pairs of linear repeats in each of the P2 and P3 promoter elements, 

coupled with the apparent ease of binding AgrA to these short oligoduplexes in vitro, has revealed 

some intricacies about agr regulation in relation to the subtle differences in binding modes of AgrA to 

each promoter. As expected from the larger spacer between AgrA binding sites on the P3 promoter 

compared to the P2 promoter, it is a less efficient binder of AgrA. This can be observed in relevant Kd 

values on the previous pages. In a later study
[85]

 Surface Plasmon Resonance (SPR) competition 

assays were performed on both phosphorylated and unphosphorylated AgrA pre-incubated with P1, 

(sequenced in the same study) P2 and P3. These samples were then flown over an SPR chip 

containing immobilised biotinylated P1, P2 and P3 promoters. For unphosphorylated AgrA the assay 

confirmed the Kd values determined previously and the binding affinity for the promoters was 

determined to be P2 > P3 > P1. For phosphorylated AgrA, however, the order of affinity changed to 

P3 > P2 > P1, suggesting that binding of AgrA to the P2 promoter is less drastically affected by AgrA 

phosphorylation/dimerisation than to the P3 promoter.  

These results were corroborated by putting Green Fluorescent Protein (GFP) expression under the 

control of each of the promoters separately on a pRMC2M plasmid, on which AgrA was placed under 
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the tetO promoter and expression induced by the addition of anhydrotetracycline. The intracellular 

concentrations of both AgrA and GFP were measured via real-time PCR. A non-phosphorylatable 

AgrA mutant, D59A, was also used as a control and assumed to be constitutively inactive. This 

allowed for GFP expression to be plotted at known concentrations of AgrA and AgrA_D59A. The 

expression of GFP was found to be much higher when under the control of the P2 promoter compared 

to P1 and P3. Furthermore, the expression of GFP from the P2 promoter was the same for both AgrA 

and AgrA_D59A. Although the magnitude of GFP expression from the P3 promoter was found to be 

lower than that from P2, the change in expression levels of GFP from the P3 promoter was found to 

be substantially different for phosphorylated AgrA and AgrA_D59A. The same GFP expression 

pattern was also observed when GFP expression was measured by flow-cytometry. Put together these 

findings suggested that AgrA is capable of basal regulation of the agr system via P2 independent of 

phosphorylation, with this latter step seemingly being crucial for P3 expression and the switch to a 

virulent phenotype.  

Given that the two AgrA binding sites on each of the promoter sequences are not identical
[81]

 it is 

perhaps unsurprising that AgrA appears to interact with each binding site differently, i.e. the dimer is 

not symmetric with respect to how it is positioned on, and interacts with, the promoter DNA. The 

extent to which this occurs is surprising however, with AgrA forming substantially more protein-

DNA contacts with the linear repeat that is furthest away from the transcription initiation site, whilst 

that which is closer forms comparatively few contacts.
[85]

 This is somewhat counterintuitive as it 

implies that the AgrA protomer in the dimer that is closer to the RNAP molecule is less well bound to 

the DNA.  

Here it is worth commenting on the unusual dimerisation mode of LytTR-type response regulators. 

This explanation is somewhat repeated in section 3.9 but is important to both sections. The DNA-

binding (C-terminal) domains on AgrA must be arranged line astern to facilitate binding to a pair of 

linear repeats which have no inversion symmetry with respect to their nucleotide sequences. It has 

already been noted that these domains are placed too far apart on the promoter elements to form direct 

protein···protein contacts, so the dimerisation interface must presumably occur between the N-
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terminal phosphate-receiving domains. These domains are, with the notable exception of CheY,
[86]

 

connected to the C-terminal domains by an unstructured linker.
[87]

 This linker and the toxicity and/or 

insolubility that often accompanies overexpression full-length response regulators for recombinant 

studies
[80,88,89]

 means analysis of them is often relegated to either of the two domains alone. A general 

schematic representation for a response regulator dimer/promoter complex is shown schematically in 

figure 1.4A. 

Crystal structures and Small-Angle X-ray Scattering (SAXS) studies on response regulator N-terminal 

domain dimers, where they have been coaxed to form in vitro, has revealed that they possess perfect, 

or near-perfect two-fold rotation symmetry.
[90]

 Consequently, the full-length response regulator dimer 

possesses rotation and tandem organisation of their N- and C-terminal domains respectively. There is 

an extreme paucity of full-length response regulator dimer structures in complex with promoter DNA, 

but those which have been solved clearly display this convoluted organisation. A good example is 

Escherichia coli KdpE
[91]

 (PDB: 4kny) (fig. 1.4B and C) which regulates expression of ATPases.  

To return to the non-identical manner in which AgrA was found to bind to each linear repeat for any 

of the P2 or P3 promoters,
[85]

 there is a key feature of experimental design that revealed them that is 

worth noting. Only the DNA-binding domain of AgrA was crystallised separately with short 

oligonucleotides corresponding to each of the two AgrA binding sites for the P2 and P3 promoter 

regions. Thus they cannot include any steric perturbations imparted by the N-terminal domain dimer 

or imparted by the two binding sites being covalently connected through a piece of spacer ß-form 

DNA. What is being witnessed then is the “intrinsic” binding fingerprint of the AgrA DNA-binding 

domain for each of the DNA fragments. The results of the study are undoubtedly meaningful, but it 

may yet be found that by having these additional physiologically-required modifications to the 

experimental design, greater or lesser differentiation between the two binding sites on each promoter 

is observed.  
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Figure 1.4. Representations of response regulator dimer/promoter complexes. (A). A schematic 

representation. The DNA-binding domains are arranged line astern (represented by the gradient fill) 

and the phosphorylated N-terminal domains are arranged with non-crystallographic two-fold 

symmetry. This organisation of domains must occur to drive gene transcription. (B). The E. coli KdpE 

dimer bound to an oligoduplex corresponding to its cognate promoter exhibits the arrangement shown 

in (A). The green protomer in exhibits an unstructured linker between the N- and C-terminal domains. 

The corresponding linker in the beige protomer has not been modelled. (C). The two N-terminal 

domains (inset) reside on a non-crystallographic two-fold rotation axis which lies normal to the page. 
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The asymmetric nature of AgrA binding to its promoters
[81,85]

 has proven to be crucial for chemical 

inhibition of transcription activation, which has mostly focussed inhibiting the direct interaction 

between AgrA and promoter DNA. This probably reflects the comparative ease of designing valid 

experiments to develop such inhibitors with only structural information for the DNA-binding domain 

available to researchers. Inhibitors which prevent phosphorylation and/or block dimerisation must at 

present rely on in silico modelling or solving the structure of the N-terminal domain to confirm where 

on AgrA they may bind. The former is generally considered weak evidence if it is the only data 

presented and the latter has not yet been forthcoming. Similarly, there are no reports of inhibitors 

which function through blocking interactions between AgrA and AgrC, or AgrA and RNAP. Both of 

these modes of AgrA inhibition are theoretically possible, although the former may prove to be 

indistinct from inhibiting phosphorylation and therefore dimerisation. 

The first major study concerning AgrA inhibition involved in silico compound fragment screening for 

a library of 500 fragments.
[92]

 Five compounds were subsequently synthesised and titrated into a 

sample of the DNA-binding domain of AgrA in an NMR spectrometer. The changes in amide bond 

chemical shifts upon titration correspond to a highly conserved hydrophobic cleft at the extreme C-

terminus of AgrA. This region is shown in figure 1.5B. Three of the five compounds exhibited 

disruption of DNA binding activity when analysed via Electrophoretic Mobility Shift Assays 

(EMSAs) and millimolar amounts of the compounds were required for this disruption, which is 

typical of the fragment screening approach of identifying inhibitory compounds.  

Considering the two AgrA protomers bound to any of the P2 or P3 promoters, the protomer that is 

furthest away from the transcrption initiation site engages the DNA through the two loops which 

contain Tyr189 and Tyr229 respectively.
[80,85]

 In the protomer that is closest to the transcription 

initiation site the contacts from residues in the Tyr229-containing loop are absent.
[85]

 Resonances 

corresponding to Tyr229 could not be assigned in the above-mentioned inhibitor study, but the 

following residues that are spatially-proximal to it: Ser231, Val232, Arg233, Asn234, Lys236, Lys237 

and Ile238 (fig. 1.5B) all exhibited changes in their chemical shifts upon fragment titration.
[92]

 Since 

most of the subsequent studies concerning AgrA inhibition either do not attempt to demonstrate where 
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their respective low-potency inhibitors bind
[93]

 or shown them as modelled into this hydrophobic 

pocket
[94]

 (the only inhibitor binding site to-date with physical evidence to support it) it must be 

concluded at this stage that inhibition of gene transcription by AgrA proceeds through the protomer in 

the dimer that is furthest way from the transcription initiation site. That is the protomer which forms 

the most contacts with the DNA. To be certain of this, a series of the prospective inhibitors would 

need to be titrated into a sample of AgrA in the presence of DNA fragments containing to both 

binding sites of each promoter, or each binding site individually. This may also betray any differential 

inhibition of between the P2 and P3 promoters. 

To-date, the most studied AgrA inhibitor is savarin
[95]

 (a portmanteau of Staphyloccocus aureus 

virulence inhibitor). This compound lacks experimental evidence as to where on the AgrA surface it 

binds, however, docking studies predict a π···π stack with Tyr229 and polar contacts with Arg218
[95]

 

(fig. 1.5B). These residues are extremely close to the experimentally-evidenced C-terminal pocket 

mentioned previously and clinical isolates containing the AgrA_R218H point mutant have been 

shown to have defective agr systems and reduced virulence,
[96]

 further highlighting the functional 

importance of this region of AgrA.  

There is a study which takes an alternative route to targeting the above-mentioned C-terminal pocket. 

It instead discusses repurposing of the anti-inflammatory drug diflunisal for agr inhibition via binding 

to the N-terminal domain of AgrA.
[97]

 A comparatively poor EMSA does show evidence of DNA 

binding inhibition for full-length AgrA at 200 µM diflunisal. The authors also dock diflunisal to a 

homology fold of the AgrA N-terminal domain focusing on a 10 Å
3
 region centred on the phosphate 

binding site but seem to lack to confidence in their results, stating that diflunisal could bind anywhere 

on DNA before concluding “localization of the diflunisal-binding site on the surface of AgrA will 

have to await a cocrystal [sic] structure of AgrA and diflunisal.” Diflunisal is shown along with other 

known AgrA inhibitors in figure 1.5A. 
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Figure 1.5. (A). Skeletal structures of salient AgrA inhibitors. 9H-Xanthene 9-carboxylic acid is the 

only inhibitor with accompanying experimental evidence as to where on the AgrA molecule it binds. 

(B). The C-terminal domain of AgrA. Residues in the hydrophobic pocket identified via NMR 

studies
[92]

 are shown in orange and those which are predicted to make contacts with savarin
[95]

 are 

shown in purple.  
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1.1.7: Genes Regulated by AgrA That Are Not Encoded by RNAIII 

AgrA regulates transcription of genes that are not transcribed into RNAIII.
[98]

 Studies on this topic 

had previously been performed, however, they used the laboratory S. aureus strain RN6390 which 

contains a number of critical mutations to make it safer to work with.
[99]

 In the more recent study
[98]

 

the clinical MRSA strain MW2 was used. Advances in the lower threshold used for genome 

annotation had also been made in the intervening time and so the study is considerably more relevant 

and illuminating.
[100]

   

Wilde type, Δagr and ΔRNAIII mutants were screened to triangulate those which where RNAIII-

independent and the most surprising result was that AgrA downregulates many more genes than it 

upregulates with over 80 genes downregulated but only 6 upregulated.
[98]

 Of the upregulated genes, 

two encode the pro-inflammatory and leukocidal phenol-soluble modulins (PSMs) PSMß1 and 

PSMß2, one is the chaperone GroEL, one is a hypothetical membrane spanning protein and two are 

hypothetical proteins of unknown function MW0370 and MW0372. The significant upregulation of 

the two psm genes, corroborated by real time PCR experiments, lead to the hypothesis that AgrA 

binds directly to their promoters to initiate transcription. This hypothesis was proven by using the 

DNA sequences of the AgrA binding sites on the P2 and P3 promoters to search for similar binding 

sites on the S. aureus genome proximal to psm genes. Three putative binding sites were returned and 

two were eventually confirmed to bind to AgrA via EMSAs using psmß1 and psmß2 probes.
[98]

  

Of those genes downregulated, many are involved in amino acid and carbohydrate metabolism
[98]

 

supporting the hypothesis that there is a metabolic burden accompanying the virulent phenotype of S. 

aureus cells.
[101]

 The large number of downregulated genes and the lack of any plausible consensus 

sequence between them was deemed sufficient to rule out direct regulation by AgrA binding to all of 

their promoters. It has been tentatively postulated that there may yet be an additional regulatory 

circuit with which agr may be intertwined,
[102]

 or that downregulation may occur through interactions 

between AgrA and RNAP and/or interactions between AgrA and the transcription factors which 

regulate transcription of the downregulated genes.
[98]

 Absent amongst the downregulated genes are 
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any surface-binding proteins. Prior to this study it was thought that the agr molecular circuitry 

downregulated such proteins as part of the progression to an infectious state
[58]

 but this was proven not 

to be case at least for the MW2 strain of S. aureus. 

1.1.8: RNAIII 

Expression of RNAIII is driven by the P3 promoter. It is a relatively large ~ 0.5 kb molecule and is 

the primary effector of the agr system.
[103]

 The modes in which it alters gene expression are varied 

and include: direct translation by RNAIII itself,
[103]

 binding to exogenous messenger RNA (mRNA) 

and shuttling it to RNase III thus shortening its half-life
[104]

 and inhibition of a global repressor of 

toxins
[105]

 (Rot) which belongs to the SarA family of repressors.
[106]

 Rot, as the name suggests, is 

responsible for supressing expression of toxins, proteases and lipases and upregulating clumping 

factors and coagulases.
[107]

 There is considerable, but not total overlap between genes regulated by agr 

and genes regulated by Rot,
[107,108]

 indicating that agr function does not occur solely through the facile 

mode of Rot inhibition. Selectively augmenting Δagr mutants can restore agr function in some 

instances (this is how Rot was discovered).
[106]

 To pick a salient example, in a Rabbit model of S. 

aureus endocarditis disease progression, a Δagr strain was compared to the wild-type (WT) strain. 

The Δagr mutant case exhibited fewer bacteria, lessened establishment of endocarditis and lessened 

progression of the cells to the liver, all in a dose-dependent manner.
[109]

 Deleting Rot, however, in the 

Δagr mutant completely restored virulence to WT levels.
[110]

  

In S. aureus RNAIII contains the hld gene which encodes 𝛿-toxin. Interestingly, not all Staphylococci 

embed this gene on RNAIII whilst others embed more than one copy.
[111,112]

 The 𝛿-toxin molecule is a 

short amphipathic helix in aqueous solution.
[113]

 It oligomerises to form pores in red blood cells, a 

feature which also allows it to disrupt cell membranes at high enough concentrations.
[114]

 The fact that 

RNAIII does not influence PSM expression but dues appear to influence PSM secretion
[98]

 suggests 

that 𝛿-toxin may, through its pore-forming mechanism, aid in the yet unknown transport mechanism 

of PSMs outside of the cell.  
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Amongst the proteins downregulated by RNAIII is protein A,
[98]

 a surface-anchored immunoglobulin-

binding protein that is encoded by the spa gene.
[30]

 The discovery of RNAIII-dependant spa inhibition 

involves a multitude of complicated experiments but simply put, it was already known that RNAIII 

was a translational regulator of hla
[115]

 (which encodes another pore-forming molecule α-toxin)
[116]

 

and the hla sequence was observed to have some complementarity to spa mRNA.
[58,115]

 Eventually it 

was demonstrated that RNAIII secondary structure elements forms a stable complex with spa mRNA, 

containing an overlap of over 30 bp in which the ribosome-binding site and start codon of spa mRNA 

is obstructed.
[115]

 

1.1.9: Additional Components of the agr Sytem 

There are additional important features of the agr system worth introducing. There are dozen-or-so 

other transcriptional regulators that can activate the agr system in both a positive and negative 

manner.
[117,118,119,120]

 Of these agr-modulating transcription factors, the extent to which they regulate 

agr has shown to be remarkably strain-dependant. One important example is SarA for which putative 

binding sites were initially identified between the P2 and P3 regions.
[121]

 These regions were later 

confirmed to be protected by SarA in DNase1 protection assays.
[122,123,124]

 The crystal structure of a 

SarA/DNA complex indicates that the SarA mode of action is through over-winding of the DNA to 

encourage transcription factor binding.
[125]

 This is relevant to the fact that the P3 promoter has a 

longer spacer between AgrA binding sites than P2,
[81]

 which when slightly shortened leads to AgrA-

independent RNAIII transcription.
[82,126]

 There is no confirmed link between these two observations, 

however.   

Another significant feature concerns the nutrient-sensing protein CodY, which binds branched-chain 

amino acids to relay this nutrient-availability signal.
[127]

 Growing WT S. aureus cells in the absence of 

isoleucine leads to increased levels of RNAIII expression,
[128]

 which lends credence to the hypothesis 

that CodY downregulates agr during the exponential cell growth phase. Futhermore putative CodY 

binding sites have been identified in the agrC genetic region of RNAII
[129]

 and the hld region of 
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RNAIII.
[130,131]

 Pull-down assays of CodY indeed showed enrichment of genetic fragments which 

encode AgrC
[129]

 but the exact mechanism of agr interference by CodY remains unknown. 

1.1.10 The Potential of agr Components in Combating Antimicrobial Resistance 

It will be observed that AgrA has received significantly more discussion than the other agr QS 

factors. This represents the comparative abundance of studies upon it. Whilst it has proven difficult to 

express and purify in full-length form it is at least water-soluble unlike AgrB and AgrC, and not as 

toxic to the expression host as AgrD. Consequently it is the most amenable to recombinant studies. 

The fact that it was only as recently as 2004 proven to be a response regulator highlights
[81]

 that it may 

be difficult protein to study, and if it is the easiest of the agr factors to study then the others by 

extension must be challenging. It is for these reasons that most of the available agr inhibitors target 

AgrA, reportedly by interfering with DNA-binding activity.
[92,95]

 It must be admitted, however, that 

response regulators are not common therapeutic targets
[132]

 owing to the lack of deep substrate-

binding pockets observed in proteases and transporters, and the difficulty in leveraging selectivity for 

one response regulator over another in the absence of these. 

Thus ambuic acid appears to be a promising route to agr inhibition since it appears to be selective 

towards an integral membrane protease found in only a small number of problematic Gram-positive 

bacteria.
[57]

 Being an integral membrane protease, obtaining an experimental structure of AgrB to 

facilitate drug discovery projects is likely to be challenging. That being said structure-based drug 

design, although beneficial, is not an absolute requirement for drug development. Indeed this must be 

the case since ~ 70 % of FDA-approved drugs target membrane channels, transporters or 

receptors,
[133]

 yet the fraction of known structures which membrane proteins comprise is very small at 

~ 2.5 % (according to https://blanco.biomol.uci.edu/mpstruc/
[134]

 which contains 4422 structures at the 

time of writing compared to 172,175 in the Protein Data Bank). This is not to imply an experimental 

AgrB structure would be a hindrance however, and being an entirely new class of transmembrane 

protease it would be of extremely high scientific interest and accelerate modifications to the ambuic 

acid molecule to increase its potency.  

https://blanco.biomol.uci.edu/mpstruc/
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The same view could be taken for AgrC for which inhibition has started at the obvious point of 

derivatising AIP.
[77]

 For the AIP-derivatives and ambuic acid, efforts should be focused scaling up 

their syntheses to ensure they are economical whilst shifting focus to in vivo modes of validation. In 

the short term structural information that is less highly resolved than a full structure determination 

such as MS may pinpoint where exactly these inhibitors bind and so serve as a starting point for 

derivatisation to increase their potency.  

Much has been said of recombinant and structural investigations into agr but little of in vivo 

microbiological work. The discovery of the CAAX-type transmembrane protease MroQ on the agr 

locus as recently as 2019
[135]

 and RNAIII-independent gene transcription by AgrA
[98]

 suggests there is 

a lot still to learn at the genetic level about QS in S. aureus and the agr system. It is hard to predict 

what benefits may come of measuring gene transcription in different S. aureus strains and rational 

augmentations thereof. If more could be learned of any molecular communication between agr and 

other regulatory systems
[136]

 however, then there may yet be discovered new opportunities to 

intervene and attempt to attenuate S. aureus virulence. 

So there are ample routes to intervene and mute QS in S. aureus and therefore ample routes to develop 

lead compounds which may support, over considerable time and investment, the development of 

FDA-approved drugs. Since the agr system is not strictly required in the lifecycle of S. aureus 

cells
[137]

 any therapeutics which intervene upon it ought to be non-lethal and significantly reduce the 

selection pressure associated with current antibiotics.
[138]

 Although eventual resistance to these new 

drugs is inevitable, their non-lethality should at least reduce the rate at which resistance occurs and 

therefore the rate at which new drugs need to be developed with obvious humanitarian and economic 

benefits. The idea is simple enough to state but the scale of the issue is worth pausing to consider. 

This introduction is a brief summary of the most relevant literature of but one major problematic 

pathogen.  

  



 
 

29 
 

1.2.1: X-ray Crystallography 

The subject of X-ray crystallography is centuries old, originating with speculative treatises upon the 

symmetric nature of naturally occurring objects such as snowflakes
[139]

 and emerged in its modern 

form as a fusion of mineralogy
[140]

 and pioneering work on X-rays during the late 19
th
 and early 20

th
 

centuries.
[141,142]

 It is a highly interdisciplinary and complex subject which draws from all of the 

sciences.
[143]

 Physicists are required to provide the theoretical basis for new methods of data collection 

and treatment, engineers are required to turn these ideas into real experimental stations and hardware, 

computer scientists are required to write programs to allow for accurate and intuitive processing and 

conveyance of the data whilst chemists and biologists are required to give the subject context and 

currency. Consequently to treat the subject in full could result in a work that spanned volumes and is 

beyond the knowledge of the experimenter. What follows is an abbreviated textual overview of the 

very basics of the subject, followed by a deeper analysis of some of the fundamentals that are 

important to satisfactory structure solution via X-ray crystallography.  

1.2.2: Introduction 

With the exception of black holes all physical objects scatter electromagnetic light.
[144]

 That is to say 

photons striking an object from any particular direction will be sent veering off in different directions 

depending both on the nature of the incoming photons and the object doing the scattering.
[145,146]

 In 

this scattered form the photons are meaningless with respect to an observer trying to form an image of 

their surroundings. 

If one looks at the wall or desk, incidental light is striking it from whatever light source is illuminating 

it and being scattered (via Mie scattering)
[147]

 by the minute blobs of various dyes and pigments which 

give it colour. These scattered photons are now travelling in all directions away from the object and 

some of these are traveling in the vague direction of one’s eyes. In order for the object to be perceived 

the scattered photons must be refocussed onto a single point. It is towards this purpose that the eye has 

evolved.
[148]
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Unfortunately for structural scientists electrons do not scatter visible light.
[149]

 Instead electrons scatter 

X-rays
[150]

 the wavelengths of which are several thousand times shorter
[151]

 and about the same length 

as a covalent bond.
[152]

 To try to refocus scattered X-rays using a physical lens would just result in 

further scattering of the X-rays by the bonds and atoms within the lens therefore. Thus individual 

molecules cannot be imaged using either visible light or lens technology. 

Fortunately all waves, irrespective of their wavelength and amplitude, obey a well-understood 

mathematical transformation when scattered, called the Fourier transform.
[153]

 If the photons scattered 

from this page for example could somehow be accurately collected and quantised without refocussing 

them the resulting pattern would be the Fourier transform of the page. Remarkably, if such quanta are 

substituted back in to the Fourier transform equation raised to the power of minus one, with the 

necessary rearrangement of terms, an image of the original object as perceived by the eye would be 

formed.
[153]

  

If the X-rays scattered from a crystal can be accurately collected and quantised, then it becomes 

possible to perform the refocussing job of a lens mathematically instead of physically. There is, 

however, one major barrier to this goal: it is physically impossible to experimentally collect all the 

information needed to do this calculation.
[154]

 Before considering why this lack of information is a 

problem there are two things worth thinking about: A) what are the key properties of X-rays 

crystallographers are interested quantifying? And B) why must the matter under study be in the 

crystalline state to begin with?  

Starting with A) the properties of X-rays of interest are their amplitude, A, and phase, Φ. The 

amplitude of a wave may be defined as its vertical displacement from the origin of a sinusoidal graph 

if modelled propagating as such. The phase of a wave is its horizontal displacement from the origin of 

a sinusoidal graph (fig. 1.6). Here an unavoidable complexity intrinsic to photophysics is encountered, 

but simply put, the amplitude of a single photon, being relativistic, has no definite value
[155,156]

 but 

strings of them propagating together as an electromagnetic wave do.
[157]

 The transition between these 

two behaviours is mathematically complex and probabilistic. In the simplistic case, however, where a 
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single photon is merely being represented graphically, it is safe to assume that amplitude, A, takes 

arbitrary units of displacement from the origin whilst phase, Φ, takes units of degrees (°) or radians 

(rad).  

Two adjacent waves of equal wavelength, with a phase offset of 180 ° relative to one another, would 

destructively interfere and cancel each other out. Two adjacent waves of equal wavelength with a 

phase offset of 360 ° would constructively interfere to give a single wave with the combined 

amplitude of the two constituent waves. Any other phase offset would give partially destructive 

interference with a waveform (the combined result of amplitude and phase) unique to the particular 

combination of waves which combined to create it.
[158]

  

 

 

Figure 1.6. A generic representation of a sinusoidal wave. The phase of the wave at two arbitrary 

points as it propagates through space is demarked by the green and blue dashed arrows. The amplitude 

of the wave is demarked by the double-headed dashed red arrow. A wave of phase Φ will always be 

perfectly in phase with a wave of phase Φ + 360, provided they both have the same wavelength, λ (not 

demarked on the diagram above but is defined as the spatial period in which the wave completes a 

single wave cycle. This would be the space between the points 0 ° and 360 ° on the diagram above).  
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As for B) why must matter be crystalline in order for its atomic structure to be studied is best 

understood by considering scattering from non-crystalline (amorphous) material. Since X-rays are 

scattered equally in three dimensions upon striking electrons,
[150]

 and since molecules in such samples 

are orientated in every conceivable direction their scattering pattern is diffuse and approximately 

equal in every direction.  

To explain with an analogy, imagine shining a laser pen (the X-ray photons) at a mirror (the atoms in 

a sample) and seeing the laser light on wall or roof somewhere. Now imagine the same scenario but 

with the mirror in a new orientation (representing another orientation of molecules within the sample 

or another scattering event from the same molecule). A spot would be observed elsewhere on the wall 

or roof. Now repeat the thought experiment for every possible orientation of the mirror (representing 

all molecular positions within the amorphous sample). One would eventually be surrounded by a 

room of reflected laser light. In reality every atom scatters the incidental photons approximately 

spherically and interference effects are effectively averaged out in the scattering pattern because the 

distribution of molecules within the sample is random. 

Returning to a real scenario, the number and therefore the intensity of scattered X-ray photons 

actually falls with higher scattering angles
[150]

 (scattering of photons by atomic matter is expressed 

probabilistically over given cross-sections)
[145]

 and photon detectors are two-dimensional. Thus the 

scattering observed from amorphous sample is a diffuse circle decreasing in intensity towards its 

perimeter. In other words the scattering is indiscreet. Such scattering must be described using 

continuous functions which preclude substitution back into the Fourier transform equation.  

In a crystal, however, molecules are arranged symmetrically into small clusters which repeat almost 

perfectly.
[159]

 The primary consequence of this is that there are special orientations of the sample 

relative to the incident X-ray beam at which some of the scattered X-rays constructively interfere. 

These geometric laws (called Bragg conditions)
[142]

 are stringent since they must be at once satisfied 

in three orthogonal directions for constructive interference to occur. Consequently, destructive 

interference between adjacent scattered waves is the overriding result, with very few diffracted waves 
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satisfying the Bragg condition. At the X-ray detector this manifests as a mostly blank image with a 

few sharp maxima observed for a given crystal orientation or detector position. 

These maxima (called Bragg peaks) encode two of the three pieces of information needed to perform 

the reverse Fourier transform on them to arrive back at the image of the crystalline sample. They have 

a discrete position, allowing them to be indexed with respect to some origin and they each have a 

measurable intensity. Since the measured intensity of an electromagnetic wave is proportional to the 

square of its amplitude, the latter can be derived. 

The third piece of information required for the mathematical refocussing are the relative phase offsets 

of each of the waves causing all of the maxima. It is this information that cannot be collected 

experimentally. The diffraction pattern looks the way it does because of the phase offsets of all of the 

scattered waves, but the phases cannot be derived from it. This is called the phase problem.
[154]

 

Crystallographers do not so much as solve this problem as keep trying phase estimates until the 

mathematical refocussing of the scattered waves resembles something that is chemically and 

structurally reasonable.
[160]

 An accurate set of phase estimates substituted into the reverse Fourier 

transform along with experimental amplitudes generates an accurate electron density map i.e. an 

image of the object that originally scattered the X-rays (remember X-rays are scattered by 

electrons).
[150]

 This electron density map, although corresponding to a repeating portion of the crystal, 

contains the combined contributions from all of the atoms in the crystal and consequently all possible 

damage and disorder that may have been introduced. It is the job of the crystallographer to interpret 

this map and build a chemically and physically sensible structure into it. This structure must then be 

validated which is done by comparing how well it predicts data that was experimentally collected at 

the X-ray detector. These steps are called model building and refinement respectively.
[161] 

 

This description, being simple, overlooks a large number of practical aspects that go into solving an 

experimental structure, primarily concerning how the quality of the crystal affects the data, and how 

the quality of data affects the electron density maps and their interpretation. Some of these will be 

addressed on the following pages.  
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1.2.3: The Basics of a Crystal and Diffraction Patterns  

Crystals are repeating arrangements of singular, or clusters, of atoms or molecules. The portion of a 

crystal that repeats through translation only, i.e. with no symmetry between units of itself, is called the 

unit cell.
[159]

 Unit cells stack like blocks and from an atomic perspective there are essentially infinite 

unit cells per crystal except in very extreme cases where the unit cell is very large.
[162]

 

Although the dimensions of each unit cell vary from crystal-to-crystal, the requirement of perfect 

geometric tessellation of crystal subunits forbid many of the possible spatial arrangements and 

therefore many possible unit cell shapes.
[163]

 In the loosest description every crystal belongs to one of 

six crystal families: cubic, tetragonal, orthorhombic, monoclinic, triclinic, and hexagonal.   

The unit cells are easy enough to denote by algebra and are as follows: cubic, a cube; tetragonal, a 

square-based prism; orthorhombic, a rectangular-based prism; monoclinic, a square-based prism that 

is leaning to one side, such that it has become a parallelogram with one (hence mono) non-right angle; 

triclinic, a parallelogram-based prism that is leaning in two orthogonal directions such that it has three 

(hence tri) non-right angles and all sides of unequal lengths; hexagonal, a hexagonal-based prism.
[161]

  

The hexagonal family is unusual it that it may be divided into two subsystems.
[164]

 One containing 

genuine hexagonal units with six-fold rotation symmetry, and the other, called the trigonal system, in 

which units with three-fold symmetry agglomerate into a hexagon. Imagine stacking equilateral 

triangles (which contain a three-fold rotation axis at their centre) together into a hexagon. 

Confusingly, the trigonal system is made up of rhombohedral unit cells. The rhombohedral unit cell is 

a rhombohedron for which the six faces are identical rhombi.
[164]

  

For ease of memory the cuboidal unit cells can be grouped with their non-cuboidal counterparts, 

Cubic and rhombohedral; tetragonal and monoclinic, orthorhombic and triclinic; and hexagonal is on 

its own. These are the seven crystal systems. The unit cell by definition contains all of the symmetry 

observed between molecules within the crystal. These are called symmetry operations. Examples of 

symmetry operations are: rotation axes, screw axes (a rotation followed by a translation parallel to the 

rotation axis), mirror planes, glide planes (where the mirror image is translated parallel to the mirror 
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plane) and inversion centres.
[165]

 Consequently, it is possible to divide the unit cell into a yet smaller 

region, the contents of which exhibit no crystallographic symmetry between them. This is called the 

asymmetric unit. Application of all of the symmetry operations to the asymmetric unit gives the unit 

cell. Translation of the unit cell gives the entire crystal. A diffraction pattern encodes information 

pertaining to all of the electron density within the unit cell. Since the asymmetric unit is the only 

atomistically unique portion of the crystal however, only electron density corresponding to a single 

asymmetric unit is modelled into during a routine structure solution.
[161]

  

Note that it is the minor imperfections in the arrangement of the unit cells that actually allows 

diffracted waves to be observed at the detector. If their arrangement were truly perfect then the 

diffracted waves would manifest as infinitesimally small mathematical points on the detector. Too 

much imperfection between unit cells tarnishes the diffraction pattern however, and worsens the 

quality of any calculated electron density maps.
[161]

  

There is a finite number of non-redundant ways in which symmetry operations can be grouped 

together and applied to an object to build a three-dimensional crystal.
[163]

 These are called space 

groups. Group theory mathematics allows determination of these space groups and it has been 

determined that there are 230 of them.
[165]

 This reduces to 219 when chiral space groups are not 

considered. Proteins are chiral molecules and so they cannot arrange themselves into lattices 

containing mirror or glide symmetry (and by extension inversion symmetry). The number of space 

groups possible for protein crystals consequently reduces further to 65.
[166]

 These contain rotation and 

screw symmetry operations only.  

Owing to the mathematical laws of diffraction the size and geometry of the unit cell is inversely 

related to the spacing of the maxima on the diffraction pattern.
[142]

 It is therefore possible to infer 

some information about the symmetry of a crystal directly from the diffraction pattern such as crystal 

family and unit cell dimensions. Since a diffraction image is a two dimensional snapshot of a three 

dimensional pattern, and since all diffraction patterns possess inversion symmetry even if the 

molecules in the unit cell do not,
[167]

 some information (translational relationships) regarding the 
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arrangement of molecules in the crystal is not conveyed. Consequently it is not possible to infer the 

space group directly from the diffraction pattern. For example, screw axes, which contain a translation 

parallel to a rotation axis, appear the same as formal rotation axes until further processing of the 

diffraction images is undertook. A formal categorisation of the space groups as they appear on a series 

of two dimensional diffraction images is needed therefore to unambiguously categorise diffraction 

patterns. These are called Laue classes and are directly obtainable from diffraction patterns.
[142,168]

  

Some other features of diffraction patterns are also worth mentioning. The relative intensities of each 

of the maxima relates to the positions of the atoms in the unit cell. The relative positions of the 

maxima encode information only pertaining to the arrangement of the asymmetric units and not the 

positions of the atoms within it.
[169]

 This is because the diffraction pattern is an interference pattern 

from which the intensity of a wave causing a given maximum is generated by interference from 

scattering from all of the atoms within the unit cell. Another way of phrasing this is that the 

diffraction pattern is the Fourier transform of the unit cell contents, with the Fourier transform of the 

lattice superimposed over the top of it. 

1.2.4: The Bragg Equation 

The Bragg equation
[142]

 is fundamental to X-ray crystallography as it relates features of a crystal (in 

“real” space) to features of a diffraction pattern (in “reciprocal” space) and is given below:  

𝑛𝜆 = 2𝑑𝑠𝑖𝑛(𝜃) 

It is derivation in relation to figure 1.7 is as follows: any two adjacent X-ray photon waves, 

represented as black arrows, scattered by regions of a crystal, represented as fuchsia circles and 

separated by distance d, have a path difference of x + x’. In order for the waves to constructively 

interfere (a prerequisite to them being observed at the detector) the path difference between them must 

be equal to an integer number of wavelengths, nλ. Therefore, for an observed reflection: 

𝑥 + 𝑥′ = 𝑛𝜆 

The distances x and x’ may be expressed trigonometrically as: 
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𝑥 = 𝑑𝑠𝑖𝑛(𝜃) 

𝑥′ = 𝑑𝑠𝑖𝑛(𝜃′) 

Therefore, for an observed reflection, substitution for x gives: 

𝑑𝑠𝑖𝑛(𝜃) + 𝑑𝑠𝑖𝑛(𝜃′) = 𝑛𝜆 

It is possible to construct a mathematical plane such that θ = θ’. Such a plane is called a Miller plane 

and the equation becomes: 

𝑑𝑠𝑖𝑛(𝜃) + 𝑑𝑠𝑖𝑛(𝜃) = 𝑛𝜆  

Which is equal to:  

𝑛𝜆 = 2𝑑𝑠𝑖𝑛(𝜃) 

QED. 

 

Figure 1.7. Derivation of the Bragg equation. 
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In the Bragg equation, n is any integer value, λ is the photon wavelength in Å, d is distance between 

adjacent Miller planes in Å, and θ is the angle of incidence/reflection of the X-ray beam from the 

Miller plane in °. The Miller plane is constructed such that that the angle of incidence and reflection 

of the X-ray beam from it are identical and such that this plane is normal to the plane of the scattering. 

It may be thought of as an imaginary mirror that sits where a real mirror would sit to cause a given 

Bragg peak from the X-ray source. One Miller plane may be constructed per Bragg peak and since 

they are constructed such that each scattered X-ray beam may be mathematically treated as a 

reflection, the maxima on diffraction patterns are sometimes referred to as reflections.  

Each Miller plane, if extrapolated to extend throughout the crystal, will intersect the unit cell axes at 

fractional coordinates. These coordinates can be reciprocated and normalised to one in order convert 

them to integer indices which are called Miller indices. By convention the indices are denoted h, k, 

and l, which respectively intersect unit cell axes x, y and z.
[140]

 For example, the Miller plane that 

intersects the unit cell axes at x = 1/2, y = 1/2 and z = 1/2 is the 222 Miller plane.  

In order to fully appreciate the Miller plane, one must imagine it continuing throughout the entire 

crystal. For example, imagine the 333 Miller plane running throughout a crystal. It will intersect the 

unit cell axes at x = y = z = 1/3. Since it continues infinitely through the crystal however, it will 

intersect the axes of an adjacent unit cell at x = y = z = 2/3, then the next adjacent one at x = y = z = 

3/3 and then back to 1/3. Plus every individual unit cell will have its own “originating” 333 plane, so 

every unit cell contains 3 333 planes intersecting the unit cell axes at 1/3, 2/3 and 3/3. And so it is for 

all other Miller planes.  

Since Miller indices are reciprocal coordinates, Miller planes with larger indices are more closely 

spaced than those with smaller indices. Taken to its extreme planes with large indices offer higher 

resolution information about the crystal since it is scattering from these that planes corresponds to 

scattering from electrons that are physically close together in the crystal. In the Bragg equation the 

spacing between Miller planes is given by d. Rearrangement of the Bragg equation for d gives:  
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𝑑 =
𝑛𝜆

2𝑠𝑖𝑛(𝜃)
 

And since sin(θ) takes its maximum value of 1, at θ = 90 °, the equation further simplifies to:  

𝑑 =
𝑛𝜆

2
 

From this two major features of diffraction patterns may be inferred. Since sin(θ) tends to 1 as θ 

approaches 90 °, it becomes apparent that the high-resolution data (smallest value for d) is the high 

angle data. That is to say maxima observed at 40 ° relative to the incident beam originate from X-ray 

photons scatted by more closely-separated regions of the crystal than maxima observed at 20 °.  

In practise n = 1 in all cases since waves that are scattered from Miller planes such that their mutual 

path difference is (say) 2λ, then the distance d between the planes is half of the value than those 

planes for which the mutual path difference is λ. In other words when n = 1, d = 1, when n = 2, d = 

1/2, when n = 3 d = 1/3 (relative to one another for a given crystal) and so on.  

The second feature that may be observed from the Bragg equation in this form is the resolution limit 

of a diffraction experiment. Since sin(θ) = 1 at θ = 90 °, the resolution limit is λ/2 (diffraction out to 

90 °). Given that synchrotron data collections for protein crystals are performed at λ ~ 0.98 Å, the 

maximum obtainable resolution is ~ 0.5 Å although protein crystals seldom diffract to this limit. 

The Bragg equation may further be rearranged to give:  

𝑠𝑖𝑛(𝜃) =
𝑛𝜆

2
𝑥

1

𝑑
 

In this form the origin and nature of the term “reciprocal space” become apparent since reflections 

measured at the X-ray detector are done so with their angle of reflection, θ, related to the real space 

Miller plane separation distance, d, raised to the power of -1, (1/d), hence the term “reciprocal space”. 

Because of the stringent requirements of satisfying the Bragg condition in three dimensions 

simultaneously, either the crystal or the detector need to be moved in a diffraction experiment in order 
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to bring as many possible reflections into the Bragg condition, such that enough of them are measured 

to be able to perform the reverse Fourier transform to yield interpretable electron density maps.  

Observation of maxima on a diffraction pattern may also be explained by invoking a mathematical 

construction called the Ewald sphere,
[170]

 which is often illustrated as a sphere existing in real space 

surround a crystal. It is a mathematical sphere of radius 1/λ, and thus has units of “per length” and so 

is purely a reciprocal space construct. It is constructed such that any point on its surface lies on the 

origin of the diffraction pattern (the origin of reciprocal space, or the 000 Miller plane) and with its 

diameter parallel to the incident X-ray beam. This construction implies that maxima only intersect the 

surface of the sphere when they in the Bragg condition. Its construction can then offer purely 

mathematical arguments as to why a portion of reflections may never be observed in a given crystal 

orientation and determination of unit cell parameters.
[171]

  

1.2.5: The Fourier Transforms  

The forwards Fourier transform, mathematically describes what occurs when incident X-ray photons 

are scattered by electrons in a crystal.
[153]

 It is usually given as: 

𝐹(ℎ𝑘𝑙) = ∫ 𝜌(𝑥𝑦𝑧). 𝑒𝑥𝑝[2𝜋𝑖(ℎ𝑥 + 𝑘𝑦 + 𝑙𝑧)] 𝑑𝑉
𝑐𝑒𝑙𝑙

 

F(hkl) is, because of the inclusion of the i term, a complex number. It is called the “structure factor” 

and because it is a complex number it has a real and imaginary component. These real and imaginary 

components are the structure factor amplitudes, |F(hkl)| and structure factor phases, Φ(hkl). Only the 

structure factor amplitudes are collected during a diffraction experiment. There is one structure factor 

per observed reflection hkl (“reflection” will be used instead of “maxima” here it is the conventional 

nomenclature). ρ(xyz) is the electron density at any point xyz within the unit cell and the final term in 

squared brackets relates Miller indices hkl to their real space coordinates xyz. 

To translate the equation approximately into words, a reflection, that is encoded by the number F(hkl), 

is obtained by taking the electron density at any point in the unit cell ρ(xyz) and multiplying it by the 
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complex number exp[2πi(hx+ky+lz)], and then integrating this function with respect to volume 

between the limits of the unit cell.  

Integration of a continuous function such as the Fourier transform as it is given above is 

computationally expensive. This is not a problem for data collection since the Fourier transform is 

being carried out physically in real time. It becomes a problem however, when trying to validate the 

model that has been built into the electron density maps since this relies upon performing a forwards 

Fourier transform upon it in silico to see how well the model-derived |F(hkl)| values agree with the 

experimentally-observed |F(hkl)|.  

It is much simpler to perform these calculations if the Fourier transform can be expressed as a 

summation rather than an integral. This can be achieved by treating each atom as a point scatter of 

electrons. Whilst this treatment is valid, it is not enough to provide to satisfactory atomic models 

unless more dynamism is factored into the mathematics. This primarily concerns thermal vibration of 

the point-scattering atoms. The scattered intensity of X-rays becomes weaker the more an atom is 

thermally displaced from its origin,
[172]

 and provided this can be described mathematically and 

modelled for each atom then it may be introduced into the forwards Fourier transform to the right of 

the equals sign as an additional multiplication term. The resulting equation is complicated and is 

presented below:  

𝐹(ℎ𝑘𝑙) =  ∑ 𝑓𝑗(𝜃). 𝑒𝑥𝑝 (−8𝜋2

𝑗

𝑈𝑗𝑠𝑖𝑛2(𝜆
2⁄ ). 𝜌(𝑥𝑦𝑧). 𝑒𝑥𝑝[2𝜋𝑖(ℎ𝑥 + 𝑘𝑦 + 𝑙𝑧)] 

The exact nature of everything in the equation is not of general importance. It is merely worth noting 

that the integral has become a summation, fj(θ) is the so-called atomic scattering factor
[172]

 and these 

have been calculated and tabulated for every atom at every scattering angle for relevant radiation 

wavelengths
[173]

 and Uj is a thermal displacement parameter which describes the motion of the atom as 

a root mean square from an equilibrium position. Note that the 8π
2
Uj term is closely related to the so-

called B-factor,
[174]

 or temperature facture, itself given by 8π
2
Uj

2
 and which is often used to convey 

two dimensional thermal disorder for atoms in protein crystals, in units of Å
2
.
[175]
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The reverse Fourier transform, which is the process performed when a suitable set of initial phase 

estimates has somehow been determined, is presented below: 

𝜌(𝑥𝑦𝑧) =
1

𝑉
∑ 𝐹(ℎ𝑘𝑙). 𝑒𝑥𝑝[−2𝜋𝑖(ℎ𝑥 + 𝑘𝑦 + 𝑙𝑧)]

ℎ𝑘𝑙

 

This too may be broken into simple observations for the purposes of explanation. Because it is 

performed for every reflection collected in the diffraction pattern it is a summation. The ρ(xyz) and 

F(hkl) (electron density and structure factor) terms have swapped places either side of the equals sign, 

thus electron density at xyz is being calculated from the summation structure factors F(hkl). There is 

also a negative sign in the exponential and so the reverse Fourier transform is a reciprocal of the 

forwards Fourier transform. The 1/V (reciprocal volume) term is necessary to achieve appropriate 

units, and it must be remembered also that F(hkl) contains amplitude and phase information, and is be 

expressed fully as |F(hkl)|·Φ(hkl). Remember also that no information about Φ(hkl) is collected during 

the diffraction experiment. 

Perhaps the most fundamental property of both Fourier transforms is the non-discrete relationship 

between their inputs and outputs.
[153]

 Every point in the unit cell ρ(xyz) makes a contribution to every 

reflection F(hkl) and inversely every observed reflection F(hkl) contributes something to the electron 

density at every point ρ(xyz). Thus an unanticipated gap in the diffraction data adversely affects the 

quality of the entirety of the calculated electron density map. Similarly, accurate phase estimates for 

only a subset of reflections will improve the quality of the entire calculated electron density maps.  

1.2.6: The Phase Problem and Solutions to It 

The fact that phases are not directly obtainable from diffraction data, also known as the phase 

problem,
[154]

 has been the subject of much research over the decades.
[160]

 Consequently, although it is 

problematic for structural solution, it is not an impossible hurdle. Some facts are known a priori to aid 

in determining an initial set of phases. Firstly, any phase estimates which return large negative values 

for electron density cannot be correct since it is not physically possible to have fewer than zero 

electrons at a given point in space. This reduces the number of feasible phase estimates somewhat. 
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Secondly, largely through crystallographic studies, the shapes and conformations of common groups 

and moieties are known. Thus phase solutions that yield a hexagonal ring structure for example are 

more likely to be correct than those which do not. The same holds true for phase estimates that return 

electron density peaks that are too close together to be adequately explained by known bonding 

modes. Such features may be searched for in the calculated electron density maps (real space) or 

reciprocal space. These observations alone, when combined with modern computing power are 

enough to determine a set of phase estimates that produce an interpretable electron density map. The 

crystallographer is usually in possession of knowledge as to what ligands, reagents and solvents may 

be present in the crystal and so a satisfactory structure may be built. This approach is called direct 

methods
[176]

 and is common in chemical crystallography where structures have up to a few hundred 

unique atoms, and may be performed using the SHELXS program.
[177]

  

Another method to solve the phase problem that is common in chemical crystallography and 

underpins some methods in macromolecular crystallography is the Patterson method.
[178]

 In this 

method all phases are set to zero and the reverse Fourier transform is performed on the structure factor 

amplitudes |F(hkl)| only. The resulting map is a convoluted electron density map in which each peak 

corresponds to a vector between a pair of atoms (so there is one peak per pair of atoms) and from 

which it is possible to determine the interatomic distances between some or all of the atoms in the unit 

cell.  

The Patterson map, being a map of pair-wise interatomic vectors, includes self-vectors between atoms 

to themselves. Since these have a directional magnitude of zero they all superimpose at the centre of 

the Patterson map on top of one another to give an extremely intense peak. Importantly, the 

magnitude of any peak in a Patterson map is proportional to the product of the scattering power (in 

turn proportional to the number of electrons) of the atoms causing the Patterson peak. So the second 

largest peak after the central self-vector peak always corresponds to the two heaviest atoms in the unit 

cell. Thus it is possible to deduce the number of electrons and therefore the identity of the atoms 

causing the Patterson peak and, provided the space group is also known, their positions. Once one or 

two atoms are positively located it places a constriction on all subsequent phase estimates since their 
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substitution into the reverse Fourier transform must not drastically increase or decrease the calculated 

number of electrons at this site in real space. Since n atoms produces n
2
 interatomic vectors including 

self-vectors, Patterson methods are not alone used for phasing macromolecular crystal diffraction data 

because the Patterson map is too complex.  

Patterson methods are used in conjunction with other phasing methods to provide a set of initial phase 

estimates, however. In chemical crystallography it may be combined with direct methods resulting in 

something called dual-space methods,
[179,180]

 which essentially means contributions to phases are 

estimated in real and reciprocal space. In macromolecular crystallography Patterson methods are used 

in conjunction with Molecular Replacement
[181,182]

 (MR) and Single-wavelength Anomalous 

Dispersion (SAD) methods.
[183]

 

Before discussing MR and SAD methods, a comment must be made on the contribution of heavy 

atoms to diffraction patterns. Since X-rays interact with atoms in a manner proportional the number of 

electrons “orbiting” the nucleus,
[150]

 and because a diffraction pattern is an interference pattern arising 

from scattering from all of the atoms,
[142,143]

 crystallographically-ordered heavy atoms tend to 

dominate scattering and have a large, systematic effect on the intensities of all of the observed 

reflections. This is an important addition to the point regarding how locating one atom in a structure 

drastically reduces the number of subsequent phase estimates that stand a chance of being “real”.  

The contribution of heavy atoms to a diffraction pattern and how it may be exploited to overcome the 

phase problem is best illustrated with a simple one dimensional example. Imagine 1-iododecane forms 

a crystal with two molecules in the unit cell related by a two-fold rotation axis with their decyl chains 

aligned pointing together. When summing up the waves as per the reverse Fourier transform to 

produce electron density maps, the phase estimates used must be such that extremely large peaks in 

the electron density maps are observed at opposite ends of the unit cell corresponding to the iodine 

atoms. What is observed is, if the choice of phases is such that these expected large peaks are 

observed in accurate positions then small intervening peaks at positions corresponding to the ten 

carbon atoms, and minima at positions corresponding to the carbon-carbon bonds, are simultaneously 
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observed. These small peaks alone do not account for the full scattering power of the carbon atoms, 

but enough subsequent accurate phase estimates make up this defect. Thus the number of feasible 

phase estimates is significantly reduced by locating just a few heavy atoms. 

SAD phasing has a basis that is more abstract than the other phasing methods but simply put an X-ray 

wavelength may be chosen such that the photons are more to likely to promote an electronic transition 

from an inner atomic orbital
[184]

 (usually a K or L shell) of a heavy atom. This electronic transition is 

transient and the promoted electron returns to the ground state and, in becoming closer to the nucleus, 

a small amount of energy is released as a photon (X-ray fluorescence).
[185]

 This process is not 

instantaneous however, and the resulting photons have phase delay of 90 ° or λ/4 relative to the 

instantaneously diffracted waves.
[183]

 The probability of an electronic transition occurring, however, is 

small and so only a fraction of the incident waves will exhibit this phase delay.
[161,183]

 

To appreciate why the anomalous scattering can be beneficial, it must be noted that the geometric 

conditions which allow a reflection hkl to be observed must apply in the inverse direction for -h-k-l. 

This is called Friedel’s law and the reflections hkl and -h-k-l are called Friedel pairs.
[167]

 In the 

absence of anomalous scattering both Friedel pairs will have the same structure factor amplitude and 

phase. Since the anomalous scattering is 90 ° out of phase for both Friedel opposites however, (not 90 

° for one and -90 ° for the other) and because not all of the atoms are scattering X-rays equally, there 

arises an in-equivalence in the intensities of the Friedel pairs.
[161,183]

  

Differences in the Friedel pair intensities imparted by the anomalous scattering are small, and 

consequently accurate, high-redundancy data needs to be collected, often by performing multiple 

scans of the crystal.
[183]

 This in turn mandates low X-ray doses to avoid damage.
[186]

 Once sufficient 

anomalous scattering has been collected however, it is possible to determine a narrow range of phase 

estimates that satisfy the observed differences in intensities for the Friedel pairs and accurately 

position the heavy atom(s) in the unit cell.
[187]

 Once the heavy atoms have been positioned, Patterson 

methods and direct methods may be used to “bootstrap” the rest of the phases to obtain an electron 

density map of suitable quality for model building.  
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MR is only possible if there is a structural homologue of the target molecule.
[182]

 It relies primarily on 

Patterson methods and systematically modifying phases of a solved homologous structure, or those 

obtained from a Fourier transform of a homology model, and applying them to the target structure. 

Patterson maps for large molecules are very complex it is generally not possible to deduce atomic 

positions from it
[178]

 as is done for chemical crystals. It is true, however, that Patterson maps for large 

molecules are not featureless, and this can be exploited to determine an initial set of phase estimates.  

The homologue molecule is first rotated about three orthogonal axes and a Patterson map is calculated 

for each iterative rotation.
[188]

 The agreement between the new Patterson map of the homologue and 

that calculated for the target molecule is statistically compared and the rotation process continues until 

the best statistical agreement between the two Patterson maps is found.
[188]

 The same process is then 

repeated for iterative translations of the homologue within the asymmetric unit of the target molecule 

again until the best agreement between the two Patterson maps is found.  

Since the phases of the homologous structure are modified in an estimable way during rotation and 

translation it is possible in a successful case to substitute the phases derived from it, in a position that 

gives the best match between the Patterson maps, into the reverse Fourier transform equation along 

with the experimentally-observed |F(hkl)| values to obtain interpretable electron density maps.  

The fact that the complex nature of macromolecular Patterson maps precludes high-resolution 

structural data being derivable directly from them, but that they can be used to systematically modify 

high-resolution information from a homologous structure, make MR a powerful phasing tool that does 

not itself require high-resolution experimental diffraction data to work. The quality of the final 

electron density maps will always be governed by the resolution of the experimental diffraction data, 

however.   

1.2.7: Model Building, Refinement and the R Factor 

Model building in X-ray crystallography is performed such that the best match between diffraction 

parameters calculated from the model and those observed in the experimental diffraction pattern are 

achieved whilst paying respect to what is chemically and physically sensible.
[161]

 The extent to which 
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a model can be parametrised, and therefore the ability to build it accurately, depends on the quality 

and quantity of diffraction data collected. This is the so-called data:parameter ratio.
[189]

 

It is has already been mentioned that the contribution of an atom to scattering of X-rays can be 

modelled by treating each atom as point scatterer.
[172]

 This is not sufficient to build accurate models 

however, as atoms are thermally mobile and the contribution to scattering decreases with thermal 

mobility. Atoms may be treated therefore as having spherical deviation about an equilibrium position 

and such a treatment has four parameters per atom: three positional coordinates and a (root mean 

square) principle radius. This is called isotropic modelling.
[190]

 A more accurate treatment of thermal 

motion may be made by treating atoms as ellipsoids which move in a concerted manner with those 

atoms to which it is bound. In such a model there are nine parameters per atom: three positional 

coordinates, three orientational vectors and three principle radii. This is called anisotropic 

modelling.
[190]

 

Building and modelling an electron density map by identifying atoms and their positions, allowing 

them to vibrate etc., all subtly modify of the initial set of phase estimates used to generate the initial 

electron density map. Whether or not these modified phases are better or worse than the initial phase 

estimates or some other previous set of estimates is performed through a process called 

refinement.
[189]

  

A theoretical diffraction experiment is performed on the atomic model with all its known symmetry 

and modelled features, and a calculated diffraction pattern is obtained. Although no phase information 

is contained in the experimentally-observed diffraction pattern, a statistical comparison can be made 

between the structure factor amplitudes of the calculated and observed diffraction patterns (between 

|F(hkl)|calc and |F(hkl)|obs). If the agreement between these two values is observed to increase the 

modifications made to the model are deemed to be valid, the latest phase estimates are accepted and 

model building continues. If the agreement becomes worse they are deemed to be incorrect and are 

usually rejected. Each time a cycle of refinement is performed on an improved model, the phase 

estimates become a slightly more accurate estimate of those which were present but uncollectable 
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during the diffraction experiment. Because of this, and because the amplitudes have been 

experimentally measured and are invariant, the quality of the entire electron density maps tends to 

improve with more cycles of accurate model building and refinement. This effect is much more 

pronounced for small chemicals however, for which high-resolution data has been collected. 

The actual process of refinement is mathematical calculation performed in silico to produce the best 

fit between the model as built and the experimentally-observed diffraction data. Least squares 

regression fitting of the data is typically used for chemical structures,
[191]

 whilst maximum likelihood 

methods are used in macromolecular refinement
[192,193]

 as it puts an additional statistical weighting on 

reflection intensities (model alterations that produce better agreement with intense reflections are not 

penalised like-for-like if there is less-good agreement with weak reflections).  

Refinement may be unstable when a lot of parameters are being fit to comparatively few data,
[194]

 and 

generally speaking macromolecular structure modelling relies on poorer data:parameter ratios than 

chemical structure modelling owing to the nature of macromolecular crystals. Consequently proteins 

are almost universally modelled as isotropic whilst small molecules are almost universally modelled 

as anisotropic.  

There are ways in which the data:parameter ratio can be altered after the point of data collection and 

this represents a major divergence in how chemical and macromolecular structures are solved. The 

two modes of modifying this ratio are via restraints and constraints.
[195]

 A restraint may put an 

artificial limit on how much an atom can thermally vibrate and in which direction it does so by 

applying a penalty function that penalises larger movements in certain directions. Restraints may also 

be applied such that the mobility of an atom is forced to match that of an atom to which it is bound. 

Additionally, the geometry of a functional group may be restrained to match some ideal structure. 

These restraints effectively “add data”.  

A constraint removes all degrees of freedom of vibration and geometry and affixes an atom and its 

thermal motion to a value set by the crystallographer. Futhermore these parameters are not subject to 

refinement and so constraints “remove parameters”. Constrains are more severe invocations than 
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restraints and their use in chemical crystallography must be judicious since the data is usually good 

enough to build a model that allows for more freedom of the atoms. Furthermore restraints and 

constraints are overtly scripted and specified by the crystallographer to apply to specific atoms, as are 

the extent to which the penalty function applies 

In macromolecular crystallography the data is seldom good enough to allow such elaborate tailoring 

of restraints to every atom in model however,
[195]

 and since the exact shape and connectivity of amino 

acids and their side chains is already known at high resolution they are usually severely restrained all 

of the time to ideal geometry.
[196]

 Modelling of a polypeptide chain is more concerned with side chain 

position and orientation, and backbone tracing since it is these parameters that mostly govern protein 

fold and function. Secondary structure restraints are definable within model building packages 

also.
[197]

 Thermal vibration of amino acids is modelled using the B-factor which describes two 

dimensional isotropic movements of atoms and these may be restrained such that B-factors for 

covalently bound atoms are similar. Overt scripting of restraints is necessary however, when ligands 

are observed in the electron density maps since these must be allowed some flexibility to account for 

the corresponding electron density.
[198]

 

The quality of an atomic model is quantified using the R factor
[199]

 and its calculation is given as: 

𝑅 =
∑|𝐹(ℎ𝑘𝑙)|𝑜𝑏𝑠 − ∑ |𝐹(ℎ𝑘𝑙)|𝑐𝑎𝑙𝑐

∑ |𝐹(ℎ𝑘𝑙)|𝑜𝑏𝑠
 

Thus the R factor is therefore a measure of agreement between the structure factor amplitudes 

obtained from the atomic model and the sample crystal in the diffraction experiment. The R factor has 

become more sophisticated over time and it is common for programs to either apply a weighting 

function that applies more credence to reflections with lower standard uncertainties associated with 

them. For similar reasons refinement is sometimes performed on the square of the structure factor 

amplitudes also.  

A typical R factor for a good chemical crystal structure solution is around 6 %
[200]

 although porous 

structures such as metal-organic frameworks
[201]

 (MOFs) and zeolites
[202]

 contain large voids which 



 

50 
 

harbour large amounts of heavily-disordered solvent which is not well handled by chemical 

diffraction data processing software, and so R factors of > 10 % are commonly observed. For protein 

structures R factors of ~ 20 % are common.
[203]

 Since the program suites are programmed to interpret 

and process poor data, however, significantly higher values are acceptable. It will be seen that there is 

no information about phases included in the R factor equation which leads into the next section. 

1.2.8: Model Bias and Rfree 

Calculation of the R factor is not unbiased.
[190,204]

 One goal of building an atomic model is to lower 

the R factor by incrementally improving the phase estimates. However the data that is being used to 

measure the correctness of these phase estimates during each cycle of refinement (|F(hkl)|obs) are also 

used in the refinement process itself.
[194]

 Exacerbating this issue is the fact that phases contribute more 

information to image (and therefore the atomic model) than do amplitudes, and so inaccurate phase 

estimates can cause electron density to appear that does not actually exist. Consequently, it is possible 

to build a model which with each refinement appears to lower the R factor but is in fact wrong. This is 

called model bias. 

The best way to ameliorate this is to leave a subset of reflections (usually 5 %) distributed across a 

broad resolution range out of the model building and refinement processes altogether, and assess how 

well these are predicted by the atomic model during refinment.
[205]

 This agreement is denoted by Rfree 

and assignment of these reflections is performed strictly before any model building. Rfree is given by: 

𝑅𝑓𝑟𝑒𝑒 =
∑|𝐹(ℎ𝑘𝑙)|𝑓𝑟𝑒𝑒𝑜𝑏𝑠 − ∑|𝐹(ℎ𝑘𝑙)|𝑐𝑎𝑙𝑐

∑ |𝐹(ℎ𝑘𝑙)|𝑓𝑟𝑒𝑒𝑜𝑏𝑠
 

So it is calculated the same as the biased R factor, and the same intensity-based weighting functions 

are sometimes applied.  

One area where model bias can become particularly egregious is in the fitting of ligands which may 

not truly exist. This can be overcome by calculating something called an OMIT map wherein the 

ligand atoms are deleted from the model and a new set of maps are calculated using data 

corresponding only to the ligand-less model.
[206]

 If no electron density reappears then the ligand is a 
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phantom arising only due to model bias and it is good practise to provide OMIT maps for ligands 

even if the diffraction data are good.  

Rfree is an opportune way for unscrupulous crystallographers to misrepresent the quality of their 

atomic models. All data may be included in refinement and the Rfree set only assigned at the very end. 

It is also possible to not submit the final round of model building for refinement, usually in 

anticipation that modifications made to the model to ameliorate some geometric or torsional issue 

may be undone. This again misrepresents the accuracy of the atomic model and sets an artificial 

standard for other crystallographers, although making refinement metadata a prerequisite for structure 

deposition does prevent this.  

1.2.9: General Single Crystal X-ray Diffraction Experiment Workflow 

A sample crystal is irradiated with an X-ray source and a diffraction pattern containing a large number 

of reflections is collected. The intensities of the reflections are estimated by integrating their detector 

profile. Absorption and other sample illumination effects, which may occur to different degrees along 

each of the crystal axes are then corrected for and all of the diffraction data are scaled to compensate 

for these effects. This is called scaling.  

Miller indices are assigned to each of the reflections by first determining the origin of the diffraction 

pattern, aided by the so-called orientation matrix of the crystal, and then counting out from the origin 

along three orthogonal directions h, k and l. This process is called indexing and allows for the Laue 

class to be determined.  

Analysis of reflections which are systematically absent and which reflections have equal intensities 

allows for estimates of the point group, and then space group to be made. Once a satisfactory 

assignment has been made, usually aided by other quality control metrics such as completeness, 

symmetry-equivalent reflections are averaged in a process called merging. A list of unique reflections 

hkl with their associated intensities and standard uncertainties is produced in a step called reducing. A 

set of phase estimates is somehow obtained. These are combined with the measured intensities and 

electron density maps produced into which an atomic model is built and refined. 
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1.3.1: PhD Aims 

The aims of the PhD project covered by this thesis are as follows:  

 Develop a purification scheme for, characterise and solve the structure of full-length AgrA in 

either its apo form or in complex with promoter DNA to elucidate any of the following: the 

presumed structural rearrangement upon phosphate-binding, its mode of dimerisation, its 

asymmetry with respect to DNA binding and the manner in which it distorts promoter DNA.  

 Develop a purification scheme for, characterise and solve the structure of AgrB in either its 

apo form, in complex with ambuic acid or in complex with AgrD. 

 Investigate any experimental structures that are forthcoming to learn something of their 

structure-activity relationships and add to the existing knowledge of S. aureus agr with the 

broad and long-term goal of attenuating S. aureus virulence by interfering with this QS 

molecular circuitry.   
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Chapter 2: AgrA – Expression, Purification and Crystallisation 

2.1: Preliminary Work on AgrA 

A pCOLD1 construct for overexpressing full-length AgrA had already been generated by a former 

PhD student within the University of Nottingham S. aureus research group Dr. Yanin Jaiyen. Briefly, 

the construct contains an N-terminal (His)6 affinity tag followed by a factor Xa protease site. 

pCOLD1 vectors also contain a so-called translation enhancing element which has the amino acid 

sequence MNKVH.
[207]

 These genetic elements add an additional 19 amino acids to the N-terminus of 

the AgrA sequence and the resulting construct expresses a 30 kDa AgrA molecule.  

Prior research into AgrA within the group did not extend to structural studies so recombinant AgrA 

samples were not purified beyond Ni
2+

-affinity chromatography. Nevertheless the extreme sensitivity 

of the sample to oxidation was apparently problematic, with the sample precipitating out of solution 

within minutes of eluting from the Ni
2+

-affinity column unless 10 mM dithiothreitol (DTT) was 

immediately added to the sample fractions. The cysteine pair Cys199 and Cys228 is reported in the 

literature to be sensitive to oxidation.
[208]

 Specifically, disulphide bond formation between these two 

residues completely abolishes binding of AgrA to the P2 and P3 promoters in vitro. Consequently, 

before any structural experiments on AgrA were undertaken, the C199S point mutant was introduced 

via standard inverse Polymerase Chain Reaction (PCR) methods. 

2.2: Initial Attempts to Purify AgrA_C199S 

A priori knowledge of AgrA allowed some decisions about the purification strategy to be made before 

any experiments were performed. Its function is to bind to DNA, and since it has nM affinity for its 

cognate promoter sequences it is reasonable to assume it may have some affinity for any ß-form 

DNA, a large amount of which is released into the sample matrix upon cell sonication. It was decided 

therefore to wash the AgrA_C199S sample with 1.5 M NaCl whilst it was immobilised on the Ni
2+

-

affinity column to remove any sample-bound DNA fragments.  
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Secondary structure predictions and homology modelling indicated the presence of a flexible linker 

existing between the two discrete AgrA domains. To attempt to reduce the conformational 

heterogeneity of the sample in solution, 10 % v/v glycerol was added to all sample buffers except the 

Size Exclusion Chromatography (SEC) running buffer, in which it was present at 5 % v/v. It was also 

hoped that by acting as a crowding agent the glycerol might mitigate sample oxidation by reducing 

the number of collisions between AgrA_C199S molecules. As the flexible linker was considered to be 

sensitive to proteases that were also present in the sample matrix, 1 mM phenylmethylsulfonyl 

fluoride (PMSF) was added to the sample lysis buffer immediately prior to cell sonication. 

Sodium dodecyl sulphate Poly Acrylamide Gel Electrophoresis (SDS-PAGE) analysis of sample 

fractions after Ni
2+

-affinity chromatography exhibited sufficient yield (~ 5 mg mL
-1

 per litre of 

expression culture) for downstream purification (fig. 2.1C. The same gel marker was used for all gels 

presented in this thesis, and the Mr values of all of the constituent bands are shown in appendix I). It is 

worth noting that although the C199S point mutant lessened the sensitivity of AgrA to oxidation it did 

not completely abolish it, suggesting that two of the three remaining cysteines are sensitive to 

oxidation. Thus if the addition of reducing agent to the sample fractions was not expeditious, sample 

precipitation was still observed. Furthermore it was hard to estimate exactly how long it took for the 

sample to precipitate since it was dependent upon yield, which ultimately dictated the concentration of 

AgrA_C199S in the 2.5 mL fraction tubes, and thus the likelihood of AgrA molecules encountering 

one another. In any case full-length AgrA_C199S still required some protection with reducing agents.   

Amother issue encountered was the almost complete loss of the AgrA_C199S sample during SEC 

with subsequent SDS-PAGE gels exhibiting a dramatic reduction sample recovery from SEC 

compared to those gels obtained immediately after Ni
2+

-affinity chromatography (fig. 2.1B and D). 

No significant void peaks were visible on the chromatograms however, suggesting: A) the sample loss 

was either due to oxidisation and/or precipitation during spin-concentration, B) some other co-purified 

species was degrading the AgrA_C199S into small soluble fragments or C) the sample had some 

intrinsic propensity to degrade that was exacerbated by processing and purification.  
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Figure 2.1. Initial attempts to purify AgrA_C199S. (A). The Ni
2+

-affinity chromatogram for 

AgrA_C199S. The first peak is a contaminant (gel of it not shown) and the second peak corresponds 

to AgrA_C199S. (B). A size exclusion chromatogram for AgrA_C199S ran on a Hi-Load® 

Superdex® 75 column. The running is buffer is presented in the AgrA_C199S purification methods 

section 7.6.7. (C). The corresponding SDS-PAGE gel for (A) showing purified AgrA_C199S. (D). 

The corresponding SDS-PAGE gels for (C) showing almost total loss of the AgrA_C199S sample 

during SEC. Gels are 16 % polyacrylamide, reducing. 
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To try to protect the sample from degradation, the 1 mM PMSF (which inhibits only serine proteases) 

was substituted with cOmplete
TM

 EDTA-free protease inhibitor tablets. These did not improve the 

sample recovery however, and since they are considerably more expensive to use than 1 mM PMSF 

on a “per purification” basis, the latter was reverted to. 

Spin-concentration is often necessary prior to SEC since samples applied to the gel filtration column 

must occupy a volume that is only a small percentage of the column accessible volume in order to 

achieve effective sample separation. It can sometimes be detrimental to macromolecular samples 

however, due to the forces involved. To test whether spin-concentration was responsible for the 

sample loss, anion exchange chromatography was performed instead of SEC. To perform ion 

exchange chromatography samples must first be diluted until any salts present in the sample buffer are 

below a concentration at which they might interfere with binding of the sample to the column (< 20 – 

50 mM) thus the sample is diluted rather than concentrated.  

The Ni
2+

-affinity fractions were diluted into NaCl-less and imidazole-less buffer and loaded onto a 5 

mL HiTrapQ column. Sample elution was performed exactly as per Ni
2+

-affinity chromatography 

only with so-called buffer B containing 1 M NaCl instead of 500 mM imidazole. A sample peak was 

observed on the resulting chromatogram and SDS-PAGE analysis revealed intact AgrA_C199S, 

however, it was clear that a large percentage of the sample was still being lost (fig. 2.2A and B).  

Unless macromolecular targets for crystallisation overexpress extremely well, a spin-concentration 

step prior to establishing crystallisation experiments is unavoidable. As such the sample recovered 

from the anion exchange column had to be spin-concentrated anyway. Subsequent SDS-PAGE 

revealed further sample loss so anion exchange chromatography was abandoned in the pursuit of an 

AgrA_C199S sample suitable for structural studies.  

To test whether some co-purifying species was degrading the AgrA_C199S sample, an 

ultracentrifugation step for 1 hr at 100,000 g was added between the cell lysis and Ni
2+

-affinity 

chromatography steps to try to remove contaminants. Subsequent SDS-PAGE analysis revealed that 

the ultracentrifugation was not helpful however (fig. 2.2C) and the idea was also abandoned.  
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Figure 2.2. Failed AgrA_C199S purification modifications. (A). The anion exchange chromatogram 

for AgrA_C199S showing a distinct but small AgrA_C199S peak. (B). The SDS-PAGE gel 

corresponding to (A) showing a small amount pure and intact AgrA_C199S. Large amounts of sample 

was lost after Ni
2+

-affinity chromatography (gel not shown but essentially identical to that shown in 

figure 2.1B). The sample did not remain intact during spin-concentration prior to crystallisation 

experiments. (C). The SDS-PAGE gel resulting from ultracentrifugation of Ni
2+

-affinity purified 

AgrA_C199S in attempting to isolate it from potentially harmful species in the sample matrix. A 

multitude of species result, probably from the compressive forces in the ultracentrifuge. Neither 

strategy was used in subsequent AgrA_C199S purifications. Gels are 16 % polyacrylamide, reducing. 
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Owing to the lack of successful AgrA_C199S purification after overexpression and the relatively 

trivial Ni
2+

-affinity step, several changes were made to the purification procedure at once and a 

somewhat forceful approach was adopted. Hitherto the gel filtration attempts had been performed one 

day after Ni
2+

-affinity chromatography. Although the SDS-PAGE gels after SEC revealed sample 

degradation, they provided no insight upon when this degradation was occurring. It may have been 

shortly after running the first SDS-PAGE gel to assess the efficacy of Ni
2+

-affinity chromatography, 

overnight, during spin-concentration or on the column itself. It was decided therefore to perform Ni
2+

-

affinity and SEC all in a single day by equilibrating the SEC column the day before the intended 

purification and keeping it at 4 °C overnight, removing it only when the sample was ready to be 

loaded.  

Bearing the idea that some contaminant might be degrading the sample in mind, it was also decided 

that each cell pellet from 1 L of expression culture would be resuspended lysed into 50 mL of lysis 

buffer in order to dilute the crude sample matrix that exists after cell lysis and thereby (hopefully) 

reduce the susceptibility of AgrA_C199S to proteases. 1 mM EDTA was also included in the SEC 

running buffer to deactivate any co-purifying metalloproteases. The running buffer was kept on ice 

during the SEC run in order to keep the entire process as cold as possible. Gratifyingly, these changes 

resulted in two column purification which produced monodisperse AgrA_C199S in yields of 2 – 5 mg 

per litre of expression culture (fig. 2.3).  
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Figure 2.3 (previous page). Chromatogram and SDS-PAGE gel data for a successful AgrA_C199S 

purification after modifications to the initial procedure. (A). The Ni
2+

-affinity chromatogram with a 

single sample peak eluting at ~ 30 % buffer B. (B). Gel corresponding to the Ni2+¬-affinity 

chromatography step showing reasonably pure AgrA_C199S in modest yields (10 µL samples of un-

concentrated 2.5 mL fractions per lane). (C). Size exclusion chromatogram for AgrA_C199S again 

showing a single sample peak eluting at ~ 68 mL. Some material elutes in the void volume and the 

absorbance never returns fully to baseline between the void and sample peaks. The best explanation 

for this is slow, irreversible aggregation of the AgrA_C199S molecules. This may also explain why 

the Ni
2+

-affinity purified sample did not remain intact when previously left overnight. (D). Gel 

corresponding to SEC showing highly pure AgrA_C199S. No higher molecular weight contaminants 

are observed but a few lower molecular weight contaminants are. These however are relatively low in 

abundance compared to the AgrA_C199S band. Gels are 16 % polyacrylamide, reducing.   
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Initial crystallisation experiments were performed on sample which was stored, usually overnight, at 4 

°C. Once a crystallisation condition and appropriate sample concentration was discovered, however, 

the sample was spin-concentrated and flash frozen on N2 (l) and later defrosted with no adverse 

effects as evidenced by a second SEC step on the defrosted material. This chromatogram (not shown) 

was identical to that performed during the initial purification. An additional 10 mM reducing agent 

(DTT or ß-mercaptoethanol (BME)) was added to the defrosted sample to compensate for the 

instability of these reagents. 

It is noteworthy that after the AgrA_C199S sample eluted from the SEC column it was stable, 

remaining in solution for several days at 4 °C. This seems in direct contradiction to the previous 

propensity of the sample to degrade. Which of the several modifications imparted this stability was 

not investigated further.  

2.3: Sample Confirmation and Activity Assaying of AgrA_C199S 

Although it was evident from the intensity and positioning of the SDS-PAGE bands corresponding to 

the Ni
2+

-affinity sample peak that the correct species was probably being purified, these observations 

did not constitute absolute proof of sample identity. It is always worth investing some time into 

confirming the correct sample before investing further time into structural investigations, in case it is 

discovered that what one thought was target sample is actually some other spurious protein 

masquerading as the desired sample. This is not such an infrequent issue as it may first seem and has 

led to summaries of various common contaminant affinities for different chromatographic 

technologies to be published.
[209,210]

  

Western blotting of AgrA_C199S was attempted but the results (now shown) were inconclusive. 

Although the anti-(His)4 antibody detected an antigen to give chemiluminescence the gel images were 

smeary, preventing the positive identification of the correct AgrA_C199S band. The same was also 

true of the blot membranes when exposed to Ponceau stain.  

Since the genetic sequences of the promoters to which AgrA binds are known and because AgrA has 

nanomolar affinity (Kd) for its cognate promoters,
[81]

 even in the absence of the phosphate ligand 
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required for agr upregulation in vivo,
[85]

 it was relatively trivial to devise a DNA binding assay to 

confirm the sample identity. This was initially performed on a preparative scale using SEC to measure 

shifts in retention volumes of AgrA_C199S before and after incubation with 2 molar equivalents of 

the 15 bp oligoduplex used to crystallise to the C-terminal domain of AgrA.
[80]

 This oligoduplex 

corresponds to the upstream AgrA binding site of the P2 promoter and the results of this peak shift 

assay were incontrovertible (fig. 2.4) ultimately leading to the crystallisation of full-length 

AgrA_C199S bound to this DNA fragment, herein denoted AgrA_C199S/P2fragment. Once an initial 

structure solution had been built, EMSAs were used to detect DNA binding and probe structure-

activity relationships as it requires smaller sample volumes (these are discussed later in section 4.3.3). 
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Figure 2.4. SEC peak shift assay for AgrA_C199S. (A). Size exclusion chromatogram for the apo 

AgrA_C199S sample (dashed line) over which is superimposed the size exclusion chromatogram 

resulting from incubation of a small amount of apo sample with 2 molar equivalents of a 15 bp 

oligoduplex (solid line). Two peaks are subsequently observed. The first to elute corresponds to the 

AgrA/DNA complex and the second to excess DNA. This was confirmed by Nanodrop™ 1000 

absorbance measurements (B) which returned absorption maxima at 260 nm for both peaks, showing 

the presence of DNA, and SDS-PAGE analysis (C) of both peaks, of which only the earliest-eluting 

peak exhibits an AgrA_C199S band. dsDNA Stands for Double-Stranded DNA. The gel is 16 % 

polyacrylamide, reducing. 



 

64 
 

2.4: AgrA_C199S Purifies as a Monomer in Solution 

AgrA_C199S purifies exclusively as a monomer according to SEC. This is in contrast to other 

examples of full-length response regulators which usually exhibit some dimerisation in solution even 

in the absence of a phosphate or phosphate-like ligand.
[89,90,211]

 Furthermore, attempts to mimic 

phosphorylation using either beryllium trifluoride, [BeF3]
-
, as an orthophosphate mimetic,

[212]
 or by 

generating the D59E point mutant (both strategies discussed in more detail in section 3.9) also failed 

to induce any dimerisation of AgrA_C199S according to SEC. Both of these strategies have been 

employed to isolate response regulator dimers for structural studies
[211]

 and the D59E point mutant 

produces constitutively active AgrA in vivo according to lux-based reported assays in which the P3 

promoter region is tethered to a luciferase reporter (Dr. Ewan Murray, unpublished data, not shown) 

Binding of AgrA_C199S to the 15 bp oligoduplex also failed induce any dimerisation. Since each 

oligoduplex can only bind to one AgrA protomer, the observed lack of dimerisation implies that 

binding of AgrA to a single promoter binding site is not alone sufficient to induce dimerisation. This 

observation is important because the exact order of events: phosphorylation, dimerisation and DNA 

binding are not known in detail. Thus it conceivable that AgrA exists on the DNA as either a 

monomer or dimer and phosphorylation allows either recruitment of a second AgrA protomer or 

structurally modifies the dimer respectively, to upregulate the agr system. 

The reasons as to why AgrA_C199S does not dimerise in vitro even when exposed to the necessary 

stimuli are many but may be as simple as the ionic strength of the sample buffer preventing the 

necessary AgrA···AgrA contacts from forming. Conversely the reason may relate to selective 

differentiation of AgrA between the promoters that are under its control. AgrA is known to augment 

agr upregulation in at least one redox-dependant manner, by upregulating the glutathione peroxidase 

gene BsaA at the expense of agr in response to oxidative stress.
[208]

 There are also the two psm genes 

discussed in the introduction that are directly up regulated by AgrA in addition to the large number of 

genes downregulated by it.
[98]

 Taking these into consideration it is possible that dimerisation of AgrA 
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and subsequent binding to its promoter regions may not be a as simple as a phosphate-driven on/off 

switch that is readily detectable in vitro. 

Techniques which are more sensitive to detecting protein oligomerisation such as Dynamic Light 

Scattering (DLS),
[213]

 SAXS
[214]

 or ultracentrifugation gradient separation
[215]

 may yet reveal some 

transient AgrA dimer in either its apo form or in response to the above-mentioned stimuli. These, 

however, were not performed in the pursuit of AgrA crystals due to limited time and the difficulties 

encountered when optimising said crystals.  

2.5: Initial Crystallisation Experiments for AgrA_C199S With and Without DNA 

The first set of crystallisation experiments for AgrA_C199S were performed on the apo protein and 

for AgrA_C199S in complex with the above-mentioned 15 bp oligoduplex in parallel. This short piece 

of DNA was crucial in obtaining crystals of the C-terminal domain of AgrA.
[80]

 In addition to the 15 

bp dsDNA this oligoduplex contains unpaired 5’ A/T “overhangs” enabling it to form H-bonds to 

complimentary regions on adjacent DNA molecules. These complimentary overhangs form critical 

lattice contacts in the crystals of the C-terminus/DNA complex via reverse Hoogsteen base pairing 

between adjacent DNA molecules, to give rise to a pseudo-continuous double helix (with breaks in 

the sugar-phosphate backbone every 15 nucleotides) along a 41 screw axis.
[80]

  

A detailed explanation of how the AgrA_C199S/P2fragment complex was generated can be found in the 

methods section 7.6.11. Briefly, AgrA_C199S was concentrated to 250 µM, and 2 molar equivalents 

of the oligoduplex stock solution were added. The oligoduplex stock was generated through annealing 

of single stranded oligonucleotides 5’-TTTAACAGTTAAGTAT and 5’-AATACTTAACTGTTAA in 

Milli-Q™ H2O to reduce the number of unique chemical species present during the crystallisation 

screening. The DNA was allowed to bind to AgrA_C199S for 30 mins on ice after which two two-

fold serial dilutions were performed into SEC running buffer to achieve protein concentrations of 250, 

125 and 62.5 µM.  

Identical serial dilutions were also performed on the apo sample to achieve two parallel sets of 

samples. The decision to start crystallisation experiments at these sample concentrations was not 
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determined by any empirical method such as the pre-crystallisation test [Hampton Research] but the 

trade-off between adequate sample concentration and large enough sample volume that inevitably 

occurs when dealing with low-to-moderately expressed proteins such as full-length AgrA_C199S.  

Crystallisation experiments were stablished using the commercial screens: Morpheus®, PACT 

Premier™, MIDASPlus™ [Molecular Dimensions] and Nucleix [Qiagen]. Initially 250 and 125 µM 

samples were used in conjunction with the Morpheus® screen, however, inspection of the 

experimental drops immediately after sealing of the experiments revealed unsatisfactory levels of 

precipitate for almost all of the conditions, indicating that the sample concentration was too high. 

Subsequently 125 and 62.5 µM samples were thenceforth used with the four aforementioned screens 

and the experiments were incubated at 10 °C.  

Crystals were observed in PACT Premier™ wells: F1, F6 and F7 for 62.5 µM AgrA_C199S/P2fragment 

and: F1, F2, F3, F6 and F7 for 125 µM AgrA_C199S/P2fragment. No crystals were observed for apo 

AgrA_C199S at any concentration. The PACT Premier™ screen is a systematic screen and all 

conditions in row F contain: 100 mM bis-tris propane pH 6.5, 20 % w/v polyethylene glycol (PEG) 

3350. Every condition contains a unique anion however, which is maintained at 200 mM. Although all 

of the crystals were very small (estimated to be around 10 – 20 µm for the longest axis) those grown 

in the presence of 200 mM NaF at 62.5 µM AgrA_C199S/P2fragment corresponding to well F1 (fig. 

2.5A) were the largest.  

125 µM AgrA_C199S/P2fragment in condition F1 (fig. 2.5B) contained the greatest number of crystals, 

however, these were noticeably smaller than those grown at 62.5 µM. Wells F2 and F3, corresponding 

to 200 mM NaBr and NaI respectively, only produced crystals at 125 µM AgrA_C199S/P2fragment. 

Furthermore these crystals were noticeably narrower than those grown in F1. Crystals grown wells F6 

and F7, corresponding to 200 mM HCOONa and CH3COONa respectively, appeared at both 

concentrations of AgrA_C199S/P2fragment but were both narrower than those grown in F1 and 

significantly less abundant. 
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Given these observations the chemical composition of condition F1 (200 mM NaF, 100 mM bis-tris 

propane pH 6.5, 20 % w/v PEG 3350) was chosen as the starting point for crystal optimisation. It 

appeared as if the crystals grew in one of two habits with some growing as elongated rectangular-

based prisms and others growing to produce a cuboidal shape. It was difficult to be certain of this 

however, due to the small crystal size. Another observation made at this stage was that generally the 

apo AgrA_C199S sample produced much more precipitate the than AgrA_C199S/P2fragment sample 

across all of the four commercial screens used. Furthermore the precipitate that was observed from the 

AgrA_C199S/P2fragment sample was generally of much finer texture and more evenly distributed. This 

qualitative observation supports the idea that addition of DNA stabilises the AgrA sample in vitro, 

however, this was not tested quantitatively. 
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Figure 2.5. Initial AgrA_C199S/P2fragment crystals grown in PACT Premier™. (A). Those grown at a 

sample concentration of 62.5 µM. (B). Those grown at a sample concentration of 125 µM.  
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2.6: Control Crystallisation Experiments for AgrA_C199S/P2fragment 

Before probing the successful crystallisation condition it was considered prudent to asses the crystals 

to determine whether they corresponded to AgrA_C199S/P2fragment or to a false positive. Often enough 

the latter is the case for protein crystallisation experients which is not surprising given the chemical 

diversity of the crystallisation mother liquors that are typically used.  

In the particular case of the AgrA_C199S/P2fragment complex, crystallising the excess DNA was a 

concern since crystals of it would probably be hard to distinguish from genuine protein/DNA complex 

crystals. The simplest approach was deemed to be a control crystallisation experiment in which 

sample buffer, containing DNA but not AgrA_C199S, was mixed with the crystallisation solution in 

exactly the same fashion as the experimental case and the drops monitored for precipitate and/or 

crystals.  

Controls corresponding to DNA concentrations of 125, 250 and 500 µM in sample buffer were 

prepared in triplicate. It is worth highlighting that whilst undoubtedly this is a sound strategy to test 

for false positive crystals, DNA (and proteins) may act as precipitants for chemicals just as PEGs etc. 

act as precipitants for macromolecules. That is to say simply deducting a species from the 

crystallisation experiment can never constitute a perfect control since the fundamental physical and 

chemical environment of the drop will have changed.  

Gratifyingly however, these control crystallisation experiments remained permanently clear of 

precipitate and crystals during the several months for which they were monitored (fig. 2.6). Even 

though other methods of probing crystals were available
[216]

 such as crushing the crystals to check for 

hardness, fishing and washing the crystals and running them on an SDS-PAGE gel, staining the 

crystals with a small dye or checking for fluorescence from tryptophan residues and so on, each test is 

often inconclusive and so they were not performed.   
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Figure 2.6. Control experiments for the AgrA_C199S/P2fragment crystals in which SEC running buffer 

and DNA were mixed with a solution matching the PACT Premier™ condition F1, in ratios identical 

to the crystallisation experiments. No crystals or precipitate was observed after: (A) one day, (B) two 

days, (C) one week, (D) two weeks, (E) one month or (F) two months. Note that these time intervals 

are approximate but the observation that no crystals or precipitate was observed stands.  
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2.7.1: Optimisation of the AgrA_C199S/P2fragment Crystals 

The crystal optimisation and X-ray diffraction screening processes were iterative, and many trips to 

Diamond Light Source were required throughout the optimisation process to judge the quality of 

crystals resulting from all of the various crystal optimisation strategies employed. For the sake of 

simplicity however, the optimisation and diffraction screening processes will be discussed separately 

with cross referencing as needed. 

2.7.2: Chemical Grid Optimisation  

The chemical space around the PACT Premier™ F1 condition was explored by varying the NaF 

concentration from 150 to 225 mM, in 25 mM increments, and by varying the PEG 3350 

concentration from 13 to 23 % w/v in 2 % increments. The bis-tris propane was maintained at 100 

mM at pH 6.5 in all conditions. A separate but otherwise identical grid screen was prepared using 

NaBr instead of NaF with a view to performing experimental phasing of the crystallographic data 

using the K edge of the bromine atoms should any crystals form. Note that due to the low solubility of 

NaF in H2O, the maximum concentration of the NaF stock achievable was 0.5 M. This meant that it 

was impossible to prepare conditions corresponding to: 19, 21 and 23 % w/v PEG 3350 at 225 mM 

NaF; 21 and 23 % w/v PEG 3350 at 200 mM NaF; and 23 % w/v PEG 3350 at 175 mM NaF owing to 

insufficient space in the designated final volume. This was not an issue for the NaBr grid screen 

however, since NaBr can be readily prepared to 1 M in H2O. 

AgrA_C199S/P2fragment was prepared as described and concentrated to 62.5 µM, and incubated with 1 

molar excess of DNA (DNA concentration would later become an optimisation variable). 

Experimental drops were set up by mixing 1 µL of sample with 1 µL of optimisation condition in a 48 

well sitting drop crystallisation plate and incubating this against an 80 µL reservoir. Each grid screen 

NaF and NaBr was prepared in duplicate, each one of which was incubated at 10 °C and 20 °C, thus 

four grids were prepared in total.  

Considering that the original crystals grew at 20 % w/v PEG 3350 and that the optimisation grids only 

extended to 21 % w/v PEG 3350, further optimisations were prepared wherein the PEG 3350 
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concentration was increased from 21 to 27 % w/v in 2 % increments, with as much NaF as was 

physically possible to dilute into the remaining volume from the 0.5 M NaF stock solution. Again, 

duplicate grids were prepared for NaF and NaBr and these were incubated at 10 and 20 °C.  

Interestingly, although the original crystals grew at 10 °C, none of the optimisation grids reproduced 

crystals at this temperature. This is probably due to a discrepancy between the pH of the bis-tris 

propane stock solution prepared by the experimenter and that used by the manufacturer of the original 

screen. pH is affected by temperature, especially for tris and tris-based buffers.
[217]

 Therefore the true 

crystallisation pH of the original experiment may not have been achieved by the optimisation grids 

which were incubated at 10 °C once any discrepancy is taken into account. This is argument is 

supported by the fact that crystals failed to grow in any of the conditions in rows E or G of the 

original PACT Premier™ screen. These rows are chemically identical to those in row F except that 

conditions in row E are unbuffered whilst conditions in rows G and H are maintained at pH 7.5 and 

8.5 respectively. Taken together these observations suggest a strong pH dependency for 

AgrA_C199S/P2fragment crystal formation. Furthermore, mildly acidic crystallisation pHs are common 

for protein/DNA complex crystals owing to the poor acid-solubility of DNA.  

Crystals regrew in many of the NaF-based conditions which were incubated at 20 °C. The largest 

crystals were observed in 175 mM NaF, 100 mM bis-tris propane pH 6.5, 21 % w/v PEG 3350 thus 

this condition was used for downstream optimisation experiments.  

2.7.3: Hanging Drop Optimisation 

Growing crystals in a drop suspended over the vapour diffusion reservoir has been known to increase 

the size of crystals and is the default crystallisation strategy in some laboratories.
[218]

 With this in 

mind 5 µL hanging drops containing 1:1 mixtures of AgrA_C199S/P2fragment and crystallisation 

solution were prepared on siliconised glass cover slides and incubated over 500 µL reservoirs. 

Identical experiments were established in parallel in a single 24 well hanging drop plate which was 

maintained at 20 °C and periodically inspected for crystal formation. 
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No crystals formed in any of these experiments. At this stage in time however, some of the original hit 

crystals had been shipped to Diamond Light Source and, from the crystal fishing process, it was 

apparent that the crystals were all either stuck to the bottom of the plate or were in a thick skin that 

covered the meniscus of the drop. No crystals existed in the body of the drop. This complicated the 

fishing process but taken with the entirely negative hanging drop results lead to the conclusion that 

the AgrA_C199S/P2fragment crystals needed some physical support in order to form.  

This awkward property manifested throughout the remainder of the project and no way to ameliorate 

it was discovered. Nonetheless it did present an opportunity separate the nucleation and crystal growth 

processes via combining the crystal seeding approach
[219]

 with hanging drop method in which no 

spontaneous nucleation of AgrA_C199S/P2fragment occured.  

2.7.4.1: Seeding Optimisations 

All seeding experiments were performed at AgrA_C199S/P2fragment concentrations at 100, 80 and 50 % 

of the concentration used that produced the best crystals during sparse matrix screening. There 

reasons for this were: A) delivering seeds to an experimental drop bypasses the requirement for 

nucleation which occurs at higher concentrations of sample than does crystal growth and B) it was 

thought that lowering the sample concentration might prevent spontaneous nucleation and so 

encourage crystals to grow only from the seeds. For the sake of the following discussion an 

abbreviated method for each the seeding experiments is presented below. 

2.7.4.2: Streak Seeding into Hanging Drops 

A hair belonging to the experimenter was briefly wiped through some of the original hit crystals and 

then immediately wiped through a 5 µL experimental drop which had been equilibrating against 

reservoir for ~ 7 hrs at 20 °C. The experiment was resealed and inspected for crystals. Care was taken 

not to leave the drop exposed to air for too long as this was presumed to introduce oxidative and 

evaporative effects detrimental to crystal formation and growth. 
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2.7.4.3: Streak Seeding into Sitting Drops  

A hair was wiped through the original crystals and then wiped through a 2 µL sitting drop which had 

also been equilibrating for ~ 7 hrs at 20 °C. The same precautions were taken as the above.  

2.7.4.4: Seeding into Hanging Drops from Seed Stocks  

Seed stocks were prepared using seed beads [Hampton Research] using the supplied protocol. Briefly, 

some of the crystals which grew during initial chemical grid optimisation were broken up using 

acupuncture tools and scraped from the bottom of the plate using a fine acupuncture needle. 2 µL of 

reservoir was added to the drop to retard any evaporation. All of the crystal debris was transferred to a 

chilled Eppendorf® tube containing a seed bead and a further 78 µL of cold reservoir was added. This 

was then vortexed for short bursts with intermittent incubations on ice to prevent dissolution of the 

crystal fragments. 5 ten-fold serial dilutions were then prepared via dilution into cold reservoir to 

achieve a batch of seed stocks ranging from [seed stock] = x down to [seed stock] = x
-5

. These seeds 

stocks were then titrated into experimental drops as described in the methods section 7.6.7.4.  

2.7.4.5: Seeding into Sitting Drops from Seed Stocks 

The same seed stocks as described above were titrated into sitting drops as described in the methods 

section 7.6.7.4.  

2.7.4.6: Discussion of the Seeding Results  

The most successful seeding strategy, as judged by those which produced the highest number of 

geometric single crystals, was streak seeding into hanging drops. Generally speaking a continuous 

streak of crystals grew along the streak line, all of which were firmly stuck the glass cover slip. In a 

few instances however, a few of these appeared to become dislodged at some stage and fall into the 

bulk of the drop and grow to an appreciable size. The diversity of results obtained from streak seeding 

into hanging drops is presented in figure 2.7.  



 
 

75 
 

 

Figure 2.7. Streak seeding into hanging drop experiment results. (A). The microseeds were delivered 

by a fibre, in this case a hair of the experimenter, into fresh hanging drops (B) through (E). In a many 

of experiments no crystals grew after streak seeding and so there was nothing to photograph. Often 

enough the resulting crystals were tiny and clustered together along the streak line(s) as in (B). These 

were of little use for diffraction experiments. Occasionally however, delivery of the seeds was such 

that only a few microseeds were delivered to the hanging drops, resulting in a loose cluster of crystals 

all in a line with a few break-away single crystals as in (C) through (E). Such isolated crystals are the 

desired result but took repeated attempts to successfully grow.  
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The seed stocks only produced crystals down to [seed stock] = x
-2

. When titrated into the hanging 

drops the crystals grew generally to a larger size than those resulting from the streak seed approach, 

however, there was also higher degree of crystal twinning and the crystals were always stuck to the 

bottom of the well. Both streak seeding and delivering seed stocks into sitting drops was less 

efficacious than for hanging drops, although crystals did grow in both of those cases. 

It is worth stating explicitly that there was a high failure rate in reproducing crystals, with about half 

of the drops simply failing to regrow crystals at all. Of the half that did, only a small percentage went 

on to produce large single crystals suitable for X-ray diffraction experiments, with the rest all being 

“much of a muchness” and producing crystals of unsuitable size and/or quality. This necessitated a 

high degree of redundancy in crystallisation experiments. Nevertheless it was clear that streak seeding 

into a large hanging drop could produce geometric single crystals of AgrA_C199S/P2fragment that were 

much larger than the original hit crystals.  

2.7.5: Additive Screening 

Although relatively large crystals were grown from the seeding experiments, preliminary X-ray 

diffraction analysis revealed only poor diffraction from the crystals even by macromolecular 

standards. Reflections were only observed out to approximately 5 – 6 Å even at high beam 

transmission and relatively long exposure times. Thus it was becoming apparent the previously-

observed weak diffracting power of the crystals was not strictly related to their small size but was 

related to intrinsic properties of the bulk crystal. 

Additive screening, in which reagents that are known to have a stabilising effect on macromolecules 

are titrated into the crystallisation experiment, can be an effective way increasing crystal size and 

improving the their internal order.
[220]

 Thus it was employed to try to improve the quality of the 

AgrA_C199S/P2fragment crystals. The rationale is much the same as the initial crystallisation 

experiments, with a large number of chemically diverse reagents being titrated into the original 

crystallisation condition in parallel and the resulting drops incubated and periodically inspected. 
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Improvements in the crystal may be visually obvious and confer some morphological or dimensional 

improvements, or purely internal and invisible to the naked eye.  

For the AgrA_C199S/P2fragment crystals both the Angstrom Additive Screen™ [Molecular 

Dimensions] and the Additive Screen [Hampton Research] were tried in parallel. Both screens exist as 

an assortment of 10 x additive stock solutions. Generally it is wiser to dilute the additives into the 

reservoir for, if the reagent is volatile, it will simply evaporate entirely from the experimental drop 

thus this approach was used for additive screening of the AgrA_C199S/P2fragment crystals. It was 

initially performed using the sitting drop method as these are easier to perform and parallelise. Any 

reagent that conferred a benefit to the crystals could then be used in conjunction with the seeding and 

hanging drop methods. The optimised crystallisation condition of: 175 mM NaF, 100 mM bis-tris 

propane pH 6.5, 21 % w/v PEG 3350 was prepared at 1.1 x concentration for the additive screening 

experiments to compensate for the dilution incurred by addition of the additive stock solution.  

The efficacy of each of the additives was judged by inspection of the resulting crystals for 

improvements in size over crystals grown under control conditions. The most striking trend amongst 

the efficacious additives was that they were almost exclusively simple sugars or other short chain 

polyols. Here it is worth mentioning that the addition 1 M D-sorbitol is absolutely necessary to 

overexpress soluble full-length AgrA under osmotic shock conditions.
[221,222]

 Whether the two 

observations are related and simple sugars actively stabilise the AgrA protein during overexpression 

or whether the two are entirely coincidental is impossible to say.  

Of all of the additives which led to an increase in crystal size, L-rhamnose gave the largest overall 

improvement relative to the control crystals. The final L-rhamnose concentration in the experimental 

drops was 1.2 % w/v and so was included at this concentration in all further optimisation experiments.  

2.7.6: Macroseeding In Situ 

Both streak seeding and seed stocks belong to a category of seeding called microseeding as only 

fragments of the starting crystals are being used as the seeds. Entire crystals may be used as a starting 

point for additional crystal growth however, and this is called macroseeding.
[219]

 Usually the entire 
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macroseed crystal is fished, washed and transferred to fresh mother liquor for continued crystal 

growth. Because the AgrA_C199S/P2fragment crystals were extremely soft and were either in a skin or 

stuck to a surface of the experimental plate however, it was deemed inadvisable to disturb them to 

ensure as little damage as possible occurred between growing the crystals and delivery to the 

synchrotron beam. The traditional method of macroseeding was not therefore viable.  

To overcome this, a strategy was devised to deliver fresh mother liquor to the original crystal and 

macroseed it in situ. Experimental drops containing good candidate crystals which had grown to 

maximum size were opened and the “depleted” mother liquor removed 1 µL at a time until it was 

impossible to remove any more. Fresh mother liquor was then carefully added onto the resulting 

crystal-containing puddle of remaining liquid and the experiment resealed. This was only ever tried on 

hanging drops but there is no obvious reason why it would not work for sitting drops also. The 

position and orientation of the candidate crystals was noted and the pipetting manoeuvres were then 

performed as far away from them as possible. Since the AgrA_C199S/P2fragment crystals were 

generally stuck in place there was little risk of accidentally aspirating them, however, a few crystals 

inevitably succumbed to the bludgeoning effects of the pipette tip.  

These macroseeding experiments were critical to obtaining structure-grade crystals of the 

AgrA_C199S/P2fragment complex (fig. 2.8). Several rounds of microseeding were performed on crystals 

until they were very large. Comparison of the crystals before and after microseeding, and to the 

original hit crystals are striking with the latter being orders of magnitude larger. One noteworthy 

downside to the method was the propensity of some crystals to sprout small crystalline appendages 

after the second or third round. This could theoretically be mitigated by opening the drop to halt the 

crystal growing process but this was never performed. 

In situ macroseeding of macromolecular crystals does not appear to be a very common approach to 

increasing their size and it was an original idea of the experimenter rather than a report in the 

scientific literature that prompted its trial here. Since it requires no skill other than a steady hand it 

may be generally applicable.  
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Figure 2.8. Results for in situ macroseeding of the AgrA_C199S/P2fragment crystals. (A). The crystals at 

maximum size after streak seeding into a hanging drop. The streak line is visible on the left along with 

a well-defined single crystal lying off to one side. (B). The same crystal at maxim size after treatment 

with fresh crystallisation mother liquor. Enlargement along all axes is visible. (C). A second round of 

in situ macroseeding results in further enlargement and some twinning (not always the case). 

Significant enlargement is seen when (C) is compared to directly to (A). 
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2.7.7: Protein-to-DNA Ratio 

Having too much excess DNA present in the crystallisation solution was considered a possible reason 

as to why the crystals did not grow to large sizes. DNA molecules with no AgrA bound to them still 

had the capacity to H-bond to those that were bound, via their 5’ A/T overhangs and so it was 

plausible that excess DNA was being included into the crystals and prematurely terminating their 

growth. To test this, the AgrA_C199S/P2fragment complex was generated in parallel reactions 

containing AgrA_C199S and DNA at ratios of: 1.0:2.0, 1.0:1.5, 1.0:1.2 and 1.0:1.0. These were then 

used to set up 5 µL hanging drop crystallisation experiments containing 2.5 µL of both the 

AgrA_C199S/P2fragment complex and crystallisation solution. Six crystallisation drops were prepared 

per ratio and these were then streak seeded into and monitored for crystal growth.  

All AgrA_C199S:DNA ratios produced crystals after several days of incubation at 20 °C. Those 

resulting from AgrA_C199S/P2fragment prepared at 1.0:1.2 AgrA_C199S:DNA produced slightly larger 

crystals and so this ratio was adopted for all subsequent optimisations.  

2.7.8: Obtaining the Stoichiometric AgrA_C199S/P2fragment Complex 

This optimisation strategy follows the same arguments as that just discussed. One of the central 

dogmas of macromolecular crystallisation is that the mother liquor needs to be as homogenous as 

possible. Thus when attempting to co-crystallise a host macromolecule bound to a guest ligand, SEC 

is often used remove excess ligand to achieve the aforementioned homogeneity since it will inevitably 

yield a more monodisperse sample mixture than if the researcher simply pipetted sufficient ligand into 

a solution of the hos to get them to bind.  

This does overlook certain scenarios, however. The Kd of a ligand is a ratio between Kon and Koff and 

unless the ligand is extremely non-labile some excess will be required to shift the equilibrium position 

to favour Kon. If a stoichiometric complex is prepared via SEC and then some of the ligand dissociates 

but the complex crystallises anyway then it was probably not worth performing SEC. If an excess of 

ligand is required to crystallise the sample however, then there is no point performing the SEC 

assuming it has already performed when initially purifying the host macromolecule.  
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The stoichiometric AgrA_C199S/P2fragment complex was prepared by performing a second SEC step 

on the defrosted AgrA_C199S sample after incubation with 2 molar equivalents of the DNA. The 

sample was reconcentrated to 62.5 µM and crystallisation experiments were performed as already 

described. No crystals were ever observed from the experiments involving the stoichiometric 

AgrA_C199S/P2fragment complex prepared from SEC and so the strategy of simply titrating in 1.2 

molar equivalents of DNA shortly before performing crystallisation experiments was maintained for 

all subsequent optimisations.  

2.7.9: PEG Polymer Chain Length 

Crystallisation experiments were set up in the 5 µL hanging drop format using the optimised 

crystallisation containing: 175 mM NaF, mM bis-tris propane, 1.2 % w/v L-rhamnose and 21 % w/v 

PEG 3350. In addition PEG chain lengths 1500, 3500 and 4000 were also used in parallel to the 

original to test whether this had any bearing on crystal size. The experiments were steak seeded into 

and incubated at 20 °C. All PEG chain lengths produced crystals after several days. PEGs 3350, 3500 

and 4000 produced crystals which were all equally large. PEGs 3500 and 4000 also produced a lot of 

large, robust crystals. These exhibited a diffraction pattern (not shown) consistent with those typically 

obtained for chemical crystals however, and so PEG 3350 was maintained for all subsequent 

optimisations. 

2.7.10: Protein-to-Crystallisation Solution Ratio  

Varying the ratio of crystallisation sample-to-crystallisation solution is a common approach to crystal 

optimisation. For the AgrA_C199S/P2fragment  complex 5 µL hanging drop crystallisation experiments 

were prepared containing either: 2.0 and 3.0, 2.5 and 2.5 or 3.0 and 2.0 µL of AgrA_C199S/P2fragment 

sample and crystallisation solution respectively. Experiments were incubated at 20 °C and monitored 

for crystal growth. The ratio was not found to noticeably affect crystal growth since all crystals which 

grew in these experimental drops were approximately the same size and so the 1.0:1.0 ratio was 

maintained for all subsequent optimisations.  
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2.7.11: Addition of D-sorbitol to the Crystallisation Solution  

It has already been mentioned that simple sugars and polyols significantly increased the size of 

crystals of AgrA_C199S/P2fragment grown de novo (without seeds) and that this may be related to 

requirement of D-sorbitol in the bacterial growth media to produce soluble full-length AgrA. Neither 

of the two additive screens tested contained D-sorbitol itself as an additive however, so crystallisation 

experiments were established containing 3 % w/v D-sorbitol. Parallel experiments were performed 

containing: 3 % w/v sucrose, 3 % w/v trehalose, 3 % w/v glucose and a 1.5 % w/v L-rhamnose 

positive control, and negative control in which no sugar additives was also included.  

These experiments were prepared in the 2 µL sitting drop format and no seeds were administered. 

Once again L-rhamnose outperformed all of the other sugars although D-sorbitol did produce 

AgrA_C199S/P2fragment crystals which were larger than those grown in the absence of sugar additives.  

2.7.12: Greased Wells  

To try to overcome the sticky nature of the crystals, a very small amount of silicone grease [Dow 

Corning] was rubbed into the wells of a 48 well sitting drop crystallisation plate using a Kimwipe™ 

[Cole-Parmer]. Crystallisation experiments were then set up as described. No crystals grew in wells 

which had been greased.  

2.7.13: Blunt-End DNA 

To check whether the complimentary 5’ A/T overhangs in the DNA which afforded the 

AgrA_C199S/P2fragment crystals was crucial for crystal formation, or rather amounted to unnecessary 

entropy in the sample, a “blunt-end” version of the oligoduplex was prepared from single stranded 

oligonucleotides that did not contain the 5’ A/T overhangs. Crystallisation experiments were 

performed identically to what has been described already. Sitting drop experiments without the 

invocation of seeds were used to check for de novo crystal formation whilst streak seeding into 

hanging drops used to try to see if the blunt-end material would produce crystals from “sticky-end” 

seeds. All experiments failed absolutely to produce any crystals. As already mentioned, the high 
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failure rate in producing large single crystals mandated all crystallisation experiments to be performed 

with a high degree of experimental redundancy. Thus it was probably not due to random error that the 

blunt-end DNA-bound material failed to crystallise but rather the necessity of the 5’ A/T overhangs.  

2.7.14: Brominated DNA 

Given that the protein/DNA complex in the AgrA_C199S/P2fragment crystals contained 136 amino acids 

not present in the crystal structure of the C-terminus/DNA complex, phase information using the latter 

as search model for MR was unlikely to provide sufficient phase information alone to generate 

electron density maps of sufficient quality to build these remaining residues. Either a second search 

model that was structurally homologous to the remaining part of the structure or some ab initio phase 

information was presumed at the time to be required.  

Conveniently, heavy atoms may be readily included into oligonucleotides during synthesis. This 

makes introduction of heavy atoms into protein/DNA complex crystals for SAD phasing experiments 

relatively trivial. Moreover, in order to obtain phase information from heavy atoms within the crystal, 

these atoms must be crystallographically ordered
[183]

 which they inevitably will be if they are 

covalently bound to oligonucleotides which are in turn bound to the sample protein.  

This approach to obtaining ab initio phases was used to solve the structure of the C-terminus/DNA 

complex crystals.
[80]

 A thymine on each of the single stranded oligonucleotides was replaced with 5-

bromouracil (5-BrdU) to introduce two bromine atoms per C-terminal domain. This was sufficient to 

generate enough anomalous signal to overcome the phase problem.  

These two oligonucleotides: 5’-TTTAACAGTTAAG[5-BrdU]AT-3’ and 5’-AA[5-

BrdU]ACTTAACTGTTAA-3’ were purchased from Sigma Aldrich and annealed to prepare a stock 

solution of brominated DNA. The brominated DNA had no observable effect upon crystallisation of 

full-length AgrA_C199S.  

Diffraction from the resulting AgrA_C199S/P2fragment crystals was never sufficient (< 6 Å) for any ab 

initio phase estimates to be obtained. The crystals required a high dose of X-rays to observe 
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reflections out to even comparatively poor resolutions. This often resulted in severe X-ray damage 

which further complicated data collection. Nonetheless it remains a promising and elegant strategy to 

return to if strongly-diffracting crystals of AgrA_C199S/P2fragment crystals are grown in the future. 

2.7.15.1: Mimicking Phosphorylation of AgrA_C199S in Pursuit of Better X-ray Diffraction  

Bacterial response regulators undergo some structural modification after becoming phosphorylated 

which increases their binding affinity towards their cognate receptors.
[87,211]

 Solution-based NMR 

studies have demonstrated that response regulators can spontaneously sample the phosphorylated, or 

“on” state even in the absence of a phosphate ligand.
[223,224] 

 

This phenomenon creates a less homogenous sample than if the response regulators adopted a single 

conformation in solution, and was considered to be amongst the possible reasons as to why the 

AgrA_C199S/P2fragment crystals tended to be small and exhibit only poor X-ray diffraction.  

Attempts were therefore made to lock AgrA_C199S in an “on” conformation in the pursuit of better 

quality crystals. Phosphoryl donors, such as lithium potassium acetyl phosphate and pyrophosphate, 

are intrinsically unstable in aqueous solutions owing to the very same chemistry that provides energy 

during cellular respiration. This lability of phosphorylating agents is an issue for crystallisation 

experiments since they usually take place over a long time frame. Thus invocation of some other, 

more stable orthophosphate mimetic was necessary in order to pursue this line of investigation. 

2.7.15.2: Preparation of the D59E Point Mutant  

For response regulators driven by phosphorylation of aspartic acid residues, it has been shown in 

many studies that mutating this residue to a glutamic acid effectively achieves permanent 

phosphorylation of the target by promoting the same structural rearrangement.
[90,225,226,227]

 In simple 

terms this mutation pushes the carboxylate group away from the surface of the protein by 

incorporating a single additional methylene group into the amino acid side chain. Since carboxylate 

groups and orthophosphate groups are not directly structurally analogous, this implies that a variety of 

negatively charged species could activate response regulators in vitro provided they are small, anionic 
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and present at sufficient concentrations. Although some dedicated study would be required in order to 

draw any definite conclusions upon this, it is worth bearing mind during the later discussion of the 

AgrA_C199S crystal structure since the crystallisation drop is comparatively rich in small anions (F
-
 

and H2PO4
1-

) which may bind to and activate AgrA_C199S. This in turn would mean that mimicking 

phosphorylation at an earlier stage in the purification was a redundant exercise.  

The D59E point mutant was introduced to the pCOLD_AgrA_C199S construct via inverse PCR. The 

C199S_D59E double mutant expressed and purified identically to the C199S mutant inclusive of the 

observation that the double mutant was also monomeric on SEC meaning that, despite being forced 

into an “on” conformation, no dimerisation was observed in vitro. Here again it is worth noting that 

the D59E mutant is constitutively active in vivo. Crystals of the double mutant in complex with the 

P2fragment DNA were grown by seeding AgrA_C199S/P2fragment complex crystals into hanging drops. 

The resulting crystals diffracted no better than the single mutant crystals (between 4 – 5 Å) at which 

resolution even quite significant structural alterations would be impossible to distinguish anyway.  

2.7.15.3: Beryllium Trifluoride as an Orthophosphate Mimetic 

Beryllium trifluoride, [BeF3]
-
, is a small trigonal pyramidal anion which forms spontaneously in 

aqueous mixtures of Be
2+

 and F
-
.
[228]

 It has been used successfully as an orthophosphate mimetic in 

numerous structural and kinetic studies owing to the stability of the macromolecular derivatives it 

produces, which are ionic rather than covalent.
[212,229,230]

 Thus it was used as another possible route to 

mimicking phosphorylation of AgrA_C199S for structural studies and for subsequent EMSA and 

SAXS experiments too.  

There are numerous ways in which [BeF3]
-
 may be administered to a macromolecule during a 

crystallisation experiment, and even more so if the macromolecule has increased stability upon 

binding DNA. For example it is possible to: A) generate the [BeF3]
-
, add it to the macromolecule and 

then add the DNA. B) Add DNA to the macromolecule, generate the [BeF3]
-
 and then add it to the 

macromolecule/DNA complex (the reverse of what occurs in vivo). C) Generate [BeF3]
-
 and add it to 

the crystallisation solution. D) Add the F
-
 anions to the either the macromolecular sample or the 
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crystallisation solution then add the Be
2+

 cations to the solution which did not receive F
-
 and so allow 

[BeF3]
-
 to form during the crystallisation experiments. E) Soak the [BeF3]

-
 into existing crystals or F) 

add [BeF3]
-  

to the SEC running buffer. 

For the AgrA_C199S/P2fragment complex crystals all of these experimental designs were tried bar 

option F) since it was anticipated that the [BeF3]
-
 would do more harm than good to the sample in a lot 

of scenarios, and gel filtration columns are expensive and communal. Option E) whilst it did not 

damage the crystals or affect their visual properties in any noticeable way did not yield any 

improvement in X-ray diffraction. Option D) produced excessive precipitate in the drop within a short 

time of establishing the crystallisation experiment. The rate of [BeF3]
-
 formation is probably slower in 

presence of high concentrations of extremely large PEG molecules than in one in which PEG is 

absent. Thus the Be
2+ 

cations probably denature the protein before any beneficial chemistry takes 

place. Option C) still produced crystals, but these were typically very small so that benefits of the 

optimisations deduced hitherto was undone by the presence of [BeF3]
-
. Option A) immediately 

precipitated the sample and so it was impossible to proceed with crystallisation experiments.  

Option B) stood out in that it allowed the [BeF3]
-
 to be administered without precipitation of the 

sample. It differs from option A) only in as much as, in the case of AgrA_C199S, the latter is already 

bound to and perhaps protected by the short piece of DNA. Given that without the DNA being first 

administered immediate sample precipitation upon administration of [BeF3]
-
 was immediately 

observed, it is postulated the [BeF3]
-
 anion does indeed bind to AgrA and that the DNA shields 

egregiously susceptible regions of the protein such that it is not denatured.  

This is further evidenced by the fact that if the [BeF3]
-
 was added to the sample immediately after the 

addition of DNA, precipitation was observed. If ~ 20 mins was allowed to pass however before the 

addition of the [BeF3]
-
 no precipitation was observed, suggesting that sample denaturation is a 

function of DNA binding. Administration of [BeF3]
-
 to AgrA_C199S was at first performed in one 

hundred-fold molar excess, and later dropped to ten-fold excess for SAXS studies. Although crystals 
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did grow from beryllium trifluoridated sample, the corresponding X-ray diffraction was once again no 

better than when it had not been used.  

The inability of [BeF3]
-
 to improve the diffraction limits of the crystals was disappointing. The 

exploration of this strategy did at least enable a method of administering [BeF3]
-
 to AgrA to be 

discovered. This may inevitably prove useful for downstream experiments in which phosphorylation 

of AgrA is a variable of the study, such as crystallisation of the N-terminal domain truncations of 

AgrA, NMR experiments, EMSAs, Isothermal Titration Calorimetry (ITC) and so on.  

2.7.16: Streak Seeding into Iodine-Containing Drops 

During the initial chemical grid screening, de novo growth was screened for in both NaF and NaBr. In 

the end the NaF-based condition was deemed best as it produced the largest crystals. In the meantime 

a number of strategies had been discovered to both bypass nucleation and grow relatively large if 

weakly-diffracting crystals of AgrA_C199S/P2fragment. The benefit of including heavy atoms into a 

crystal in order to solve the phase problem has already been discussed.
[183,187]

 Another key benefit 

conferred by the inclusion of heavy atoms however is the fact that, since the degree of scattering of X-

ray photons by an atom is proportional to the number of electrons “orbiting” the nucleus, and since a 

diffraction pattern is an interference pattern, increased scattering from one or more heavy atoms in a 

crystal lattice leads to increased reflection intensities for all of the observed reflections. In simple 

terms, the entire map is “brightened” by the inclusion of enough heavy atoms.
[231]

  

With these arguments in mind AgrA_C199S/P2fragment crystals were generated via streak seeding into 

hanging drops containing 175 mM NaI instead of NaF whilst all other reagents in the crystallisation 

condition were unchanged. Interestingly the resulting crystals were larger than those which typically 

grew in NaF (fig. 2.9H). Some of the diffraction properties of these crystals were also different to 

those crystals grown in NaF. For example they were less sensitive to X-ray damage (as evidenced by 

more consistent numbers of reflections per diffraction frame after long exposures), had higher signal-

to-noise ratios (I/σI) and better innershell completeness. The resolution limit was not increased, 

however. All subsequent crystallisation experiments were therefore performed in the presence of NaI.  
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2.8: Crystallisation Optimisation Summary  

Evidently a lot of different optimisation strategies were tested in the pursuit of well-diffracting 

crystals of full-length AgrA_C199S. For the benefit of the reader and people following on from this 

body of work, a brief summary of how large crystals of AgrA_C199S/P2fragment crystals may be grown 

is presented below.  

A batch of small crystals for microseeding can be prepared by incubating AgrA_C199S, purified as 

described in the methods section 7.6.7, at 62.5 µM with 75 µM of the aforementioned DNA for ~ 20 

mins. If the sample has been defrosted 10 mM fresh BME or DTT, or 1 mM tris(2-

carboxyethyl)phosphine hydrochloride (TCEP-HCl) should be added to ensure the sample remains 

reduced. The sample should then be mixed 1:1 with a solution of 100 mM bis-tris propane pH 6.5, 175 

mM NaF, 21 % w/v PEG 3350 and 1.2 % w/v L-rhamnose to achieve a 2 µL experimental drop which 

should be incubated against an 80 µL reservoir in the sitting drop format at 20 °C until crystals 

appear. As many drops as is reasonable should be prepared. An entire 48 well plate should be 

sufficient to overcome the hit-and-miss nature of the crystallisation.  

These crystals can then be microseeded via streak seeding into a 5 µL hanging experimental drop 

consisting of 2.5 µL of sample worked up as just described and 2.5 µL of a solution of 100 mM bis-

tris propane pH 6.5, 175 mM NaI, 21 % w/v PEG 3350 and 1.2 % w/v L-rhamnose incubated against 

a 500 µL reservoir at 20 °C. Once again as many drops as possible should be prepared since the streak 

seeding adds yet another variable to the system.  

Drops should be inspected for large single crystals which grew well away from the steak line or drops 

which contain a comparatively small number of crystals. These can then be macroseeded in situ by 

carefully removing 2-3 µL of mother liquor and replacing it with fresh and resealing the experiment. 

The crystals should carry on growing after a day or two and reach their new maximum after four or 

five days. A few rounds of macroseeding may be required. The crystals will eventually tend to sprout 

small crystalline appendages. In practise these have not had any adverse effects upon the diffraction 
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data but in any case can be avoided by opening and resealing the drop periodically until the X-ray 

diffraction experiment.  

If the initial crystals fail to grow removal of the 1.2 % L-rhamnose may help since the experimenter 

has noted it suppresses nucleation in sitting drops resulting in fewer crystals. Sometimes this can be 

too effective and no crystals grow and this phenomenon varies drop-to-drop. If the bis-tris propane 

buffer stock has been purchased at pH 7.5 crystallisation experiments should be incubated at 10 °C. 

An assortment of large AgrA_C199S/P2fragment crystals grown via these methods is compared to some 

of the initial hit crystals in figures 2.9A through H. 
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Figure 2.9 (previous page). Assorted optimised AgrA_C199S/P2fragment crystals. (A). The initial hit 

crystals obtained in well F1 of the PACT Premier™ screen which are very small. (B). A large single 

crystal grown via the in situ macroseeding procedure described, that is orders of magnitude larger 

than those in (A). Note the non-blunt ends of the crystal. (C). A rod cluster also grown after delivering 

seed stocks to a hanging drop followed by in situ macroseeding. This clustering tended to occur when 

seed stocks were used in place of streak seeding as the way of delivering the microseeds to the 

hanging drop. (D). A similar crystal in proportions to (B) but it has blunt ends. (E). Similar to (C) but 

the point of origin of the cluster is hard to determine and it may have started life as a single crystal 

with twins sprouting from it later into the growth process. (F). A two-component twin with non-blunt 

ends and satisfying proportions. (G). AgrA_C199S/P2fragment crystals grown by delivering seed stocks 

into a hanging drop followed by a round of in situ macroseeding. The NaF in the mother liquor has 

been replaced by NaBr. The islets of skin in which the crystals reside are visible owing to the 

necessary disturbance of the drop in order to perform the macroseeding steps. All of the crystals move 

together in these skins and are extremely difficult to manipulate. (H). The same as (G) but with NaI 

instead of NaF. The crystals are hard to distinguish from the experimental drop and appear as gaps in 

the precipitate. Despite the evidently successful optimisation procedures explored diffraction from all 

of these crystals remained comparatively poor.   
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2.9: Initial X-ray Diffraction Experiments on AgrA_C199S/P2fragment Crystals 

Crystals from the first successful crystallisation experiment were shipped to Diamond Light Source. 

Test exposures lead to the observation of Bragg peaks with intensity and spacing characteristic of 

macromolecular crystals (fig. 2.10), however, it was not possible to collect sufficient data to index the 

crystals owing both to their small size and weak diffraction. 

Crystals grown from the various seeding methods were substantially larger allowing for larger wedges 

of data to be collected. The crystals indexed reliably in space group 23, I222, but failed to diffract 

beyond 5.5 Å. Furthermore the completeness of the diffraction at this resolution was typically around 

70 % which is low.  

Occasionally the crystals indexed in space group 5 C121, however, data from the same crystals were 

also successfully indexed in I222 by other data processing software pipelines. The completeness in 

C121 was substantially lower than in I222, at around 40 %. The space group C121 belongs to the 

monoclinic crystal system and is lower symmetry than I222 which could explain the lower 

completeness value. It is also possible that a calculated deviation of one of the lattice angles from 90 ° 

lead to the assignment of this space group in some instances. In any case, the diffraction data that 

indexed reliably in I222 were used for phasing and eventual structure solution without any further 

issues being encountered. A typical crystal had unit cell dimensions 60.28 x 98.34 x 198.88 Å which 

gives an estimated unit cell volume of 1,179,000 Å
3
.  

The Mathew’s coefficient is an estimate of the volume of space taken up by crystal contents (protein 

or solvent) in Å
3
 per unit relative mass (Mr) in g mol

-1
.
[232.233]

 It will therefore take different values 

depending upon the packing density of a crystal. It may thus be used to probe the estimated number of 

copies of macromolecules within the unit cell and henceforth the asymmetric unit. These values may 

be compared to entries in the Protein Data Bank from which it is possible to infer the probability of N 

= x where N is the probability of x copies of protein in the asymmetric unit. Mathew’s coefficients can 

be readily calculated provided the space group and unit cell dimensions are known, along with the Mr 

of the sample.   
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Figure 2.10. Diffraction data for the initial hit crystals. (A). The crystals which were nominated for 

diffraction screening. (B). A fished and cryoprotected crystal mounted on the goniometer at Diamond 

Light Source. The red box is for scale and has dimensions 41.6 µm
2
 thus the crystals appear to be ~ 10 

x 20 Å. (C). A diffraction image negative for the mounted crystal showing low-intensity, low-

resolution Bragg peaks characteristic of a macromolecular crystal. Resolution rings are shown also.  
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For the AgrA_C199S/P2fragment crystals the combined Mr of protein and nucleic acid is 39,300 g mol
-1

. 

The unit cell volume has already been specified. Accordingly, the probabilities of one or two copies 

of the protein/DNA complex molecules residing in the asymmetric unit are 38.7 or 61.3 % 

respectively. The estimated solvent volume for these two scenarios is 67.17 or 34.34 % respectively.   

The solvent volume for a typical macromolecular crystal is between 40 and 50 %.
[233]

 Judging from 

the relatively poor X-ray diffraction of the AgrA_C199S/P2fragment crystals it was inferred at this stage 

that they probably did not contain two molecules per asymmetric unit since this would have required 

the crystals to be relatively densely packed with comparatively little solvent. Generally speaking 

crystals which contain less bulk solvent diffract better than those which contain more, and so the poor 

diffraction observed from the crystals in question would have been even harder to explain.
[234]

  

The most likely explanations for the poor diffraction at this stage were that the crystals contained a lot 

of disordered bulk solvent, were very small, and that the putative flexible linker between AgrA 

domains may have imparted imparted some structurual heterogeneity into the crystal lattice.  

It was not until the in situ macroseeding and the addition of the L-rhamnose further improvements to 

the diffracting power of the crystals was observed and some traction was gained in solving the 

structure. For the first batch of crystals which were macroseeded in situ and subsequently sent to 

Diamond Light Source, L-rhamnose was added only to the “top up” mother liquor and was not present 

in the original crystallisation drop. This was simply because the crystals predated the discovery of the 

benefits of including L-rhamnose. This is an important point because it was obvious from the 

diffraction images that these crystals diffracted better from either of the long ends than in the middle. 

This suggests that inclusion of the L-rhamnose was only improving the packing of the crystalline 

material that formed after the in situ macroseeding. It is tempting to conclude from this that despite 

the fact that L-rhamnose can inevitably diffuse throughout the entire crystal it is only beneficial when 

it is present during the crystal growth phase.  

The X-ray diffraction from these crystals was significantly better than those previously tested, 

extending out to 3.8 – 5 Å with acceptable signal-to-noise ratios and data redundancy. There remained 
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a major data pathology, however, concerning the innershell completeness. Even the lowest angle data 

had a completeness of only 60 – 70 %, dropping to 40 % for the highest angle data. This is unusual 

and unfortunate as the quality of every region of the electron density map is affected by the absence of 

any reflections (the maps and the diffraction pattern are two mathematical expressions of the crystal 

contents). It is beneficial therefore to be in possession of all of the reflection data that it is 

theoretically possible to observe.  

The reason for the low completeness of the innershell data is hard to know for certain. Incorrect 

indexing of the data could cause it but there were instances where the diffraction data was > 90 % 

complete in I222 (albeit only extending out to ~ 6 Å). Too high doses of X-rays may cause adjacent 

reflections to assimilate into a single larger reflection on the detector, which may be treated as a single 

reflection by data processing software. Similarly a high degree of mosaicity
[235]

 or other deviations 

from ideal crystallinity can spread reflection intensities out over a greater area of the detector than 

would be the case for reflections from an ideal crystal. This too can cause adjacent reflections to 

overlap and be treated as a single reflection by data processing software.  

It may be that a portion of the innershell reflections were simply too weak to observe. This is unlikely 

given that the crystals were receiving about 70 % of the total beam transmission available with 

exposures of 0.1 – 0.2 secs, oscillations per exposure of about 0.2 – 0.5 ° for 90 – 180 ° of data. These 

parameters represent the maximum dose of X-rays possible whilst still collecting a broad enough 

wedge of data to yield an adequate number of reflections for downstream processing since the crystals 

often deteriorated over the course of the experiment. So if it was the case that the missed innershell 

reflections were too weak to observe it was not feasible to compensate for this by relying on higher X-

ray doses. It is more probable that the alignment of the crystal with respect to the X-ray beam 

rendered a number of reflections uncollectable. Further to this issue of low innershell completeness, 

inclusion of 175 mM NaI instead of 175 nM NaF in the crystallisation mother liquor did appear to 

alleviate the issue somewhat and give innershell completeness values closer to 100 %. An I
-
 anion has 

54 electrons compared to 10 electrons in a F
-
 anion so it will diffract X-rays much more strongly.

[173]
 

Whether this was the cause of the observed increase in innershell completeness is hard to say without 
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either a much higher resolution dataset or sufficient crystals grown from NaI and NaF to be tested for 

a statistically significant comparison to be made. Crystals grown in 175 mM NaI did not, however, 

diffract to a higher resolution than those grown in 175 mM NaF as already stated. 

2.10.1: Cryoprotection of the AgrA_C199S/P2fragment Crystals 

Most diffraction data are collected at 100 K to mitigate damage to the crystals caused by the high 

energy X-ray photons
[186]

 and to reduce dynamic disorder.
[236]

 Ice is crystalline water and will diffract 

X-ray photons strongly, however, resulting in unusable diffraction images.
[237]

 Consequently some 

anti-freezing agent needs to be introduced to the crystal before it can be cryocooled.
[238]

 It has been 

well documented that the specific choice of anti-freeze agent can lead to marginal gains in diffraction 

resolution.
[239,240]

 This fact was not overlooked during the crystal optimisation process.  

Here the low solubility of NaF posed another problem, as it was impossible to dilute all the 

components into one another with final concentrations that matched the crystallisation condition 

whilst leaving room for an anti-freeze agent. The latter typically takes up 20 – 40 % v/v of the total 

cryoprotectant solution. To overcome this, most of the reagents were diluted into one another to 

achieve final concentrations which were half of the concentrations at which they existed in the PACT 

Premier™ screen. This was because upon establishing a crystallisation experiment in which sample is 

mixed with crystallisation solutions at 1:1 ratios the reagents are diluted two-fold anyway. This 

strategy worked and the following cryoprotectant solution was used: 87.5 mM NaF, 50 mM bis-tris 

propane pH 6.5, 17.5 % w/v PEG 3350, 0.6 and w/v L-rhamnose and 40 % v/v anti-freezing agent.  

Several anti-freezing agents were tried including: glycerol, ethylene glycol, D-trehalose and PEG 400. 

If crystals were grown in different halide salts then they replaced NaF in the cryoprotectant solution. 

The only anti-freezing agent which totally abolished ice formation was glycerol. The propensity of ice 

formation in the crystals is probably related to their high solvent content. A comparison of the original 

hit crystals and an optimised crystal mounted on the goniometer at Diamond Light Source is presented 

in figure 2.11. A representative diffraction frame from the optimised crystal is also presented.  
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Figure 2.11. Comparison of the original (A) and optimised (B) AgrA_C199S/P2fragment crystals 

mounted on the goniometer at Diamond Light Source. The red box is for scale and has dimensions 

41.6 µm
2
. (C). A diffraction frame corresponding to crystal (B) exhibiting macromolecular diffraction 

with approximately circular and discrete Bragg peaks. The lack of ice damage indicates the efficacy 

of the cryoprotectant solution also. Note how Bragg peaks are seldom observed beyond 3.85 Å.  
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2.11: Phasing the AgrA_C199S/P2fragment Crystals 

Initial phases for the AgrA_C199S/P2fragment crystals were obtained via iterative MR steps using 

PHASER.
[182]

 (vers. 2.7) [CCP4]. The first MR step used the C-terminal domain in complex with 

DNA (PDB: 3bs1) as the search model.
[80]

 Water molecules, Mg
2+

 cations and five amino acids 

corresponding to the putative flexible linker, KDNSV, were removed. These five residues correspond 

to residues 136 – 140 in the AgrA sequence and are located between the N and C-terminal domains.  

Placement of this domain was possible even with the data which was only complete to ~ 60 %. A 

unique MR solution with one copy of the search model per asymmetric unit was found in I222. 

Whenever the search model was used to obtain phase estimates for poorer datasets the same solution 

was also found. The so-called Log Likelihood Gain (LLG), which is a comparative measure of how 

well the experimental diffraction data can be predicted from an atomic model over a random 

distribution of those same atoms,
[241]

 was approximately 60. This is indicative of a probable 

solution
[241]

 notwithstanding the fact that the search model only contained roughly two thirds of the 

total number of atoms in the protein/DNA complex.  

Manual inspection of the molecular replacement solution reaffirmed its probability as the correct 

solution since were no egregious overlaps between adjacent C-terminal domain or DNA molecules. 

Furthermore these were spaced such that they were not entirely close packed with ample space for the 

remaining N-terminal domain units to form the remaining crystal contacts. Unmodelled electron 

density betrayed the location of the N-terminal domains, however, it was of too poor quality to 

perform any model building de novo. Packing plots for this partial molecular replacement solution are 

shown in figure 2.12. 
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Figure 2.12. Various packing plots of the AgrA_C199S/P2fragment crystals after molecular replacement 

using the C-terminal domain (PDB: 3bs1). (A) and (B). Looking along the crystallograpic b axis. The 

C-terminal domains bound to the DNA molecules are aligened either pointing towards the unit cell 

vertexes or its geometric centre as per I222 symmetry. The unmodelled electron density in (B) is 

conspicious and betrays the location of the unmodelled N-terminal domain. (C). Looking along the 

crystallographic a axis. Adjacent DNA molecuels form a Hoogsteen base pair (not drawn) via their 

respecitve 5’ A/T overhangs to form a pseudo-continous double helix running parallel to the 

crystallographic b axis. (D). A zoom-in showing what appeared at this stage to be a large solvent 

cavity adjacent to the unmodelled electron density. Electron density is contoured at 1.5 σ. The box 

corresponds to a single unit cell. The linker residues KDNSV and Mg
2+

 cations were left in the search 

model here to help convey the symmetry, but were deleted before further phasing attempts. Only 

molecules which have at least one atom intersecting the unit cell are drawn hence the absence of some 

C-terminal domains. In the crystal structure all of the DNA molecues have a corresponding 

AgrA_C199S C-terminal domain bound to them. 

 



 

100 
 

In order to attempt to build the remaining portion of AgrA_C199S, a homology model for residues 1 – 

135 (AgrA1-135) was generated using the Phyre2 server.
[242]

 The linker residues KDNSV were left out 

owing to their putative unstructured nature. The position of these residues was probably not going to 

be accurately encapsulated in the homology model and so likely reduce its ability to be positioned 

accurately during MR. In addition to the homology model it was considered that some extra 

coordinate data from solved AgrA homologues might help, or even be necessary to correctly build the 

remaining unit.  

To obtain possible search models to aid solving the AgrA1-135 portion of the structure, amino acid 

sequences similar to that of AgrA1-135 were searched for in the PDB using the BLAST server.
[243]

 Four 

results were returned: the phosphate-receiving domain of ComE_D58E
[90]

 (PDB: 4mld) and 

ComE_D58A
[90]

 (PDB: 4ml3), full-length ComE
[90]

 (PDB: 4cbv), all from Streptococcus pneumoniae, 

and the phosphate-receiving domain of LytR
[88]

 (PDB: 6m8o) from S. aureus. These had sequence 

identities of 33.33, 33.33, 47.27 and 33.64 % to AgrA1-135 respectively. These homologues, the 

homology fold for AgrA1-135 and a superposition of AgrA1-135 with the phosphate-receiving domain of 

LytR are shown in figure 2.13. 

Since the C-terminal domain of AgrA_C199S in complex with DNA had already been positioned, it 

seemed sensible to first preform a second MR step using the coordinates from the first MR step as the 

starting point for the second one. It is worth stating explicitly that positioning of the C-terminal 

domain in complex with DNA before attempting to position the N-terminal domain homologue was 

observed to be critical as to whether or not the outcome was successful. 

When the linker residues KDNSV were left on the C-terminal domain during MR, positioning of any 

of the candidate search models of the N-terminal domain failed as evidenced by PHASER “thrashing” 

and producing dozens of low LLG score (0 – 30) results. Positioning of the homology fold of 

AgrA1-135 also failed. Hoping that it was the linker restudies that were responsible for the failure of the 

second MR step, they were removed and the process was repeated. All failed apart from LytR, which 

was positioned to return an LLG of approximately 120. Interestingly the relative position of the 
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homologues was nearly always the same irrespective of whether the process was successful or a 

failure as judged by the LLG values, however, the relative orientation of the domains was different. 

This is perhaps because these phosphate-receiving domains are all globular in shape and lack any 

significant protrusions.  

It should also be noted that the MR steps hitherto discussed were performed on several datasets 

collected at Diamond Light Source but the steps subsequently discussed were performed using the 

single best dataset available at the time. This had a completeness of approximately 60 % and a 

maximum resolution of 3.6 Å. (Note that resolution is taken here to mean the literal maxium angle out 

to which Bragg peaks were observed after some cut-off critera was applied; in reality the resolution of 

the electron density maps would be significantly lower owing to the low completeness). Other data 

metrics for this dataset are shown in table 2.1 at the end of this chapter. Note that this is not the data 

that was eventually used to build and refine the structure. 

Successful placement of the LytR domain lead to an initial chimeric structure solution containing the 

C-terminal domain of AgrA_C199S bound to P2fragment DNA, and the N-terminal domain of LytR. The 

problem thus became one of trying to “convert” the LytR N-terminal domain sequence to that of the 

N-terminal domain of AgrA_C199S whilst maintaining the apparent validity of this initial solution.  

The homology fold AgrA1-135 was superposed over the N-terminal domain of LytR to check their 

similarity at the atomic level. The Root Mean Square Deviation (RMSD) between all of the atoms in 

the two domains found to be 2.0 Å which implies the two units have a very similar structure, not 

forgetting of course that the homology model of AgrA1-135 is indirectly based on experimental data 

from structural homologues to begin with. This apparent similarity inspired a strategy wherein the 

homology model of AgrA1-135 was superposed over the LytR unit positioned in the second MR step 

followed by subsequent deletion of this LytR “template” molecule to leave just amino acids 

corresponding only to full-length AgrA_C199S, minus the five amino acid linker, in (hopefully) 

accurate enough positions to serve as a starting point for further model building and refinement.  
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Figure 2.13. Homologues of, and the homology model generated for, AgrA1-135. (A). Left-to-right. 

The N-terminal domain of ComE_D58E (pink; PDB: 4mld), the N-terminal domain of ComE_D58A 

(green; PDB: 4ml3), N-terminal domain of ComE abstracted from the full-length structure solution 

(yellow; PDB: 4cbv) and the N-terminal domain of LytR (blue; PDB: 6m8o). (B). The homology fold 

for AgrA1-135 generated using the Phyre2 server (grey). (C). Superposition of the N-terminal domain 

of LytR and the AgrA1-135 homology model viewed from two different angles. Despite the clear 

structural homology the sequence identity is low, at 30 – 40 %.  
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These steps were carried out and another MR step was performed using the resulting coordinates on 

the merged reflection data to see if PHASER could position this LytR-derived, full-length 

AgrA_C199S/DNA complex unit. When the superposition was performed using PyMOL™
[244]

 (vers. 

2.2.0) [Schrödinger Inc]
[244]

 or COOT
[196]

 (vers. 0.8.9) [CCP4] the MR step failed, however, if the 

superposition was performed using Chimera
[245]

 (vers. 1.12.2rc) [UCSF] the MR step succeeded, to 

yield an LLG of 257. Ten cycles of refinement with REFMAC
[193]

 resulted in an R and Rfree of 28 and 

35 % respectively. This divergence between R and Rfree topped out at 7 % and did not increase with 

further refinement cycles implying that model bias was not detrimentally egregious at this stage and 

that the refinement was stable despite poor experimental diffraction data.  

Inspection of the electron density maps suggested that this initial solution was probably correct since 

it concurred with key features of atomic model although there were of course quite large peaks and 

holes visible in the difference density maps. Samples of these maps are shown in figure 2.14.  

The observed dependence upon which program was used to perform the superposition of AgrA1-135 

over LytR probably reflects the accuracy of the atomic coordinates needed for it to be an efficacious 

search model for MR and reaffirms the point that every option should be explored for difficult 

macromolecular crystallographic cases. 
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Figure 2.14. Electron density maps after the LytR unit had been displaced by the homology fold of 

AgrA1-135, the MR step repeated and 10 cycles of refinement in REFMAC performed. (A). The 

electron density around the DNA, although very low in resolution, is relatively clear along the sugar-

phosphate backbone. The electron density around the DNA-binding domain of AgrA_C199S, which 

is mostly ß form, is substantially poorer. (B). Electron density around the N-termial domain, which is 

mostly α form and consequently a lot clearer. Again the reader is remined that the data is only ~ 60 % 

complete and directed to table 2.1 at the end of this chapter.  Electron density is shown as a blue mesh 

and is contoured at 1.5 σ. Screenshots are taken from COOT. 

A 

B 
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Inspection of this initial structure solution revealed that the asymmetric unit contained N- and C-

terminal domains from two different protomers in the crystal. The evidence for this was the distance 

which would have to be spanned by the linker residues KDNSV if the two domains in the asymmetric 

unit belonged to a single protomer. This distance was 32.5 Å if measured between the Cα atoms of 

residues 135 and 141, and is too far for five amino acids to span.
[246]

 Moreover the respective breaks 

in the polypeptide chain were aligned pointing away one another, implying that these five residues 

would have had to reverse their direction and looped back across the face the N-terminal domain 

which is highly implausible. Inspection of the packing of this initial structure solution revealed a 

symmetry copy of the N-terminal domain close by with its C-terminal break pointing towards the N-

terminal break of the C-terminal domain. The distance between the respective Cα atoms for these two 

domains was 12.5 Å which is a much more plausible distance for five amino acids to span.
[246]

  

Although modelling of crystallographic structures is performed on their asymmetric unit, for large 

structures such as macromolecules it is intuitive to model units that correspond to entire discreet 

polypeptide chains. This sometimes requires reassignment of which portions of which symmetry 

copies of the protomers in the crystal comprise the asymmetric unit. The total number and nature of 

the symmetrically-unique portion of atoms cannot change, however.  

This reassignment was performed manually in PyMOL™ by generating atoms for the N-terminal 

domain at the desired symmetrically-equivalent site and deleting those corresponding to the original 

copy of the N-terminal domain. These coordinates were saved and MR step performed, again using 

the same merged reflection data. A comparison of the asymmetric units before and after this 

reassignment is shown in figure 2.15. Reassignment of asymmetric unit symmetry contents lead to 

improvement in LLG from the MR step, returning a value of 430. This is noteworthy since from a 

technical standpoint the asymmetric unit contents have not changed and the two units that have been 

swapped are crystallographically identical. Also noteworthy is the slight drop in Rfree, to 33 %, once 

this solution was subject to ten rounds of refinement in REFMAC which implies that it is also a better 

atomic model for the experimental data at this early stage.  
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In any case the resulting asymmetric unit contained a single N-terminal domain comprised of residues 

1 – 135, a single C-terminal domain comprised of residues 141 – 238 with the C199S point mutant, 

and a single 15 bp oligoduplex with 5’ A/T overhangs as shown in figure 2.15D. This model was by 

no means complete and contained substantial errors including: a significant packing clash between 

adjacent N-terminal domains, a broken/discontinuous sugar-phosphate DNA backbone, 5-bromouracil 

instead of thymine at certain DNA bases and generally poor polypeptide and side chain geometry. At 

the time of experimenting it was decided to pursue better quality crystals and crystal data before 

investing significant time into building a satisfactory model, however. This was because some useful 

insights could be gleaned from the structure even in its current state and higher quality crystal data 

generally speaking makes the entire structure solution through deposition and publication processes 

easier. It was also borne in mind that the initial model presented here may be used as starting point if 

better data was forthcoming. A packing plot for this initial solution is presented in figure 2.16A. 

Several LLG values have been presented in this section to demonstrate the efficacy of the convoluted 

phasing process. It is not valid to compare LLG values from MR solutions performed using different 

datasets.
[182,241]

 Nor is it correct to use LLG values to judge the quality of a model which has been 

built into electron density by some other method after the initial MR step. This is because, in the 

former case, resulting models are being judged by the accuracy with which they predict the 

experimental data, which will differ between data collections. That is to say LLG is an internal metric 

with respect to each dataset. In the latter case, atoms manually built, correctly or not, into electron 

density will always give a better-than-random fit to the experimental data when placed there by 

PHASER, and so LLGs will tend to increase even if the structure solution is wrong. That is to say 

PHASER cannot independently judge the accuracy of phase estimates obtained by refinement. To this 

end it is worth saying that the LLG values quoted in this section were all obtained from positioning of 

whole clusters of atoms, the coordinates for which were not obtained from refinement against the 

experimental data. Furthermore all LLG values quoted were all obtained from the same dataset. 

Refinements that were performed were done so simply to obtain R and Rfree values from parallel MR 

steps to enable cursory comparisons to be made. 
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Figure 2.15. The AgrA_C199S/P2fragment crystal asymmetric unit contents before and after 

reassigment. The asymmetric containins a single AgrA_C199S molecule and a single P2fragment DNA 

molecule. (A). Original asymmetrtic unit viewed along the DNA helical axis. (B). the reassigned 

asymmetric unit viewed along the DNA helical axis. (C). The original asymmetric unit viewed face-

on with respect to the DNA helical axis. (D). The reassigned asymmetric unit contents iewed face-on 

with respect to the DNA helical axis. Essentially, the N-terminal domain has been rotated 180 ° about 

a crystallographic two-fold axis. The protein is coloured as a rainbow with the N-terminus shown as 

blue and the C-terminus shown as red. The break in the poplypeptide chain corresponding to residues 

KDNSV is shown as a black dashed line and has Cα···Cα distances of 32.5 and 12.5 Å for the original 

((A) and (C)) and reassigned ((B) and (D)) asymmetric units respectively.  
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Figure 2.16. Packing plot of the initial AgrA_C199S/P2fragment model after all steps discussed in this 

section were performed. (A). The I222 cell is, apart from solvent molecules etc., fully populated with 

proteinaceous and nucleic acid material. Large solvent cavities, somewhat exaggerated by the cartoon 

display, are observed above and below each lattice point. These are located at the cell vertexes and its 

geometric centre. The view is along the crystallographic a axis. (B). The previously-shown packing 

plot for the C-terminal domain only in the same orientation as (A) for reference. The same colour 

scheme is retained for both images. 
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Parameter Value 

Data Collection   

   Wavelength, (Å) 0.9687 

   Space group I 2 2 2 

   Cell dimensions, (Å)  

      a, b ,c (Å) 59.83, 97.21, 195.25 

      α, ß, γ (°) 90.00, 90.00, 90.00 

   Beam size, (µm) 50 x 50 

   Transmission, (%) 69.62 

   Exposure, (s) 0.2 

   Oscillation, (°) 0.2 

   Number of Images 450 

   Max. Resolution, (Å) 3.59 

   Total no. reflections 10574 

   No. unique reflections 2629 

   Number of reflections 10574 

   Redundancy 4.0 (3.17) 

   Spherical completeness, (%) 60.3 (47) 

   Mean I/σ(I) 6.23 (1.41) 

   Rmerge 0.088 (1.08) 

   Rpim 0.050 (0.656) 

   CC1/2 0.993 (0.249) 

Table 2.1. Summary of key diffraction data used to build the crude initial model of the 

AgrA_C199S/P2fragment complex discussed in section 2.11. Values in parenthesis are for the highest 

resolution shell. Data was collected at Diamond Light Source beamline I04 and processed with 

autoPROC+STARANISO.
[247]

 Note the low spherical completeness. Generally completeness tapers 

off gradually with scattering angle and most of the low-resolution reflections are collected to 100 % 

completeness, however, this was not so for the AgrA_C199S/P2fragment crystals. 
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Chapter 3: AgrA – Low-Resolution Structure Solution  

3.1: Crystal Structure of Full-Length AgrA_C199S in Complex with DNA 

The method for cryocooling the crystals was described in section 2.10.1. Crystal data was collected at 

Diamond Light Source beamline I04. Crystal data was integrated using DIALS
[248]

 (vers. 1.14.2), 

indexed using POINTLESS
[249]

 (vers. 1.11.19) and scaled and merged using AIMLESS
[199]

 (0.7.4) as 

part of the CCP4 suite
[250]

 (vers. 7.0.072) An anisotropic resolution cut-off was applied to the data 

using the STARANISO server
[251]

 (vers. 3.315) with the following cut-off criteria: Rpim  ≤ 0.6, I/σ(I) ≥ 

2.0 or CC1/2 ≥ 0.3. Initial crystallographic phases were obtained via MR using PHASER
[182]

 with the 

search model described in section 2.11. Manual building was performed in COOT
[196]

 (vers. 0.8.9) and 

reciprocal space refinement was performed using PHENIX
[197]

 (vers. 1.17.1) with secondary structure 

restraints for the N-terminal domain, group B-factors and optimised X-ray/stereochemistry weights 

enabled. The atomic model refined to an R and Rfree 30 and 36 % with acceptable model geometry 

given the quality of the crystal data and the high solvent content of 67 %. The Mathew’s coefficient 

was 3.69 Å
3
 Da

-1
. A sequence alignment of S. aureus AgrA to a variety of AgrA homologues is 

presented in figure 3.17 along with diffraction data in table 3.1 at the end of this chapter and a 

provisional PDB validation report is presented in appendix III. 

3.2: Major Fixes to the Initial Model  

After obtaining the initial model there remained significant errors within it. These included: A) a 

broken sugar-phosphate backbone in the DNA molecule, B) two 5-bromouracil nucleobase 

derivatives occupying the positions of two thymines in the DNA molecule and C) complete catenation 

of the polypeptide backbone between adjacent symmetry copies of the N-terminal domain in the 

crystal. This was not only incorrect in itself but lead to numerous severe packing clashes. Without 

high resolution electron density maps available it was difficult to build experimentally-justified fixes 

for many of these issues, particularly the peptide catenation. Fixes were built nonetheless with due 

attention paid to plausibility and ideality as well as the usual metrics which are used to judge model 

quality. Before and after images of these fixes are presented in figure 3.1.   
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Figure 3.1. Major fixes to the initial model. (A). The broken sugar-phosphate backbone is displayed. 

A spurious O-O bond is visible along with other incorrect covalent bonds. (B). The sugar-phosphate 

backbone and corresponding nucleobases are fixed and have appropriate bonding and geometry. (C). 

The 5-bromouracil derivative which is not present in the oligoduplex used to crystallise full-length 

AgrA_C199S. The broken sugar-phosphate backbone is also visible. (D). The 5-bromouracils have 

been replaced by thymines in the atomic model. (E). Catenation of the polypeptide backbone in the 

region of α4 in the initial atomic model. Two symmetry copies of the N-terminal domain of AgrA are 

coloured in cyan and yellow. (F). The modified atomic model exhibiting no catenation. 
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3.3: Overall Relationship Between the Two Domains 

AgrA_C199S folds into two discreet domains as expected. Residues 1 – 135 comprise the N-terminal 

phosphate-receiving domain whilst residues 141 – 238 comprise the DNA-binding domain. Residues 

136 – 140, which have the amino acid sequence KDNSV, form a putatively flexible linker for which 

only poor electron density was observed and so were not modelled. Additionally, the 19 non-

AgrA_C199S residues at the very N-terminus of the expression construct which comprise the (His)6 

affinity tag, factor Xa protease site and the pCOLD translation enhancing element were unobserved 

the in the electron density maps and were also not modelled. There is a 95 ° bend between the two 

domains, imparting distinct J-shape to the protein as a whole when viewed along the helical axis of 

the DNA molecules. The two domains are not packed against one another with the distances of closest 

approach being 12.9 Å between the peptide N atoms of Ser140 and Tyr156, and 12.5 Å between the 

carbonyl O atom of Asp52 and the peptide N atom of Lys192. All of these amino acids reside in loop 

regions. Several views of the asymmetric unit contents are presented overleaf in figure 3.2. 

  



 
 

113 
 

 

Figure 3.2. The asymmetric unit. (A). A single AgrA_C199S protomer in complex with DNA, which 

comprise a the asymmetric unit, is shown as a transparent surface. The protein is colored cyan and the 

DNA is colored orange with the domains labelled accordingly. (B). The same as (A) but rotated 

vertically through 90 ° so as the DNA helical axis is viewed face-on. (C). A simplified cartoon view 

of the asymmetric unit contents in the same oritentaion as in (A). Helices and loops are colored cyan, 

ß-strands are coloured red and DNA is coloured black. (D). The same colour scheme as (C) but in the 

same orientation as (B). The missing residues KDNSV are represented as a dashed cyan line. 
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3.4: Overall Features of the N-terminal Domain 

The N-terminal domain adopts the flavodoxin fold, in which a five-stranded parallel ß-sheet is 

surrounded by five α-helices. Amino acids constituting the ß-strands are as follows:  2 – 4 (ß1), 32 – 

36 (ß2), 55 – 59 (ß3), 85 – 88 (ß4) and 106 – 109 (ß5). Amino acids constituting the α-helices are: 10 

– 24 (α1), 41 – 48 (α2), 68 – 77 (α3), 93 – 100 (α4) and 115 – 132 (α5). The ß-sheet is slightly curved 

towards α1 and α5 which both lie to one side of it whilst α2, α3 and α4 lie on the other side resulting 

in an α-ß-α sandwich. The amino acids 63 – 66 form a ß-turn in the loop that connects ß3 to α3. The 

analogous region in CheY, that regulates cell motility in E. coli and has a sequence identity of 18.4 % 

to the N-terminal domain of AgrA, forms a tighter γ-turn.
[86]

 This reversal of the peptide backbone 

forms a “flap” near the active site and is a common feature of some response regulators.
[90,252]

 Several 

views of the N-terminal domain are presented in figure 3.3. Helix five extends for approximately two 

turns below the plane of the domain when viewed side-on. This imparts a “mushroom” shape to the 

protein surface. This feature is not present in the structural homologues LytR,
[88]

 that regulates cell 

autolysis in S. aureus, or CheY
[86]

 owing to all of their helices being of more similar length. Helix 4 

appears to be distorted away from ideal helical geometry despite being directly involved in crystal 

packing.  

Attempts to build it with ideal helical geometry resulted in large negative peaks in proximal areas of 

the difference density maps, in addition to returning a higher Rfree value. It was the α4 region which 

was completely catenated with a symmetry copy of itself after MR. Consequently, no secondary 

structure restraints were imposed upon it during refinement and the region was built such that no 

egregious packing clashes were introduced whilst also lowering Rfree. Although the deviation away 

from an ideal α-helix could be entirely down to the poor quality of the crystal data, a bent α4 is 

observed in the structure of full-length ComE, ComE_D58E and ComE_D58A (PDB: 4cbv, 4mld and 

4ml3 respectively) which are all reported to be representative of the phosphorylated or “on” form.
[90] 

This protein regulates cell competence in Streptococcus pneumoniae and has a sequence identity of 30 

% relative to AgrA. A full discussion on the difficulty in modelling α4 is presented in section 3.13.3. 

For sake of simplicity however, the region is referred to as α4 for the rest of this discussion. 
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Figure 3.3. The N-terminal domain of AgrA_C199S. (A). The N-terminal domain of AgrA_C199S 

(residues 1 – 135) is shown as a simplified cartoon with helices and loops coloured cyan, and ß-

strands coloured red. The view is top-down with respect to the central ß-sheet. (B). The same as (A) 

but viewed rotated horizontally through 90 ° so as to be viewed edge-on with respect to the central ß-

sheet. (C) and (D). The same two perspectives as (A) and (B) respectively but displayed as transparent 

surfaces with additional details of the polypeptide path shown. 
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3.5: Overall Features of the C-terminal Domain 

High-resolution crystal structures of the C-terminal of domain of AgrA, spanning residues 136 – 238, 

in complex with DNA are available
[80,85]

 and so a detailed breakdown of that region of the structure is 

not duplicated here. No broad differences are observed between it and the full-length structure 

solution presented in this work. This is unsurprising given that the same oligoduplex was used in the 

pursuit of crystallogenesis
[80]

 and any finer differences would be impossible to infer anyway given the 

low resolution of the diffraction data.  

It is remarkable, however, that a crystal packing motif is common to both structures
[80]

 given that the 

structure presented here contains an additional 135 AgrA amino acids and a further 19 unbuilt amino 

acids imparted by the expression construct. Specifically, the 5’ A/T overhangs on neighbouring DNA 

molecules in the crystal form a Hoogsteen base pair between them. Hoogsteen base pairing occurs 

when a purine nucleobase is rotated through 180 ° about the glycosidic bond to present the N atom at 

position 7 as the H-bond acceptor.
[253]

 In this arrangement the two nucleotides are arranged to one 

another, relative to Watson-Crick base pairing. 

In both structures this motif effectively mitigates the curvature introduced into the DNA by the C-

terminal domain of AgrA by reversing the direction of the curvature. This allows adjacent DNA 

molecules to run as a pseudo-continuous double helix parallel to the crystallographic b axis rather 

than curve back on itself. The Hoogsteen base pair involved in this packing motif is presented in 

figure 3.4. 

In as much as it is possible to infer from a low-resolution structure the Hoogsteen base pair in the full-

length structure solution appears slightly more strained than in the high-resolution structure of just the 

C-terminal domain in complex with DNA.
[80]

 This is inferred from the fact that preceding nucleotides 

do not overlap exactly when the two structures are superposed. This may be due to the necessity of 

accommodating the additional N-terminal domain in the full-length structure whilst retaining the 

Hoogsteen base pair packing motif. It may also be due to refinement against low-resolution data 

however, and in any case the Hoogsteen base pair is not of functional significance.  
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Figure 3.4. Representations of the Hoogsteen base pair that contributes to the crystal lattice of the 

AgrA_C199S/P2fragment crystals. (A). A transparent surface of two adjacent fully-populated 

asymmetric units with the protein coloured cyan and the DNA orange. (B). Two asymmetric units 

again, but with the N-terminal domains removed for clarity. The DNA is shown as balls and sticks in 

this view. The two strands that form the Hoogsteen base pair are opaque and the complimentary 

strands are greyed out. (C). A zoom-in of the Hoogsteen pair showing the necessary 180 ° rotation 

around the adenine glycosidic bond to present N7 to the opposing thymine. The reversal of the DNA 

curvature is apparent and the motif repeats essentially infinitely, parallel to the crystallographic b axis. 
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3.6: The Phosphate-Binding Region 

The functionally-requisite residue Asp59, which becomes phosphorylated by AgrC, is located at the 

top of ß3 and forms an acidic pocket along with Glu7, Asp8 and Asp9 which lie in the loop region 

between ß1 and α1. The residues Gln61 and Lys110, which all lie in the loop regions between ß3 and 

α3, and ß5 and α5 respectively, are also proximal. A diagram of this acidic pocket is presented in 

figure 3.5. The acidic region surrounding the phosphate-receiving aspartic acid is highly conserved 

amongst bacterial response regulators (see fig. 3.17) despite the presumed specificity required to 

ensure phosphorylation is performed by the cognate histidine kinase(s).
[87,211]

  

The proximity of Lys110 to the active site is not happenstance and the putative mechanism of 

response regulator phosphorylation invokes the amine functional group on the lysine side chain to 

electrostatically balance the abundant negative charge in the phosphorylation site.
[254]

 It has also been 

proposed that it may act is a proton donor to the phosphate anion during dephosphorylation also.
[254]

 

In the high-resolution crystal structure of CheY (PDB: 3chy) a cis peptide bond occurs between the 

analogous lysine, Lys109, and Pro110 in order to present the Lys109 side chain to the active site.
[254]

 

Cis peptide bonds are much rarer than trans peptide bonds owing to their higher energy.
[255]

 S. aureus 

appears to have overcome this energetic requirement to presenting the side chain of Lys110 to the 

phosphorylation site of AgrA by through the evolution of two intervening aspartic acid residues, 

Asp111 and Asp112, between Lys110 and Pro113 thus allowing the polypeptide backbone to twist in 

a more gradual fashion. 
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Figure 3.5. The phosphate-binding region of the N-terminal domain is displayed with relevant 

residues represented as sticks and labelled in black. The residue that becomes phosphorylated is 

Asp59 which resides at the centre of an acid pocket. The five α-helices and the ß-turn are labelled in 

blue and α4 is distorted away from ideal geometry. 
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3.7: Cysteines 55 and 123 Are Close to Each Other but Not to Cysteine 199 

AgrA is known to regulate genes which are not on the agr operon.
[98]

 One salient example is the BsaA 

gene which encodes glutathione peroxidase that catalyses the reduction of H2O2 in order to mitigate 

oxidative stress.
[208]

 It has been demonstrated that when S. aureus cells are placed under oxidative 

stress, transcription of the agr operon, specifically transcription of RNAIII, is downregulated but 

transcription of BsaA is upregulated by AgrA.
[208]

 This oxidative checkpoint to quorum sensing has 

been linked to the cysteine pair Cys199 and Cys228 in the DNA-binding domain of AgrA. In the 

same study it was shown that the C199S point mutant cannot upregulate BsaA and so renders the cells 

much more susceptible to oxidation.  

At the time of publication no experimental structure of full-length AgrA was available to the 

authors,
[208]

 with only the C-terminal domain in complex with DNA having been solved.
[80]

 In order to 

address the question of whether there were other cysteine pairs present in AgrA that may also play a 

role in redox-dependant QS regulation, the authors could only rely on a homology model for the 

remaining N-terminal domain of AgrA. The model presented suggests
[208]

 that the three cysteines in 

the N-terminal domain: Cys6, Cys55 and Cys123 are too far apart to form a disulphide bond. The 

experimental structure presented here contradicts this, however.  

The residues Cys55 and Cys123 are spatially-proximal, with the distance of closest approach being 

5.9 Å, occurring between the S atom on Cys55 and the Cß atom of Cys123. These residues have been 

modelled as fully reduced with the Cys123 thiol pointing away from that of Cys55. The 

cysteine···cysteine distance was measured between the S and Cß atoms because it is invariant with 

side chain rotation of any one of the cysteines, and the precise location of side chains cannot be 

accurately determined in low-resolution electron density maps. The S···S distance would be shorter 

than 5.9 Å if both thiols were pointing towards each other, however. The spatial arrangement of these 

cysteine residues along with the Cys199 and Cys228 pair is shown in figure 3.6. 

Both Asp59 and Cys55 reside on the same secondary structural unit. In particular, Asp59 is located at 

the carboxyl end of ß3 whilst Cys55 is located at the amino end. Given that disulphide bond formation 
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or abolition usually confers some functional perturbation, either by subtly altering protein 

conformation or by completely destroying a given fold or interaction
[256]

 it is intriguing that Cys55 

and Cys123 (and Asp59) are close together. This is redoubled given the known role of AgrA in redox-

dependant modulation of QS.
[208]

 Furthermore both Cys55 and Cys123 are completely conserved in 

staphylococcal AgrA homologues (fig. 3.17). Mutations are observed in AgrA homologues belonging 

to more distant bacterial relatives, however. No partner cysteine is observed for Cys6 in the crystal 

structure which is striking given that it is even more highly conserved than Cys55 and Cys123, being 

present in the sequences of non-staphylococcal AgrA homologues also. The residues immediately 

subsequent to Cys6, Glu7 and Asp8, are equally well conserved as Cys6 itself.   
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Figure 3.6. Relative locations of the five cysteine residues in AgrA. (A). The proximity of Cys55 and 

Cys123 is displayed with the distance between respective the S and Cß atoms, of length 5.9 Å, shown 

as a black dashed line. The central ß3 strand connects Cys55 to the functionally-requisite Asp59 

residue, and is coloured in red. The side chains of Cys55, Asp59 and Cys123 are also shown. (B). All 

five cysteines are shown as red spheres (Cys199 is mutated to Ser in the crystal structure) to highlight 

the two cysteine pairs, Cys199 and Cys228, and Cys55 and Cys123. Two pairs reside on separate 

domains (N-terminal and C-terminal respectively) and are mutually distant from the unpaired Cys6. 
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3.8: Helix 4 is Hydrophobic 

The accepted paradigm in bacterial response regulator dimerisation is that the phosphate-receiving 

domains form a symmetric dimer with two-fold rotational symmetry whilst the DNA-binding domains 

arrange line astern in order to bind to the pair of linear DNA repeats.
[87,211]

 The flexible linker must 

therefore adopt a compact conformation in one of the protomers and a relatively extended 

conformation in the other to facilitate this asymmetry. A crystal structure of the full-length response 

regulator KdpE, that regulates expression of ATPases and has a sequence identity of 25 % relative to 

AgrA, bound to its cognate receptor as a dimer
[91]

 has already been shown (fig. 1.4) and exhibits this 

arrangement of domains. Furthermore many crystal structures of phosphorylated response regulator 

phosphate-receiving (usually N-terminal) domains are available.
[90,225,226,227]

 Through this abundance 

of structural data it has become apparent that the two-fold symmetric dimers that they form upon 

phosphorylation all invoke α4 as part of the structural unit through which they dimerise.
[211]

 There is 

diversity even amongst these α4-mediated dimers however, with different secondary structure 

elements being invoked to form the complete dimer interface, in addition α4. It is significant therefore 

that α4 in AgrA_C199S is extremely hydrophobic.  

Helix 4 has the amino acid sequence LTYLTFVY and presents very little charge to the protein 

surface. Although α4 lies to one side of the central ß-sheet it is slightly removed from α2 and α3 and 

consequently more solvent exposed. Several views of α4 are presented in figure 3.7. This hydrophobic 

region is highly conserved amongst AgrA homologues with residues Thr97, Phe98 and Tyr100 being 

completely conserved whilst Leu93, Tyr95 and Leu96 exhibit conservative mutations to other 

hydrophobic residues (fig. 3.17). The charged and relatively entropic residues Glu92 and Lys101 

reside at either end of α4 and are also completely conserved in AgrA homologues. Thus the role of 

Glu92 and Lys101 may be to prevent spontaneous aggregation of AgrA in vivo via α4···α4 

association, and this inference is somewhat supported by purification data presented later in section 

4.1.6. Structural evidence of this hydrophobic patch on the N-terinal domain of AgrA, combined with 

what has previously been reported for bacterial response regulators suggests, that α4 probably forms a 

significant part of the physiological dimerisation interface of AgrA. 



 

124 
 

 

Figure 3.7. Different views of α4 are shown. (A). A zoom-in of α4 with side chains shown as sticks 

and labelled in black. (B). A transparent surface representation showing the path α4. (C). The same as 

(B) but rotated horizontally through 90 ° so as to be viewed top-down with respect to α4.  
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3.9: An AgrA_C199S Crystallographic Dimer Resembles Other Response Regulator Dimers 

At the resolution at which the full-length AgrA_C199S structure solution presented here has been 

solved it is impossible to deduce whether or not the phosphate-binding site is occupied. Consequently 

it is impossible to deduce conclusively from the crystal structure alone whether AgrA_C199S is in an 

“on” or “off” state with respect to phosphorylation. Even if high-resolution crystal data were 

forthcoming, a comparative study would need to be undertaken of both phosphorylated and 

unphosphorylated crystal forms of the N-terminal domain of AgrA, coupled with an in vitro or in vivo 

assay which could demonstrate AgrA self-association upon phosphorylation.  

Further frustrating the goal of commenting on any physiological relevance of AgrA_C199S 

dimerisation in the crystal structure is the inability of the experimenter to form AgrA_C199S dimers 

in vitro, which has already been detailed. Mutating the phosphate-receiving aspartic acid residue to 

glutamic acid mimics phosphorylation and induces dimerisation for variety response regulators in 

vitro.
[255,257]

 Exposing recombinant response regulator samples to phosphate donors such acetyl 

phosphate, or phosphate mimetics such as beryllium trifluoride has also been shown to induce 

response regulator dimerisation in vitro.
[87,257,258]

 In attempting to study the AgrA_C199S dimerisation 

interface, the AgrA_D59E_C199S double mutant was prepared and AgrA_C199S was separately 

treated with beryllium trifluoride. It may also be the case that the C199S point mutant prevents the 

AgrA sample from dimerising in vitro, however, this would be hard to verify given the sensitivity of 

WT AgrA to oxidation.  

Neither of these strategies induced dimerisation of AgrA_C199S as evidenced by size exclusion 

chromatography, with the sample always existing entirely as a monomer. This resistance to 

dimerisation presented a barrier to solution-based studies of the physiological dimerisation interface 

to enrich the crystal data. Comparative SEC chromatograms for AgrA_C199S, AgrA_D59E_C199S 

and [BeF3]
-
-treated AgrA_C199S are presented in figure 3.8. 
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Figure 3.8. Comparison of size exclusion chromatograms for two experiments designed to encourage 

dimerisation of AgrA_C199S, to a control AgrA_C199S purification chromatogram. (A). 

AgrA_C199S monomer as it appears during the sample purification and before any crystallisation 

“work-up” with DNA or [BeF3]
-
 etc. (B). The AgrA_D59E_C199S double mutant also purifies as a 

monomer. (C). AgrA_C199S treated with 10 molar equivalents of [BeF3]
-
 and 2 molar equivalents of 

P2fragment DNA used for crystallisation. The left-most peak corresponds to AgrA_C199S monomer 

bound to DNA whilst the right-most peak corresponds to the excess DNA.  
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Not all response regulators exhibit the same recalcitrance to dimerisation as AgrA_C199S however, 

particularly when the sample studied is the N-terminal domain only. There are abundant structures of 

response regulator N-terminal domains available in the literature and brief survey of these indicated 

that most of these samples purify as dimers or readily formed dimers with the appropriate chemical 

stimulus. Authors of these studies could therefore perform such experiments as SAXS, NMR or MS to 

infer which crystallographic dimer corresponded to the one which was prepared in vitro.
[90,223,224]

  

Consequently there is a well-evidence paradigm for response regulator dimerisation interfaces, which 

invariably occur through α4 as has already been alluded to.
[211]

 Another consequence of this is that 

there are many structures of physiologically representative response regulator dimers deposited in the 

Protein Data Bank against which to compare the AgrA_C199S structure in lieu of direct studies upon 

AgrA_C199S itself.  

Also worth considering when making inferences about physiological relevance of crystallographic 

AgrA_C199S dimers are the basic steric and chemical requirements of AgrA binding to its cognate 

promoters. AgrA binds as a dimer to a pair of 9 bp direct repeats separated by an additional 12 bp of 

ß-form DNA. The DNA used to crystallise both the C-terminal domain of AgrA and full-length 

AgrA_C199S consists of a 15 bp oligoduplex. This short oligoduplex itself contains the 9 bp sequence 

corresponding to the upstream AgrA recognition site on the P2 promoter
[81]

 flanked on either side by 

an additional 3 bp found on the agr locus required to ensure AgrA binding in vitro, plus the unpaired 

5’ A/T overhangs.  

If one were to imagine two copies of the “crystallisation” DNA side-by-side, six additional base pairs 

would need to be built, including the compliments to the unpaired overhangs, to achieve the proper 12 

bp spacer. The displacement along the helical axis, or rise axis, is ~ 3.4 Å per bp for ß-form DNA.
[259]

 

Therefore six extra bp of spacer DNA corresponds to a rise of approximately 20.4 Å. Over this 

distance the DNA cannot perform any major conformation feats such as looping back on itself as is 

observed for the 66 bp Pseudomonas aeruginosa LytTR-type transcriptional regulator AlgR 

promoter.
[260]

 It also places the DNA-binding domains too far apart to for the physiological dimer 



 

128 
 

interface to occur between them.
[80]

 Consequently the N-terminal domain of AgrA must form the 

physiological interface, and given what is observed for AgrA homologues, probably have perfect or 

nearly-perfect two-fold rotation symmetry and be roughly co-aligned.  

There are three unique dimeric pairs formed between AgrA_C199S protomers in the I222 unit cell 

which exhibit contacts between N-terminal domains (fig. 3.9). One has the protomers arranged 

perfectly antiparallel (fig. 3.9C). The second has additional intermolecular contacts between N- and 

C-terminal domains of the two protomers (fig. 3.9B). This extra set of contacts aligns the C-terminal 

domains in an antiparallel fashion and would prevent their rotation in solution to achieve to the proper 

line astern arrangement required to bind to a pair of linear repeats. The third (fig. 3.9A) co-aligns the 

N-terminal domains and bears striking similarities to other structures of phosphorylated response 

regulators. A comparison of this AgrA_C199S dimer to three homologues exhibiting crystal structures 

representative of their physiological dimers
[88.90,261]

 is presented in figure 3.10. A schematic of each of 

their dimer interfaces prepared using the DimPlot tool
[262]

 (included in LigPlus vers. 2.2) [EMBL] is 

presented in figure 3.11. 
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Figure 3.9. The three crystallographically unique dimers of AgrA_C199S as in I222 the unit cell. (A). 

The two protomers are approximately co-aligned with no intramolecular contacts. This would allow 

for rotation of the C-terminal domains in the solution state to achieve the line astern arrangement 

required to bind to a pair of linear repeats. (B). Additional intermolecular contacts are observed 

between N-and C-terminal domains of the two protomers in the dimer. This would prevent the 

aforementioned rotation. (C). The two protomers are arranged antiparallel. Whilst the C-terminal 

domains would be free to rotate in solution to achieve the necessary arrangement, it would mandate 

that the promoter DNA loop across the face of the two N-terminal domains. Whilst this is feasible, it 

would leave the two highly hydrophobic regions partially solvent exposed. Also exhibited in (C) is a 

possible reason as to why the AgrA_C199S/P2fragment crystals diffracted poorly, with the two domains 

not close packed and exhibiting a clear ridge running between them consequential of Lys101.  



 

130 
 

 

  



 
 

131 
 

Figure 3.10 (previous page). Topographical views of a crystallographic AgrA_C199S N-terminal 

domain dimer and the physiological N-terminal domain dimers of: phosphorylated FixJ
[261]

 (PDB: 

1d5w), ComE_D58E
[90]

 (PDB: 4mld) and LytR
[80]

 (PDB: 6m8o). FixJ regulates nitrogen fixation in 

Sinorhizobium meliloti, ComE regulates cell competence in S. pneumoniae and LytR regulates cell 

wall metabolism in S. aureus. The left-hand column shows a side-on view whilst the right-hand 

column shows a top-down view. Secondary structure elements involved in the four dimerisation 

interfaces are coloured as follows: α3 is coloured blue, α4 is coloured orange, α5 is coloured green, ß5 

is coloured magenta, the loops either side of ß5 are coloured red and the loop between α3 and ß4 is 

coloured yellow. The reminder of the structures is coloured cyan. The same colour scheme is retained 

for all four proteins  
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Figure 3.11 (previous two pages). Schematic views of the dimerisation interfaces for: AgrA_C199S, 

phosphorylated FixJ,
[261]

 ComE_D58E
[90]

 and LytR.
[88]

 The interface for each structure is shown as a 

dashed horizontal line with each protomer in the dimer lying on either side of it. Residues involved in 

H-bonding are explicitly drawn and the H-bonds are displayed as dashed pink lines with their lengths 

displayed in Å. Carbonyl O and C, and Cα and peptide N atoms are labelled in black for explicitly 

drawn residues. Hydrophobic interactions are shown as black eyelashes. All residues are labelled in 

blue.  
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The feature shared by all of the dimers presented in figure 3.10 is that an α4···α4 interaction forms the 

backbone of the dimer interface (orange-to-orange). Other secondary structure units are invoked in 

each structure however, to impart subtle differences. The crystal structure of AgrA_C199S bears the 

closest resemblance to the phosphorylated FixJ dimer, being comprised primarily of hydrophobic 

interactions between α4s with only one polar contact formed at the dimer interface. In FixJ this 

contact is between Lys95, which resides at the carboxyl end of α4, and Asp100, which resides at the 

amino end of ß5. FixJ differs from the other three structures in lacking a residue with an aromatic side 

chain in α4. The polar contact at the AgrA_C199S dimerisation interface is between the hydroxyl 

groups on the Ser89 and Tyr95 side chains. These residues are located in the loop between ß4 and α4, 

and α4 respectively. The contact appears to hold the tyrosine ring such that it approaches its 

symmetry-equivalent face-on, facilitating π···π stack of 4.2 Å.  

The ComE and LytR dimers are similar to each other insofar as they invoke a larger number of polar 

contacts at the dimer interface in addition to the abundance of hydrophobic contacts. These occur 

between a wider variety of secondary structure units also, and serve to bring the carboxyl ends each of 

the α5s in the dimeric pair together (green-to-green) in a V-shape. LytR retains a π···π stack in spite 

of these extra contacts. It occurs between symmetry-equivalents of Phe91 which are located in α4 and 

has a length of 3.8 Å. 

In ComE however, a π···π stack between aromatic side chains of residues in α4 is abjured due to the 

extra polar contacts present. The two Tyr98 residues in the α4s are packed face-to-face, but there is 

significant shear perpendicular to the π···π axis which places the aromatic centroids at 6.3 Å apart 

which is too far for π···π stacking. In place of this is a C-H···π interaction of length 3.5 Å, occurring 

between the side chains of both Tyr81 residues in the dimeric pair. These Tyr81s are not 

crystallographically symmetrical despite the remainder of the two protomers in the dimer exhibiting 

excellent two-fold rotation symmetry, and reside in the loop between α3 and ß4 (yellow-to-yellow). 

Of the structures compared ComE is the only example to invoke this loop at the dimerisation 

interface.  
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A second C-H···π interaction is observed in the ComE structure. It is shorter than the other one with a 

distance of 2.7 Å and occurs between the methyl H atom on the side chain of Leu105 and the π cloud 

of Tyr127 (red-to-green). The Tyr127 residue is located on α5, and of the structures compared only 

ComE and LytR use α5-located residues at the dimer interface. Instead of C-H···π interactions, LytR 

exhibits a small network of H-bonds between Gln110 and Lys114, which reside in α5; and Phe9, 

Glu92 and Asn94, which form the very carboxyl end of α4 and the following loop (green-to-orange). 

The AgrA_C199S dimer is the only one of the compared structures to invoke residues located in α3 as 

part of the dimer interface (blue-to-any). Figure 3.10 demonstrates that for FixJ, ComE and LytR, 

each protomer in the dimer pair mutually presents its α4 into the cleft formed between α4 and α5 on 

its neighbour (orange goes between orange and green). Each AgrA_C199S protomer mutually 

presents its α4 to the gap formed between α3 and α4 on its neighbour, however (orange goes between 

orange and blue). Another way of visualising this is that, as viewed in figure 3.10, the α4 belonging to 

the left-most protomer in the AgrA dimer is at the back when viewed face-on, whilst for the others it 

is in front. This packing of α3 against α4 is mediated by the two symmetry-equivalent Ile60s, the 

residue immediately following the functionally-requisite Asp59, being buried in the clefts formed 

either side of the central α4···α4 unit. In consequence to this the phosphorylation sites on the two 

protomers in the dimer are slightly tilted towards each other, whilst the carboxyl ends of the α5 are 

slightly tilted away from each other. This is in direct contrast to ComE and LytR in which the 

phosphorylation sites are tilted away from each other and the carboxyl ends of α5 are tilted towards 

each other.  

3.10: Further Analysis of AgrA_C199S Crystallographic Dimer 

The AgrA_C199S dimerisation interface was analysed using the PDBePISA server
[263]

 (vers 1.52) 

[EMBL] and was found to bury an area of 755 Å
2
 per protomer, which accounts for 5 % of the total 

solvent-accessible area of AgrA. The P-value of an interaction is a statistical measure of its specificity 

and is defined by comparing the solvation energy gained through forming the observed interaction, 

with the solvation energy gained by forming an interaction through a randomly-chosen, but equally-
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sized spot on the protein surface.
[264]

 The P-value represents the probability of this randomly-chosen 

“patch” yielding a lower gain in solvation energy (hence more stable) than the observed interface. For 

the AgrA_C199S dimer discussed, the P-value was found to be 0.029, with a solvation energy gain of 

-7.0 kcal mol
-1

. This compares to an average of -1.6 kcal mol
-1

 for randomly-chosen patches of 5 % of 

the surface. This is to say an AgrA_C199S dimer formed through a randomly-chosen patch 

comprising 5 % of the protein surface is 97 % less likely to exhibit a stronger interaction than the 

observed interface. This P-value was over an order of magnitude lower than observed for all other 

protein···protein interfaces found in the crystal and is remarkably low given the size the interface. For 

comparison, the P-values of the physiological dimers of ComE_D58E and phosphorylated FixJ are 

0.197 and 0.173 respectively.  

To assess whether the AgrA_C199S dimer being discussed can occur independently of the spatial 

arrangement of the C-terminal domains and DNA found in the crystal, in silico protein···protein 

docking was performed. The null hypothesis being: if the observed AgrA_C199S dimer is dependent 

upon the pseudo-continuous DNA helices holding the N-terminal domains of AgrA_C199S in such an 

orientation that the α4···α4 pack is the most thermodynamically favoured out of only a few 

possibilities, and more likely a crystallographic artefact therefore, then the interaction should not be 

readily detected by in silico docking of the N-terminal domain to itself. This is because the docking 

process samples all mutual 360 ° of space in which in which there is a high probability of detecting 

additional N-terminal···N-terminal interactions which are more stable than that highlighted but 

forbade by the restrictions imposed by the packing of DNA molecules and C-terminal domains.   

The crystal structure of AgrA_199S in complex with DNA was truncated in PyMOL™ (vers. 2.2.0) to 

leave just the first 135 amino acids. This truncated model was docked to itself using the ClusPro 

server
[265,266,267]

 (vers. 2.0). A protein···protein interface almost identical to the one discussed was 

identified by the ClusPro server amongst the top 10 results. The docking result was superposed to the 

crystallographic model using PyMOL™ and two entities excellent similarity with an RMSD of 2.11 Å 

between all of the atoms. This superposition is presented in figure 3.12.   
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Figure 3.12. Superposition of the AgrA_C199S N-terminal dimer observed in the crystal structure 

(cyan) and ClusPro docking result (orange). The all-atom RMSD is 2.11 Å and was calculated in 

PyMOL™. The polar contact between Ser89 and Tyr95 in the crystal structure is observed in the 

docking result also.  
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The similarity of this docking result to the observed AgrA_C199S crystal structure implies that the 

α4···α4 packing interface may occur independently of the organisation of the remaining C-terminal 

domains and DNA molecules found in the crystal structure. This is perhaps unsurprising given that 

the solvation energy gained in forming the Hoogsteen base pair was calculated at -1.2 kcal mol
-1

 by 

the PDBePISA server, which is significantly less than that calculated for the dimerisation interface.  

One final literature observation that is relevant to the potential physiological relevance of the 

AgrA_C199S dimer interface discussed is that, in trying to obtain crystal structures for both the 

constitutively active and inactive forms of ComE, both constitutively inactive (D58A) and active 

(D58E) mutants were crystallised individually. It was observed that both mutants exhibited identical 

crystal structures (corresponding to the active form according to the SAXS data) despite producing 

inactive and active phenotypes in vivo and purifying as a monomer and a dimer respectively.
[90]

 The 

authors conclude that the relatively high sample concentrations of ComE during crystallisation 

selected for only the phosphorylated form during crystal growth. The same phenomenon has been 

observed in the solution state.
[224]

 Although the low-resolution electron density maps for AgrA_C199S 

preclude any direct comments about occupancy of the phosphorylation site, it is reasonable to 

speculate the same phenomenon might have occured. Thus the crystal structure combined with the 

subsequent analysis provides some evidence for the physiological AgrA dimerisation interface. This 

dimerisation interface is further probed via SAXS measurements, discussed later in section 4.3.2. 

3.2.1: Final Structure Comments 

3.2.2: On the Difficulty of Obtaining High-Resolution Crystal Data 

Obtaining high-resolution crystal data was complicated by several factors. The high solvent content of 

the crystals of 67 % did not help. Generally speaking high solvent contents result in weaker 

diffraction from crystals because most of the solvent is not crystallographically ordered. This leads 

higher background scattering.
[234]

  

Another complication is fundamentally connected to the structure of AgrA and involves the flexible 

linker between the two domains. Having a multi-domain protein in which the domains do not interact 
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directly with each other but are held together by a flexible polypeptide tether are, again generally 

speaking, harder to crystallise. This is fundamentally related to the physics of crystallisation, which 

involves a loss of entropy from the sample molecules. In order for the Gibbs free energy of 

crystallisation, ΔGcryst, to be negative, some energy must be liberated upon forming crystal contacts to 

compensate for the entropy loss, which disfavours spontaneity. Additionally, there is an entropy “pay 

back” from the release of solvent molecules (predominantly water) during crystallisation. This 

payback comes from ordered or partially-ordered, protein-associated solvent molecules being released 

from the sample solvation shell to facilitate the crystal contacts.
[268,269]

  

If a sample is very high in entropy, these other factors may not compensate sufficiently to make 

crystallisation a spontaneous process. If domains in a multi-domain protein do not associate into a 

single rigid globule that rotates and moves as a single entity in solution, there is a higher entropy 

barrier to crystallisation. Although this entropy barrier does not wholly influence the quality of a 

sample if it can be coaxed to crystallise, it does offer an explanation as to why the crystals might be 

small, with ΔGcryst becoming positive quite early on in the crystallisation experiment. Smaller crystals 

generally exhibit weaker diffraction than larger ones and the AgrA_C199S/P2fragment crystals tended to 

be very small. This effect would exacerbate the problems associated with high solvent content.  

The AgrA_C199S/P2fragment crystals nucleated along the bottom of the crystallisation well as discussed 

in a section 2.5. This made them very difficult to fish. The AgrA_C199S/P2fragment crystals were 

extremely soft and their stickiness made avoiding damage during crystal fishing challenging. Even 

poor crystals have exquisite order relative to the universe at large, and disturbing them with a nylon 

loop can only be harmful even in the best of cases.  

Another observation, again probably related to the high solvent content, was that the crystals did not 

remain intact during exposures to the X-ray beam. This was inferred from the reduction in the number 

of reflections peaks observed during each exposure, and a reduction in resolution of those which were 

observed during the diffraction experiment. This presented something of a paradox to collecting data 

from weakly-diffracting crystals since a higher dose of X-rays is required generate diffraction data, 
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but the higher doses diminish the quality of the diffraction data as it is collected.
[238]

 Those 

AgrA_C199S/P2fragment crystals that were grown in the presence of iodide were less radiation sensitive 

however, perhaps because the iodide ions absorbed a significant number of otherwise damaging 

photons or sequestered some of the free radicals generated by the high energy X-ray photons. 

3.2.3: Model Building at Low Resolution and Comments on Model Validity 

The Structure validation was performed using MolProbity
[270]

 (vers 4.2) and the PDB validate server 

(vers. 4.4). All major validation issues detected by the PDB validate server were resolved. A detailed 

analysis of model quality can be found in the preliminary PDB validation report presnted in appendix 

III. Some key metrics are discussed here, however.  

As mentioned already the structure refined to have R and Rfree values of 30 and 36 % respectively. 

These values are high, however, nineteen residues, corresponding to the (His)6 tag, factor Xa protease 

site and the pCOLD-I translation enhancing element were not modelled. The fiver linker residues 

between the two domains were also not built. So there are 24 amino acids from which the scattering 

has not been accounted for. This will lead to higher R factors but leaving them unmodelled was the 

scientifically correct thing to do given that there is no experimental evidence for their exact position. 

Similarly, ordered solvent molecules could not be built which will have a small effect on R factors.  

The geometry of the model and the fit to the electron density are all within acceptable tolerances. As a 

rule of thumb the MolProbity score of a model should be lower than the resolution of the data. The 

MolProbity score was determined to be 2.28 with a clashscore of 12.
[270]

 Some validation metrics 

output by MolProbity are shown in figure 3.13. Of the seven Ramachandran outliers
[271]

 (3.1 %) two 

are prolines, Pro30 and Pro40, and one is a glycine, Gly148, and these are found in loops. Prolines 

and glycines are common Ramachandran outliers owing to the cyclic side on the former and lack of 

side chain on the latter. They are frequently found as secondary structure disruptors.
[272]

 The outlier 

Tyr41 immediately follows Pro40. Residues Ser90 and Val102 are also located in loops and Ser63 is 

involved in the ß-turn. A Ramachandran plot is given in figure 3.14.  
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Figure 3.13. Various MolProbity quality metrics showing how the AgrA_C199S/P2fragment structure 

solution compares to structures deposited in the Protein Data Bank at a similar data resolutions. The 

AgrA_C199S/P2fragment structure compares favourably to its resolution neighbours. Note than the 

Ramachandran outliers were subsequently reduced to 3.1 % but the most up-to-date figure is not 

available due to the Covid-19 outbreak and this validation check represents the penultimate round of 

refinement. Again the readier is directed to the validation report presented appendix III, which 

corresponds to the atomic model after the final round of refinement was performed. 
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Figure 3.14. A Ramachandran plot of residues in the AgrA_C199S/P2fragment atomic model. Note that 

like the MolProbity analysis it corresponds to the structure in the penultimate round of refinement. 

Residue 64, a threonine involved in the ß-turn, was subsequently resolved to leave four non-Pro/Gly 

outliers in the structure. 
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Electron density for α-helices is usually quite well defined even at low resolution.
[273,274]

 This was not 

the case for α4 in the full-length AgrA_C199S structure, however. The complete catenation of these 

secondary structure units was likely a consequence of the LytR search model used for MR not being 

accurate for the mutual locations of the corresponding α4s in AgrA_C199S. Even though the 

catenation was evidently incorrect, the difference electron density which ought to reveal its true 

location in the crystal structure was less well-defined than for the other α-helices. Furthermore 

imposition of ideal α-helical restraints returned higher Rfree values.  

Consequently it was difficult to build this region of the structure accurately. Secondary structure 

distortions are sometimes observed structures of response regulator N-terminal domains. For example 

in the structure of constitutively active PhoB_D10A_C53E (PBB: 2jb9), solved at 1.70 Å, α3 

continues around a corner whilst the structure in general appears to be considerably strained,
[275]

 and 

in full-length ComE (PDB: 4cbv) α4 is bent away from the dimerisation interface.
[90]

 

The best model was judged to be the one which lowered Rfree and made chemical sense (no egregious 

clashes and incorrect valences) and without respect to the expected α-helical structure for these 

residues therefore, and this resulted in a deviation away from ideal α-helical geometry for α4. In one 

respect this is valid since it is the solution which provided the lowest Rfree. On the other hand 

deviation away ideal α-helical geometry involves breaking the hydrogen bonds which hold it together, 

and so requires good evidence that the energy released through packing the α4s together is enough to 

compensate for the distortion. Many valid but unprovable arguments could be presented both for and 

against the model as it is built. It is sufficient to say it does not contain any chemical faux pas and 

provided the best fit to the data. A B-factor putty plot is presented in figure 3.15 and comparative 

difference density maps before and after the fixing of α4 are presented in figure 3.16. 
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Figure 3.15. Annotated B-factory putty diagram for the N-terminal domain of AgrA_C199S. Higher 

B-factors (which take units Å
2
) are indicative of a greater magnitude deviation away from an 

equilibrium position for any given atom. The residues in α4 and in the loop between α1 and α2 

(indicated by red putty and with amino acid sequences displayed) are particularly disordered regions 

of the structure solution. 
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Figure 3.16. Difference density maps about α4. (A). Difference density maps for the catenated 

symmetry-equivalent α4s. The large red region indicates too much scattering power has been built 

into the atomic model at these coordinates whilst the green regions indicate insufficient scattering 

power has been built at these coordinates. The blue bonds represent one AgrA_C199S molecule and 

yellow bonds represent the symmetry-equivalent molecule. (B). Difference density maps for the 

refined structure after the rebuilding of the area around α4s. According to the difference density maps 

and the Rfree value it is the best fit to the data but in order to achieve it α4 has forgone ideal helical 

geometry. The small dashes and artefacts for the bottom figure are pieces of the structure which lie 

just outside of the front clipping plane. Screenshots are taken from COOT. 

A 

B 
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Parameter Value 

Data collection  

   Wavelength (Å) 0.9688 

   Space group I 2 2 2  

   Cell dimensions  

      a, b ,c (Å) 61.11, 96.95, 195.70 

      α, ß, γ (°) 90.00, 90.00, 90.00  

   Resolution (Å) 54.12 (4.76) 

   Total no. reflections 13434 (1312) 

   No. unique reflections 2359 (236) 

   Redundancy  5.7 (5.6) 

   Spherical completeness (%) 75.2 (36.9) 

   Ellipsoidal completeness (%) 86.8 (71.3) 

   Mean I/σ(I) 3.1 (1.0) 

   CC1/2 0.92 (0.23) 

   Rmerge 0.291 (2.39) 

   Rpim 0.138 (1.12) 

   Rmeas 0.323 (2.65) 

Refinement  

   Rwork/Rfree (%) 29.7/35.7 

   No. of atoms  

      Protein 1925 

      DNA 650 

      Ligand  0 

      Water 0 

   Average all-atom B-factor (Å
2
) 155.0 

   Wilson B-factor (Å
2
) 134.9 

   RMS deviations
a
  

      Bond lengths (Å) 0.003 

      Bond angles (°) 0.62 

MolProbity statistics  

   Overall score 2.28 

   All atom clashscore 11.73 

   Ramachandran favoured (%) 82.5 

   Ramachandran outliers (%) 3.1 

Solvent Content (%) 67 

Table 3.1. Crystal data for the AgrA_C199S/P2fragment crystals. 
a
RMS stands for Root Mean Square. 

b
Values in parenthesis are for the highest resolution shell. 
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Figure 3.17 (previous page). Clustal Omega sequence alignment
[276]

 of S. aureus AgrA [GI: 2422418] 

to homologues from bacterial genii: Bacillus cereus, strain NVH0597-99 [GI: 1960413]; Solibacillus 

silvestris, strain StLB046 [GI: 3028770]; Listeria grayi, strain DSM_20601 [GI: 2998208]; 

Enterococcus faecalis, strain 62 [GI: 3234790] and Clostridium cellulovorans, strain 743B [GI: 

3274416], and staphylococcal species: epidermidis, strain W23144 [GI: 7366214]; lugdunensis, strain 

HKU09-01 [GI: 1512221]; saprophyticus, strain ATCC_15305 [GI: 2895503]. The alignment is 

annotated as follows: (*), completely conserved, (:), highly conserved, (.), weakly conserved. 

Completely-conserved residues have also been highlighted in red boxes for additional clarity. 

Pertinent cysteine residues are highlighted in green and are labelled with residue numbers as they 

occur in the S. aureus AgrA sequence. Note the conservation of Cys55 and Cys123 in all 

staphylococcal AgrA and the complete conservation of Cys6, Cys199 and Cys228 across all 

homologues. 
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Chapter 4: AgrA – Better Crystals and Structure-Activity Expts. 

4.1.1: Pursuit of Better AgrA Crystals via Surface Entropy Reduction 

The notion of particularly flexible macromolecules having an entropic barrier to crystallisation was 

discussed briefly in the previous chapter in the context of the poor diffraction data from the 

AgrA_C199S/P2fragment crystals. In the most extreme cases it may prevent crystallisation from 

occurring at all.
[277]

 In less extreme cases it may reduce the quality of the resulting crystals. Losing 

entropy during any process impedes its spontaneity.
[278]

 Packing of amino acids with side chains that 

can adopt a high number of discrete side chain conformations represents a larger loss of entropy than 

packing of amino acids possessing shorter side chains with fewer possible conformations. 

Glutamic acid, aspartic acid, arginine and lysine all have comparatively flexible side chains
[279]

 and so 

burying of these residues during crystallisation is entropically disfavoured, and this phenomenon is 

evident in the natural world. For example, lysine residues on average have the largest contribution to 

protein solvent-accessible surfaces
[280,281]

 but are the least abundant residue at oligomerisation 

interfaces,
[282]

 crystal lattice contacts,
[283]

 and at the interfaces of multi-component functional 

complexes.
[284,285]

 It has been argued that this negative correlation is evolutionary
[286]

 and consequent 

of the need to prevent spontaneous protein aggregation in vivo, which may lead to diseased states,
[287]

 

e.g. sickle cell anaemia.
[288]

  

This phenomenon may be reversed in macromolecular crystallography in order to promote controlled 

aggregation of the target molecule
[289]

 and it is now relatively common to find examples of published 

structures with clusters of point mutations in which flexible amino acids, usually lysine, glutamic acid 

and arginine, have been mutated to shorter ones such as alanine or serine.
[290,291,292]

 This process is 

known as Surface Entropy Reduction (SER).  

4.1.2: Surface Entropy Reduction on AgrA_C199S 

AgrA is particularly rich in glutamic acid residues (8.2 %) which along with lysine residues, may be 

taken to betray areas which lie on the protein surface in the absence of reliable structural data.
[293]
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From the AgrA_C199S structure solution however, it was possible to gain an understanding of the 

packing interactions in the crystal lattice and deduce whether or not they could be rationally modified 

to improve the quality of the symmcrystals. It should be noted that this SER work was underway 

immediately prior to the Covid-19 outbreak. Consequently there are many follow-up experiments 

which remain to be performed. 

The I222 unit cell contains a lattice point at its geometric centre. Inspection of this point for the 

AgrA_C199S structure revealed four symmetry-equivalent lysines, Lys101s, to all be converging 

upon each other. Further inspection of the structure suggested that Lys77 appeared to be preventing 

close contacts occurring between neighbouring N-terminal domains. These two areas were chosen as 

targets for SER and are shown in figure 4.1. Inspection of the sequence alignment given in figure 3.17 

demonstrates that these target lysines are completely conserved in staphylococcal AgrA, however. So 

the choices were: A) mutate another patch on the surface and hope for a new crystal form which 

effectively amounts to starting again, B) abandon SER altogether or C) mutate the conserved lysines. 

Option C) was chosen and a small library of point mutations was introduced to AgrA_C199S. These 

are shown in table 4.1. Eventually all of the point mutants were successfully introduced, transformed 

and had their expression tested. The resulting test expression gel is shown in figure 4.2. Immediately 

it looked as if K77A was going to be a problematic mutant, with the test cultures showing negligible 

expression. All of the other mutants appeared to express as well as the AgrA_C199S control.  

Of the five constructs presented in table 4.1, three were purified and of these two were used to set up 

crystallisation trials. The crystallisation trials were established using identical strategies reagent 

concentrations etc. as were employed for the AgrA_C199S/P2fragment crystals. The purification of these 

constructs and the properties of the purified sample are discussed in turn. Ni
2+

-affinity 

chromatography data is presented in figure 4.3. SDS-PAGE gels post Ni
2+

-affinity chromatography 

are presented in figure 4.4. Size exclusion chromatograms are presented in figure 4.5 and SDS-PAGE 

gels post SEC are presented in figure 4.6. 
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Figure 4.1. Summary of the rationale behind the choice of SER point mutants introduced to the 

AgrA_C199S construct. (A). A cartoon diagram of four symmetry-equivalent N-terminal domains of 

AgrA_C199S within the crystal, showing their respective Lys101s (highlighted in the circles) 

converging. (B). A surface representation of the same area showing a distinct cavity formed in the 

area of the Lys101s. (C). A cartoon diagram of four symmetry-equivalent N-terminal domains of 

AgrA_C199S showing the location of Lys77s (highlighted in the circles). (D). A surface 

representation showing the lack of close packing between the pink and green protomers. There is a 

deep chasm the interface between them. (E) and (F). Zoomed-out cartoon diagrams showing the 

spatial organisation of the entire four copies of the N-terminal domains and the locations of Lys101s 

(E) and Lys77s (F).  
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Construct Purification observations 

AgrA _K101A_C199S Multiple Ni
2+

-affinity species.  

AgrA _K101T_C199S Not purified due to Covid-19. 

AgrA _Y100T_K101A_C199S As AgrA_C199S. 

AgrA _Y100T_K101T_C199S Not purified due to Covid-19. 

AgrA _K77A_C199S Aggregation/lead to cell death. 

Table 4.1. Summary of AgrA_C199S mutants generated for SER studies. Salient observations made 

during purification are also presented. 

 

 

Figure 4.2. Test expression gel of the five AgrA_C199S SER mutant constructs and the AgrA_C199S 

control. The lanes correspond to cytoplasmic fractions of test cultures before treatment with isopropyl 

ß-D-1-thiogalactopyranoside (IPTG), [pre]; and after overnight expression upon addition following 

addition of IPTG, [post]. The two left-most lanes following the ladder correspond to the control 

expression of AgrA_C199S. The gel is 16 % polyacrylamide, reducing. 
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4.1.3: SER Construct 1 – AgrA_K77A_C199S 

Lys77 is completely conserved among staphylococcal AgrA homologues. Mutation to alanine resulted 

in a noticeable retardation of cell growth during expression. This can be observed on the test 

expression gel, which exhibits less proteomic matter in the corresponding lanes compared to the 

controls and the other SER constructs. Inspection of figure 4.1D shows a deep reverse S-shaped cleft 

between the pink and green protomers in the crystal structure. This appears to be caused by the Lys77 

residues which protrude out of otherwise complimentary areas on the AgrA_C199S surface. It is 

possible that this unfortunate property of the crystal lattice is absolutely necessary in vivo in order to 

prevent an aggregation event that is encouraged by the K77A mutant. Changing the mutant residue to 

one that is small yet charged might yield soluble AgrA_C199S suitable for crystallisation 

experiments. Similarly, the region which opposes Lys77 in the crystal structure on the adjacent 

protomer could be mutated to achieve a double SER mutant (triple mutant including C199S) with 

amino acids which have complimentary chemical properties and that are electrostatically attracted to 

one another at pH 6.5. These strategies were not pursued in the time that was available, however.  

4.1.4: SER Construct 2 – AgrA_Y100T_K101A_C199S 

These two extra mutated residues are located at the carboxyl end of α4 which, as previously 

discussed, is hydrophobic. This construct behaved identically to AgrA_C199S during purification, 

giving a monomeric peak during SEC and exhibiting excellent purity. Consequently it was possible to 

establish crystallisation experiments with it. Sitting drop experiments were established using the 

optimised AgrA_C199S crystallisation strategy and condition to check for de novo growth of crystals 

of this SER mutant. Additionally, microseeds of the AgrA_C199S/P2fragment crystals were delivered 

via streak seeding into to hanging drops containing sample corresponding to 

AgrA_Y100T_K101A_C199S. No crystals were observed in any of the experimental wells. 

4.1.5: SER Construct 3 – AgrA_K101A_C199S 

This construct retains the native Tyr100 immediately preceeding the K101A mutant. The Ni
2+

-affinity 

chromatogram for AgrA_K101A_C199S exhibits two major peaks, the first of which has a sharp 
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right-hand shoulder. It was common to observe two peaks on the Ni
2+

-affinity chromatograms during 

AgrA_C199S purifications. The first peak always corresponded to a contaminant eluting at 10 – 15 % 

buffer B, and the second peak corresponded to the AgrA_C199S sample eluting ~ 40 % buffer B. The 

respective buffer B retention percentages for the AgrA_K101A_C199S Ni
2+

-affinity chromatogram do 

not match these values, however. The first peak, as well as being shouldered, elutes at ~ 25 % buffer 

B whilst the second peak elutes at ~ 50 % buffer B. Inspection of the corresponding SDS-PAGE gel 

shows that the second peak corresponds to AgrA_K101A_C199S, which is to be expected given the 

percentage buffer B retention. This sample was further purified and collected but crystallisation 

experiments using it were never established.  

The first peak meanwhile exhibits a band that runs between the 58 and 80 kDa markers on SDS-

PAGE. There is a similarly sized protein band in lanes corresponding to the first Ni
2+

-affinity peak for 

the AgrA_Y100T_K101A_C199S sample as well, however, here is significantly more of the 

AgrA_K101A_C199S SDS-PAGE gel; enough to suggest that it is overexpressed.  

4.1.6: Comments on the Possible Role of Lys101 in AgrA Dimerisation 

Although it is generally the case that exposure to sodium dodecyl sulphate and DTT in SDS-PAGE 

sample loading buffers, combined with heating to ~ 98 °C, breaks apart all non-covalent interactions, 

this is not always the case. For example, boiling of most membrane protein samples leads to excessive 

laddering of the sample on SDS-PAGE gels due to non-covalent hydrophobic interactions.
[294]

 It is 

feasible therefore that the band which runs between the 58 and 80 kDa markers on the SDS-PAGE gel 

corresponding to AgrA_K101A_C199S sample might be the hitherto illusive AgrA dimer, given the 

proximity of this lysine mutant to an extremely hydrophobic region on the surface of the AgrA and its 

high degree of conservation.  

A band on an SDS-PAGE gel is very information-poor, however. In the instance discussed the band 

may correspond to a contaminant that sticks to the AgrA_K101A_C199S mutant (although this 

argument must also acknowledge that non-covalent interactions can withstand the heat and 

denaturents). Alternatively it may correspond to a contaminant that is present in very high abundance 
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and exhibits some affinity for the Ni
2+

-affinity column. The latter property could impart the former by 

collection on the column and followed by elution into a comparatively small volume.  

These are all plausible scenarios and short of MS data or some other data which is capable of 

conclusively identifying denatured protein samples from an SDS-PAGE gel it is not possible to state 

anything for certain. It was not possible to collect these data due to the Covid-19 outbreak, however.  

Both Ni
2+

-affinity chromatogram peaks for the AgrA_K101A_C199S mutant were subject to SEC. 

The peak which eluted at the highest percent buffer B % corresponds to AgrA_K101A_C199S 

monomer. The peak retention volume and profile is exactly the same as for both AgrA_C199S and 

AgrA_Y100T_K101A_C199S SEC peaks (fig. 4.5A and B). The peak which elutes at the lower-

percent buffer B % gives a different chromatogram (fig. 4.5C).  

Most of the sample elutes in the column void volume at ~ 45 mL and the corresponding SDS-PAGE 

sample band runs between the 58 and 80 kDa markers as it did after Ni
2+

-affinity chromatography. 

Two much smaller peaks are visible also, and have retention volumes of ~ 58 and 68 mL. SDS-PAGE 

analysis of these peaks indicate that they are probably the same species as they run at the same size at 

25 kDa (fig. 4.6C) and may both correspond to degraded AgrA.  
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Figure 4.3. Ni
2+

-affinity chromatograms for AgrA_C199S SER mutants. (A). K77A. (B). 

Y100T_K101A. (C). K101A. The K77A mutant did not express and so the purification was retired at 

this step. The Y100T_K101A mutant behaved like the AgrA_C199S sample. The K101A mutant 

exhibits an atyppical Ni
2+

-affinity chromatogram containing two peaks both eluting at percentages of 

buffer B. All of constructs contain the C199S mutation in addition those introduced for SER.  
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Figure 4.4. SDS-PAGE gels for AgrA_C199S SER mutants. (A). K77A (B). Y100T_K101A. (C). 

K101A. A small amount of AgrA_K77A is observed in the lane corresponding to the cell pellet in 

(A). Over expressed AgrA_Y100T_K101A and AgrA_K101A both run as monomers. The AgrA 

dimer or a contaminant is visible, particulalrly in (C). Gels are 16 % polyacrylamide, reducing. 
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Figure 4.5. Size exlcusion chromatograms for AgrA SER mutants. (A). Y100T_K101A. (B). The 

higher-percentage buffer B Ni
2+

-affinity chromatography peak from K101A.  (C). lower-percentage 

buffer B Ni
2+

-affinity chromatography peak from K101. Y100T_K101A exhibits a peak 

corresponding to a monomer as does the K101A mutant obtained from the  higher-percentage buffer B 

peak. Material from the lower-percentage buffer B peak elutes mostly in the void volume but yeilds 

two addiononal small peaks at ~ 58 and 68 mL which might correspond to degraded AgrA. The same 

running buffer and Hiload® Superdex® 75 16/600 column is used for all purifications. 
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Figure 4.6. SDS-PAGE Gels for AgrA_C199S SER mutants. (A). Y100T_K101. (B). The higher-

percentage buffer B Ni
2+

-affinity chromatography peak from K101A. (C). The lower-percentage 

buffer B Ni
2+

-affinity chromatography peak from K101A. Y100T_K101 exhibits excellent purity, as 

does the monomeric K101A. The bottom gel shows that the SEC void peak that corresponds to the 

band which runs between 58 and 80 kDa. The pairs of lanes correspond to the peaks at 58 and 68 mL 

respectively and seem to be degraded forms of a single species which runs at 25 kDa on SDS-PAGE. 

Gels are 16 % polyacrylamide, reducing. 
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4.2.1: Pursuit of Better AgrA Crystals via Additional Crystallisation Experiments  

Additional crystallisation experiments were designed to provide either higher resolution data for the 

N-terminal domain to compliment the structure already presented, and to try to crystallise an entire 

AgrA dimer/promoter complex. The former would facilitate comparisons to be made between AgrA 

in phosphorylated and non-phosphorylated states, and perhaps mechanistic conclusions drawn which 

are impossible to infer from low-resolution electron density maps. The latter should provide a wealth 

of structural information regarding the physiological dimer/promoter complex including the exact 

nature of the dimerisation interface and the asymmetry between the two AgrA molecules. 

4.2.2: AgrA_D59E_C199S/P2fragment 

Crystallisation experiments of this (constitutively active) sample were established in Morpheus®, 

PACT Premier™, MIDASPlus™ [Molecular Dimensions] and Nucleix [Qiagen] using the standard 

sitting drop vapour diffusion method. The concentration of the sample was 65.5 and 125 µM with 2 

molar equivalents of the DNA. The sample was worked-up identically to the AgrA_C199S/P2fragment 

sample and the experiments were incubated at 20 °C. No crystals were observed from these 

experiments.  

4.2.3 AgrA_C199S/P3full 

Complimentary single-stranded DNA (ssDNA) corresponding to the forwards and reverse sequences 

of the P3 promoter region, with complimentary unpaid 5’ A/T overhangs were annealed to achieve an 

oligoduplex stock corresponding to the full P3 promoter region. This was incubated with purified 

AgrA_C199S in a 1.0:0.7 molar ratio to achieve a 0.2 molar excess of DNA after each DNA molecule 

had bound two AgrA_C199S molecules. The exact strategy for generating the oligoduplex stock and 

its subsequent incubation with AgrA_C199S can be found in the methods section 7.6.12. This sample 

was used to establish crystal screens in the following screens at Agr_C199S concentrations of 62.5 

and 125 µM: Morpheus®, Morpheus® II, Morpheus® III, PACT Premier™, MIDASPlus™, Stura 

Footprint Screens, JCSG Plus™, ProPlex™ [Molecular Dimensions], Nucleix, The PEGs Suite and 

The ComPAS Suite [Qiagen]. Two promising candidate crystals were observed in conditions 
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corresponding to Morpheus® well A12 and MIDASPlus™ well A11. Although later X-ray diffraction 

screening was to show that these were chemical crystals (data not shown) this was not known at the 

time of experimentation and so the conditions were used to establish the subsequent crystallisation 

experiments detailed below.   

4.2.4: AgrA_C199S/P3full and AgrA_C199S/P2full With and Without [BeF3]
-
 

Complimentary ssDNA corresponding to the forwards and reverse sequences of the P2 promoter 

region, with complimentary unpaired 5’ A/T overhangs were annealed to achieve an oligoduplex 

stock corresponding to the full P2 promoter region. This stock solution was used to prepare a sample 

of AgrA_C199S/P2full as already described above at AgrA_C199S concentrations of 62.5 and 125 

µM. Identical samples of AgrA_C199S/P3full were also prepared in parallel. All four of these samples 

were divided in half, and one set was treated with 10 molar equivalents of [BeF3]
-
. Crystallisation 

experiments were then established for all eight samples in conditions corresponding to Morpheus® 

well A12 and MIDASPlus™ well A11 in 48 well sitting drop crystallisation experiments with 2 µL 

experimental drops and 80 µL reservoirs. These were incubated at 20 °C. 

4.2.5: AgrA N-terminal Domain Only 

A construct containing the first 141 amino acids of AgrA, AgrA1-141, was prepared via inverse PCR 

using the construct used to purify full-length AgrA_C199S for crystallisation experiments, as the 

template DNA. This work was performed by Sara Zandomeneghi, a PhD researcher within the S. 

aureus research group at the University of Nottingham. The Ni
2+

-affinity purified sample was 

provided to the experimenter with a view to dividing up the sample after SEC. The sample purified as 

a monomer with a retention volume of ~ 78 mL. This is compares to ~ 70 mL for full-length 

AgrA_C199S when purified on the same column. Key purification data are presented overleaf in 

figure 4.7. 
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Figure 4.7. Purification data for AgrA1-141. (A). Gel filtration chromatogram for AgrA1-141 showing a 

retention volume of 77 mL, which corresponds to the monomeric state of the sample. The column 

used was a HiLoad® Superdex® 75 16/600 identical to the one used to purify full-length 

AgrA_C199S.  (B). Purified AgrA1-141 runs as a ~ 11 kDa species on the SDS-PAGE gel, and is 

somewhat obscured by a blister on the gel itself. The gel is 18 % polyacrylamide, reducing. 
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The sample was spin-concentrated 173 to µM, divided into two equal portions, one of which was 

diluted two-fold into SEC running buffer. Crystallisation experiments were established at both sample 

concentrations in the following screens: Morpheus®, PACT Premier™, MIDASPlus™, JCSG Plus™, 

ProPlex™, The LMB Screen™, MemGold™, and The Structure Screen [Molecular Dimensions] 

using standard sitting drop vapour diffusion methods. Crystals were observed in the following 

conditions: ProPlex™ well G3, MIDASPlus™ well E1 and JCSG Plus™ well E2. The compositions 

of these conditions are presented in table 4.2. 

Two of the conditions are very similar in composition, containing 2 M ammonium sulphate at and 

near neutral pH. Of these two conditions, one contains the salt of cacodylic acid which has an arsenic 

atom at its centre and is therefore toxic. The condition corresponding to ProPlex™ well G3 was 

nominated for crystal optimisation therefore. A buffer control experiment was established using SEC 

running buffer only as the crystallisation sample. This did not generate any crystals or precipitate and 

so optimisation was continued. The concentration of ammonium sulphate in the crystallisation 

experiments was varied from 1.0 – 3.0 M in the 48 well sitting drop format with 2 µL experimental 

drops. All of these failed to reproduce the crystals however, even the control experiments which 

matched the composition of the original condition exactly.  

The original hit crystals were cryocooled and screened for X-ray diffraction at Diamond Light Source. 

No X-ray diffraction was observed from the crystals. This indicates they are probably formed of 

protein and not simple salt or chemical crystals which would diffract synchrotron X-rays strongly. 

More time is required to reproduce and improve the crystals to see if any X-ray diffraction can be 

obtained from them. Pictures of the original hit crystals are presented in figure 4.8 overleaf. 
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Condition ID Buffer Salt Precipitant 

ProPlex™ G3 HEPES, 0.1 M, pH 7.0 None Ammonium sulphate, 2 M 

MIDASPlus™ E1 Tris, 0.1 M, pH 8.5 Li-citrate·4H2O, 0.1 M  PPGBA
*
 400, 15 % v/v 

JCSG Plus™ E2 Na-cacodylate, 0.1 M, pH 6.5 None Ammonium sulphate, 2 M 

Table 4.2. Summary of the conditions which afforded promising crystals resulting from sparse 

matrix crystallisation screening of AgrA1-141. 
*
PPGBA 400 is poly(propylene glycol) bis(2-

aminopropyl ether). 

 

 

 

 

 

 

Figure 4.8. Pictures of the hit crystals obtained from sparse matrix crystallisation screening of  

AgrA1-141 in the conditions indicated. (A) ProPlex™ G3. (B). MIDASPlus™ E1. (C). JCSG Plus™ 

E2. Respective zoom-ins are shown beneath. The leftmost crystals were fished and screened for X-ray 

diffraction but exhibited completely blank diffraction images.  
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4.3.1: Structure-Activity Experiments on AgrA_C199S  

To try to validate the correctness of the AgrA_C199S/P2fragment structure solution built at low 

resolution in the absence of higher quality diffraction data, and to try to give it some physiological 

context, several experiments were designed to probe the structure-activity relationships of AgrA. 

These delineated into three discrete threads: A) does the hydrophobic patch on surface play a role in 

AgrA dimerisation? B) What role, if any, does the proximal cysteine pair Cys55 and Cys123 play in a 

physiological setting? And C) can the available in-house AgrA inhibitor data be advanced upon?  

In order to address these questions, four experiments were conceived: A) SAXS analysis to provide 

further information upon the nature of the AgrA dimerisation interface and the AgrA dimer/promoter 

complex. B) EMSAs under oxidative and reducing conditions to assess whether the aforementioned 

cysteine pair directly affects biding of AgrA to its promoters in vitro. C) Lux-based reporter assays to 

address whether mutating these cysteine residues affects turnover of the agr system in vivo and D) in 

silico docking of AgrA inhibitors developed in-house to generate hypotheses upon their mode of 

inhibition.  

4.3.2: SAXS Experiments on the [BeF3]
-
-Activated AgrA Dimer/P3full Complex  

Some evidence for a hydrophobic patch on the surface of the N-terminal domain playing a role in 

AgrA dimerisation has already been presented. To briefly recap: the hydrophobic patch in itself is 

limited evidence since it will be higher in solvation energy than the rest of the surface; a 

crystallographic dimer that buries this patch against a copy of itself strongly resembles physiological 

dimers of structural AgrA homologues, and invokes the same secondary structure elements at the 

dimerisation interface; in silico docking of the AgrA N-terminal domains picks out a near-identical 

interface and in silico analysis of the crystallographic interface suggests that it is in or above the 97
th
 

percentile of energetically favourable dimers that the N-terminal domains can form.  

AgrA is a strong binder of DNA even in the absence of phosphorylation.
[85]

 Although there are 

differences in the affinities of AgrA for the P2 and P3 promoter regions, and these affinities become 

higher upon phosphorylation, the increase is from low nanomolar to high picomolar (Kd). Preparing 
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AgrA/DNA complexes is trivial then provided the recombinant AgrA sample is folded, since the 

sample concentration is invariably orders of magnitude above the Kd during purification.  

Isolating an AgrA dimer was eventually achieved by incubating AgrA with an oligoduplex 

corresponding to the full P3 promoter region, followed by incubation with excess [BeF3]
-
. Formation 

of this complex was confirmed by analytical SEC and presence of both protein and DNA in the 

sample peak was confirmed by SDS-PAGE and checking that the absorbance maxima occurred at a 

wavelength of 260 nm.  

Such a sample has already been discussed as being used for crystallisation studies (section 4.2.4). The 

same sample work-up procedure and analysis was carried out for the crystallisation sample as for the 

SAXS sample. As the crystallisation experiments on this complex were unsuccessfull, however, the 

sample quality control data is presented here in figure 4.9 with the SAXS data but applies to both 

samples. During a test purification, before submitting the sample for SAXS, [BeF3]
-
 was applied to the 

AgrA_C199S sample in one hundred-fold molar excess with 0.6 molar equivalents of DNA. These 

conditions were found to be too austere however, resulting in precipitation of ~ 30 – 40 % of the 

sample. This was circumvented in the actual SAXS sample by applying [BeF3]
-
 in ten-fold molar 

excess and 1 molar equivalent DNA (exactly twice as much DNA needed to bind of all of the 

AgrA_C199S molecules given that the reaction has a 2:1 ratio of AgrA_C199S:P3 DNA). 

The SAXS data were collected at Diamond Light Source beamline B21 by Dr. Alice Goode. Key 

charts are presented in figure 4.10. The Guinier plot
[295]

 is linear which is indicative of scattering from 

a monodisperse sample.
[296]

 The radius of gyration determined from the Guinier plot and the pair-

distance distribution, Pr, plot agree and are 51.3 and 51.6 Å respectively, which is indicative of good 

quality data.
[297]

 The maximum dimension of the complex, rmax, was determined as 176 Å. The 

scattering data provided readily-interpretable molecular envelopes (fig. 4.11) when processed with 

DAMMIF
[298]

 and DAMMAVER,
[299]

 which are available as part of the ATSAS suite
[300]

 (vers. 3.0.1) 

[EMBL].   
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Figure 4.9. Purification data for the (AgrA_C199S)2/P3full complex. (A). the size exclusion 

chromatogram. The column used was a Superdex® 200 Increase 10/300 GL column and the running 

buffer is the same as for the AgrA_C199S sample used for crystallisation experiments. (B). SDS-

PAGE analysis of the sample before any treatment, after treatment with DNA, [BeF3]
-
 and spin-

concentration, and after the analytical SEC step. (C). Nanodrop 1000 readout for the sample after 

analytical gel filtration showing an absorbance maximum at 260nm which betrays the presence of 

DNA in the sample. 
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Figure 4.10. Key charts obtained from the buffer-subtracted SAXS data. (A). The pair distance 

distribution plot of Pr against r. The Pr function is approximately Gaussian but is slightly left-biased 

which is indicative of a rod-shaped particle.
[301]

 Pr has no units and r has units Å. (B). A plot of the log 

of the scattering intensities, log|i|, against the scattering vector, s. Logarithms have no units and s has 

units Å
-1

. (C). A Guinier plot of the natural logs of the scattering intensities, ln|i|, against the square of 

the scattering vector, s
2
. The parameter s

2
 has units Å

-2
. The plot is linear which is indicative of 

scattering from a monodisperse sample. 
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Figure 4.11 (previous page). SAXS-constructed molecular envelope of (AgrA_C199S)2/P3full prepared 

using DAMMIF
[298]

 and DAMMAVER,
[299] 

which are available as part of the ATSAS suite
[300]

 (vers. 

3.0.1) [EMBL]. (A). Top-down view of the molecular envelope showing a sharp 55 ° bend and a 

protrusion, corresponding to the AgrA_C199S N-terminal dimer, lying above the inside apex of this 

bend (that is, pointing directly up out from the page towards the reader). (B). The same as (A) but 

with the envelope shown as a transparent surface and with the crystallographic AgrA_C199S N-

terminal dimer discussed in section 3.9 modelled into the protrusion. The protein is shown as a dark 

blue cartoon with the two α5s, which immediately precede the C-terminal domains, coloured green for 

clarity. (C) and (D). The same two representations (A) and (B) respectively but viewed from the 

inside of the bend introduced to the DNA by AgrA_C199S. The angle and distance measurements 

were made in PyMOL™. The corresponding maximum particle dimension would be: 118cos(55) + 

138  = 205 Å. This is within 20 % of the rmax calculated directly from the Pr plot. 
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The path of the DNA helix is readily traceable within the molecular envelope. The AgrA_C199S 

dimer introduces a sharp 55 ° bend into the DNA molecule, indicating that the DNA-binding domains 

bend the DNA in a cooperative manner. DNase I protection assays have identified hypersensitive 

bases on the P3 promoter once bound to AgrA
[81]

 which is indicative of DNA curvature
[83]

 and the 

envelope presented here agrees with these findings. The DNA-binding domains themselves are not 

clearly visible within the envelope of the complex. There is, however, a distinct protrusion pointing 

out from the DNA, demonstrating unequivocally that the dimerisation interface does indeed occur 

between the N-terminal domains of AgrA. The crystallographic dimer discussed in section 3.9 was 

modelled into the protrusion using PyMOL™ and exhibits an excellent fit to the molecular envelope.  

Another feature which can be observed in the envelope is that both AgrA_C199S molecules lie to one 

side of the DNA, and the bend they impart is perpendicular to the plane of the AgrA_C199S N-

terminal domains. This is in marked contrast the crystal structure of the KdpE dimer bound to its 

promoter region
[91]

 (PDB: 4kny) in which the entirety of the KdpE dimer and the bend imparted into 

the DNA all occupy a single plane. The architecture of the KdpE DNA-binding domains is winged 

helix-turn-helix however, not LytTR-type.  

The non-co-planarity observed in the envelope implies that the 95 ° angle between N- and C-terminal 

domains of the AgrA_C199S molecule observed in crystal asymmetric unit is present in the 

physiological dimer also. This feature may be characteristic of the way the LytTR family of proteins 

bend DNA, or a unique feature of the AgrA dimer/P3 promoter complex. Additional structural 

information regarding LytTR-type response regulators in complex with DNA would need to become 

available to see if any trends became apparent. This SAXS data and the full-length AgrA_C199S 

structure solution are the first structural data for any full-length LytTR-type DNA-binding protein in 

complex with DNA however, so there is nothing against which to make direct comparisons. 

4.3.3: Oxidising and Reducing EMSAs to Probe Cys55 and Cys123 In Vitro 

The strategy for the EMSAs involved incubating low µM quantities of acetyl phosphate-activated 

AgrA_C199S with 10 nM of 5’ cyanine5.5-labbeled DNA probe corresponding to the P3 promoter 
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region and a running a native PAGE gel in tris/borate/EDTA (TBE) buffer at low currents at 4 °C. 

The samples were split into two test populations which were treated separately with excess DTT or 

H2O2 prior to titrating in the DNA probe. The C199S point mutant in the sample acted as a pre-made 

control for the proximal cysteine pair in the C-terminal domain of AgrA (Cys199 and Cys228).  

In the initial experiments, the oxidised and reduced samples were run on the same gel, but this was 

subsequently changed such that each test case was ran on a separate gel so as to avoid diffusion of the 

redox reagents, which could tarnish the results. The resulting gels were clear but all of the 

experiments were complicated by the failure of the DNA probe to fully anneal, and consequently 

running as a doublet of two single strands of DNA on the gel rather than a single band of dsDNA.  

The ssDNA is too flexible for AgrA_C199S to bind and so only faint bands were observed for the gel 

shifts since only a small fraction of the DNA probe existed as dsDNA. This was not a problem with 

respect to AgrA_C199S activity which had been proven several times via SEC with different 

oligoduplexes for crystallisation and SAXS, but it did prevent conclusive results being drawn from the 

EMSAs. The probe was reordered with a view to repeating the experiments but it did not arrive prior 

to the outbreak of Covid-19 and so they have not yet been performed. Two representations of the gels 

resulting from the same EMSA experiment are shown in figures 4.12 and 4.13 overleaf. 
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Figure 4.12. EMSA results. (A). Reducing EMSA. (B). Oxidising EMSA. Both results are visualised 

as negatives with identical exposures and no digital manipulation. The probe runs as a doublet for 

both experiments limiting the intensities of the bands corresponding to the gel shifts, which are visible 

but faint. Gels are 6 % acrylamide (prepared from a 30 % solution of 19:1 acrylamide:bis-acrylamide, 

not 37.5:1 which is used to prepare SDS-PAGE gels). Note that the shifts may not have printed well. 
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Figure 4.13. EMSA results. Gels are the same as the previous page but viewed as heat maps. Again no 

digital modification was made to the images. Note again that the gels may not have printed well. 
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4.3.4: Lux-based Reporter Assays to Probe Cys55 and Cys123 In Vivo 

A robust lux-based reporter assay is available to the S. aurues research group.
[302]

 In the assay the agr 

P3 promoter is tethered to a luciferase gene and the agr system may be activated in a AIP dose-

dependant manner. Bioliminscence can be trivially recorded and normalised against cell Optical 

Density at λ = 600 nm (OD600nm) to get an accurate determination of perturbations in agr regulation. 

Measuring light output is arbitrary and so every measurement must be compared to a control in which 

the agr system, apart from the gene which it has been forced to upregulate (lux) is WT. Cell density 

was  simultaneously quantified in order to normalise the light ouput to the abundance of cells in each 

of the test conditions and assess any perturbations in cell growth resulting from modifications to the 

agr genetic code. 

The crystal structure determined in this work informed a number informed a number of point 

mutations that may perturb agr function when introduced into AgrA in the bioreporter assay. The 

mutants generated were: AgrA_C55S, AgrA_C123S, AgrA_C199S, AgrA_C228S, AgrA_D59N  

(constitutevely inactive AgrA), AgrA_D59N_C123S and AgrA_D59N_C199S. At the the outset it 

should be duly noted that all of bioreporter work was performd by Dr. Ewan Murray whose research 

priarily involved in vivo studies of agr, and not recombinant protein work or biophysics etc. The data 

presented here are his and are presented with permision.  

The mutations involving Cys55 and Cys123 were generated to test the redox dependancy of the 

cysteine pair observed in the N-terminal domain of AgrA. The C199S mutant meanwhile mutant is 

known to enhance AgrA DNA-binding activity,
[208]

 however, it has not been reported whether this 

superactivity is dependant on prior phosphorylation of AgrA in order to occur, or whether the C199S 

mutant is truly constitutively (super)active. It was therefore interesting in itself to study and a good 

benchmark against which to compare the Cys55 and Cys123 mutations to. 

It was found to be impossible to introduce mutants that simultaneously disrupted both disulphide 

bridges, suggesting that at least one is required to prevent toxicity to the host cells. No mutations were 

made for Cys6 which lies well away from the other cysteines in the N-terminal domain (the Cß···Cß 
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distances are 11.6 Å and 16.3 Å for Cys6 and Cys55, and Cys6 and Cys123, respecitvely). Similarly, 

the AgrA_D59E mutant (constitutively active) was also found impossible to generate in S. aureus 

cells and toxic when transformed into E. coli cells. Placing it under the control of a silent promoter 

ammeliorated these effects but was of limited experimental value.  

There is no dramatic effect upon activation of the P3 promtor when the potential N-

terminal  disulphide bond in the N-terminal domain is disrupted (C123S). The resepective half-

maximal effective concentration (EC50) curves match that of WT AgrA. This is unlike the C199S 

mutant, which displays increased levels of activation and ~ five-fold lower EC50 values when 

compared to WT AgrA (fig. 4.14). When in combination with D59N (constituvely inactive) both 

C123S and C199S mutants display significant growth retardation however, whilst all of the single 

mutants grow at the sae rate as WT AgrA.  

This data suggests that AgrA plays a role in the S. aureus cell lifecycle during agr dormancy, and that 

both of the disulphide bonds present in AgrA are important to this role. Furthermore the growth defect 

imparted by mutating them occurs independently of AIP concentration (figure 4.15). However, it 

remains unclear how the N-terminal domain disulphide bond is important, i.e. whether its mutation 

abrogates DNA-binding fucntion or simply affects the stability of AgrA. These prliminary findings 

also corroborate the full-length AgrA model as it is built, by demonstrating that the Cys55 and 

Cys123 pair must be close so as to form a disulphide bridge that is disruptable in such a manner that 

produces a measurable effect (retarded cell growth). The phosphorylation-dependancy of the C199S 

mutant superactivity compared to WT AgrA is also a novel finding.  

Inevitably there are more mutant combinations which could be tested which may yet illucidate more 

layers of complexity in the agr system imparted by AgrA. This thread of research was also disrupted 

by the Covid-19 outbreak and is ongoing at the time of writing.  
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Figure 4.14. EC50 Curves for series of AgrA mutants showing normalised light output as a function of 

the log of the dose of AIP (which have no units). (A). Single mutants and WT only. (B). Single and 

double mutants plotted together. Work upon the double mutant EC50 curves is unfinished due to 

Covid-19 (hence the lack of error bars). All of the D59N mutants show abolished agr activity as does 

the C228S mutant. The C199S mutant is superactive whilst still requiring some AIP to initiate 

activity. RLU stands for Relative Light Units (which have arbitrary units).  

 

  



 
 

179 
 

 

Figure 4.15. Growth curves for a series of AgrA mutants showing cell growth normalised to 1 for the 

WT AgrA population as a function of time (in mins). Top. (A). Cell growth at 0.1 nM AIP. (B). Cell 

growth at 100 nM AIP. The C228S mutant exhibits the most drastic growth retardation and does not 

appear to reach the same final cell population number as the other mutants. The D59N_C123S and 

D59N_C199S double mutants show less drastic growth retardation and appear to reach the same final 

population number as WT AgrA. All effects appear to be invariant with respect to AIP concentration. 
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4.3.5: Docking of IQS Analogues to AgrA 

4.3.5.1: Preliminary Work on IQS Analogues  

Both being commensal and opportunistic pathogens, S. aureus and P. aeruginosa compete with each 

other for the nutrients required to proliferate and infect hosts that are suffering from an 

immunocompromising illness, usually one that affects the respiratory system such as cystic 

fibrosis.
[303]

  

P. aeruginosa secretes a variety of anti-staphylococcal compounds such as 4-hydroxy-2- 

heptylquinoline-N-oxide
[304]

 which alters the metabolic profile of S. aureus, to produce the so-called 

small-colony variant of the pathogen. This variant displays reduced alpha-toxin production and slower 

growth than the regular-colony form.
[305]

 The QS signal molecule secreted by P. aeruginosa, N-(3-

oxododecanoyl)-L-homoserine lactone, is an antagonist of the S. aureus agr system and leads to 

reduced virulence factor production.
[306]

 Pyochelin meanwhile is a secondary metabolite and iron-

chelating agent produced by P. aeruginosa that allows the cells to ingest iron by transporting the 

chelated ions to the outer membrane transporter protein FptA.
[307]

 Pyochelin biosynthesis produces 2‐

(2‐hydroxylphenyl)‐thiazole‐4‐carbaldehyde (also known as aeruginaldehyde and abbreviated to IQS) 

as a by-product and there is some evidence that it has antimicrobial properties against some 

phytopathogens.
[308]

   

Research undertaken by previous PhD student Dr. Yanin Jaiyen demonstrated that IQS also exhibited 

anti-staphylococcal properties. Specifically, it was shown that IQS could reduce α-haemolysin 

expression in S. aureus in a highly strain-specific manner. In attempting to broaden the range of S. 

aureus strains against which IQS was efficacious and/or increase their potency as inhibitors, chemical 

synthesis of fourteen IQS analogues was performed. Of these analogues, IQS3 and IQS11 were more 

potent than IQS with respect to α-haemolysin expression in: group I S. aureus strain KH1187A, group 

II S. aureus strains TS2 and TS5 and group IV S. aureus strain TS3. The target of IQS was eventually 

determined to be AgrA, as 1 – 100 µM IQS3 was shown to reduce light output from an AgrA 

bioreporter strain that could be induced independently of AgrC. 
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That AgrA was the target of the IQS analogues was further validated in vitro via EMSA experiments 

using recombinant AgrA and a DNA probe corresponding to the agr P2 promoter. Total abolition of 

the AgrA/P2 promoter complex was observed when 1 mM IQS3 in 10 % DMSO was titrated into a 

mixture of 600 nM AgrA and 10 nM P2 probe. Other IQS analogues required even higher 

concentrations to achieve abolition of the AgrA/P2 promoter complex.  

That a by-product of secondary metabolite synthesis in P. aeruginosa was shown to inhibit S. aureus 

AgrA has important corollaries within the field of staphylococcal AMR, however, the data is limited 

by the low binding affinity of the IQS derivatives for AgrA and the lack of any data evidencing their 

binding site, which in turn precludes hypotheses upon their mechanism of inhibition. To overcome 

this, efforts were made (this work) to determine the binding site of these IQS analogues.     

4.3.5.2: Co-crystallisation Attempts of IQS Analogues with AgrA 

Efforts were made to experimentally determine the binding site of the IQS analogues via co-

crystallisation studies with full-length AgrA_C199S. This approach was fundamentally limited, 

however, by the aforementioned low binding affinity of the IQS analogues, and compounded by the 

relatively high concentrations of AgrA_C199S required in the crystallisation experiments (62.5 µM). 

The limited solubility of the IQS analogues at elevated concentrations and the requirement of 10 % 

DMSO to solubilise them prevented them from being titrated into the crystallisation experiments in a 

degree of excess comparable to those in EMSA experiments performed by Dr. Jaiyen (approximately 

fifteen hundred-fold). The presence dehydrating polymers and other polyols in the crystallisation 

experiments would have further decreased their power to solvate the IQS analogues, and taken 

together these reasons explain why all of the experiments resulted in immediate heavy precipitate 

being formed. Soaking of the IQS analogues into the AgrA_C199S/P2fragment crystals was deemed an 

invalid strategy since the analogues function as DNA-binding inhibitors of AgrA and these crystals 

contain DNA bound to AgrA_C199S.  
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4.3.5.3: In Silico Docking of IQS Analogues to AgrA Using AutoDock Vina 

In the absence of experimental data, an in silico docking approach was nominated as an alternative 

method to provide some information regarding the binding site of the IQS analogues. Whilst data 

generated in silico cannot alone be considered evidence for a given binding site, it does allow the 

formation of hypothesis that can be tested in the laboratory.  

The docking experiments were performed using AutoDock Vina
[309]

 (vers. 1.1.2) in conjunction with 

MGL Tools
[310]

 (vers. 1.5.6) [both developed by the MGL lab, Scripps Institute] using the apo 

structure of the C-terminal domain of AgrA
[92]

 (AgrAC) (PDB: 4g4k) as the receptor molecule. All 

fourteen IQS analogues and IQS itself were docked, and the entire of surface of the receptor was 

included in the search space. Each docking experiment returned the nine results, ranked by their 

corresponding redicted binding energies, thus generating in a total of 135 AgrAC/IQS analogue 

complex “structures”. The skeletal structures of the fourteen IQS analogues and IQS itself can be 

found in table 4.3 and the log files, containing a full list of the predicted binding energies for each of 

the fifteen docking experiments, can be found in appendix IV. 
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IQS# Skeletal structure IUPAC Name 

   

IQS1 

 

2-(2-hydroxyphenyl)thiazole-4-carboxylic acid 

IQS2 

 

methyl 2-(2-hydroxyphenyl)thiazole-4-carboxylate 

IQS3 

 

ethyl 2-(2-hydroxyphenyl)thiazole-4-carboxylate 

IQS4 

 

2-(4-(hydroxymethyl)thiazol-2-yl)phenol 

IQS5 

(IQS) 

 

2-(2-hydroxyphenyl)thiazole-4-carbaldehyde 
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IQS# Skeletal structure  IUPAC Name 

   

IQS6 

 

(S)-2-(2-hydroxyphenyl)-4,5-dihydrothiazole-4-

carboxylic acid 

IQS7 

 

methyl (S)-2-(2-hydroxyphenyl)-4,5-

dihydrothiazole-4-carboxylate 

IQS8 

 

ethyl (S)-2-(2-hydroxyphenyl)-4,5-

dihydrothiazole-4-carboxylate 

IQS9 

 

2-phenylthiazole-4-carbaldehyde 

IQS10 

 

2-(2-hydroxyphenyl)thiazole-4-carboxamide 
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IQS# Skeletal structure  IUPAC Name 

   

IQS11 

 

ethyl 2-(3-hydroxyphenyl)-4-methylthiazole-5-

carboxylate 

IQS12 

 

2-(2-methoxyphenyl)thiazole-4-carboxylic acid 

IQS13 

 

methyl 2-(2-methoxyphenyl)thiazole-4-

carboxylate 

IQS14 

 

2-(pyridin-2-yl)thiazole-4-carboxylic acid 

IQS15 

 

methyl 2-(pyridin-2-yl)thiazole-4-carboxylate 

Table 4.3. Skeletal structures of all IQS analogues docked to AgrAC. 
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Only a small difference in the predicted binding energies was observed between the 135 docking 

results (-4.1 kcal mol
-1

 for the weakest binder and -5.4 kcal mol
-1

 for the strongest). The magnitude of 

the predicted binding energies is in agreement with the millimolar affinities for AgrA reported in Dr. 

Jaiyen’s PhD thesis. The resulting predicted structures do not demonstrate a single site on the surface 

of AgrAC to which the IQS analogues preferentially binds, with each IQS analogue occupying one of 

several sites on the AgrAC surface, with similar predicted binding energies for each. Therefore there is 

no clear consensus as to where IQS analogues bind on surface of AgrAC based upon the predicted 

binding energies alone.  

Despite this narrow range of predicted binding energies however, a common interaction is observed 

between AgrAC and all but two of the fifteen compounds docked, excepting IQS1 and IQS6. 

Furthermore this interaction occurs in the same hydrophobic pocket identified via NMR titration 

studies as the binding site to which a small series of AgrA inhibitors bind.
[92]

 It involves π···π stack 

between the phenyl/hydroxyphenyl/methoxyphenyl/pyridyl ring on the IQS analogue ligand and 

Tyr229 on AgrAC. A small number of additional polar contacts to residues in the vicinity of Tyr229, 

primarily to Glu217 and Arg218, are also observed. That IQS1 and IQS6 are not predicted to bind to 

this area on AgrAC is pertinent, for in testing whether the inhibitory properties of the IQS analogues is 

due to an ability to chelate iron, Dr. Jaiyen determined that only IQS1 and IQS6 chelated iron as well 

has the positive control iron-chelating agent, desferrioxamine.  

Since all of the predicted binding energies for each of the nine binding modes for each of the fifteen 

compounds are very similar, they must be treated as equally plausible. There is however, no available 

evidence at present to suggest any functional relevance with respect to DNA-binding of areas on the 

AgrAC surface that are not either A) on the DNA-binding face of AgrAC or B) in the pocket 

previously mentioned.
[92]

 For this reason, and the fact that is not feasible to discuss all 135 unique 

results, only the results with the highest predicted binding energy that also exhibit a π···π stack with 

Tyr229 will be discussed. Schematic images of the predicted binding modes for all such results can be 

found in figures 4.16 – 4.28 and their corresponding predicted binding energies are listed in table 4.4. 
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Spacefill representations of IQS3 and IQS11 bound to AgrAC in their predicted modes are presented 

in figure 4.29.  

Of the residues with which the IQS analogues form contacts in addition to the π···π stack, Arg218 

also exhibits contacts of one type or another with all thirteen of the analogues. The most abundant 

type of contact with Arg218 is a bifurcated H-bond, occuring between a single O atom acceptor in the 

alkylcarboxylate (IQS2, IQS3 and IQS7); carbaldehyde (IQS5 and IQS9); and carboxamide (IQS10) 

moieties, to N atom donors in the guanidinium head group on Agr218. An additional H-bond, 

between the N atom acceptor in the IQS thiazole ring to an N atom donor in guanidinium head group, 

is also observed (IQS2, IQS3, IQS5, IQS7 and IQS9). A bifurcated H-bond also occurs between 

Agr218 and IQS11, however, the donor atom is the phenoxyl O atom, not the ethylcarboxylate O 

atom. In contrast to the above, the entire IQS11 molecule has its ethylcarboxyalte group pointing 

away from Arg218. In this orientation the ether O atom of the ethylcarboxyalte moiety acts as an  

H-bond acceptor for the side chain hydroxyl group of Ser202. The three IQS analogues that are not 

predicted to form polar contacts with Arg218 are: IQS8, IQS12 and IQS13. In these three cases the  

3-carbon aliphatic portion of the Arg218 side chain is predicted to form non-specific hydrophobic 

interactions with the 6-membered ring of the IQS analogue.  

IQS 

analogue 

Best docking result # with 

π···π stack to Tyr229 

Predicted binding 

energy, kcal mol
-1

 

Δ predicted binding energy to 

result #1, kcal mol
-1

 

IQS2 1 -5.4 NA 

IQS3 1 -5.3 NA 

IQS4 3 -4.6 0.1 

IQS5 1 -4.7 NA 

IQS7 4 -4.7 0.2 

IQS8 3 -4.8 0.1 

IQS9 1 -4.8 NA 

IQS10 4 -4.9 0.1 

IQS11 2 -5.0 0.1 

IQS12 5 -4.6 0.3 

IQS13 1 -4.8 NA 

IQS14 3 -4.6 0.1 

IQS15 1 -4.8 0.2 

Table 4.4. Summary of predicted binding energies for IQS analogue docking results which exhibit a 

π···π stack to Tyr229 on AgrAC.  
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Figure 4.16. IQS2 docking result #1.  

 
Figure 4.17. IQS3 docking result #1. 
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Figure 4.18. IQS4 docking result #3. 

 
Figure 4.19. IQS5 docking result #1. 
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Figure 4.20. IQS7 docking result #4. 

 
Figure 4.21. IQS8 docking result #3. 
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Figure 4.22. IQS9 docking result #1. 

 
Figure 4.23 IQS10 docking result #4.  
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Figure 4.24. IQS11 docking result #1. 

 
Figure 4.25. IQS12 docking result #5. 
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Figure 4.26. IQS13 docking result #1.  

 
Figure 4.27. IQS14 docking result #3. 
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Figure 4.28. IQS15 docking result #1. For all such images: residues involved in H-bonding are 

explicitly drawn and the H-bonds are displayed as dashed pink lines with their lengths displayed in 

Å. Carbonyl O and C, and Cα and peptide N atoms are labelled in black for explicitly drawn 

residues. Hydrophobic interactions are shown as black eyelashes. All residues are labelled in blue. 

 

 

 

 

 

 

 

 



 
 

195 
 

 

Figure 4.29. Spacefill representations of the results for IQS3 and IQS11 docked to AgrAC. (A and 

B). IQS3 and IQS11 are represented as space-filling diagrams and the AgrAC molecule are shown 

in green as a transparent surface. Residues that make key contacts with each of the IQS analogues 

are drawn. (C). P2 promoter DNA
[80]

 (PDB: 3bs1) is shown on the DNA-binding face of the AgrAC 

molecule shown in (B) to demonstrate how the IQS analogues may sterically interfere with DNA 

binding.  
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4.3.5.4: Predicted Binding Site of the IQS Analogues in Context 

That the IQS analogues are predicted to form polar contacts with Agr218 is important for two reasons. 

A) Arg218 forms a water-mediated contact with the sugar-phosphate backbone of the DNA molecule 

in the in the crystal structure of the AgrAC /DNA complex
[85]

 (PDB: 3bs1) and B) R218H mutants in 

AgrAC found in S. aureus strains isolated from hospital patients have been shown to be agr-

defective.
[96]

 It is reasonable to infer therefore that sequestering of Arg218 away from its 

physiological contact by the IQS analogues would abrogate AgrA DNA-binding function.  

Residues in the AgrAC loop containing Tyr229 form direct and water-mediated polar contacts to the 

DNA sugar-phosphate backbone, and directly to an adenine nucleobase through the spatially-proximal 

Arg233, in the upstream AgrA binding site on the P2 (PDB: 4xyq) and P3 (PDB: 4xqj) promoters but 

not in the downstream AgrA binding  sites on the P2 (PDB: 4xxe) and P3 (PDB: 4xqq) 

promoters.
[80,85]

 Studies have shown that alanine mutations of residues that are spatially-proximal to 

Tyr229, including Leu171, Glu181 and His200, significantly impair the ability of AgrA to bind DNA 

whilst the alanine mutation of Tyr229 itself does not.
[126]

  

It has also been shown that the Tyr229A AgrA mutant does not alter the ability of AgrA to bend DNA 

(to initiate RNAP recruitment).
[126]

 Alanine scanning experiments coupled with GFP expression 

reporter assays have demonstrated however, that the Y229A and Y229G mutants significantly impair 

the ability of AgrA to initiate transcription from the P3 promoter, whilst Y229I and Y229F mutants do 

not.
[126]

  

Given that the Tyr229 is highly conserved amongst staphylococcal AgrA, and the observations stated 

above, authors conclude from this data that a large hydrophobic residue at position 229 is required to 

maintain maximum transcription activation from AgrA, and that given the proximity of the 

transcription initiation site to the AgrA binding sites, Tyr229 might stabilise a direct interaction 

between AgrA and RNAP.
[126]

 It is also worth recalling that Tyr229 is immediately adjacent to 

Cys228, which is the partner to Cys19, formation of a disulphide bond between which completely 
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abolishes DNA binding activity in vitro and reduces P3 expression in vivo.
[208]

  

A published docking study is available for the AgrA inhibitor savarin (fig. 1.5).
[95]

 Comparison of the 

predicted binding mode of the IQS analogues to that of savarin reveals the two to be essentially 

identical, with the savarin molecule also binding into a groove between Tyr229 and Arg218. The 

isopropylphenyl ring on the savarin molecule exhibits a π···π stack with Tyr229 whilst the triazole 

ring forms polar contacts with Arg218. The predicted binding energy of savarin to this area on AgrAC 

is reported to be -6.1 kcal mol
-1

 and is comparable to those determined for the IQS analogues. 

It is pertinent therefore that the IQS analogues, which have been shown by Dr. Jaiyen to reduce α-

haemolysin expression from the P3 promoter in a small number of S. aureus strains, and that bind 

directly to AgrA, are predicted to have even a low affinity for this functionally-important area of 

AgrA. Although the IQS analogues have a similar predicted affinity for other areas on the AgrAC 

surface there is no clear consensus between them, nor is there is there experimental evidence available 

to indicate any functional relevance of these areas.  

It must be borne in mind that the Tyr229 region is located on the DNA-binding face of AgrAC, 

therefore any appreciably-sized compound binding to this site would probably sterically interfere in 

with binding of DNA. Whether or not the mode of inhibition of AgrA DNA binding by the IQS 

analogues occurs through steric interference of DNA binding, through interfering with the function of 

Arg218 or through interfering with the role of Tyr229 in gene transcription, is unclear at this time. It 

may be that they are indistinguishable given the proximity of Arg218 and Tyr229 to DNA in the 

available crystal structures of AgrAC/DNA complexes.   
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Chapter 5: AgrB – Expression, Purification, and Characterisation 

5.1: Preliminary Work on AgrB2 

Prior to arrival of the experimenter in the S. aureus research group considerable research had been 

undertaken on AgrB in-house. Consequently there were several constructs available to begin 

purification optimisation for structural studies. This is not to imply that a lot was known about AgrB, 

however. Basic characteristics such as the oligomeric state, orientation in the membrane, and the 

location of the N- and C-termini were all unknown. Secondary structure predictions suggest that AgrB 

is primarily alpha helical.
[51]

 An AgrD cleavage assay had been developed by a former researcher in 

the group, Dr. Victoria Steele but it was unreliable to perform, involving detection of cleaved T7-

tagged synthetic AgrD via western blot over a two day period using photographic film to detect the 

chemiluminescence. The best results had exhibited approximately 3 % turnover of AgrD after several 

hours of incubation. Only AgrB1 activity had been detected, but even this was not specific to the 

concomitant AgrD1 as it also cleaved AgrD2, a phenomenon that does not occur in vivo.
[67]

 

Furthermore AgrB2 activity had never been demonstrated.  

The difficulty in addressing the unknowns outlined above arises from two primary causes: A) AgrB is 

an integral membrane protease and B) The gene products of the allelic variants of AgrB all behave 

differently in vitro. It will become apparent that an observation made for AgrB2 does not necessarily 

hold for AgrB1. Consequently, an experimental design suitable for AgrB1 may not be valid for AgB2 

and vice versa. With respect to structural studies, it was at least known that AgrB1 formed ladders on 

SDS-PAGE, whilst AgrB2 ran (predominantly) as a monomer. This was enough to choose AgrB2 as 

the starting point for structural experiments. Building upon the work of Dr. Victoria Steele, fellow S. 

aureus group researcher Dr. Philip Bardelang had demonstrated that C-terminal (His)6-tagged AgrB2, 

when expressed in pET24(b)+, could be obtained in crude form via Co
2+

-affinity chromatography 

provided that the Co
2+

-chelated resin was loose, the incubation of the sample with the resin was 

sufficiently long (> 3 hours) and that the detergent concentration was not too high ( < 2 % w/v).  
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Lastly, it was also known that AgrB possess at least two catalytically-requisite restudies, His77 and 

Cys84.
[52]

 Alanine point mutations of both of these in AgrB1 and AgrB2 had been generated by Dr. 

Philip Bardelang.  

5.2: Positive Identification of AgrB in the Recombinant Sample  

Because membrane proteins are usually poorly overexpressed,
[311,312,313]

 they are not always readily 

identifiable on SDS-PAGE since they may not stand out significantly against the expression host 

proteome. Even after elution from a metal affinity column there may still be enough background 

contamination to make a positive identification impossible. This was generally the case for AgrB2, so 

it was subject to an anti-(His)4 western blot (fig. 5.1A) and to MS at the University of York (fig. 

5.1C). The western blot positively identified AgrB2, however, the SrtA (S. aureus Sortase A) positive 

control failed to generate chemiluminescence. Note that after transferring the samples to the blot 

membrane, which was done symmetrically, the blot membrane was cut in half down the middle. One 

of the halves was exposed to an epitope-enhancing buffer in accordance with a published protocol
[314]

 

to aid exposure of the epitope.  

The MS analysis (denaturing Matrix-Assisted Laser Desorption/Ionisation-Time of Flight, or 

MALDI-TOF) was performed on a chymotrypsin digest of an SDS-PAGE band which prospectively 

corresponded to AgrB2. The MS experiment returned a single peptide fragment which matched the 

AgrB2 primary sequence that was supplied by the experimentor along with the recomibant sample. 

One peptide match to a supplied sequence is not sufficient to confirm the presence of AgrB2 in the 

recombinant sample. Howoever, taken along with the wester blot result, it is possible to conclude that 

the recombinant sample contains AgrB2.   
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Figure 5.1 (previous page). Confirmation of AgrB2 sample identity. (A). An SDS-PAGE gel 

containing the AgrB2 sample, a SrtA positive control and NovaBlue™ cell lysate negative control. 

The gel is 16 % polyacrylamide, reducing. (B). Blot membrane showing a signal for the AgrB2 

sample but not for the SrtA control. The blot membrane was cut in half and the right hand side was 

treated with a stripping buffer to aid exposure of the epitope. (C). MS data for AgrB2, showing 

detection of single peptide fragment that matched the supplied primary AgrB2 sequence, entititled 

“C623_Warwick_Squence1.  
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5.3: Initial Attempts to Purify AgrB2 

Although it was apparent that a crude N-dodecyl-ß-D-maltoside (DDM) AgrB2 extract (herein 

denoted as DDM_AgrB2, with other detergent abbreviations preceding the underscore as appropriate) 

could be obtained via Co
2+

-affinity chromatography, this sample was not suitable for crystallisation 

experiments owing to both its lack of purity and its low yield.  

The issue of purity was overcome by adding more chromatographic steps to the purification, although 

this was to lead to more difficulties, including polydispersity and inactivity (both somewhat overcome 

and discussed later on). The issue of yield was harder to overcome owing to the kit available to 

research group. Simply increasing the expression culture volume, whilst certainly providing more 

AgrB2, was not such a simple route to increasing yields as it first seemed. This is because, after cell 

lysis, the membranous fraction must be separated via ultracentrifugation from the total cell lysate.  

Centrifuges that operate at 100 – 200,000 g are somewhat specialist pieces of equipment and not 

common in all laboratories. The one to which the S. aureus research group had access had a total 

capacity of 8 x 6 mL which is sufficient for lysate corresponding to biomass obtained from ~ 1 L of 

expression culture. As many cells as desired could be resuspended into 48 mL and lysed, but efficient 

lysis would take some time to achieve and it would result in high concentrations of sample-harming 

enzymes in the lysate. Consequently it was one-at-a-time through the ultracentrifuge for each batch of 

cells lysed with each spin lasting 1 hour. 

Initially, four sequential ultracentrifugation steps were performed in series. This was deemed 

unsustainable however, and was later cut to two to make the workflow easier. It was also found that 

the amount of material obtained from 4 L of expression culture exceeded its solubility limit when 

concentrated to fit onto the 5 mL SEC sample loop. This latter problem was also true of the amount of 

material prepared from 2 L of overexpression culture but was overcome by spin-

concentration/dilution steps to incrementally remove the 0.5 M imidazole, in which Co
2+

-affinity 

purified DDM_AgrB2 is only soluble up to ~ 2.0 – 3.0 mg mL
-1

 (remembering that much of the 

absorbance used to calculate this figure comes from contaminants at this stage). Performing two 
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sequential gel filtrations was also attempted to mitigate this insolubility, however, this was also 

deemed unsustainable in a lab sharing communal instruments.  

A full description of the purification of DDM_AgrB2 can be found in methods section 7.7.4, but in 

summary an acceptable an acceptable yield of 0.25 – 0.5 mg 1 L of expression culture was obtained 

by isolating membranes from biomass corresponding to 2 L of expression culture by processing each 

biomass from 1 L in series to yield 2 x 6 mL membrane extracts which were combined. Extraction of 

AgrB2 into DDM micelles was allowed to proceed overnight after which the extract was diluted two-

fold into DDM-less buffer to halve the DDM concentration.  

This ~ 24 mL sample, once the depleted membrane debris was removed, was added to an Econo-

Column® containing 2.5 mL of Co
2+

-coordinated TALON™ Superflow® resin, which was mixed 

into the DDM_AgrB2 extract and allowed to bind the sample for several hours.  

Once the sample had been detected on SDS-PAGE, the sample was spin-concentrated two-fold, made 

up to the original volume in imidazole-less buffer, then spin-concentrated ten-fold, made up to the 

original volume again before finally being spin-concentrated to fit onto the SEC loop. This mitigated 

the insolubility of DDM_AgrB2 in high concentrations of imidazole that re required to perform the 

step elution from the Co
2+

-affinity column.  

The purification process was condensed into three full days. The first was spent isolating cell 

membranes and extracting AgrB2 into DDM overnight. The second was spent performing the Co
2+

-

affinity chromatography and analysis, and equilibrating the SEC column (it was deemed better 

practise to wait until purified DDM_AgrB2 had been observed before equilibrating the SEC column 

given the expensive nature of DDM, which might otherwise be wasted). The third was spent 

performing the SEC and crystallisation experiments. The purification was robust, seldom failing 

except for when glycerol stocks of the expression constructs degraded, and after which fresh 

transformant colonies were prepared.       
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5.4: Generating a Monodisperse DDM_AgrB2 Sample 

Although relatively pure DDM_AgrB2 could be obtained from Co
2+

-affinity chromatography coupled 

with SEC, the sample was polydisperse, which is a barrier to crystallisation. A common, high-

throughput method of identifying sample buffers which having a stabilising effect on the sample is the 

thermofluor assay.
[315,316]

 An increase in sample melting temperature (Tm) is taken as a surrogate for 

increased sample stability imparted by the sample buffer. The Tm of a sample may be determined by 

gradual heating of it in a real-time PCR machine. The sample matrix contains miniscule amounts of 

the dye SYPRO™ orange which exhibits reduced fluorescence quenching upon association with the 

unfolded hydrophobic interior of the sample protein. The ideal result is a sigmoidal increase in 

fluorescence maxima, at a wavelength of 570 nm, at the sample Tm. Since the PCR machine is capable 

of holding 96 reactions at once, and each reaction can be up to 100 µL in volume, many melting 

curves are obtained in one experiment for a variety of sample buffers. Although the actual magnitude 

of the Tm increase that is tantamount to a bona fide stabilising effect is often dubiously assigned after 

the experiment (usually 0.5 – 1.0 °C), it is a good if information-poor first approximation of what 

reagents may impart sample stability, and hopefully therefore, monodispersity.  

This experiment was attempted with three replicate Co
2+

-affinity purified DDM_AgrB2 samples to 

test the efficacy of the experiment before varying buffer composition, and retrned a negative result 

(fig. 5.2). The exact composition of the samples and controls can be found in the relevant methods 

section 7.7.5. The negative results are probably due to the excess detergent present in the sample 

binding the SYPRO™ orange dye. This would explain the large initial fluorescence counts and the 

similarity in the fluorescence signal between the test and control (buffer only) samples. It was later 

learned that there are other dyes more suited to the hydrophobic nature of membrane proteins, 

however this was not known at the time of experimentation, and so this method of determining 

maximal sample stability was retired. Fortuitously, a separate sample quality control experiment 

performed in the absence of a reliable activity assay provided a serendipitous discovery of a sample 

buffer which yielded monodisperse AgrB2. 
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Figure 5.2. Thermofluor data for three replicate Ni
2+

-affinity purified DDM_AgrB2 samples and two 

buffer controls. The third buffer control was an outlier, exhibing fluorescence that was not on the 

same scale as the other five conditions, and so was omitted. The decrease in fluorescence signal with 

increasing temperature is counter to what is expected for SYPRO™ orange and is probably due to the 

dye associating with detergent molecules.  
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To check the DDM_AgrB2 sample integrity with respect to secondary structure it was subject to 

Circular Dichroism
[317]

 (CD) and this experiment is discussed in fullness later in section 5.6. Here it is 

sufficient to say that high concentrations of Cl
-
 ions are known to interfere with CD measurements 

and must consequently be kept at low concentrations ( ≤ 50 mM) in samples whose intended use is for 

CD measurements.
[317]

  

Hitherto the DMM_AgrB2 sample had been transferred into a buffer containing: tris, 20 mM, pH 7.0, 

NaCl, 100 mM, DTT, 1 mM and DDM, 0.03 % w/v during SEC. In order to keep [Cl
-
] ≤ 50 mM, on 

the advice of biophysics PhD Dr. Alex Slater, the SEC running buffer was changed to: K2H/KH2PO4, 

20 mM, pH 7.5, NaCl, 50 mM, DTT, 1 mM and DDM 0.03 % w/v. This had the remarkable of 

“condensing” all of the shouldered DDM_AgrB2-containing peaks previously observed during SEC 

into a single Gaussian peak as shown in figure 5.3. Typical SDS-PAGE gels for a successful 

DDM_AgrB2 purification are shown in figure 5.4. 

Henceforth the latter running buffer was used for all AgrB2 purifications with only the detergent type, 

and its concentration, being altered as the downstream experiments required. This serendipitous 

finding implies that the oligomeric state of AgrB2 in vitro is highly sensitive to the ionic strength of 

the sample buffer, and that low ionic strengths promote agglomeration into a single species (insofar as 

it is possible to deduce this from SEC coupled with ultraviolet light detection).  
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Figure 5.3. Size exclusion data for two DDM_AgrB2 samples using different running buffers. (A). 

The running buffer is: tris, 20 mM, pH 7.0, NaCl, 100 mM, DTT, 1 mM and DDM, 0.03 % w/v. Most 

of the DDM_AgrB2 elutes in the void volume (the sharp peak eluting at ~ 45 mL) whilst that which 

does not elute in the void volume exists as several unresolved species. (B). The running buffer is: 

K2H/KH2PO4, 20 mM, pH 7.5, NaCl, 50 mM, DTT, 1 mM and DDM 0.03 % w/v. All of the 

unresolved DDM_AgrB2 species appear to have agglomerated into a single species that elutes at ~ 62 

mL. The running buffer corresponding to (B) was used for all subsequent AgrB2 purifications.  
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Figure 5.4. Representative SDS-PAGE gel data for a successful DDM_AgrB2 purification. (A). The 

gel corresponding to the Co
2+

-affinity step. DDM_AgrB2 is eluted via 5 x 2 mL additions of buffer B 

and abundant sample has been expressed and crudely purified. (B). The gel corresponding to two SEC 

runs. The sample is of good purity and yield for a recombinant integral membrane protease. Gels are 

16 % polyacrylamide, reducing. 
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5.5: Assaying for Activity of DDM_AgrB2 

Only one attempt to assay DDM_AgrB2 sample for AgrD cleavage was made. A read through of the 

relevant experimental methods section 7.7.6 will highlight many of the experimental challenges 

involved. Chemists were employed on the same research grant as the experimenter to develop a more 

reliable assay using a fluorogenic AgrD substrate mimetic, however, this did not come to fruition 

within the time frame of the PhD process owing to difficulties involved in AgrD polypeptide 

synthesis. No evidence for turnover of AgrD2 by AgrB2 was demonstrated (fig. 5.5).  

There are a number of reasons why folded membrane sample may not show activity once removed 

from the membrane. For example the chemical and physical environment of a detergent micelle is 

very different to a cell membrane, not least because many of the native lipids
[318]

 that may co-localise 

with the sample in the cell are abjured, as may be other co-factors that are necessary to for efficient 

AgrD turnover. The lateral pressure imparted by the membrane on the sample is also lost in a 

detergent micelle.
[319,320,321]

 Furthermore the extreme N-terminal region of AgrD, being hydrophobic, 

is presumed to target AgrD to the cell membrane where it can manoeuvre in two dimensions until it 

encounters AgrB.
[42,43]

 In this assay there is no cell membrane.  

There are lipidic technologies that more closely mimic the host cell membrane, but these are ill 

generally suited to sample crystallogenesis as they have high relative masses, and in the case of 

Styrene-Maleic Acid Lipid Particles
[322]

 (SMALPs) are not stable at acidic pHs, which make 

redundant a broad swathe of potential crystallisation conditions.  

It would be feasible to feed the DDM_AgrB2 to a SMALP or nanodisc to see if activity is re-instated 

and undoubtedly this is a good line of experimentation,
[44]

 but it would have ultimately taken time 

away from trying to crystallise DDM_AgrB2, an objective itself which had many innate barriers to 

overcome. Consequently no further effort was made to demonstrate proteolytic activity of the 

DDM_AgrB2 sample. 
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Figure 5.5. T7-Tag western blot for AgrD2 cleavage by DDM_AgrB2. The compositions of the lanes 

are as follows (left-to-right): an intact T7-tagged synthetic AgrD1 peptide control; a C-terminally 

truncated T7-tagged AgrD1 control; a full reaction minus DDM_AgrB2 negative control; a full 

reaction minus 1,2-dioleoyl-sn-glycero-3-phospho-(1'-rac-glycerol) (DOPG) negative control; two 

replicate AgrD cleavage reactions containing: reaction buffer, DDM_AgrB2, T7-tagged synthetic 

AgrD2 and DOPG (see relevant methods section 7.7.6 for exact composition); an intact T7-tagged 

synthetic AgrD2 control; ladder. No evidence for AgrD2 turnover by DDM_AgrB2 is observed. The 

(phosphorescent) skull and hand in the top right and bottom left conrerns are to aid orientation of 

photographic film, exposure of which is performed in a dark room. The gel used before transfer to the 

blot membrane was a 16 % tris-tricine gradient gel.  
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5.6: Circular Dichroism Experiments on DDM_AgrB2 

The lack of proteolytic activity for the DDM_AgrB2 sample intended for structural studies lead to 

doubt over the structural integrity of it. In the absence of a reliable activity assay and with other 

assays in development, CD experiments were employed to detect what, if any, secondary structure 

elements the DDM_AgrB2 sample possessed, and whether the sample was folded therefore.  

A CD experiment is a one-dimensional fingerprint technique which measures the non-linearity of the 

resultant of left- and right-hand circularly polarised light as they both pass through a solution-state 

sample. If the left- and right-hand circularly polarised photons propagate at the same speed through a 

sample, and are both in phase, then their resultant waveform is linear. However, if either of the hands 

is refracted (or absorbed) more strongly than the other one, as they would be if they were propagating 

through a chiral sample such as a protein, then their resultant is an ellipse. The degree of ellipticity of 

the resultant is directly related to the conformation, and physico-chemical environment of the chiral 

centres in the sample. If these extraneous parameters can be controlled, then the observed ellipticity of 

the resultant wave is diagnostic of protein sample secondary structure.
[317]

  

AgrB2 exhibited a CD spectrum characteristic of a protein which is folded and comprised almost 

entirely of α-helices
[323]

 (fig. 5.6A) as suggested by secondary structure predictions available in the 

literature.
[51]

 Additional spectra were collected over a temperature range of 10 – 90 °C (fig. 5.6B) 

which allowed for an estimate of the Tm of the DDM_AgrB2 sample to be made. This was found to be 

63 °C (fig. 5.6C).  

These results clearly show that despite the lack of demonstrable activity the purified DDM_AgrB2 

sample had intact secondary structure. Furthermore, a Tm of 63 °C is indicative of excellent 

thermostability. This observation should be borne in mind when experimental design might benefit 

from gentle heating of the sample, as may be the case for extraction of AgrB2 from the cell membrane 

or when optimising in vitro activity assays.   
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Figure 5.6. CD Spectra and a melting curve for DDM_AgrB2. (A). A CD spectrum collected at room 

temperature that exhibits the “double dip” at 208 and 222 nm that is classical of structures that are 

entirely, or almost entirely α-helical in composition.
[323]

 (B). CD spectra collected at temperatures of ~ 

10 through 90 °C. The loss of the double minimum is indicative of sample denaturation and occurs at 

temperatures above 60 °C. (C) Ellipticity at 207 nm from (B) plotted against temperature. A 

sigmoidal fit of the data gives a sample Tm of 63 °C. 
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5.7: Detergent Removal and Retention of the DDM_AgrB2 Unit 

One of the difficulties in crystallising a membrane protein is the requirement of having the sample 

solubilised in detergent to ensure sample solubility in aqueous buffers. The detergent has to be 

maintained above its Critical Micelle Concentration
[324]

 (CMC) in order for it to engulf the membrane 

protein sample, but be as low as possible to present the smallest steric barrier to crystallisation. This is 

simple enough except that efficient extraction of samples from cell membranes usually requires 

detergent concentrations that are many orders of magnitude above the CMC. Consequently, the 

problem becomes one of detergent removal.
[325]

  

Dialysis is not normally feasible for two reasons. A) The detergent/sample complex is usually not 

massively dissimilar in size to the free micelles, so no filter can discriminate effectively between the 

two. Therefore passage of both or none of these entities through the dialysis membrane occurs. B) 

Any dialysis that does occur is on the individual detergent molecules, which are in dynamic 

equilibrium with the micellar phase, and/or the lipid monolayer and/or any other phases know to 

occur at a isotherm for a given detergent.
[326]

 The net result of these is that efficacious dialysis is 

usually quite slow to perform.  

Another strategy to remove excess detergent simply use spin-concentrators with the largest cut-off 

filter possible to spin-concentrate detergent/sample complexes without sample loss, and assume that 

this allows passage of a significant amount of the excess detergent through the spin-concentrator 

filter. The amount of detergent left in the sample may be estimated using Thin-Layer Chromatography 

(TLC) of the detergent/sample complex against several detergent standards, followed by iodine 

vapour sublimation staining in a vacuum desiccator.
[327]

 This, however, was not tried. 

For DDM_AgrB2, the large cut-off spin-concentrator route was used to attempt to remove excess 

detergent. To determine whether a 100 kDa cut-off spin-concentrator could be used to elevate sample 

concentration prior to crystallisation experiments whilst hopefully permitting some of the DDM 

micelles through, a simple assay was devised to measure DDM_AgrB2 retention in such a filter. 

Purified DDM_AgrB2, 200 µL was, applied to a 100 kDa cut-off spin-concentrator and spun to 
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reduce the volume to 100 µL and then spun again to 50 µL. Samples were taken after each spin and 

the experiment was performed in duplicate. The filtrate and retentate were analysed via SDS-PAGE 

against an un-concentrated DDM_AgrB2 control. To ensure low levels of DDM_AgrB2 were not 

passing through the filter, which would be a problem during long spin-concentration steps, the 

filtrates were pooled and spin-concentrated again, in a 10 kDa cut-off spin-concentrator which should 

reveal any lost DDM_AgrB2 that had passed through the 100 kDa cut-off spin-concentrator when 

analysed via SDS-PAGE.  

The results (fig. 5.7) demonstrate absolute retention of DDM_AgrB2 by a 100 kDa cut-off filter. This 

permitted 100 kDa cut-offs to be used in future purifications. Since the DDM micelle is ~ 72 kDa
[328]

 

they should in all in theory pass through the filter. The design of the spin-concentrator filters means 

separation is not perfectly binary, and the manufacturer website recommends that filters with cut-off 

values that are at most half of the Mr of the sample are used (see the product page: 

https://www.vivaproducts.com/vivaspin-centrifugal-concentrators/vivaspin-20.html).  

Similarly, micellar size is taken as the mean of a range of micellar sizes, which follow the normal 

distribution.
[329]

 Nonetheless using a large filter is convenient and should facilitate removal of some of 

the DDM. It should be stated explicitly that these results are valid only for DDM_AgrB2 in the SEC 

running buffer described previously as generating a monodisperse sample. It has already been shown 

that the oligomeric state of AgrB2 appears to depend on ionic strength of the sample buffer, and the 

sample used in this simple experiment was free of imidazole. Consequently, it may not be valid to use 

a 100 kDa cut-off spin-concentrator to reduce sample volume after Co
2+

-affinity chromatography.  

  

https://www.vivaproducts.com/vivaspin-centrifugal-concentrators/vivaspin-20.html
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Figure 5.7. Gel result for a simple spin-concentration assay for DDM_AgrB2. The gel shows 100 % 

retention of AgrB2, when solubilised in DDM, by a 100 kDa cut-off (CO) spin-concentrator. This in 

turn suggests that the mass of the protein detergent complex is greater than 100 kDa, and that large 

cut-off filters may be used to aid detergent removal prior to crystallisation experiments. Note that the 

results may not be valid for all buffer systems. The gel is 16 % polyacrylamide, reducing.  
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5.8: Detergent Screening and the Oligomeric State of AgrB2 

The detergent used to extract a protein from the cell membrane is often not the one best suited to 

crystallisation experiments. This is because, in trying to retain nativity of the sample and its 

environment, long-chain, non-ionic (so-called milder) detergents are chosen.
[50]

 Nor is it wise to limit 

crystallisation experiments in surfo to just one detergent if it is possible to try several. Longer 

detergent chains lead to larger micelles however, which are effective crowding agents that are not 

easy to remove. 

Larger detergent molecules also more effectively shield the protein surface (which is after all the 

entire purpose of having the detergent there in the first instance) preventing the formation of 

protein···protein contacts during crystallisation experiments. Non-ionic detergents are not in 

themselves detrimental for crystallisation experiments but electrostatic attraction between adjacent 

point charges may aid formation of a crystal lattice. Since short-chain, ionic detergents are usually 

poor at embedding themselves into the cell membrane and extracting the intact protein sample, it is 

often necessary to extract the sample with a non-ionic, long-chain detergent and subsequently 

reconstitute the sample into a shorter-chain detergent later during the purification procedure.
[50]

 

There is some experimental freedom as to how the detergent is swapped. It may be performed during 

SEC provided the CMC is not so high that detergent usage becomes unaffordable. For high-CMC 

detergents, an additional metal affinity step may be introduced after SEC in which a step elution into a 

small volume is performed on the bench to reduce the buffer volume, and therefore mass of the high-

CMC detergent required. Iimidazole may be subsequently removed by spin-concentration/dilution 

steps into imidazole-less buffer.   

Two additional detergents were nominated for crystallisation experiments for AgrB2 in surfo along 

with DDM. Consideration was also given to potentially using cryo-electron microscopy (cryo-EM) as 

a means to structure determination at a later date if a crystallographic approach was unsuccessful. In 

any case these detergents chosen were lauryldimethylamine-N-oxide (LDAO) and lauryl maltose 

neopentyl glycol (LMNG). A summary of key properties for detergents used in this section, plus N-
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dodecylphosphocholine (FC-12) is given in table 5.1 and skeletal formulae of the detergent molecules 

are given in figure 5.8.  

LDAO is remarkably hydrophilic despite its dodecyl chain, and has a CMC of ~ 1.5 mM.
[330]

 It also 

forms ~ 17 kDa micelles
[330]

 which are comparatively light and the detergent molecules have 

zwitterionic amine oxide head groups. It was considered to be particularly useful for crystallisation 

therefore. LMNG has remarkable properties that make it useful for crystallography and cryo-EM. 

Foremost it has a slower rate of dissociation from protein samples than DDM, and protein/detergent 

complexes may be reconstituted into detergent-less buffer,
[331]

 at least for a short time. This is 

obviously beneficial for generating interpretable micrographs. The micelles LMNG forms are ~ 400 

kDa and appear to exhibit a broad size range.
[332]

 Such bulk is also useful for cryo-EM, which has a 

lower limit upon the size of the molecules for which it can be used efficaciously (52 kDa at the time 

of writing).
[333]

 The LMNG molecule is essentially two DDM molecules fused at the C2 carbon atom 

of the lauryl chain. The resulting quaternary carbon imparts some rigidity to the molecule which is 

desirable for crystallisation experiments. The large Mr of the LMNG micelle is probably counter-

productive to crystallisation however and that is why it not the only additional detergent chosen for 

AgrB2 crystallisation experiments in surfo.  

Before comparing the behaviour of AgrB2 solubilised in these detergents it should be stated that some 

crystallisation experiments of AgrB2 solubilised in FC-12 were performed as well. These samples 

were provided from other S. aureus group research experiments, and had not been subject to SEC. 

Typically the sample volumes were small and so the crystallisation experiments were not extensive 

but merely opportunistic. It is regrettable that there are no comparative size exclusion chromatograms 

and SDS-PAGE gels for these samples for comparison to those gathered by the experimenter. 

Similarly, a 1 g pot of DMNG, the decyl chain analogue of LMNG, was purchased but never used. 

Size exclusion chromatograms for DDM_, LMNG_, and LDAO_AgrB2 are presented in figure 5.9 

and the corresponding SDS-PAGE gels are presented in figure 5.10.  
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Detergent Mr, g mol-1 CMC, % w/v Aggregation N
o
 Micellar Mr, kDa a Radius, Å b Radius, Å 

DDM 511 0.0087
a
 78 – 149  37 – 76

c
 13.8 − 14.3

e
 28.0 − 29.5

e
 

LMNG 1005 0.001
a
 391

b
 235 – 622

d
 NA NA 

LDAO 229 0.012
a
 76 17

c
 30.6

f
 19.4

f
 

FC-12 351 0.047
a
 54 19

c
 20.7 − 21.2

e
 13.4 −1 3.6

e
 

Table 5.1. Summary of key data for detergents discussed in this section. 
a
Measured in H2O and 

available from Anatrace. 
b
Has not been experimentally measured but may be inferred from the 

corresponding micellar mass which has been experimentally measured. 
c
Calculated as the 

product of the Mr and aggregation number, where the latter is available from Anatrace. 

d
Calculated via SEC. Values represent the peak limits. The retention volume of the peak was 

reported as 393 kDa
[332]

 and the explanation for the broad elution profile of LMNG micelles was 

attributed to it potentially forming rod-shaped micelles. It may also be due to adsorption of the 

detergent molecules to the column stationary phase, however. 
e
Measured in 20 mM “phosphate” 

buffer (counter ion not specified), pH 6.2 and 150 mM NaCl at 25 °C. These radii are derived 

from an ellipsoidal fitting of SAXS data
[334]

 and correspond to the alkyl chain length only. The 

dimension of the head groups were determined to be 6.3 Å for DDM and 3.0 Å for FC-12. The 

head group dimensions were determined to be directionally invariant. 
f
Measured in H2O at 22 

°C. The radii are derived from an ellipsoidal fitting Small-Angle Neutron (SANS) data.
[335]

 

Measurements in higher ionic strength buffers showed expansion of the LDAO micelle along the 

a radius.
[335]
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Figure 5.8. Skeletal structures for detergents discussed in this section. DDM and LMNG both have 

maltose head groups and are both ß anomers. LMNG is essentially two DDM molecules fused at the 

C2 carbon atom of the dodecyl chain, which is therefore quaternary. LDAO and FC-12 are 

zwitterionic, containing both positive and negative charges in their respective head groups.  
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Figure 5.9. Comparative size exclusion chromatograms for AgrB2 reconstituted into different 

detergents. The primary sample peak is labelled with the retention volume and with a brief note as to 

how said sample runs on SDS-PAGE. (A). DDM_AgrB2. (B). LMNG_AgrB2. (C). LDAO_AgrB2. 

(D). A superposition of (A), (B), and (C) on the same scale. Generally speaking, the sample elutes 

with a retention volue corresponding to the detergent micellar mass. That a portion of LMNG_AgrB2 

elutes in the void in (B) may not be due to sample aggregation but simply because a portion of the 

LMNG_AgrB2 sample is too large to enter the accessible volume. An analytical gel filtration was 

performed on the void peak to analyse this speculation but the sample precipitated upon defrosting. 

Although the supernatant was run the chromatogram (not shown) was featureless. A large increase in 

sample retention volume is observed for LDAO_AgrB2. A small peak that elutes later than all of the 

AgrB2 samples is observed and addressed in the ensuing text. The same running buffer (already 

given) and column, a HiLoad® Superdex® 200 16/600, was used for all purifications.  
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Figure 5.10. SDS-PAGE gel data for AgrB2 reconstituted into different detergents. (A). 

DDM_AgrB2. (B). LMNG_AgrB2. (C). LDAO_AgrB2. LDAO_AgrB2 runs entirely as a monomer. 

DDM_AgrB2 exhibits a faint band with an Mr corresponding to that expected for an AgrB2 dimer, 

that was common on many SDS-PAGE gels. It appears to co-elute with the portion of sample that 

runs as a monomer, however. For LMNG_AgrB2 this apparent dimer elutes later than the portion of 

sample that elutes as a monomer, which is the opposite way around to how size exclusion 

chromatography separates molecules. Gels are 16 % polyacrylamide, reducing.  
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The DDM_AgrB2 sample elutes at ~ 62 mL on a HiLoad® Superdex® 200 16/600 column. This 

corresponds to an apparent Mr of 250 kDa according the column calibration curve (given in appendix 

II). The Mr of a DDM micelle is ~ 72 kDa and the Mr of AgrB2 is 23 kDa. Clearly there is a 

discrepancy then between the actual Mr of the DDM_AgrB2 unit and that predicted by SEC, not 

forgetting of course that in analysing size exclusion chromatograms Mr is taken as being directly 

proportional to hydrodynamic radius. This discrepancy may be explained by either A) AgrB2 existing 

as a large oligomer or B) The DDM molecules adding such size to the AgrB2 monomer that it has a 

hydrodynamic radius equivalent to that of a globular particle of approximately ten times its detergent-

less Mr.  

Detergent micelles do not have a gap at their centre, so their size cannot be disproportional to their Mr 

due to that. Whilst micelles are not perfectly spherical, DDM micelles are more spherical than all of 

the following: FC-10, FC-12, OG, N-nonyl-ß-D-glucoside (NG) and, 3-[(3-

cholamidopropyl)dimethylammonio]-1-propanesulfonate (CHAPS).
[334]

 To be precise DDM micelles 

are oblate spheroids approximately half as tall as they are wide, having a height of ~ 14 Å and a width 

of ~ 29 Å, plus a directionally-invariant head group layer ~ 6 Å deep.
[334]

 Nor are DDM micelles 

particularly big with their longest principle radius being 29 Å. Compare this to OG (42 Å), NG (60 

Å), FC-12, (28 Å) and CHAPS (31 Å).
[334]

 Thus when there is talk of “swapping sample X into small 

micelles” clearly it is implied “micelles with lighter/charged head groups that break apart quaternary 

structures” since all of the micelles in the previous list, except for CHAPS, have detergent monomers 

with lower formula weights than that of DDM. 

All of this seems to support, but not prove, option A). Looking at the SDS-PAGE gels, those which 

correspond to DDM_AgrB2 and LMNG_AgrB2 appear to shown an AgrB2 dimer band (this band 

recurred on all DDM_AgrB2 SDS-PAGE gels obtained after SEC). What is unusual for the 

LMNG_AgrB2 SEC chromatogram is that this apparent SDS-PAGE dimer elutes later during SEC 

than the monomer (the SDS-PAGE band corresponding to the heaver species elutes into later fractions 

than the band corresponding to the lighter one). This is the opposite way round to how SEC functions, 

in which larger molecules elute earlier than lighter ones. This dimer band elutes as a small right-hand 
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shoulder to the primary LMNG_AgrB2 peak. Furthermore AgrB2 is tryptophan-less, and the shoulder 

does not exhibit UV absorbance that is greatly different in magnitude to the LMNG_AgrB2 peak.  

Returning to the apparent size discrepancy of the calculated and SEC-derived Mr of DDM_AgrB2, if 

the aforementioned band is not an AgrB2 dimer but actually a contaminant that gets co-solubilised 

with AgrB2, it must be similarly weakly absorbing. Furthermore, if it is not an AgrB2 dimer but 

contaminant that gets co-solubilised in LMNG micelles then this strongly suggests A) since it is more 

massive than AgrB2 (according to SDS-PAGE), solubilised in the same detergent as AgrB2, but 

elutes later on SEC than AgrB2. Therefore the entire protein/detergent complex must be smaller than 

that of the AgrB2/detergent complex. Presumably both species would possess a similar amount of 

detergent-added size and this would, when added to monomeric AgrB2, cause it to elute earlier and 

not later than the dimer/contaminant species. If this is not the case then the AgrB2 monomer must 

have a disproportionate amount of detergent bound to it, sufficient to make the protein/detergent 

complex elute even later during SEC than a protein of double the Mr solubilised in the same detergent. 

Therefore it is highly probable that DDM_AgrB2 is not a monomer under these purification 

conditions but a large oligomer of unknown size.  

Examining the LDAO_AgrB2 size exclusion chromatogram, the LDAO_AgrB2 complex elutes at 73 

mL. This corresponds to an estimated Mr of 93 kDa. The Mr of an LDAO micelle is 17 – 20 kDa, so 

there is still a size discrepancy but it is less than is observed for DDM_AgrB2. Furthermore there is 

no shoulder peak and no dimer/contaminant band on the corresponding SDS-PAGE gel. So if it is 

indeed a contaminant then it did not co-purify in this instance even though extraction of AgrB2 was 

always performed into DDM. There are no additional peaks on the size exclusion chromatogram to 

betray its presence also.  

For completion, a size exclusion chromatogram and SDS-PAGE gel for DDM_AgrB1 is presented in 

figures 5.11A and B respectively. They clearly show multiple oligomeric species of AgrB1. A 

sequence alignment of AgrB1 and AgrB2 is also presented in figure 5.11C.  
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Figure 5.11. Purification data for DDM_AgrB1 and a sequence alignment of AgrB1 and AgrB2. (A). 

A size exclusion for chromatogram for DDM_AgrB1, for which the running buffer was identical to 

that used for all other AgrB purifications hitherto presented. Multiple unresolved peaks are observed. 

(B). The SDS-PAGE gel corresponding to (A) showing monomeric AgrB1 regardless of retention 

volume. The gel is 16 % polyacrylamide, reducing. (C). A Clustal Omega sequence alignment of 

AgrB1 and AgrB2 sequences annotated as follows: (*), completely conserved, (:), highly conserved, 

(.), weakly conserved.    
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What may be definitively concluded from these observations is that SEC coupled with UV detection 

is not a good way to study the native oligomeric state of detergent-solubilised membrane protein 

samples. Light scattering detection
[213]

 would be much more informative. The conclusion upon AgrB2 

oligomerisation that best fits the data presented is as follows: 

AgrB2 exists as a large oligomer, probably a tetramer or hexamer and possibly a pentamer. This is 

comprised of AgrB2 dimeric subunits whose dimeric interface is more stable than the interface 

between these dimer subunits, as they sit in the oligomer. Consequently, a fraction of this dimer is 

partially preserved during SDS-PAGE when milder detergents are used to solubilise it (DDM and 

LMNG). This may be aided by the fact that the samples are not boiled prior to SDS-PAGE analysis. 

Reconstituting the DDM-solubilised oligomer into a harsh detergent (LDAO) effectively collapses 

this large oligomer into the monomeric form such that no trace of the oligomer is detectable on SEC 

or SDS-PAGE.  

Here it is worth recalling that overexpression of AgrB and AgrD in E. coli cells is sufficient to detect 

the mature AIP signal molecule in the cell growth media.
[42]

 Transport of the cyclic AIP intermediate 

outside of the cell must therefore take advantage of a general bacterial peptide transport mechanism, 

occur spontaneously directly through the membrane once there is sufficient accumulation at the inner 

membrane to drive to this process, or occur via AgrB. If the latter is true then it is likely that AgrB 

would exist as a toroidal oligomer with a central cavity.  

Lastly, it will be observed in all chromatograms the presence of an additional peak eluting at ~ 80 mL 

after the primary AgrB2 peak. This feature was common to all AgrB2 size exclusion chromatograms. 

The peak was collected, concentrated subject to SDS-PAGE, upon which it ran as a single 80 kDa 

species (fig. 5.12). This is in agreement with the Mr derived from its retention volume without 

invocation of any micellar mass. Given this, and that it exhibits a relatively strong absorbance signal 

during SEC but requires extensive concentration to be detectable on SDS-PAGE, it may correspond to 

contaminant that absorbs UV light strongly.  
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Figure 5.12. SDS-PAGE analysis of a peak common to all AgrB2 chromatograms. The peak fractions 

had to be extensively spin-concentrated in order to detect a band. The species runs at 80 kDa on the 

gel which corresponds to the mass derived from the peak retention volume column calibration curve. 

A representative DDM_AgrB2 chromatogram is inset to the left. The gel is 16 % polyacrylamide, 

reducing. 
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5.9.1: Structural Experiments on AgrB 

5.9.2: Crystallisation Experiments In Surfo 

A total of fifty-one 96 well sitting drop vapour diffusion experiments were established for AgrB1 and 

AgrB2 in DDM, LMNG, LDAO and FC-12. The sample concentration range for these experiments 

was 0.5 – 10.0 mg mL
-1

. An exhaustive summary of these experiments can be found in the tables 

presented in appendix V.  

No structure-grade crystals were generated by any of these experiments. There were entities which 

looked exactly like a crystal, with strait edges and regular faces (fig. 5.13). These occurred in many 

conditions and significant time was spent in trying to determine what they were and grow them lager. 

X-ray diffraction screening at Diamond Light Source failed to exhibit macromolecular X-ray 

diffraction, although they did exhibit a diffraction pattern that suggested a C6 axis, which is in 

agreement with their shape (fig. 5.14B and C). They were also fished, ran on an SDS-PAGE gel and 

subsequently western blotted but revealed no significant protein content (fig. 5.15).  

The question regarding what these entities were made of was somewhat solved by contacting the 

Structural Genomics Consortium via the Collaborative Crystallography Project 4 (CCP4) bulletin 

board. Reportedly, these entities are akin to liquid crystals of the protein/detergent complex and, in 

their experience, were not optimisable to structure-grade single crystals. Other members of the 

bulletin board have reportedly observed the same false positives. This lack of success in crystallising 

AgrB reflects the challenging nature of crystallising integral membrane proteins solublised in 

detergent micelles. For the rest of the ensuing discussion these flase positives are refered to as 

“pseudo crystals” despite not knowing for certain whether they fit the formal mathematical definition 

of a pseudo crystal. 
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Figure 5.13. (A) and (B). Representative images of the apparent DDM_AgrB2 crystals shown with 

zoom-ins on the right highlighting the striking regularity of these entities. Western blotting, X-ray 

diffracting screening and communication with the Oxford Structural Genomics Consortium was later 

to inform that these were extremely deceptive false positives. 
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Figure 5.14. X-ray Diffraction screening experiments for the apparent DDM_AgrB2 pseudo crystals. 

(A). Owing to their extreme softness, attempts were made to shoot the crystals in situ on a home 

source Bruker D8 diffractometer equipped with a CuKα source. The source was too weak to yield any 

appreciable diffraction however, resulting only in blank diffraction images. (B). The pseudo crystals 

mounted on the goniometer at Diamond Light Source. For the topmost example the diffraction iamge 

exhibits six hexagonally-arranged, intense maxima. The bottommost example exhibits a pattern that is 

akin to a weak powder X-ray diffraction pattern.  
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Figure 5.15. Anti-(His)4 western blot for the DDM_AgrB2 pseudo crystals. A number of these were 

fished, washed in crystallisation solution and transferred to 3 x SDS-PAGE loading buffer. The 

controls are Sortase A from groups 2 and 4 S. aureus, and a solution-based sample of DDM_AgrB1. 

Incidentally the “laddering” of DDM_AgrB1 was a common observation for other researcher’s in the 

S. aureus group. An extremely faint band is observed at ~ 80 kDa in the lane corresponding to the 

pseudo crystals but insofar providing as evidence for these apparent crystals being “of” AgrB2, it is 

not very convincing. Whatever these entities are, their diffraction pattern and softness suggest a high 

liquid content, and probably some AgrB2 molecules have become included into them during 

formation or are stuck to its surface. 
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5.9.3 Crystallisation Experiment Attempts In Meso  

Crystallisation of membrane protein in samples in surfo, when successful, generally results in so-

called type II membrane protein crystals
[336]

 in which the crystal contacts are formed between the 

exposed hydrophilic regions that are not smothered in detergent molecules. The protein/detergent 

complex crystal subunits are usually packed at 90 °, or with a slightly obtuse angle to encompass the 

non crystallographically-ordered detergent molecules around the sample’s hydrophobic girth. Such 

crystals are typically fragile and diffract weakly owing to their high solvent content (like the 

AgrA_C199S/P2fragment crystals).  

The popularisation of crystallisation experiments performed in mesophase,
[337,338]

 or simply in meso, 

can be attributed to Martin Caffrey and Vadim Cherezov.
[339]

 The method takes advantage of the 

complex phase behaviour of lipids in aqueous solutions to create a cell membrane-like lipid bilayer, 

into which the protein/detergent complex is reconstituted. Steady dehydration of this matrix promotes 

so-called type I
[336]

 crystals which, due to the orientational constraints enforced upon the protein 

molecules by the lipid bilayer, pack with the hydrophobic girth of the proteins forming the lattice 

contacts.  An illustration of common membrane protein crystal types is given in figure 5.16. 

The most common lipid used for crystallisation experiments in meso. It is a monoacylated glycerol 

(MAG) molecule in which the R group of the acylating agent is 18 carbon atoms in length and 

monounsaturated, containing a cis alkene with 9 carbon atoms lying to either side of the double bond 

(oleic acid).
[340]

 Different length R groups may be used and are often denoted as A:B monoacyl 

glycerol where A and B denote the number of carbons about the double bond. (monoolein is therefore 

9:9 MAG). 

The essence of the method is that, when monoolein is mixed with H2O (or a sample solution) at 60:40 

monoolein:sample at 20 °C, a liquid crystalline phase (a colloquialism of the term mesophase) of 

monoolein is formed with Pn3m symmetry.
[341,342]

 This phase may be thought of as a contiguous 

ordered array of fused monoolein vesicles, into which the protein diffuses whilst simultaneously 

shedding the detergent molecules hitherto used to solubilise it. It is assumed that the sample will 
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retain its native fold and activity. This viscous mesophase is then overlaid with a crystallisation 

condition which must not dissolve it or react with it. The exact process of how crystallisation then 

occurs is unknown.
[341]

 It has been suggested that components in the crystallisation condition may 

destabilise the mesophase, triggering various phase transitions, in one of which crystallisation occurs. 

Alternatively, the 20 °C isotherm of the monoolein:water phase diagram indicates that upon sufficient 

dehydration a lamellar liquid crystalline phase of monoolein bilayer sheets stacked on top of one 

another will form.
[341,342]

 Given the arrangement of molecules observed in type I crystals it is possible 

that crystallisation occurs in such a lamellar phase, but the ambiguity seems to be in how such a phase 

arises.  
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Figure 5.16. Simplified two dimensional representations of common types of membrane protein 

crystals.
[336]

 Types II, III and IV generally result from crystallisation in surfo. It will be observed that 

types II and III contain large solvent cavities, which is part of the reason such crystals tend to exhibit 

weak X-ray diffraction and are fragile. Type I crystals result from crystallisation in a lamellar phase as 

in in meso crystallisation. Unlike types II, III and IV, type I crystals from contacts between the 

hydrophobic regions of the membrane protein sample. 
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Crystallisation in meso offers several advantages to crystallisation in surfo. The primary benefit is that 

the detergent molecules used to extract the sample from the cell membrane are forgone, along with all 

of the detrimental steric barriers they present to crystallisation. Additionally, the mesophase is 

assumed to be more hospitable to the protein sample than the detergent micelle.  

Just because a method is beneficial it does not follow that it is easy to perform. To quote the Nature 

Protocols paper that outlines the method
[343]

 “…The cubic phase is extremely viscous (akin to a thick 

toothpaste) and sticky… many have tried to use the method, but have abandoned it in frustration 

because the material at the heart of the method, the cubic phase, was found to be difficult to prepare 

and to dispense.” There are available robots which automate the process of setting up crystallisation 

trials in meso, however, these are extremely rare.
[339]

 The alternative, manual route to establishing the 

establishing the experiment proceeds thusly:  

Monoolein, 60 mg, is transferred into one 250 µL Hamilton® syringe whilst sample, 40 µL, is 

transferred to another. The syringes are then coupled together and the two components manually 

mixed until they become transluscent. The resulting mixture (the mesophase) is transferred into one of 

the syringes and the empty one is removed. A 10 µL Hamilton® syringe is then attached, into which 

the mesophase is transferred. The filled 10 µL Hamilton® is then decoupled and attached to a ratchet 

dispenser which when pressed will dispense ~ 200 nL, of the mesophase onto a glass plate. The 

commercial crystallisation kit solutions are then added on top of the mesophase drops and the 

experiment is sealed with another glass plate. 

The kit necessary to perform this experiment upon AgrB was purchased but the experiment itself was 

not successful. Here it is worth highlighting some of the challenges of manually establishing 

crystallisation experiments in meso. The monoolein was supplied in 100 mgs in a blown glass 

ampoule. The monoolein has the same properties at room temperature as candlewax except that it is 

static. Consequently the scrapings are repelled by a spatula. Fortunately the monoolein can be melted 

and aspirated slowly and then allowed to re-cool. The air must be then squashed out of the monoolein 
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without ejecting it over the bench, to get an accurate measure of how much is in the syringe so the 

appropriate amount of sample can be added.  

All of these steps proceeded successfully (fig. 5.17) but the terminal difficulty arose when transferring 

the mesophase to the 10 µL Hamilton® syringe. Although the seal afforded by the barrel coupler was 

good for the two 250 µL syringes, it was not mesophase-tight once the 10 µL syringe was attached. 

Instead of being transferred into the smaller syringe, it was instead squeezed out of the sides at which 

point the experiment was terminated. The high cost of monoolein was not conducive to multiple 

attempts. 

Incidentally, a (His)10-tagged AgrB2 expression construct was used in conjunction with these 

crystallisation experimnets. This purified identically to (His)6-AgrB1 and not like (His)6-AgrB2, and it 

was polydisperse (fig. 5.18A) further highlighting the subtle differences between the two allelic forms 

of AgrB.  

The small amount of excess sample left over from the failed in meso crystallisation experiments was 

used to establish standard vapour diffusion in surfo crystallisation trials. In some of the drops it was 

noticeable that a few of the DDM pseudo crystals mentioned in section 5.8.2 seemed to have genuine 

needle-shaped crystals growing from them (fig. 5.19). These dissolved when cryoprotectant solution 

was added to them prior to X-ray diffraction screening. 
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Figure 5.17. Pictures taken during the in meso crystallisation experiment for C-terminally (His)10-

tagged AgrB2. (A). The monoolein lipid as it arrived in the glass ampoule. (B). The powdered 

monoolein ready for melting. (C). The monoolein lipid successfully transferred to the 250 µL 

Hamilton® syringe and starting to reset. (D). The monoolein lipid mixed with the purified 

DDM_AgrB2 sample via coupling of the two Hamilton® syringes and rapid mixing of the two 

samples. The mixture is starting to turn translucent presumably, as a result of formation of the cubic 

phase.  
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Figure 5.18. Purification data for (His)10-tagged DDM_AgrB2. (A). A size exclusion chromatogram 

showing polydispersity. This is in contrast to the corresponding (His)6-tagged sample which was 

shown in section 5.3 to give a Gaussian peak during SEC provided the appropriate running buffer is 

used. Said buffer was used here but clearly does not impart the same effect. (B). The corresponding 

SDS-PAGE gel showing a band corresponding to the purified sample. The gel is 16 % 

polyacrylamide, reducing. (C). The Nanodrop™ 1000 reading giving a raw absorbance reading of 

5.98 absorbance units. This corresponds to DDM_AgrB2 concentration of 7.79 mg mL
-1

, or 335 µM, 

once the theoretical extinction coefficient and appropriate Mr are substituted in to the Beer-Lambert 

equation. (D). The chromatogram corresponding to C-terminally (His)6-tagged DDM_AgrB1. It bears 

resemblance to that shown in (A). Once again the same running buffer was used.  
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Figure 5.19. In surfo crystallisation experiments for the (His)10-tagged DDM_AgrB2using sample that 

was left over from the failed in meso crystallisation experiment. Zoom-ins are shown to the right. 

Some hexagonal entities, which the same as those pseudo crystals discussed in section 5.8.2, are 

observed. These have small crystalline appendages growing from them however, which dissolved 

once the cryoprotectant solution was added prior to X-ray diffraction screening.  
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5.9.4: Negative Staining at the University of Warwick  

The awarding of the Nobel Prize in Chemistry to Jacques Dubochet, Joachim Frank and Richard 

Henderson for cryo-EM sparked an interest in pursuing this method in tandem to X-ray 

crystallography. DDM_AgrB2 and LMNG_AgrB2 were purified and subject to negative staining at 

the University of Warwick with the help of Dr. Saskia Bakker. Before discussing the micrographs 

obtained, a brief explanation of the process and goal of negative staining is presented below.  

A small amount of purified sample solution is exposed to a small (~ 5 mm
2
) carbon grid. It is hoped 

that the sample molecules settle onto the grid such that they are discrete, non-overlapping and ideally 

adopt a finite number of orientations into which the particles may be grouped. This latter point is 

crucial for full cryo-EM data collection. Achieving these criteria and producing a sample that yields 

discernible entities on the micrographs requires considerable optimisation, however. It is for this 

reason extensive negative staining of a sample is performed before proceeding to a full cryo-EM data 

collection. The process is similar to preparing grids for cryo-EM but the sample is not vitrified on the 

grids in liquid ethane and the microscopes used are standard Transmission Electron Microscopes 

(TEM) common in microscopy laboratories. 

Once the sample has been exposed to the grids it is washed by adding a small drop of water onto the 

grid which is subsequently wicked away, followed by addition of an optically opaque stain such as 

uranyl acetate. When phosphate-based sample buffers are used, the washing step is essential due to its 

tendency to mineralise with heavy cations to produce, for example, uranyl phosphate. This was 

observed for AgrB2 negative staining attempts performed at the nanoscale and microscale Research 

Centre (nmRC) at the University of Nottingham, and manifested as large geometric silhouettes on the 

micrographs. After exposure to the stain, all excess fluid is wicked away and the grids are transferred 

to the microscope for visualisation. Ideally, the protein molecules appear as discrete light patches 

against a dark background, and possess some level of identifiable quaternary structure.  

Micrographs for dilutions of DMM_ and LMNG_AgrB2 prepared from a 0.5 mg mL
-1

 stock are 

presented in figures 5.20 through 5.24. The granular patternation observed on all of the DDM_AgrB2 
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grids (figs. 5.23 and 5.24) is a consequence of too much protein/detergent complex sticking to the 

grids. An AgrB2 concentration of 0.0005 mg mL
-1

 corresponds to ~ 20 nM. 

The LMNG_AgrB2 grids presented in figures 5.20 – 5.23 exhibit some interesting features. The larger 

grey ovals on the micrographs correspond to holes in the carbon on the grids and can be distinguished 

by their fine and even texture (more so than the rest of the micrograph). Despite too much protein 

sticking to the grids, there are entities which are approximately disc-shaped. Their size varies 

somewhat although none are orders of magnitude larger than others. This would agree with the 

breadth of the LMNG_AgrB2 size exclusion chromatogram and the reported broad size range of 

LMNG micelles
[332]

 assuming they correspond to such.   

The choice of what constitutes and interesting or uninteresting region is somewhat arbitrary and the 

imagination is good at spotting patterns where none exist. For the sake of presentation however, the 

LMNG_AgrB2 micrographs have been delineated into three regions: holes in the grid (green circles), 

potential LMNG micelles (magenta circles) and potential protein/detergent complexe molecules 

(burgundy circles). Some of the burgundy circles have been blown up and are presented in figure 

5.25. Not all corresponding regions have been highlighted, just enough to give a representative idea.  

Theoretically there should be no excess LMNG in the sample as the gel filtration running buffer did 

not contain any LMNG in accordance with the reported slow Koff rate.
[331]

 What is likely is that a 

portion of the “free micelles” co-elute with the LMNG_AgrB2 sample and so still pervade. This could 

potentially be overcome by taking the SEC-purified sample and re-binding it to a metal affinity 

column followed by a step elution into detergent-less buffer. This would guarantee as little 

contaminating LMNG as possible. In any case it appears that some of these entities visible on the 

micrographs exhibit a C3 rotation axis. Micrographs with less background protein/detergent adhering 

to the grid and consequently better contrast would be needed to confidently draw conclusions.  
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Figure 5.20. An LMMG_AgrB2 micrograph with features circled as previously indicated in the text. 

The AgrB2 concentration is 0.0005 mg mL
-1

, or 20 nM. 
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Figure 5.21. A second LMMG_AgrB2 micrograph with features circled as previously indicated. The 

AgrB2 concentration is 0.0005 mg mL
-1

, or 20 nM. 
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Figure 5.22. A third LMMG_AgrB2 micrograph with features circled as previously indicated. The 

AgrB2 concentration is 0.0005 mg mL
-1

, or 20 nM. 
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Figure 5.23. A DDM_AgrB2 micrograph. The granular patternation is due to too much 

protein/detergent complex sticking to the grid after wicking away the excess sample, or 20 nM. 
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Figure 5.24. A second DDM_AgrB2 micrograph with the same pathology as the first. Again the 

sample concentration was 0.0005 mg mL
-1

, or 20 nM. As this was already a one thousand-fold 

dilution of the 0.5 mg mL
-1

 stock, it was decided not to dilute the sample further. 
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Figure 5.25. Some of the regions highlighted in the burgundy circles on the LMNG_AgrB2 

micrographs blown up but still to scale. 1, 2, 3 and 4 bear the strongest resemblance to one another. 5 

and 6 look similar to each other but appear to be distorted, especially at their lower left hand side. 12 

is an estimated consensus shape of 1 – 11.  
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The E. coli formate transporter protein FocA (PDB: 3kcu and 3kcv) is a 31 kDa, 6 transmembrane 

helix integral membrane protein which forms a cyclic homopentamer. with a diameter of ~ 80 Å.
[344]

 

This compares well to the observed diameter of ~ 90 Å of the units highlighted in the burgundy 

circles on the LMNG_AgrB2 the micrographs. AgrB has an Mr of 23 kDa and secondary structure 

predictions also suggest 6 transmembrane helices are present.
[51]

 Consequently, if it were to form a 

cyclic oligomer the size may be anticipated to be in this size region.  

Better micrographs may be obtained by: A) taking the peak SEC fraction and applying it the grids 

without any spin-concentration, which subsequent experience of negative staining has demonstrated 

to do more harm than good in most cases, and B) experimenting with “holey carbon” grids or 

graphene oxide grids. The former to do not contain a back plate and the molecules are held in place by 

surface tension of the sample buffer, whilst the latter are more polarised than non-oxidised carbon-

based grids. These may ameliorate the overcrowding of the grids observed for the micrographs 

presented. LMNG appears to be a more appropriate choice of detergent than DDM and holds promise 

for any future microscopy experiments undertaken upon AgrB.     

5.10: Application to Instruct for Nanobody Preparation at Instruct-ERIC 

AgrB2 has very little predicted extra-membranous structure, which is a problem for crystallisation in 

surfo since there is essentially nothing exposed to facilitate building of a crystal lattice. Nanobodies 

are light single-domain antibodies (12 – 15 kDa) that are generated during the natural immune 

response of camelids (camels, llamas, alpacas, vicuñas and guanacos). They have been employed 

successfully as crystallisation chaperones in structural determinations of difficult crystallisation 

targets. During the PhD project there was a call for applications to attend a course at the Belgium-

based Instruct-ERIC site to learn about and develop nanobodies for samples provided by attendees. 

An application was made but owing to the competitive nature of the process and the limited number 

of places it was unsuccessful. The application documents can be found in appendices VI and VII. A 

nanobody generation and cocrystallisation project for AgrB is ongoing at the time of writing, details 

of which are provided in chapter 6 section 6.4. 
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5.11.1: Bioinformatical Interrogation of an AgrB1 Model 

To gain insight into the structure of AgrB in the absence of experimental structural data a model, 

based upon the primary sequence of AgrB1, was generated in-house by the University of Nottingham 

biomembrane NMR research group. To interrogate the model and assess its validity, the AgrB1 

sequence from group I S. aureus strain NCTC_8325 (used to generate the model) was aligned to 

AgrB1 sequences from three other S. aureus strains (group II strain MW2, group III strain N315 and 

group IV strain 6850), and fourteen other species in the staphylococcal genus (saprophyticus, 

lugdenensis, schleiferi, simulans, hyicus, chromogenes, argentus, schweitzeri, warneri, hominis, 

haemolyticus, epidermidis and intermedius) using the Clustal Omega server [EMBL].
[276]

 The 

sequence alignment is presented in figure 5.32. Sequence conservation was visualized in three-

dimensions by mapping it onto the atomic surface of the AgrB1 model using the ProtSkin tool 

[McGill NMR Lab].
[345]

 An electrostatic surface of the model was also generated using the Adaptive 

Poisson-Boltzmann Solver (APBS) software suite (vers. 3.0).
[346,347]

  

5.11.2: Basic Topology of the AgrB1 Model  

As inferred from the primary amino acid sequence, and in agreement with the CD data presented 

already, the model predicts AgrB to be almost entirely α-helical in secondary structure. An annotated 

schematic representation of the model is given in figure 5.26. There are six hydrophobic 

transmembrane (TM) α-helices all arranged approximately antiparallel to one another, and which 

presumably span the cell membrane in a multi-pass fashion. No re-entrant helices are predicted in the 

model. The N- and C-termini are located on the same face, in support HiBit assays performed by Dr. 

Ewan Murray (data not shown) which corroborates this and shows them both to be located on the 

cytoplasmic face. The two catalytic residues His77 and Cys84 are located at the N-terminal end, and 

mid-way through, TM α-helix 3 (TM3 and so on for the rest of this discussion) respectively. There are 

also two additional single-turn non-TM hydrophilic helices. One is located at the extreme N-terminus 

and the other in the loop region between TMs 4 and 5. All other regions between these helices and the 

TM helices are unstructured loops. The cytoplasmic face is lysine-rich, with ten such residues all 
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residing in close proximity and one instance of three lysines occurring consecutively. An additional 

three lysines are found on the extracellular face. Other basic residues such as arginine and histidine 

are also prevalent occurring with a frequency of six and five respectively. This abundance of solvent-

exposed basic residues agrees with the high theoretical isoelectric point of 9.9. 
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Figure 5.26. Various representations of the AgrB1 model. (A). Viewed top-down with respect to the 

TM helices. TM helix labels are coloured as a spectrum from blue-red according to standard N-to-C-

termini rainbow convention. The arrows indicate the direction of the polypeptide chain relative to the 

cell cytoplasm (up is towards the extracellular face). (B). The same as (A) but viewed side-on with 

respect to the TM helices. The location of His77 and Cys84 on TM3 are shown. (C). Representations 

of how the AgrB molecule might sit in the cell membrane. In the surface representations the catalytic 

His77 and Cys84 residues are coloured orange.   
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5.11.3: Comments on Model Features With Respect to Sample Crystallisability 

That the cytoplasmic face of AgrB1 is so lysine-rich (AgrB2 has eleven lysines) has important 

ramifications for crystallisation experiments of AgrB in surfo. In such experiments the hydrophobic 

regions of the protein are engulfed by a belt of detergent molecules, leaving only the hydrophilic loop 

regions exposed to form lattice contacts. For S. aureus AgrB, these corresponding regions are clearly 

dominated by entropic lysine residues which do not favour formation of lattice contacts owing to the 

loss of entropy associated with the solution-solid phase transition.
[279]

 This is clearly manifested in the 

complete failure of AgrB to crystallise in surfo and compounds the already-challenging task of 

crystallising an integral membrane protein. Inspection of the Clustal Omega sequence alignment (fig. 

5.32) reveals only two of the thirteen lysines in AgrB1 to be completely conserved across all of the 

species aligned. This suggests that an AgrB homologue from a species other than S. aureus might 

yield more profitable crystallisation experiments. 

5.11.4: Literature Observations Pertinent to Model Interrogation 

From the outset it is difficult to interpret features the model because A) the role, if any, of AgrB in 

transport of the cyclised AIP intermediate outside of the cell is unknown. This would surely have 

important bearings upon AgrB quaternary structure and probably the tertiary structure as well and B) 

AgrB is the archetypical member of the “AgrB class” of integral membrane proteases, for which there 

is no representative structure available so it is not clear whether proteolysis occurs in the cell 

cytoplasm or within the cell membrane itself.
[51,52,53]

 There are some key studies however, which 

enable comments to be made on the AgrB model.  

AgrB has been observed to immunoprecipitate as an oligomer containing an unknown number of 

monomer subunits and is active as at least a dimer in vitro.
[44,348]

 The size exclusion data for 

DDM_AgrB2 purifications presented in this thesis suggests that a large AgrB2 oligomer is being 

purified despite the extra detergent mass carried by the DDM_AgrB2 complex, however it runs as a 

monomer on SDS-PAGE. AgrB1 meanwhile runs predominantly as a dimer on SDS-PAGE but larger 

oligomers are clearly present.  
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Some authors have hypothesised in the absence of a clear transport mechanism that AgrB 

oligomerises to form a pore in the cell membrane through which the cyclised AIP intermediate is 

transferred outside of the cell,
[42,348]

 implying AgrB may have dual-functionality as both a protease 

and a transporter. This seems to be borne out by the observation that overexpression of AgrB and 

AgrD in E. coli is sufficient to detect mature AIP in the cell growth media.
[42]

 The sequence of AgrB 

has no ATP-binding cassette however. meaning it cannot take advantage ATP to drive this 

transportation, nor has there been discovered any gene on, or near to, the agr locus which may 

perform this transport role. It may be said with certainty that there is a strong bias towards symmetric 

oligomers amongst membrane proteins (~ 65 % of TM proteins are oligomers)
[349]

 owing to the lateral 

constraints imparted by the cell membrane.
[350]

 

5.11.5.1: Features of the Model  

5.11.5.2: Surface Features 

When viewed looking down onto the extracellular face there is one clear concave face, bound by TMs 

1, 2, 4 and 5, and one convex surface bound by TMs 1, 3 and 6. The inside of this concave face is 

predominantly positively charged and highly conserved whilst the convex face is predominantly 

hydrophobic and is less well conserved. There is also highly conserved and positively charged 

“dogleg” formed by the non-TM α-helix at the very N-terminus. There is also a solvent-exposed patch 

that exhibits significant sequence diversity, and this is located at the C-terminal end of TM4 which 

corresponds to the extreme cytoplasmic side of the concave surface. Cartoon, electrostatic surface and 

conservation surface representations of the AgrB model are presented in figure 5.27. 

  



 
 

253 
 

 

Figure 5.27. Three representations of the of the AgrB model. These are (left-to-right): a cartoon 

representation, an electrostatic surface calculated at pH 7.0 using APBS and a map of surface 

conservation created using the Clustal Omega output and ProtSkin. Each representation is displayed 

in three orientations: (A) top-down, (B) face-on and (C) rotated 180 ° vertically from (B). For the 

electrostatic surface represenations, blue indicates regions of positive charge, red indicates regions of 

negative charge, and white indicates hydrophobic regions. For the conservation represenations, darker 

pink represents more conserved regions and white represents unconsorved regions. 
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5.11.5.3: Features in Relation to Residues That Drive AgrD Specificity 

Chimeric studies in which AgrB1 and AgrB2 amino acid sequences have been progressively 

interchanged have revealed specificity towards AgrD1 and AgrD2
[351]

 (there is no cross-processing by 

WT AgrBs in vivo)
[67]

 is driven by different amino acids for each allelic variant. Specifically, the 

amino acids at positions 42 – 65 drive specificity for AgrD1 whilst amino acids at positions 67 – 75 

and 126 – 141 drive specificity for AgrD2.
[351]

 Remarkably, inspection of the model reveals these two 

sets of amino acids to be located on spatially-distal areas of the atomic model, and are organised 

mutually orthogonal to one another (fig. 5.28C and D). The AgrD1 specificity residues are located 

entirely on TM2 whilst the AgrD2 specificity residues located exclusively at the cytoplasmic 

“perimeter” of the AgrB molecule, largely away from the TM helices.  

It is tempting to conclude from this that the model is either incorrect or at least not representative of 

both AgrB1 and AgrB2, however, hydrophobicity plots (fig. 5.28A and B) generated from the primary 

amino acid sequences of AgrB1 and AgrB2 are almost identical to one another, and presumably 

hydrophobicity is the dominant effector of transmembrane topology. Cross referencing these 

specificity residues to the electrostatic surface and hydrophobicity plots reveals those residues that 

drive specificity towards AgrD1 to be largely hydrophobic in character, as is necessary for residues 

which form a TM helix, whilst those that drive specificity towards AgrD2 are generally positively 

charged. The hydrophobicity plots also demonstrate that the catalytic residue Cys84 is not located at a 

hydrophobicity minimum.  
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Figure 5.28. Annotated hydrophobicity plots for AgrB1 and AgrB2 and areas of the AgrB surface 

which drive AgrD1 and AgrD2 specificity. (A) and (B). Hydrophobicity plots for AgrB1 and AgrB2 

respectively. The hydrophobicity maxima are suggestive of 6 TM helices. Catalytic residues are 

indicated by orange dashed lines and AgrD specificity residues are indicated. (C) and (D). Surface 

representations of AgrD1 (cyan) and AgrD2 (green) specificity areas on the surface of the model. 
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5.11.5.4: Features in Relation to Possible Arrangement of AgrBs in the AgrB Dimer 

Some region or regions on the surface of AgrB must comprise the dimerisation interface. Presumably 

such a region would be exhibit a high degree of conservation since dimer-abolishing random 

mutations would prevent AIP biosynthesis and place the cells at a competitive disadvantage. The 

same arguments also apply to those areas of the AgrB surface, if any, that are involved in transport of 

the cyclised AIP intermediate out of the cell.  

It is possible to envisage an AgrB dimer in which the conserved central cavities on each protomer are 

placed together to create a pore that lies normal to the cell membrane and through which the cyclised 

AIP intermediate could pass (fig. 5.29A and B). There are no known examples of pore-forming 

dimers however, and such an arrangement would be extraordinary given that the buried surface area 

of such a dimer interface is likely to be comparatively small.  

Mapping of the sequence alignment onto the surface of the AgrB model using the ProtSkin tool
[345]

 

reveals the central AgrB cavity to be highly conserved. It is possible therefore that this region may 

itself form part of the AgrB dimerisation interface. From a purely steric perspective such a cavity 

running continuously along one plane of the AgrB molecule presents an opportune area into which 

structural elements on the second AgrB protomer could bind. Such an arrangement would have a 

larger buried surface area than a completely flat interface and is further made plausible by the 

orientational constraints imparted onto the AgrB molecules by the cell membrane. To explore this 

hypothesis further, two copies of the AgrB model were docked together using the ClusPro server 

(vers. 2.0).
[265,266,267]

 

Of the top ten docking results, five have the AgrB molecules arranged antiparallel and may be 

dismissed on those grounds alone. The “best” remaining result (which incidentally was the “best” of 

all ten) predicts the AgrB molecules to be arranged such that TM2 on each protomer nestles into the 

aforementioned concave face, and this arrangement is mutual such that each protomer “presents” and 

“receives” the same secondary structure elements (fig. 5.29C and D). To gain further insight into this 

predicted interface, a schematic diagram of the residues that form AgrB···AgrB contacts was prepared 
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using the DimPlot tool
[262]

 (included in LigPlus vers. 2.2) [EMBL]. The result is shown in figure 5.30. 

Residue labels were coloured according to conservation, using the same colour scheme as the 

ProtSkin results. The results indicate that over half of the residues that form AgrB···AgrB contacts, 

specific or otherwise, are completely or highly conserved (* or : according to the Clustal Omega 

sequence alignment). Furthermore the residues involved are exclusively hydrophobic or basic in 

character with a bias towards tyrosine and phenylalanine.  

To assess how well the surface distribution of completely and highly-conserved residues predicted to 

form AgrB···AgrB contacts agree with the surface conservation indicated by the ProtSkin result, and 

to what extent the completely and highly conserved-residues located on the TM1-2-4-5 (concave) face 

of AgrB as indicated by ProtSkin also form contacts at the predicted dimer interface, a simple 

comparison was made between the ProtSkin result and the location of said residues on the surface of 

the AgrB model. The result is shown in figure 5.31. The completely and highly conserved residues 

predicted to form AgrB···AgrB contacts were again coloured according to conservation and displayed 

as both sticks and a solvent-accessible surface. Comparison of the resulting images with the ProtSkin 

result show good agreement between residues which are conserved across the S. aureus strains and 

staphylococcal species studied and those involved in AgrB···AgrB contacts at the predicted dimer 

interface.  

Another feature of the dimer predicted by the ClusPro server is that two AgrB protomers are tilted 

inwards slightly at the extracellular side of the molecules and overlap one-another. This has the 

combined effect of bringing the catalytic residues His77 and Cys84, and AgrD1 and AgrD2 

specificity residues all in close proximity to one another and lowering them slightly towards the cell 

cytoplasm (fig. 5.29A and B) relative to the instance where both AgrB protomers are aligned perfectly 

normal to the cell membrane (fig. 5.29C and D).  

In the study in which the oligomeric AgrB immunoprecipitate was reported
[348]

 the following non-

proteolytic (to prevent AgrD processing) mutants were prepared to see if they also interfered with 

AgrB oligomerisation: N39I, N39Y, M46K, R70G, P125H, T128I and K131E. All mutants failed to 
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disrupt oligomerisation in the immunoprecipitate. Although it may be these single site mutants are 

insufficient to disrupt the AgrB1 dimer, it is pertinent that none of these residues form contacts at the 

predicted dimerisation interface in the dimer predicted by ClusPro. According to the model presented 

in this work, all of these residues excepting Met46 are located in loop regions between the TM helices 

at the “top” or “bottom” of the AgrB molecule (fig. 5.28A and B). Met46 is located at the carboxyl 

end of TM2 (which is the extreme extracellular end in the model) and is amongst the residues required 

for AgrD1 specificity.  

Taken together these bioinformatical observations suggest a plausible interface for the AgrB dimer is 

formed by conserved, hydrophobic and basic residues located primarily at the carboxyl-end of TM1, 

throughout TM2 and on the intervening loop. The spatial arrangement of catalytic and substrate-

specifying residues on the AgrB dimer generated in silico that is mediated by this interface, would be 

conducive to AgrD cleavage and cyclisation in the cell cytoplasm, close to the inner membrane 

leaflet. Whether or not such dimer subunits associate to form a toroidal AgrB oligomer to enable 

transportation of the cyclised AIP intermediate out of the cell remains, open to speculation. 

Being derived entirely from an in silico interrogation however, these observations only constitute a 

hypothesis. They would ultimately need testing in a laboratory to be proven correct or incorrect. The 

speculative dimer interface may be probed experimentally via alanine scanning
[352]

 of the conserved 

residues implicated to see if a non-oligomeric phenotype could be generated. The availability of 

Cys84 to the cell cytoplasm could be probed by derivatising it with a suitable biochemical reagent 

such as iodoacetamide and then probing for fluorescence from a thiol-specific dye, such as, 7-

diethylamino-3-(4'-maleimidylphenyl)-4-methylcoumarin
[353]

 (CPM) relative to a control species.  
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Figure 5.29. Two theoretical AgrB dimers proposed from the AgrB model, displayed in two different 

orientations. (A) and (B). An AgrB dimer prepared by manual alignment of the AgrB molecules in 

PyMOL™ such that the concave face of each AgrB molecule forms a pore normal to the cell 

membrane. (C) and (D). The “best” docking result output by ClusPro that exhibits interlocking of the 

concave faces. AgrD1 specificity residues (cyan), AgrD2 specificity residues (green) and the catalytic 

residues His77 and Cys84 (orange) are highlighted to demonstrate their proximity in each dimer in 

each case. The area enclosed by the substrate specificity and catalytic residues is smaller and closer to 

the cell cytoplasm in the dimer predicted by ClusPro, due to the inward tilting of the AgrB protomers.  

 



 

260 
 

 

Figure 5.30. A schematic plot of the dimer interface for the dimer predicted by ClusPro. The interface 

is shown as a dashed horizontal line with each protomer in the dimer lying on either side of it. H-

bonds are displayed as dashed green lines. Hydrophobic interactions are shown as black eyelashes. 

Residues are labelled according to sequence conservation indicated by the Clustal Omega alignment. 

Labels are coloured bright pink for completely conserved (*) residues and purple for highly conserved 

(:) residues.  
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Figure 5.31. Comparison of sequence conservation of residues that are predicted to form 

AgrB···AgrB contacts at the dimer interface in the dimer predicted by ClusPro, to the ProtSkin result 

for all S. aureus strains and all staphylococcal species discussed. (A) and (B). Completely conserved 

(*) residues and highly conserved (:) residues that are predicted to form AgrB···AgrB contacts are 

shown as a solvent-exposed surface (A) and sticks (B) and are coloured bright pink and purple 

according to degree of conservation. (C). The ProtSkin surface conservation result viewed at the same 

orientation as (A) and (B). For the conservation represenations, darker pink represents more 

conserved regions and white represents unconsorved regions. 
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Figure 5.32. Clustal Omega sequence alignment of Staphylococcus aureus strains: NCTC_8325 (group I), 6850 

(group IV), N315 (group III) and MW3 (group II), and staphylococcal species: vitulinus, strain 62, horse isolate; 

hyicus, pig nose isolate; chromogenes, pig nose isolate; schleiferi, strain 30743, dog isolate; intermedius, strain 

NCTC_11048; argentus, strain 60; schweitzeri, strain 59; simulans, pig nose isolate; saprophyticus, human nose 

isolate; warneri, strain 5811483, human nose isolate; epidermidis, strain ATCC_12228; lugdenensis, strain A1; 

hominis, strain 9525 and haemolyticus, strain 1312, dog isolate. Information regarding these strains is published 

here.
[354]

 Continues overleaf. 
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Fig. 4.32. Clustal Omega sequence alignment continued from the previous page. The alignment is annotated as 

follows: (*), completely conserved, (:), highly conserved, (.), weakly conserved. Completely-conserved residues 

have also been highlighted in red boxes for additional clarity. The catalytic residues His77 and Cys84 are 

highlighted in green and are labelled with residue numbers as they occur in the S. aureus strain NCTC_8325 

sequence.  
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Chapter 6: Conclusions and Future Research 

6.1: AgrA – Conclusions 

A structural understanding of the S. aureus QS circuit has not been forthcoming to the research 

community. This is largely due to the difficulty in producing suitable soluble samples of the key 

proteins involved. The full-length AgrA_C199S structure solution, even at low resolution, represents 

a significant advance in this area, with only the ATP-binding subdomain of AgrC, and the C-terminal 

domain of AgrA, having been previously solved.  

A hydrophobic helix within the N-terminal domain of AgrA appears to form a major part of the 

physiological AgrA dimerisation interface. Evidence for this comes from the similarity of a 

crystallographic AgrA_C199S dimer, to the structures of the physiological dimers of a number of 

AgrA homologues, and from agreement between said dimer with the SAXS molecular envelope of the 

phosphorylated AgrA_C199S/P3full promoter DNA complex. Furthermore, this envelope indicates that 

AgrA_C199S places a ~ 55 ° bend into the DNA, occurring approximately perpendicular to the mean 

plane of the AgrA_C199S molecules. This structural data is the first for any full-length LytTR-type 

DNA-binding protein in complex with DNA.  

Residues Cys55 and Cys123 form a cysteine pair, mutation of either of which to serine, retards cell 

growth during agr dormancy. In silico docking results for a series of in-house AgrA inhibitors 

suggests that they bind into a functionally-important groove located between Arg218 and Tyr229. A 

simple but atypical approach to growing large crystals has been outlined and used efficaciously for 

AgrA_C199S, and may be of general use to macromolecular crystallographers.   

6.2: AgrB – Conclusions 

Results on AgrB are abbreviated compared to those for AgrA owing to the challenges involved in 

studying recombinant membrane protein samples. The goal of solving the experimental structure of 

AgrB was not met, however, some foundational milestones have been achieved. Namely, a robust 

purification that yields pure, folded, and monodisperse DDM_AgrB2 has been outlined. The sample 
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exhibits a high thermostability of 63 °C and the purification is flexible. This allows for facile 

swapping of the sample into several detergents, upon which varied oligomerisation behaviour was 

observed. Preliminary negative stain micrographs suggest that LMNG is an appropriate choice of 

detergent, however, efforts need to be made to reduce the amount of sample settling onto the grids. 

6.3: AgrA – Future Research  

Research focussing on the AgrA_C199S_K101A double mutant would return informative results in a 

short time frame. Submitting the SDS-PAGE band corresponding to the sample which elutes in the 

void volume during SEC for MS may directly implicate Lys101 in being involved in mediating AgrA 

dimerisation, if the returned sequences matched that of AgrA. The K101A mutant could then be 

subsequently placed into in vivo reporter and growth assays to see if and how the  system is perturbed.  

Another experiment that ought to produce meaningful data would be to prepare the [BeF3]
-
-activated 

AgrA_C199S dimer bound to the P2 promoter, and to other promoters also, to obtain comparative 

SAXS data for them all. Construction of the molecular envelopes might show differences in how 

AgrA binds to and distorts each of them, provided that these differences are fairly drastic (e.g. due the 

length of spacer DNA between the two AgrA binding sites). If all the envelopes are approximately 

identical, the differences in their respective affinities for AgrA must lay within the finer structural 

detail only available through high-resolution structural studies.  

A crystal structure of the AgrA_C199S dimer bound to one of its full promoters would be of high 

scientific value. It would serve the same purpose as the SAXS experiments described above but be 

significantly richer in data. It will be observed that very little has been discussed of the DNA-binding 

domain of AgrA despite all of the known chemical inhibitors targeting this region. This is because the 

full-length structure presented in this work adds nothing new to this field of study. A crystal structure 

of an AgrA dimer/promoter complex should reveal in full the subtle asymmetry between the two 

AgrA protomers bound to the promoter DNA.
[81,85]

 This asymmetry is crucial to the mode of action of 

the current AgrA inhibitors and a high-resolution structure may facilitate further improvements in 

their potency.  
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The P3 promoter is probably the more scientifically interesting to pursue, as it is the one which 

upregulates virulence factors associated with infection. Practically speaking, however, it probably 

makes little difference which promoter is studied. The sequence corresponding to the nominated 

promoter may be incrementally truncated until binding of AgrA is abolished. This abolition should be 

readily detectible via ITC since binding of DNA is usually considerably exothermic, and EMSAs 

since AgrA is a high-affinity binder of DNA. Once the shortest sequence that exhibits binding to 

AgrA has been determined, crystallisation experiments should then be conducted. It may be wise to 

start using commercial screens of similar composition to the PACT Premier™ screen which afforded 

the AgrA_C199S/P2fragment crystals. Similarly, it would be worth screening blunt-end DNA and DNA 

with complimentary overhangs (already tried) to increase the chances of success, since these 

parameters can make the difference between obtaining crystals or not. Phasing of any crystallographic 

data could probably be achieved experimentally using DNA containing 5-bromouracil substitutions.   

The apo structure of full-length AgrA would also be of considerable interest as it would open up 

possibilities for AgrA/inhibitor co-crystals for sufficiently potent AgrA inhibitors. A condition which 

affords crystals of AgrA in complex with DNA is of very little use if the role of the inhibitor is to 

abolish DNA binding. These experiments could start using the SER mutants discussed in this work, in 

combination with sparse matrix screening to search for new crystallisation conditions. Owing to the 

high quality of the crystals obtained of the DNA-binding domain in complex with DNA
[80]

 and the 

poor quality of the crystals presented in this work, a significant amount of time may need to be 

dedicated to crystal optimisation.  

Another thread of research that may require a significant investment of time but ultimately provide 

high-impact results if successful, would be to try to obtain co-crystals of the N-terminal domain of 

AgrA in complex with the phosphate-transfer subdomain of AgrC. Both can be readily expressed and 

purified so there is no barrier in that regard. A non-hydrolysable ATP analogue could be used to try to 

capture the complex at some point during the phosphate transfer process. A good starting point may 

be to simply mix the aforementioned domains in equimolar amounts, or with a slight excess of the 

AgrA N-terminal domain, add 10 – 100 molar equivalents of the non-hydrolysable ATP analogue and 
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proceed immediately to vapour diffusion crystallisation experiments. Whilst waiting for the 

experiments to proceed, SEC may be used to see if there is any association between the two domains 

in vitro, with and without the ATP analogue. If no association is observed, it may be found that under 

the dehydrating conditions of the crystallisation drop, association is eventually encouraged in much 

the same way that constitutively inactive ComE was forced into a phosphorylated conformation.
[90]

 

The primary reason this thread of research is likely to be time consuming is that it may be found that 

one of the domains preferentially crystallises over the other, leading to false positives which would 

need indexed diffraction data to estimate their content.  

A high-resolution structure of the N-terminal domain on its own would accompany the low-resolution 

full-length structure presented in this work. It may corroborate or disprove areas of the full-length 

solution accordingly, and it would be interesting to see if the same α4···α4 interface is present in the 

crystal lattice also. There are prospective crystals presented in this work that may be a good starting 

point for this line of experimentation.  

Although AgrA_C199S was eventually coaxed to dimerise on DNA corresponding to the P3 

promoter, a strategy for inducing AgrA dimerisation in the absence of DNA would enable a facile 

study into which mutants, informed by degree of conservation and location in the 

AgrA_C199S/P2fragment crystal structure, could abolish AgrA dimer formation. It has been seen that 

considerable effort has been put into realising this idea already. Although it would be experimentally 

simpler to have a system which required no DNA to be present for AgrA dimer formation, it has not 

yet been confirmed whether the AgrA_K101A_C199S double mutant can dimerise to produce a 

complex identical to that used for the SAXS measurements presented earlier. That is to say, if the 

same sample preparation was conducted, but used the aforementioned double mutant, and the 

analytical SEC returned two peaks, corresponding to an AgrA_C199S_K101 monomer bound to P3 

DNA, and unbound AgrA_C199S_K101, then the work presented here could be expanded into an 

assay for AgrA dimerisation in vitro. The complication here is that in order to test the system, a 

mutant that is known to abolish AgrA dimerisation is required. Given what has been presented already 

the experimenter suggests that the AgrA_C199S_K101A double mutant is be a good place to start. 
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6.4: AgrB – Future Research 

Radical modifications to the expression construct are needed to yield successful structural 

experiments. These could include: A) a loop insertion tag such as lysozyme to facilitate 

crystallisation, B) a nanobody/antibody crystallisation chaperone to provide some water-soluble, rigid 

domain to facilitate crystallisation in a similar fashion to a loop insertion tag or C) an oligomerisation 

tag (which could also be a loop insertion) that imparts some readily-identifiable symmetry to make 

electron micrographs easier to interpret. 

Regarding option B) purified DDM_AgrB1 and DDM_AgrB2 samples have been provided to VIB 

nanobody core by Dr. Philip Bardelang, Dr. Mohamad Saleem and the experimenter for nanobody 

generation and, at the time of writing, a library of genes encoding AgrB-binding nanobodies is 

available. These are being screened for AgrB-binding activity in vitro by Dr. Philip Bardelang in 

order to deduce the nanobody that is most suited to crystallisation experiments. The purification and 

crystallisation experiments presented in this work could be easily replicated for the AgrB···nanobody 

complex once the optimal nanobody for structural studies has been deduced.   

One strategy which might be conducive to producing structure-grade AgrB crystals, as well as being 

of extremely high scientific interest, would be to crystallise the AgrBD complex. No atomic-level 

curly arrow mechanism for AgrD cleavage and cyclisation has been put forwards in the literature. One 

is proposed overleaf figure 6.1.  
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Figure 6.1. Potential curly arrow mechanism for the cleavage and cyclisation of AgrD by AgrB. (1). 

Activation of AgrB Cys84. (2). Nucleophilic attack of the AgrB Cys84 thiolate on AgrD backbone 

carbonyl at Met32. (3). Reformation of carbonyl group and C-terminal cleavage of AgrD. (4). The 

linear AgrBD thioester intermediate. (5). Nucleophilic attack of AgrD Cys28 on thioester carbon 

leading to ring closure and resulting in (6). (7). Reformation of carbonyl group and cleavage of cyclic 

AIP intermediate from AgrB to give the products (8): a cylic AIP intermediate with the N-terminus 

attached and the AgrD C-terminal cleavage product. The dashed blue and red circles represent steps at 

which it would be theoretically possible to biochemically intervene in the reaction and are discussed 

in the ensuing text. 
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There are two steps that are of biochemical interest and worthy of consideration. The first concerns 

the activation of AgrD Cys28 so as the internal cyclisation/thioester exchange can occur. The catalytic 

AgrB His77 will have regained its capacity to act as a Lewis base once the C-terminal end of AgrD 

has been cleaved, so it could in theory deprotonate AgrD Cys28 provided that the two are spatially-

proximal. This is how it has been drawn in step 4 of figure 6.1, with the relevant N atom highlighted 

in a dashed blue circle. Histidine residues are only present on the cleaved C-terminal end of AgrDs 1, 

2 and 4, and it has been shown that rapid removal of this cleaved unit is required to drive the 

equilibrium towards AgrD turnover.
[44]

 Consequently, it does not seem feasible that AgrD self-

activates prior to cyclisation/thioester exchange. Another possibility is that the second AgrB protomer 

of the dimer provides a second His77 to deprotonate AgrD Cys28.  

The second concerns the possibility of interfering with the cyclisation/thioester exchange to prevent it 

from occurring, thus leaving the linear AgrBD intermediate available for purification. Preparing the 

AgrD_C28A mutant would in theory prevent formation of the thiolactone ring, and a linear AgrBD 

intermediate has been observed in cells in at least one (in vivo) study to-date.
[42]

 The chemical bond 

between the AgrB and AgrD units in the resulting linear intermediate would be a thioester, as 

highlighted in figure 5.1 step 4 in a dashed red circle. This may be susceptible to base hydrolysis upon 

purification, which may be mitigated by purifying the intermediate under mildly acidic conditions, 

provided sample stability is not impaired, however. A good place to start this line of study would be 

to place the coding regions of AgrB and AgrD_C28A under the control of a single promoter. AgrB 

could retain the C-terminal (His)6 tag whilst AgrD_C28A could be left untagged or have a Strep-tag® 

placed at the N-terminus to aid removal of any excess AgrB. The two species could also be placed 

under separate promoters on (say) pETDuet™ if more control was needed over the expression of 

either.  

It would also be interesting to prepare the AgrD_C28S mutant to see if AgrB is cable of installing a 

lactone ring into AgrD. The result would be interesting in itself and if the answer was found to be 

“yes” then the lactone-derivative of the AgrBD complex might be more stable in aqueous solutions 

than the thiolactone version and consequently a better option for structural studies.  
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Anticipated problems with this approach will probably relate to the toxicity associated with the PSM-

like nature of AgrD, which could harm the host cells when overexpressed. Similarly, the accumulation 

of AgrD C-terminal cleavage product could harm the cells and retard the C-terminal AgrD cleavage 

event. Ultimately the strategy would need to be tested to see where the difficulties lay.  

Experiments that probably constitute a waste of time are more in surfo crystallisation experiments on 

AgrB2. The lack of success in this area and the potential to make use of the technologies highlighted 

above suggest they should be avoided.  

6.5.1: Additional Work 

Over the PhD process aims change and some threads of research prove to be unrewarding or, where 

successful, do not neatly tie in with other data. This was so for some work related to agr and some 

work performed to help peers within the structural biology research group. Whilst the latter is not 

related to main body of work discussed in this thesis it, does rely on some relevant practical skills, 

acquisition of which is an important part PhD process. They are therefore worth a brief mention.  

6.5.2: Work Related to agr 

To validate the in silico docking results obtained for the IQS analogues, AgrA_Y229A and Y229M 

mutants were prepared in full-length AgrA_C199S and AgrA135-238_C199S constructs. The planned 

experiment was to test these mutants in EMSAs using a P2 or P3 promoter probe in the presence of 

key IQS compounds. The experiment has not yet been performed due to the Covid-19 outbreak. 

To try to obtain experimental kinetic binding data for the IQS analogues, preliminary ITC 

experiments were performed using full-length AgrA_C199S. The low affinity of the analogues for 

AgrA mandated high concentrations (~ 300 µM) of AgrA however, and IQS concentrations 

approximately an order of magnitude higher than for AgrA. Given that the ITC sample cell is ~ 250 

µL, and the purification yields of full-length AgrA are modest, only a few experiments could be 

performed per purification. Furthermore, the IQS analogues were not soluble at elevated 

concentrations in buffers containing < 10 % v/v DMSO. Although buffer-mismatch between the IQS 
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and AgrA samples was avoided, the elevated concentrations of AgrA rendered it susceptible to the 

unfolding effects of DMSO at the temperatures at which the experiments were conducted (20 and 37 

°C) with large amounts of AgrA precipitating upon titration of the IQS analogues. The scheme 

showing how IQS and AgrA samples were prepared so as to avoid buffer-mismatch is presented in 

appendix VIII and the thermograms for the experiments are given in appendix IX. 

The AgrD1 gene from S. aureus was cloned via restriction enzyme methods into the pMALX(e) 

vector
[355]

 with a view to performing crystallisation experiments and AgrB activity assays. Although 

the correct sequence was obtained (data not shown) the construct could not be induced to express 

when transformed into E. coli cells.  

6.5.3: Work Unrelated to agr 

In gaining experience during the PhD process help was given to newer members of the research group 

or to those whose core experience lies in other topics and there are two significant examples of this. 

Firstly the experimenter was involved in helping crystallise and collecting the crystallographic data 

for Leishmania mexicana cysteine protease B in complex with a covalent azadipeptide nitrile inhibitor 

(PDB: 6p4e). Some help was also lent in improving the quality of the resulting manuscript. This work 

was eventually published in Bioorganic and Medicinal Chemistry.
[356]

  

The second example again concerns a crystal structure, this time of a bacterial pathogen DNase in 

complex with an immunity protein. Although the work on this was less involved, it did require 

locating the selenium atom K edge at the synchrotron station and collecting high redundancy, low 

dose data at the appropriate wavelength so as a set of ab initio phase estimates could derived from the 

anomalous scattering data. This work is yet to be published.  
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Chapter 7: Methods 

7.1: General Methods 

7.2:  SDS-PAGE Gel Preparation and Running Parameters 

Requisite amount of sample was mixed with 3 x concentrate sodium dodecyl sulphate Poly 

Acrylamide Gel Electrophoresis (SDS-PAGE) loading buffer (tris, 150 mM, pH 6.5, NaCl, 300 mM, 

SDS, 6 % w/v, bromophenol blue, 0.3 % w/v and glycerol, 30 % v/v), usually 10 µL sample with 5 

µL of 3 x SDS-PAGE buffer. A gel of appropriate percentage acrylamide (specified as appropriate in 

the discussion, see table 7.1 for recipes) was immersed in SDS-PAGE running buffer (tris, 25 mM, 

glycine, 192 mM and SDS, 0.1 % w/v) in Mini PROTEAN
TM

 3 Cell gel electrophoresis tank [Bio-

Rad]. Electrophoresis was performed using a PowerPac
TM

 basic 75 W power pack [Bio-Rad] for 45 

mins – 1 hr at a constant voltage of 200 V. Gels were stained for 1 hr using InstantBlue
TM

 protein 

stain [Sigma Aldrich] and brightened with H2O. Gels were visualised and photographed on a Gel 

Doc
TM

 XR+ [Bio-Rad] with Image Lab
TM 

software (vers. 5.2) [Bio-Rad]. Note that the 30 % 

acrylamide solution was a 37.5:1 ratio of acrylamide:bis-acrylamide. 

Component Amount required for X % resolving gel  Amount required for stacking gel 

Acrylamide, 30 %  0.5 x X mL 1.98 mL  

Tris, 0.5 M, pH 6.5 0 mL  3.78 mL  

Tris, 1.5 M, pH 8.8 3.75 mL 0 mL  

SDS, 10 %  150 µL 150 µL  

H2O 11.03 – (0.5 x X) mL  9 mL  

TEMED 7.5  µL  15 µL  

APS, 10 %  75 µL 75 µL 

Total volume, mL  15 mL  15 mL  

Table 7.1. Summary of SDS-PAGE recipes for common percentage acrylamide gels. APS stands 

for ammonium persulphate. TEMED stands for N,N,N′,N′-tetramethylethylenediamine. Gels were 

cast using 0.75 mm thickness using glass sandwich plates and casting equipment [Bio-Rad]. 
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7.3: Western Blotting 

Two identical SDS-PAGE gels were run for each blotting experiment. One gel was stained with 

InstantBlue
TM 

[Sigma Aldrich] whilst proteins on the other gel were transferred to a polyvinylidene 

fluoride (PVDF) 0.45 µm membrane [Thermo Fisher] using a TransBlot
TM

 Turbo Mini [Bio-Rad] for 

30 mins at room temperature with 2 x Thick Blot Filter Papers 7.5 x 10 cm [Bio-Rad]. Prior to protein 

transfer, the PVDF membrane was cut to the appropriate size and activated by soaking in methanol, 

50 % v/v, for 5 mins, followed by soaking in transfer buffer (tris, 25 mM, pH 8.3, glycine, 190 mM 

and methanol, 20 % v/v) for 5 mins. The membrane, after transference of proteins, was subsequently 

blocked with tris-buffed salt with tween 20 (TBSt) and milk (tris, 50 mM, pH 7.5, NaCl, 150 mM, 

tween 20, 0.1 % v/v, and powdered skimmed milk, 5 % w/v) overnight at 4 °C. Excess powdered 

skimmed milk was removed by washing the membrane with TBSt buffer without milk, 10 mL, for 5 

mins. Primary antibody, mouse anti-tetrahistidine [Qiagen], was diluted one thousand-fold in TBSt 

plus powdered skimmed milk, 5 % w/v, 5 mL.  

Primary antibody was then allowed to bind to the proteins on the membrane via incubation of the 

membrane with the antibody-containing buffer for 1 hr at room temperature. The membrane was 

washed three times with TBSt, 10 mL, and once with TBS (no tween 20), 10 mL. Each wash step 

lasted ~ 5 mins. The secondary antibody, goat anti-mouse horseradish peroxidase [Thermo Fisher] 

was diluted one thousand-fold in TBSt plus powdered skimmed milk, 5% w/v, 5 mL. Binding of the 

secondary antibody to the primary antibody was achieved via incubation of the membrane with this 

secondary antibody-containing buffer for 1 hr at room temperature. The membrane was again washed 

three times with TBSt, 10 mL, and once with TBS, 10 mL. Each wash step lasted ~ 5 mins. 

Chemiluminescence was initiated by wetting the membrane with Enhanced Chemiluminescence 

(ECL) reagent (tris, 100 mM, pH 8.5, luminol, 1.25 mM, p-coumaric acid, 200 µM, and 3 µL of 30 % 

v/v H2O2), 10 mL, and visualised using a C-DiGit western blot scanner scanner [LI-COR]. 
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7.4: Agarose Gel Preparation 

Sufficient volume (typically 1 L to suit communal needs) 50 x tris-acetate EDTA (TAE) buffer was 

prepared as per table 7.2. 50 and diluted fifty-fold with H2O to a volume of 100 mL and agarose, 1 g, 

added in a 250 mL conical flask. This mixture was heated in a microwave for short 30 s bursts with 

intermittent hand stirring until all of the agarose had dissolved to generate a 1 % agarose solution. The 

solution was then left to cool at room temperature until H2O was no longer evaporating.  

Meanwhile, 5 µL of SYBR
TM

 safe [Invitrogen] dye was pipetted onto the base of a 7 x 7 cm Mini-Sub 

Cell
TM

 GT agarose slab casting unit [Bio-Rad]. The sides of this unit were then sealed as per the 

equipment instructions. The agarose solution was poured over the dye to a depth of ~ 1 cm, and the 

dye gently mixed into the agarose solution using a Pasteur pipette. A 7-lane agarose gel comb [Bio-

Rad] was placed into the tray of 1 % agarose in TAE, which was allowed to cool at room temperature 

until it had fully set. This took ~ 30 mins, after which the comb was gently removed and casting 

equipment disassembled. Gels were used immediately after preparation.  

Component Concentration, M Concentration, amount L
-1

 

Tris base 2 242 g 

Acetic acid 1 60.5 mL 

EDTA disodium salt dihydrate 0.05 18.6 g 

Table 7.2. Summary of reagents used to prepare 50 x TAE buffer.  
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7.5: Agarose Gel Electrophoresis 

6 x Purple loading dye [NEB] was diluted six-fold into DNA in clear PCR tubes which were then 

briefly vortexed. A pre-prepared 1 % agarose gel was placed into a Sub-Cell
TM

 agarose gel 

electrophoresis system [Bio-Rad]. The gel was then completely covered in 1 x TAE so as the 

electrophoresis bay was entirely filled with TAE buffer. Typically ~ 5 µL of each of the DNA 

samples/controls were loaded into each of the the wells of the gel. Adjustments were made to 

accommodate for different anticipated DNA yields/downstream experiments. Electrophoresis was 

performed at 100 V using a PowerPac
TM

 basic 75 W [Bio-Rad] for 35 mins. Gels were visualised 

using a BioDoc-It
TM

 transilluminator [UVP Imaging] with the appropriate exposure times.  
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7.6.1: AgrA 

7.6.2: Construct Generation – Wild-Type AgrA, _C199S and D59E_C199S 

The coding sequence for AgrA was cloned into the restrictions sites SacI and XbaI of plasmid 

pCOLD-I [TakaraBio] using standard PCR procedures (work performed by former PhD student Dr. 

Yanin Jaiyen). The point C199S mutant was introduced via inverse PCR to help mitigate the redox 

sensitivity of AgrA during purification. The D59E_C199S was also introduced via the same methods. 

All primers were purchased from Sigma Aldrich as dry, desalted samples. Phusion polymerase [NEB] 

was used for all amplification steps and all restriction enzymes were purchased as high fidelity 

variants [NEB]. The initial denaturation was at 98 °C for 5 mins, annealing was performed at 50 and 

60 °C for 1 min, with duplicate reactions incubated at each temperature. Extension was performed at 

72 °C for 5 mins, followed by denaturation at 97 °C for 30 secs. A total of 34 cycles of denaturation, 

annealing and extension were performed followed by a final extension at 72 °C for 8 mins. All PCR 

reactions were treated with Dpn1 for 1 hr at 37 °C to destroy methylated template DNA followed by 

transformation of PCR product, 1 – 5 µL, into NovaBlue™ competent cells [Merck] via heat shock 

(see AgrA expression methods section 7.6.6 for details). PCR reaction compositions are given in table 

7.3 and summary of strains, primers and construct amino acid sequences are given in table 7.4. 

 

Component Volume, µL 

5 x Phusion® HF buffer 10 

50 ng µL
-1

 pCOLD-I_AgrA_C199S template 1 

20 µM forwards primer 1 

20 µM reverse primer 1 

50 % DMSO 2 

Milli-Q™ H2O 34.5 

Phusion® polymerase  0.5 

Table 7.3. Summary of PCR reaction contents used to generate the AgrA_C199S constructs. 
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Restriction cloning: WT AgrA  

Source organism S. aureus strain SH1000 

DNA source Genomic DNA 

Forward primer 5’-AAAAAGAGCTCATGAAAATTTTCATTTGCGAAGACGATCC-3’ 

Reverse primer 5’-AAAAATCTAGATTATATTTTTTTAACGTTTCTCACCGATGCATAGC-3’ 

Expression vector pCOLD-I 

Expression host BL21-CodonPlus 

Amino acid sequence of 

construct 

MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIAL

ATDNPYEVLEQAKNMNDIGCYFLDIQLSTDINGIKLGSEIRKHDPVGNIIFVTSHS

ELTYLTFVYKVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVETIELKR

GSNSVYVQYDDIMFFESSTKSHRLIAHLDNRQIEFYGNLKELSQLDDRFFRCHN

SFVVNRHNIESIDSKERIVYFKNKEHCYASVRNVKKI 

Mutagenesis: C199S  

Forward primer 5’-CTTCAGATGTCATAATAGCTTTGTCGTCAATCG-3’ 

Reverse primer 5’-CTATTATGACTTCTGAAGAAACGATCATCTAATTG-3’ 

Amino acid sequence of 

construct 

MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIAL

ATDNPYEVLEQAKNMNDIGCYFLDIQLSTDINGIKLGSEIRKHDPVGNIIFVTSHS

ELTYLTFVYKVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVETIELKR

GSNSVYVQYDDIMFFESSTKSHRLIAHLDNRQIEFYGNLKELSQLDDRFFRSHNS

FVVNRHNIESIDSKERIVYFKNKEHCYASVRNVKKI 

Mutagenesis: D59E_C199S  

Forward primer 5’-CTGTTACTTTTTAGAAATTCAACTTTCAACTGA-3’ 

Reverse primer 5’-GTTGAATTTCTAAAAAGTAACAGCCTATGTCATTC-3’ 

Amino acid sequence of 

construct 

MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIAL

ATDNPYEVLEQAKNMNDIGCYFLEIQLSTDINGIKLGSEIRKHDPVGNIIFVTSHS

ELTYLTFVYKVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVETIELKR

GSNSVYVQYDDIMFFESSTKSHRLIAHLDNRQIEFYGNLKELSQLDDRFFRSHNS

FVVNRHNIESIDSKERIVYFKNKEHCYASVRNVKKI 

Table 7.4. Summary of AgrA constructs: amino acid sequences for: wild-type AgrA, AgrA_C199S 

and AgrA_D59E_C199S. Source organism, source DNA, primers, expression vector and expression 

host are also given. Mutated residues are underlined in red. 
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7.6.3: Construct Generation – SER Mutants  

The primers shown in table 7.5 were ordered [Sigma Aldrich] and dissolved in Mili-Q™ H2O to 

generate 200 µM stock solutions of each in accordance with the product information sheet supplied 

with each primer. PCR reactions were then set up according to the table 7.6.  

The initial denaturation was at 98 °C for 5 mins, annealing was performed at 55 and 65 °C for 1 min 

with duplicate reactions incubated at each temperature. Extension was at 72 °C for 6 mins, followed 

by denaturation at 98 °C for 30 secs. A total of 35 cycles of denaturation, annealing and extension 

were performed, followed by a final extension at 72 °C for 8 mins.  

All PCR reactions were treated with Dpn1 for 1 hr at 37 °C to destroy methylated template DNA 

followed by transformation of PCR product, 1 – 5 µL, into NovaBlue™ competent cells [Merck] via 

heat shock (See AgrA expression methods section 7.6.6 for details). All PRC reagents were purchased 

as high fidelity variants from NEB.  

Transformant colonies were prepared exactly as per the AgrA Expression methods section 7.6.6 

except no chloramphenicol was used since the NovaBlue™ cells do contain the pRARE plasmid. 

Transformant colonies were picked and inoculated into Lysogeny Broth (LB) growth medium, 10 mL, 

with ampicillin, 100 µg mL
-1

, and cultured overnight with shaking at 180 rpm at 37 °C. Overnight 

cultures were plasmid miniprepped using a GeneElute™ plasmid miniprep kit [Sigma Aldrich, 

catalogue number PLX50] and sent for Sanger DNA sequencing [Source Bioscience, Nottingham]. 

Several attempts at the PCR reaction were required to obtain the desired point mutations, all of which 

were eventually forthcoming. The resulting plasmids were stored at -20 °C for subsequent 

transformation into BL21.pRARE for overexpression. Construct amino acid sequences are given in 

table 7.7. 
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Construct Primers: forward then reverse 

AgrA_K101A 

_C199S  

5'-AAAATAAAATCCATCGCTGCAACTGCGTAGACAAATGTTAAATACGTAAGTTCAC-3' 

5'- GTGAACTTACGTATTTAACATTTGTCTACGCAGTTGCAGCGATGGATTTTATTTT-3' 

AgrA_Y100T_K101A 

_C199S 

5'- GAGTCACAGTGAACTTACGTATTTAACATTTGTCACCGCAGTTGCAGCGATGGATTTTATTTTT-3' 

5'- AAAAATAAAATCCATCGCTGCAACTGCGGTGACAAATGTTAAATACGTAAGTTCACTGTGACTC-3' 

AgrA_K77A 

_C199S 

5'- GTATCAAATTAGGCAGTGAAATTCGTGCGCATGACCCAGTTGGTAA-3' 

5'- TTACCAACTGGGTCATGCGCACGAATTTCACTGCCTAATTTGATAC-3' 

AgrA_K101T 

_C199S 

5'- TAAAAATAAAATCCATCGCTGCAACCGTGTAGACAAATGTTAAATACGTAAGTTCAC-3' 

5'- GTGAACTTACGTATTTAACATTTGTCTACACGGTTGCAGCGATGGATTTTATTTTTA-3' 

AgrA_Y100T_K101T 

_C199S 

5'- AAATAAAATCCATCGCTGCAACCGTGGTGACAAATGTTAAATACGTAAGTTCACTGTGACTC-3' 

5'- GAGTCACAGTGAACTTACGTATTTAACATTTGTCACCACGGTTGCAGCGATGGATTTTATTT-3' 

Table 7.5. Summary of primers used to generate the AgrA_C199S SER constructs. 

 

 

Component Volume, µL 

5 x Phusion® HF buffer 10 

50 ng µL
-1

 pCOLD-I_AgrA_C199S template 1 

20 µM forwards primer 1 

20 µM reverse primer 1 

50 % DMSO 4 

Milli-Q™ H2O 32.5 

Phusion® polymerase  0.5 

Table 7.6. Summary of PCR reaction contents used to generate the AgrA_C199S SER constructs. 
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AgrA_K101T_C199S  

Amino acid sequence of 

construct 

MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIALA

TDNPYEVLEQAKNMNDIGCYFLDIQLSTDINGIKLGSEIRKHDPVGNIIFVTSHSEL

TYLTFVYTVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVETIELKRGSN

SVYVQYDDIMFFESSTKSHRLIAHLDNRQIEFYGNLKELSQLDDRFFRSHNSFVVN

RHNIESIDSKERIVYXKNKEHCYASVRNVKKI 

AgrA_K77A_C199S  

Amino acid sequence of 

construct 

MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIALA

TDNPYEVLEQAKNMNDIGCYFLDIQLSTDINGIKLGSEIRAHDPVGNIIFVTSHSEL

TYLTFVYKVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVETIELKRGSN

SVYVQYDDIMFFESSTKSHRLIAHLDNRQIEFYGNLKELSQLDDRFFRCHNSFVV

NRHNIESIDSKERIVYFKNKEHCYASVRNVKKI 

AgrA_Y100T_K101T_C199S  

Amino acid sequence of 

construct 

MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIALA

TDNPYEVLEQAKNMNDIGCYFLDIQLSTDINGIKLGSEIRKHDPVGNIIFVTSHSEL

TYLTFVTTVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVETIELKRGSN

SVYVQYDDIMFFESSTKSHRLIAHLDNRQIEFYGNLKELSQLDDRFFRSHNSFVVN

RHNIESIDSKERIVYXKNKEHCYASVRNVKKI 

AgrA_K101A_C199S    

 MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIALA

TDNPYEVLEQAKNMNDIGCYFLDIQLSTDINGIKLGSEIRKHDPVGNIIFVTSHSEL

TYLTFVYAVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVETIELKRGSN

SVYVQYDDIMFFESSTKSHRLIAHLDNRQIEFYGNLKELSQLDDRFFRSHNSFVVN

RHNIESIDSKERIVYXKNKEHCYASVRNVKKI 

AgrA_Y100A_K101A_C199S  

 MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIALA

TDNPYEVLEQAKNMNDIGCYFLDIQLSTDINGIKLGSEIRKHDPVGNIIFVTSHSEL

TYLTFVAAVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVETIELKRGSN

SVYVQYDDIMFFESSTKSHRLIAHLDNRQIEFYGNLKELSQLDDRFFRSHNSFVVN

RHNIESIDSKERIVYXKNKEHCYASVRNVKKI 

Table 7.7. Amino acid sequences for AgrA_C199S SER constructs: AgrA_K101T_C199S, 

AgrA_K77A_C199S, AgrA_Y100T_K101T_C199S, AgrA_K101A_C199S and 

AgrA_Y100A_K101A_C199S. Mutated residues are underlined in red. 
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7.6.4: Construct Generation – Individual AgrA Domains: AgrA1-141 and AgrA135-238_C199S 

Construct generation was achieved via inverse PCR using the pCOLD-I_AgrA_C199S construct as 

the template DNA. PCR Reactions were established identically to those reactions used to generate the 

C199S and D59E_C199S double mutants but with the requisite primers. Methylated DNA was also 

destroyed in the exact same manner. Ligation of the PCR product was achieved by blunt-end ligation 

performed overnight at 10 °C. All primers were ordered with the 5’ phosphate groups inserted [Sigma 

Aldrich]. Screening for transformant colonies was performed identically to the SER mutants. 

Construct amino acid sequences are given in table 7.8. 

 

AgrA N-terminal domain 

only (AgrA1-141) 

 

Forward primer 5’-[Phos]-TAATCTAGATAGGTAATCTCTGCTTAAAAG-3’ 

Reverse primer 5’-[Phos]-TTCAACGCTATTATCTTTTGATAATAATTGTAAGCG-3’ 

Amino acid sequence of 

construct 

MNHKVHHHHHHIEGRHMELMKIFICEDDPKQRENMVTIIKNYIMIEEKPMEIALA

TDNPYEVLEQAKNMNDIGCYFLDIQLSTDINGIKLGSEIRKHDPVGNIIFVTSHSEL

TYLTFVYKVAAMDFIFKDDPAELRTRIIDCLETAHTRLQLLSKDNSVE 

AgrA C-terminal domain  

only (AgrA135-238_C199S) 

 

Forward primer 5’-[Phos]-AATAGCGTTGAAACGATTGAGTTAAAACGTGGCAGTAATTCAGTG-3’ 

Reverse primer 5’-[Phos]-

CATGAGCTCCATATGCCTACCTTCGATATGATGATGATGATGATGCACTTTGTGA

TTCAT-3’ 

Amino acid sequence of 

construct 

MNHKVHHHHHHIEGRHMELMNSVETIELKRGSNSVYVQYDDIMFFESSTKSHRL

IAHLDNRQIEFYGNLKELSQLDDRFFRSHNSFVVNRHNIESIDSKERIVYFKNKEH

CYASVRNVKKI 

Table 7.8. Primer and amino acid sequences for AgrA constructs corresponding to each of the 

individual AgrA domains. Mutated residues are underlined in red. 
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7.6.5: SER Mutant Test Expression  

5 x 10 mL overnight cultures of Terrific Broth (TB) with D-sorbitol, 1 M, ampicillin, 100 µg mL
-1

 and 

chloramphenicol, 35 µg mL
-1

, were inoculated with transformant BL21-CodonPlus [Agilent] colonies 

for each of the AgrA_C199S SER mutants. These were cultured overnight with shaking at 180 rpm at 

37 °C. 3 mL of each of these overnight cultures was transferred separately to 50 mL of TB with D-

sorbitol and anitbiotics at the above concentrations. These in turn were cultured to an Optical Density 

at λ = 600 nm (OD600nm) of 0.3 – 0.7. The 1 mL of the culture that was used to measure the optical 

density was kept as a pre-induction control sample, and isopropyl ß-D-1-thiogalactopyranoside 

(IPTG), to 0.4 mM, added to each of the cultures. Overexpression of the SER mutants was allowed to 

proceed overnight with shaking at 180 rpm at 37 °C. Before collecting the cells via centrifugation, a 1 

mL aliquot was taken as a “post-induction” test sample. 

The pre- and post-induction samples were centrifuged at 17,000 g for 10 mins at room temperature to 

pellet the cells. The supernatant was discarded and 3 x SDS-PAGE loading buffer, 50 µL, added. The 

cells were gently resuspended and heated to 98 °C for 10 mins. A second identical centrifugation step 

was performed and 1.5 µL of the resulting supernatant was carefully loaded onto a 16 % 

polyacrylamide SDS-PAGE that was ran according to the General Methods procedure. This method 

for testing the expression of mutants was used throughout the PhD process even though not every test 

expression gel is presented in the Results and Discussion section. 

7.6.6: Expression (For Full-Length, Wild-Type and All Mutants) 

E. coli strain BL21-CodonPlus cells [Agilent] were transformed via heat shock. Typically, purified 

plasmid DNA, 1 µL, was gently mixed with competent cells, 50 µL. This mixture was subjected to a 

heat pulse of 42 °C for 60 sec, after which sterile LB, 0.5 mL, was added and the cells incubated at 

37 °C for 45 mins. Transformant colonies were selected for by spreading ~ 125 µL of the transformant 

culture onto an LB agar plate containing ampicillin, 100 µg mL
-1

, and chloramphenicol, 35 µg mL
-1

, 

followed by overnight incubation at 37 °C. 
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Transformant colonies were inoculated into TB, 100 mL, containing D-sorbitol, 1 M, and antibiotics 

to the above concentration, and incubated overnight at 37 °C with shaking at 180 rpm. Overnight 

culture, 20 mL each, was re-inoculated into flasks containing TB, 1 L, with D-sorbitol, 1 M, and 

antibiotics to the above concentrations. Cells were cultured to an OD600nm of ~ 0.8 and overexpression 

of AgrA_C199S induced by the addition of IPTG, 0.4 mM. Overexpression was allowed to proceed 

for 24 hrs at 16 °C with shaking at 200 rpm. Cells were collected by centrifugation at 4600 g for 40 

mins at 7 °C and were stored at -20 °C.  

7.6.7: Purification (For Full-Length, Wild-Type and All Mutants) 

All of the following steps were performed on ice unless otherwise stated. 40 mL of lysis buffer 

(Na2H/NaH2PO4, 20 mM, pH 7.0, NaCl, 300 mM, MgCl2, 5mM and glycerol, 10 % v/v) was added to 

two cell pellets, each corresponding to biomass obtained from 1 L of TB overexpression culture to 

give an 80 mL resuspension. Serine protease phenylmethylsulfonyl fluoride (PMSF) was added to 5 

mM, from a 100 mM stock in isopropanol. Cells were lysed via sonication at 15 µm with 30s on/off 

pulses for a total “on” time of 8 mins. Intact cells and cellular debris were pelleted via centrifugation 

at 24,000 g for 50 mins at 7 °C. The supernatant was loaded onto a 5 mL HiTrap
TM

 Chelating HP Ni
2+

-

affinity column [GE] using a P-1 pump [GE]. Bound sample was washed with 20 column volumes of 

wash buffer (Na2H/NaH2PO4, 20 mM, pH 7.0, NaCl, 1.5 M, imidazole, 50 mM and glycerol, 10 % 

v/v) to remove weakly-bound sample from the column and weakly-bound DNA from the sample. 

Cleaned, bound sample was then washed into so-called buffer A (Na2H/NaH2PO4, 20 mM, pH 7.0, 

NaCl, 300 mM, imidazole, 50 mM and glycerol, 10 % v/v). Elution of AgrA_C199S was achieved via 

0 – 100 % buffer A – buffer B (Na2H/NaH2PO4, 20 mM, pH 7.0, NaCl, 300 mM, imidazole, 500 mM 

and glycerol, 10 % v/v) gradient over 20 column volumes using an ÄKTA Purifier liquid 

chromatography unit [GE] using a flow rate of 2.0 mL min
-1

. Dithiothreitol (DTT) was added, to 10 

mM, immediately to peak fractions to prevent oxidative aggregation of AgrA which otherwise 

occurred within 10 mins of elution. 
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Pooled sample was spin-concentrated to ~ 5 mL using a Vivaspin
TM

 concentrator [Thermo Fisher] 

with a 10 kDa molecular weight cut-off, at 5000 g at 7 °C. Concentrated sample was centrifuged at 

17,000 g for 10 mins at 7 °C to pellet any aggregated protein before Size Exclusion Chromatography 

(SEC). Spun sample was loaded onto a 10 mL gel filtration loop and injected onto a HiLoad® 

Superdex® 75 16/600 gel filtration column [GE] equilibrated into running buffer (Na2H/NaH2PO4, 20 

mM, pH 7.0, NaCl, 300 mM, EDTA, 1mM, DTT, 10 mM and glycerol, 5 % v/v). In order to prevent 

degradation of the sample during the SEC step, the column was pre-equilibrated and chilled at 4 °C 

until immediately prior to use. SEC was carried out at a flow rate of 0.8 mL min
-1

 and AgrA_C199S 

migrated as a monomer, eluting as a single resolved peak at ~ 70 mL.  

Sample purity and integrity was analysed via reducing SDS-PAGE. Pooled sample was spin-

concentrated to ~ 5 mL using a Vivaspin
TM

 concentrator [Thermo Fisher] with a 10 kDa molecular 

weight cut-off at 3000 g at 7 °C to a volume of 5 mL. Sample concentration was determined using the 

Nanodrop
TM

 1000 [Thermo Fisher] at a wavelength of 280 nm using a theoretical extension 

coefficient = 14,900 M
-1

 cm
-1

 assuming all cysteine residues are reduced. Sample was flash frozen on 

N2 (l) and stored at -80 °C.  

7.6.8: AgrA1-141 Purification (N-terminal Domain Only) 

A construct encoding the N-terminal 141 AgrA residues was prepared using inverse PCR of the 

pCOLD-I_AgrA_C199S construct used throughout this document as template DNA, using back-to-

back primers followed by blunt-end ligation at 10 °C. This work was carried out by a new PhD 

researcher Sara Zandomeneghi under the guidance of Dr. Philip Bardelang. The AgrA1-141 construct 

was expressed and purified by Ni
2+

-affinity by Sara using expression method and buffers developed 

by the experimenter for full-length AgrA_C199S.  

A 2 mL aliquot of Ni
2+

-affinity purified sample was handed to the experimenter and was subject to 

SEC using a Hi-Load® Superdex® 75 16/600 gel filtration column [GE] equilibrated with running 

buffer (Na2H/NaH2PO4, 20 mM, pH 7.0, NaCl, 300 mM, EDTA, 1mM, DTT, 10 mM and glycerol, 5 

% v/v) at a flow rate of 0.8 mL min
-1

. The sample eluted as a monomer with a retention volume of ~ 
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78 mL. Pooled sample was spin-concentrated to ~ 5 mL using a VivaspinTM concentrator [Thermo 

Fisher] with a 3 kDa molecular weight cut-off at 3000 g at 7 °C to a concentration of 178 µM. Sample 

concentration was determined using the Nanodrop™ 1000 [Thermo Fisher] via measuring the 

absorbance maxima at a wavelength of 280 nm and using a theoretical extension coefficient = 7450 

M
-1

 cm
-1

 assuming all cysteine residues were reduced. A final centrifugation at 17,000 g at 7 °C for 10 

mins was performed and the sample was used immediately to establish sparse matrix crystallisation 

trials as per section 7.6.12. 

7.6.9: AgrA135-238_C199S Purification (C-terminal Domain Only) 

Expression and purification to AgrA135-238_C199S (C-terminal domain only) was performed 

identically to full-length AgrA_C199S and using identical buffers, except for a few key differences. 

No reducing agents were required to stabilise the sample and the Ni
2+

-affinity chromatography and 

SEC steps could be performed on separate days with no sample degredation. Spin-concentrators with 

appropriate cut-offs were used to prevent loss of sample.   

7.6.10: SEC Peak Shift DNA Binding Assay 

AgrA_C199S, 0.5 mL, 62.5 µM, was defrosted on ice and DTT added, to 10 mM. 2 molar equivalents 

of DNA with 5’ A/T overhangs was added and allowed to bind to AgrA_C199S for 15 – 20 mins on 

ice. The sample was centrifuged at 17,000 g for 10 mins at 7 °C and loaded onto a HiLoad® 

Superdex® 75 16/600 column [GE]. SEC was performed at a flow rate of 0.8 mL min
-1

 and the 

retention volume of the sample noted. DNA-free sample typically produced a single, Gaussian peak 

eluting at ~ 70 mL on the same column under identical running conditions during protein purification. 

The assay produced two peaks on SEC: one eluted at ~ 62 mL corresponding to the 

AgrA_C199S/DNA complex and the other eluted at ~ 69 mL, corresponding to excess DNA, which 

has a (relatively) large hydrodynamic radius owing to the linear conformation of a short segment 

dsDNA. Presence of protein and DNA the in respective SEC peaks was confirmed by retention time 

comparison between DNA-bound and DNA-free SEC peaks, SDS-PAGE and Nanodrop
TM

 1000 

measurements at 260 nm. 
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7.6.11: Oligoduplex Generation (P2fragment Blunt-End, With 5’ A/T Overhangs and Brominated) 

The following oligonucleotides, corresponding to a single 9 bp (Base Pair) AgrA-binding site on the 

P2 promoter region with 3 bp flanking regions, were ordered [Sigma Aldrich] to 1 µM as dry, desalted 

samples: 5’-TTTAACAGTTAAGTAT-3’ and 5’-AATACTTAACTGTTAA-3’. Each strand was made 

up to 3 mM in Milli-Q
TM

 H2O and mixed together in equal volumes in a PCR tube. The mixture was 

heated to 98 °C for 5 mins and annealed via cooling at a rate of 10 °C hr
-1

 to 4 °C in a PCR machine 

set to the appropriate reaction volume (~ 80 µL) to generate a 1.5 M 15 bp oligoduplex with 1b 5’ A/T 

overhangs stock solution in H2O for co-crystallisation experiments. In the instances where bromated 

DNA was used to grow crystals, the above steps were repeated identically for oligonucleotides: 5’-

TTTAACAGTTAAG[5-BrdU]AT-3’ and 5’-AA[5-BrdU]ACTTAACTGTTAA-3’, where 5-BrdU 

corresponds to 5-bromouracil. This modification is available through Sigma Aldrich for an additional 

cost. In the instances where “blunt end” DNA was used to attempt to grow crystals, the above steps 

were repeated identically for oligonucleotides 5’-TTAACAGTTAAGTAT-3’ and 5’-

ATACTTAACTGTTAA-3’. A summary of these oligonucleotides is given below in table 7.9. 

 

Oligonucleotide  Sequence 

P2fragment with 5’ A/T overhangs forwards 5’-TTTAACAGTTAAGTAT-3’ 

P2fragment with 5’ A/T overhangs reverse 5’-AATACTTAACTGTTAA-3’ 

Brominated P2fragment with 5’ A/T overhangs forwards 5’-TTTAACAGTTAAG[5-BrdU]AT-3’ 

Brominated P2fragment with 5’ A/T overhangs reverse 5’-AA[5-BrdU]ACTTAACTGTTAA-3’ 

Blunt-end P2fragment forwards 5’-TTAACAGTTAAGTAT-3’ 

Blunt-end P2fragment reverse 5’-ATACTTAACTGTTAA-3’ 

Table 7.9: Summary of oligonucleotides used in the growth and optimisation of the 

AgrA_C199S/P2fragment crystals. 
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7.6.12: Sparse Matrix Crystallisation Screening  

Apo and DNA-bound AgrA_C199S were both used to perform sparse matrix vapour diffusion 

crystallisation experiments using the mosquito liquid dispensing unit [TTP Labtech]. 200 nL of 

purified sample was mixed with 200 nL of crystallisation solution, and incubated against an 80 µL 

reservoir of crystallisation solution in a 96 x well crystallisation plate [Molecular Dimensions]. No 

crystals were ever observed for apo AgrA_C199S, which was treated identically to DNA-bound 

AgrA_C199S in all respects except the addition of DNA.  

Extremely small (< 10 µm for the longest axis) plate-like crystals were observed for DNA-bound 

AgrA_C199S. The sample used to obtain the initial crystals was “worked up” as follows. Unbound 

sample in SEC running buffer was thawed on ice. DTT, to 10 mM, and DNA with 5’ A/T overhangs, 2 

molar equivalents, were both added to AgrA_C199S. DNA was allowed to bind to AgrA_C199S for 

15 – 20 mins on ice, after which the sample was concentrated to 250 µM in a Vivaspin
TM

 concentrator 

[Thermo Fisher] with a 10 kDa molecular weight cut-off at 5000 g at 7 °C. Serial dilutions were 

prepared using fresh SEC running buffer to obtain DNA-bound samples at 250, 125 and 62.5 µM. 

Crystals were observed for 1:1 mixtures of both the 125 and 62.5 µM sample with: bis-tris propane, 

100 mM, pH 6.5, NaF, 200 mM and polyethylene glycol (PEG) 3350, 20 % w/v. The 62.5 µM sample 

produced the largest crystals. The temperature of the experiment was maintained at 10 °C throughout 

and crystals appeared after approximately two weeks. The commercial screen which afforded the 

initial crystallisation condition was PACT Premier™ [Molecular Dimensions]. 

7.6.13: Control Crystallisation Experiments  

To ensure the observed crystals were not DNA or buffer component false positives prior to X-ray 

diffraction experiments, DNA with 5’ A/T overhangs was diluted into fresh SEC running buffer to 

250, 125 and 62.5 µM,  and DTT added, to 10 mM. A negative control crystallisation experiment was 

then set up identically to that which produced the prospective AgrA_C199S/DNA crystals. Control 

experiments were inspected for crystals periodically over the ensuing weeks and months. Neither 

precipitate nor crystals ever appeared.  
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7.6.14.1 Crystal Optimisation 1 – 2D Chemical Grid Screening 

A as well as observing crystals NaF, 200 mM, crystals were also observed for conditions containing 

(in place of NaF): NaBr, NaI, NaOOH and NaOAc, all 200 mM, corresponding to conditions: F1, F2, 

F3, F6, and F7 of the PACT Premier
TM

 screen [Molecular Dimensions]. Crystals in the NaF-

containing condition were appreciably larger (although still very small) than the crystals observed in 

the presence of the other sodium salts. Crystals in the NaBr-containing condition were the second 

largest. Therefore, the concentration of these two salts was nominated to be variables in the initial 

crystal optimisation experiments.  

The PACT Premier
TM

 screen is designed such that, for rows E, F, G and H, only the identity of the 

sodium salt (and not its concentration) is varied going along the twelve conditions in each of the rows. 

All other reagents, namely bis-tris propane, and PEG 3350, are invariant and are maintained at 100 

mM and 20 % w/v respectively. Going down each of the rows, the pH of the bis-tris propane is altered 

by one pH unit each time. That is to say all twelve conditions of row F are at pH 6.5, row G pH 7.5 

and row H pH 8.5. As AgrA_C199S/P2fragment crystals did not appear in any conditions in rows G and 

H, it was inferred that AgrA_C199S/P2fragment crystallogenesis is highly pH-dependant and so pH was 

not chosen as a variable to alter in the initial crystal optimisation experiments.  

The initial crystallisation condition was optimised by preparing two two-dimensional chemical grid 

screens, in which the concentration of the sodium salt was varied to: 150, 175, 200 and 225 mM, and 

the concentration of the PEG 3350 was varied to: 13, 15, 17, 19, 21, 23 %. This grid screen was 

prepared for both NaF and NaBr in duplicate in order to screen crystallisation temperature, which was 

performed at temperatures of 10 and 20 °C for each of the sodium salts NaF and NaBr.  

Experiments were set up using the sitting drop vapour diffusion approach, with a 1:1 experimental 

drop containing 1 µL of AgrA_C199S/P2fragment DNA, 62.5 µM in SEC running buffer, and 1 µL 

crystallisation solution, incubated against an 80 µL reservoir of crystallisation solution. Experiments 

were set up in a 48 well MRC Maxi crystallisation plate [Hampton Research]. DNA was introduced to 

AgrA_C199S as described for the initial crystallisation screening experiments. The largest crystals 
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were observed in NaF, 175mM, bis-tris propane, 100 mM, pH 6.5, PEG 3350, 21 %. This composition 

of crystallisation solution was therefore used in later optimisation experiments, and “crystallisation 

solution” is taken to mean this solution the in all Results and Discussion sections in which it is 

mentioned.  

Additionally PEG 3350, 21 – 27 % w/v, was screened using a grid approach identical to that described 

above. 

7.6.14.2: Crystal Optimisation 2 – Hanging Drop Experiments 

Optimised crystallisation solution, 500 µL, was added to the reservoir of a 24 well hanging drop 

crystallisation plate [MiTeGen]. The perimeter of each reservoir was lined with vacuum grease [Dow-

Corning]. 2.5 µL of crystallisation solution was mixed with 2.5 µL AgrA_C199S/P2fragment DNA on a 

22 mm square siliconised glass cover slide [Hampton Research]. The cover slide was inverted and 

placed over the reservoir with gentle pressure applied so as the grease formed an air-tight seal. The 

AgrA_C199S/P2fragment DNA concentration was screened as a variable in the hanging drop 

experiments, by taking AgrA_C199S, 62.5 µM, in SEC running buffer, mixing it with 2 molar 

equivalents of DNA, adding DTT, to 10 mM, and then preparing serial dilutions in SEC running 

buffer, to 32.3 and 15.6 µM AgrA_C199S (with 2 molar equivalents of P2fragment DNA). Hanging drop 

vapour diffusion experiments, and all subsequent optimisation experiments, were performed at 20 °C. 

7.6.14.3: Crystal Optimisation 3 – Streak Seeding 

AgrA_C199S was diluted to 50 µM in SEC running buffer and 2 molar equivalents of DNA added. 

Experimental drops to which the seeds were to be administered were set up using the sitting drop 

vapour diffusion approach, with a 1:1 experimental drop containing 2.5 µL of AgrA_C199S/DNA, 50 

µM in SEC running buffer, and 2.5 µL crystallisation solution, incubated against an 80 µL reservoir 

of crystallisation solution. Experiments were set up in a 48 well MRC Maxi crystallisation plate 

[Hampton Research]. Sealed, unseeded drops were allowed to equilibrate for ~ 7 hrs before seeding 

was performed. Microseeds were administered by gently dragging a hair through the drop containing 
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the initial hit crystals and then straight though the newly-prepared drop. The experiment was then 

resealed. Dehydration of the exposed drops containing the seeds was prevented by placing a 22 mm 

siliconised glass cover slide [Hampton Research] over the top of the drops.   

7.6.14.4: Crystal Optimisation 4 – Seeding from Seed Stocks 

A drop into which microseeds were to be administered was prepared as per the streak seeding method, 

and a similar timeframe was allowed for the drop to equilibrate. Meanwhile, seed stocks were 

prepared by adding 3 µL of cold crystallisation solution to a crystal-containing experimental drop, 

many of which were afforded by the initial two-dimensional grid optimisation. A micro-needle 

[Hampton Research] was used to gently crush and smear the crystals. The entirety of the resulting 

mixture was transferred to an Eppendorf® tube [Sigma Aldrich] and a further 80 µL of cold 

crystallisation solution added to dilute the microseeds. 80 µL of this mixture was then transferred to a 

chilled Eppendorf® tube containing ceramic seed beads [Hampton Research]. The microseeds were 

obliterated by vortexing, 5 x 30 secs, with intermittent cooling, 30 secs on ice, between each vortex. 5 

x ten-fold serial dilutions of the resulting “seed stock” were prepared by taking seed stock, 8 µL, and 

adding cold crystallisation solution, 72 µL, to a achieve a dilution range of 10
-1

 – 10
-5

 of the original 

seed stock. Crystallisation experiments were prepared by mixing seed stock, 0.5 µL, 62.5 µM 

AgrA_C199S/P2fragment DNA, 2.0 µL, and crystallisation solution, 2.5 µL. The resulting 5 µL 

experimental drop was equilibrated against either 80 µL of crystallisation solution in a 48 well sitting 

drop plate, or 500 µL of crystallisation solution, in a 24 well hanging drop plate in order test both 

sitting and hanging drop methods in tandem with seed stocks. Typically, five replicate experimental 

drops were performed for each seed stock dilution.      

7.6.14.5: Crystal Optimisation 5 – DNA Concentration Screening 

AgrA_C199S in SEC running buffer, 62.5 µM, was incubated with, 1.0, 1.2, 1.5 and 2.0 molar 

equivalents of P2fragment DNA in the presence of DTT, 10 mM. DNA was allowed to bind to 

AgrA_C199S for 15 – 20 mins in each case. Samples were then centrifuged at 17,000 g for 10 mins at 

7 °C. Crystallisation experiments were subsequently set up via streak seeding microcrystals into 
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experimental hanging drops as outlined above. Each experimental condition was established with five 

redundant drops per condition in order to mitigate both the gross errors and the randomness that are 

associated with the streak seeding method.  

7.6.14.6: Crystal Optimisation 6 – Additive Screening  

Additive screening was performed using both the Angstrom [Molecular Dimensions] and Additive 

Screen [Hampton Research] additive screens, in a 96 well sitting drop vapour diffusion format using a 

96 well 2 drop MRC crystallisation plate [Molecular Dimensions]. The reservoir of each experiment 

contained: NaF, 175 mM, bis-tris propane, 100 mM, pH 6.5, PEG 3350, 21 % w/v, 72 µL, mixed with 

8 µL of each of the additive screen conditions (representing a ten-fold dilution of the latter) to give a 

total volume of 80 µL. 0.5 µL of the reservoir solution was mixed with AgrA_C199S/P2fragment, 62.5 

µM, 0.5 µL, to give a 1 µL experimental drop. Crystallisation plates were sealed and incubated at 20 

°C. Increases in crystal size were checked for by visually comparing results from the additive screen 

with those crystals which grew from the initial hit condition. L-rhamnose afforded the single largest 

increase in crystal size hence it was added to all subsequent crystallisation optimisations.    

7.6.14.7: Crystal Optimisation 7 – Blunt-End, With 5’ A/T Overhangs and Brominated DNA 

The oligonucleotides (given in table 7.9) were purchased [Sigma Aldrich] with High-Performance 

Liquid Chromatography (HPLC) purity and annealed as outlined above. AgrA_C199S in SEC running 

buffer, 62.5 µM, was mixed with 2 molar equivalents of each oligoduplex in the presence of DTT, 10 

mM, and allowed to bind to AgrA_C199S for 15 – 20 mins. 2.5 µL of each of the AgrA_C199S/DNA 

samples was mixed with 2.5 µL of crystallisation solution containing L-rhamnose, 1.2 % w/v, in 

hanging drop vapour diffusion experiments, set up as described above. These experiments were 

subsequently streak seeded into also as described above. Experiments were sealed and incubated at 20 

°C with periodic monitoring for crystallisation. 
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7.6.14.8: Crystal Optimisation 8 – PEG Screening 

The 21 % w/v PEG 3350 in the optimised crystallisation solution was replaced with PEG 1500, PEG 

3500 and PEG 4000, all to 21 % w/v, whilst all other reagents remained invariant. Hanging drop 

vapour diffusion experiments were then established and subsequently streak seeded into in replicate as 

described previously.   

7.6.14.9: Crystal Optimisation 9 – In Situ Macroseeding 

The best result after streak seeding into hanging drops (judged as to which drop contained just a few 

large crystals rather than larger number of smaller ones) was carefully opened. On a separate 

siliconised glass cover slide, 2.5 µL of freshly-defrosted 62.5 µM AgrA_C199S/P2fragment in SEC 

running buffer and DTT, 10 mM, was mixed with 2.5 µL of fresh crystallisation solution. 2 – 3 µL of 

the crystal-containing drop mother liquor was removed and discarded 1 µL at a time with care being 

taken to avoid aspirating any of the crystals. The same volume of the fresh mother liquor mixture was 

then carefully injected back into the crystal-containing drop and the experiment resealed. This process 

was repeated as necessary to enlarge crystals initially grown via streak seeding methods.  

7.6.14.10: Crystal Optimisation 10 – AgrA_D59E_C199S Crystallogenesis  

AgrA_D59E_C199S was cloned and purified as described above. Crystallisation experiments were 

performed via streak seeding into hanging drops using the AgrA_C199S/P2fragment crystals as 

microseeds. All other experimental procedures were identical to those already described. The 

resulting crystals were heavily twinned and of no use for X-ray diffraction experiments.  

7.6.14.11: Crystal Optimisation 11 – [BeF3]
-
 as a Phosphate Mimetic. All Strategies 

Fluoride adducts of beryllium, [BeFx]
n-

, may be formed spontaneously in aqueous solutions.
[228]

 

Several approaches were used to prepare [BeFx]
n-

 and introduce it to AgrA_C199S. A) Appreciably-

sized crystals in a 5 µL hanging drop were soaked, after removal of 1 µL of mother liquor, with 1 µL 

of crystallisation solution containing BeSO4, 25 mM, and MgCl2, 25 mM, thus achieving a final 

concentration of 5 mM for both additional components in the experimental drop. B) [BeFx]
n-

 was 
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prepared in the reservoir by mixing an aqueous solution of BeSO4, 400 mM, and MgCl2, 400, mM, 2 

µL total, with crystallisation solution, 78 µL, to achieve a concentration of both additional 

components of 10 mM in the reservoir. 2.5 µL of the reservoir solution was then mixed with 2.5 µL of 

62.5 µM AgrA_C199S/P2fragment in SEC running buffer and DTT, 10 mM. Hanging drop vapour 

diffusion experiments were then established and subsequently streak seeded into. C) 62.5 µM 

AgrA_C199S/P2fragment in SEC running buffer and DTT, 10 mM, 45 µL total, was mixed directly with 

an aqueous solution of BeSO4, 225 mM, and MgCl2, 225, mM, 1 µL total. This solution was then used 

to set up hanging drop vapour diffusion experiments which were streak seeded into. D) An aqueous 

solution of BeSO4, 225 mM, MgCl2, 225, mM, and NaF, 500 mM, was prepared and left to stand at 

room temperature for 30 mins. 1 µL of this solution was then mixed with 62.5 µM 

AgrA_C199S/P2fragment in SEC running buffer and DTT, 10 mM, 45 µL total, and hanging drop 

vapour diffusion experiments established which were subsequently streak seeded into.      

7.6.14.12: Crystal Optimisation 12 – Sugar Additive Screening  

Since the additives which imparted the biggest increase in crystal size were invariably sugar 

molecules, a crystallisation experiment was devised to empirically test the gain in crystal size 

achieved from several of the best-performing sugars in the additive screen. Crystallisation solution 

was prepared with the addition of either: L-rhamnose, 1.5 % w/v, or D-glucose, trehalose, sucrose, or 

D-sorbitol, 3 % w/v (the same concentrations as in the additive screens). Seed stocks were prepared as 

described above and ten-fold serial dilutions generated over a range of 1
-1

 – 10
-3

. Crystallisation 

experiments were prepared by mixing the seed stock, 0.5 µL, with 62.5 µM AgrA_C199S/P2fragment, 

2.0 µL, and each of the sugar-containing crystallisation solutions, 2.5 µL. The resulting 5 µL 

experimental drops were equilibrated against a 500 µL reservoir in a 24 well hanging drop 

crystallisation tray as previously described, thus generating a “seed stock titrant vs. sugar additive” 

grid. This entire experiment was repeated, but with L-rhamnose at 1.0, 1.1, 1.2, 1.3, 1.4 and 1.5 % 

w/v, once it was deduced to be the sugar that imparted the largest increase in crystal size when 

compared to the others.  
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7.6.14.13: Crystal Optimisation 13 – Greased Experimental Wells 

Sitting drops, into which streak seeding was to be performed, were set up as described above. To try 

to overcome the problems associated with crystals adhering to the bottom of the crystallisation well, a 

small amount of vacuum grease [Dow-Corning] was applied to the bottom of experimental wells 

using a disposable Kimwipe
TM

 [Cole-Parmer]. Excess grease was wiped away using a fresh wipe, 

resulting in a fine layer of grease along the bottom of each well. Crystallisation experiments were then 

set up as described.   

7.6.14.14: Crystal Optimisation 14 – Cryoprotectant Screening  

The AgrA_C199S/DNA cryoprotectant used to prevent ice formation which ultimately facilitated the 

AgrA_C199S/P2fragment structure solution was: NaF, 87.5 mM, bis-tris propane, 50 mM, pH 6.5, PEG 

3350, 17.5 % w/v, L-rhamnose, 0.6 % w/v, and glycerol, 40 % v/v. This solution was prepared in 

Milli-Q
TM

 H2O and sterile filtered using a 0.22 µm syringe filter [Cole-Parmer]. > 5 µL of this 

solution was mixed, 1 µL at a time, into the crystal-containing drop whilst monitoring the crystals for 

damage. No visible damage was observed for any of the crystals. The crystal was then fished 

manually using an appropriately sized CryoLoop
TM

 [Hampton Research] and cryocooled on N2 (l) in a 

unipuck [Diamond Light Source]. Xylitol, 30 % w/v, trehalose, 30 % w/v, PEG 400, 40 % v/v, and 

ethylene glycol, 40 % v/v, were all also used as cryoprotecting agents (taking the place of glycerol in 

the above cryoprotectant solution) throughout the crystal optimisation process, whenever beam time at 

Diamond Light Source permitted. None of these prevented so-called ice rings.     

7.6.15: Cryocooling, Data Collection, Model Building and Refinement  

Crystals were cryocooled by adding 1 µL drops of bis-tris propane, 50 mM, pH 6.5, NaF, 87.5 mM, 

PEG 3350, 17.5 % w/v, L-rhamnose, 0.6 % w/v, and glycerol, 40 % v/v, until the experimental drop 

size had been doubled. Crystals were then fished and cryoprotected on N2 (l). Crystal data were 

collected at Diamond Light Source beamline I04 using beam size of a 20 µm
2
, an expose time of 0.2 

s, a rotation per exposure of 0.2 ° and a transmission of 69.62 %. 900 images were collected over 180 

° of rotation. The crystals diffracted to a resolution of 4.75 Å with a spherical completeness of 99.3 % 
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in space group I222. Crystal data were integrated using DIALS (vers. 1.14.2),
[248]

 indexed using 

POINTLESS
[249]

 (vers. 1.11.19) and scaled and merged using AIMLESS
[199]

 (0.7.4) all available as 

part of the CCP4 software suite
[250]

 (vers. 7.0.072). An anisotropy correction was applied using the 

STARANISO server
[251]

 (vers. 3.315) [Global Phasing Ltd]. 

Initial phases were determined via molecular replacement (MR) using PHASER
[182]

 (vers. 2.7) 

[CCP4]. The DNA-binding domain in complex with DNA was located using the available structure of 

this region
[80]

 (PDB: 3bs1) with water atoms, ions and the five N-terminal residues MDNSV removed 

in PyMOL
TM

 (vers. 2.2.0) [Schrödinger Inc].
[244]

 The resulting molecule was used as the search model. 

It returned a unique solution with a Log Likelihood Gain (LLG) of ~ 100. To build the rest of the 

sequence of the first 135 amino acids of AgrA (AgrA1-135) was searched against the PDB using the 

BLAST server.
[243]

 The coordinates of the N-terminal domain of LytR from Staphylococcus aureus
[88]

 

(PDB: 6m8o) were used to perform a subsequent molecular replacement MR step. Again all non-

protein atoms were removed from the search model. This returned a unique solution with an LLG of ~ 

250. To achieve the correct AgrA sequence, a homology fold of AgrA1-135 was generated using the 

Phyre2 server.
[242]

 This homology fold was superposed over the PHASER-positioned LytR unit using 

Chimera
[245]

 (vers. 1.12.2rc) [UCSF] and the LytR atoms were deleted. This coordinate file was used 

to perform a third MR step which returned a unique solution with an LLG of 257. Inspection of this 

result revealed the asymmetric unit to be comprised of N- and C-terminal domains from two different 

protomers in the crystal. Shifting the N-terminal domain to a symmetry-equivalent position yielded a 

single AgrA_C199S polypeptide, and re-performing the MR step with it returned an LLG of 430.  

The asymmetric unit was found to contain a single AgrA_C199S protein and a single DNA molecule. 

The solvent content was determined to be 66.63 % based on a Mathew’s coefficient of 3.69 Å
3
 Da

-1
. 

Manual model editing was performed in COOT
[196]

 (vers. 0.8.9) [CCP4] and refinement was 

performed in PHENIX
[197]

 (vers. 1.17.1) with secondary structure restraints for the N-terminal domain 

(apart from α4), group B-factors and optimised X-ray/stereochemistry weights enabled. Structure 

validation was performed using MolProbity
[270]

 (vers 4.2) and the PDB validate server (vers. 4.4). The 

structure refined to an R and Rfree of 30 and 36 % with a MolProbity score of 2.28. No major 
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validation issues (PDB validate server) are present in the final model. Nineteen residues, 

corresponding to the (His)6 tag, factor Xa protease site and the pCOLD-I translation enhancing 

element were not modelled. These all reside at the N-terminus of the protein. Only poor electron 

density was observed for AgrA residues 136-140, which correspond to the linker region between the 

two domains and has the sequence KDNSV. Thus these residues were not modelled. Of the seven 

Ramachandran outliers, the two prolines, Pro30 and Pro40 and Gly148 are found in loops whilst 

Tyr41 immediately follows Pro40. Residues Ser90 and Val102 are also in loops and Ser63 is involved 

in a ß-turn. 

7.6.16: Preparation of AgrA_C199S Dimer on Full Promoter Regions 

The oligonucleotides in table 7.10 were ordered [Sigma Aldrich] to 1 µM as dry desalted samples. 

Each oligonucleotide was made up to 3 mM in Milli-Q™ H2O and each forwards oligonucleotide was 

mixed in an equimolar ratio with its reverse oligonucleotide partner. Annealing was achieved by 

heating the mixtures up to 98 °C for 10 mins followed by cooling at a rate of 10 °C hr
-1

 to achieve 1.5 

mM stocks of both the P2 and P3 promoter regions with 5’ A/T overhangs.  

180 µL of 125 µM AgrA_C199S was defrosted on ice and fresh DTT, to 10 mM, added from a 1 M 

stock. This sample was then split into two equal fractions and 1 molar equivalent of P2 and P3 DNA 

from the 1.5 M stock was added to each and allowed to bind on ice for 15 – 20 mins. Separately, an 

aqueous solution of BeSO4, 225 mM, and MgCl2, 225 mM was prepared in Milli-Q™ H2O and mixed 

with an equal volume of NaF, 500 mM, in Milli-Q™ H2O. [BeF3]
-
 was allowed to form by leaving 

this mixture on the bench for ~ 30 mins. The P2- and P3-bound AgrA_C199S samples were once 

more divided into two equal fractions to give a total of 4 x 45 µL samples. 10 molar equivalents of the 

[BeF3]
-
 solution was added to one of the AgrA_C199S/P2full and AgrA_C199S/P3full samples and 

allowed to bind on ice for 10 mins followed by centrifugation at 17,000 g for 10 mins at 7 °C. Half of 

each of the four samples was transferred to a clean Eppendorf® tube and diluted two-fold via addition 

of an equal volume of SEC running buffer. 
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These samples were then used to establish sitting drop crystallisation experiments in conditions 

corresponding to Morpheus® well A12 and MIDASPlus™ well A11 in 48 well sitting drop 

crystallisation plates with 2 µL experimental drops and 80 µL reservoirs. Incubation of the plates was 

at 20 °C. 

 

Oligonucleotide  Sequence 

P2 Forward 5'-ATACATTTAACAGTTAAGTATTTATTTCCTACAGTTAGGCAATATAATG-3’ 

P2 Reverse 5'-TCATTATATTGCCTAACTGTAGGAAATAAATACTTAACTGTTAAATGTA-3’ 

P3 Forward 5'-TAATTTTTCTTAACTAGTCGTTTTTTATTCTTAACTGTAAATTTTT-3’ 

P3 Reverse 5'-AAAAAATTTACAGTTAAGAATAAAAAACGACTAGTTAAGAAAAATT-3’ 

Table 7.10. Summary of oligonucleotides used of AgrA_C199S DNA co-crystallisation experiments.  
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7.6.17: Strategy for Introducing [BeF3]
-
 to AgrA_C199S Without Precipitation  

Purified AgrA samples at any desired concentration were treated with 0.2 – 1.0 molar excess of DNA 

(the sequence and length of the DNA depends on the downstream experiment. Full promoter 

sequences containing two AgrA binding sites generally afforded more protection from the harsh 

[BeF3]
-
 when used at 1.0 molar excess) and left to bind on ice for 10 – 20 mins. Separately an aqueous 

solution of BeSO4, 225 mM, and MgCl2, 225 mM was prepared in Milli-Q™ H2O and mixed with an 

equal volume of NaF, 500 mM in Milli-Q™ H2O. [BeF3]
-
 was allowed to form by leaving this mixture 

on the bench for 30 mins. Note that resulting solution, although assumed to be a 125 mM stock 

[BeF3]
-
 in 250 mM NaF, is more likely a mixture of Be

2+
 and F

-
 adducts, i.e. [BeFx]

n-
. 10 molar 

equivalents of the [BeF3]
-
 solution was added to the AgrA_C199S/DNA mixture and allowed to bind 

on ice for 10 mins. Downstream experiments were then performed. Using 100 molar equivalents of 

[BeF3]
-
 generally lead to sample precipitation, as did adding the [BeF3]

-
 before the DNA. It may be 

that [BeF3]
-
 can be delivered to AgrA_C199S without precipitation of the sample additions lower than 

ten-fold excess.  

7.6.18: AgrA_C199S Dimer on P3full DNA Preparation for SAXS 

The oligonucleotides which have been demonstrated to bind AgrA
[82]

 corresponding to the P3 

promoter region (given in table 7.10) were ordered [Sigma Aldrich] to 1 µM as dry, desalted samples 

and annealed identically to the DNA used in the crystallisation experiments. 250 µL of 62.5 µM 

AgrA_C199S was defrosted on ice and fresh DTT added, to 10 mM, followed by 1 molar equivalent 

of P3 DNA from the 1.5 M stock solution which was allowed to bind on ice for 15 – 20 mins. 

Separately an aqueous solution of BeSO4, 225 mM, and MgCl2, 225 mM, was prepared in Milli-Q™ 

H2O and mixed with an equal volume of NaF, 500 mM, in Milli-Q™ H2O. [BeF3]
-
 was allowed to 

form by leaving this mixture on the bench for ~ 30 mins. 10 molar equivalents of [BeF3]
-
 was added to 

the AgrA_C199S/P3full mixture and allowed to bind on ice for 10 mins followed by centrifugation at 

17,000 g for 10 mins at 7 °C. The sample was loaded onto a 500 µL gel filtration sample loop and 

SEC performed using a Superdex® 200 Increase 10/300 GL gel filtration column [GE] equilibrated 
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into running buffer (Na2H/NaH2PO4, 20 mM, pH 7.0, NaCl, 300 mM, ß-mercaptoethanol, 5 mM and 

glycerol, 5 % v/v) at a flow rate of 0.5 mL min
-1

. The sample eluted as a single species at a retention 

volume of 13.6 mL, corresponding to an Mr of 140 kDa according to the column calibration curve 

given in appendix II. The true Mr of the dimer/promoter complex is 89 kDa and the discrepancy 

between the two mass values is because of the large hydrodynamic radius of short, rod-shaped DNA 

molecules. The sample was spin-concentrated to 73 µM using a Vivaspin
TM

 concentrator [Thermo 

Fisher] with a 10 kDa molecular weight cut-off at 5000 g at 7 °C. Protein concentration in the sample 

was assumed to be twice the molarity of the DNA and was calculated using the absorbance maxima at 

a wavelength of 260 nm using a Nanodrop
TM

 1000 [Thermo Fisher]. Sample was not frozen before 

downstream experimentation but transported on ice and used within 48 hrs.  

7.6.19: AgrA_C199S Dimer on P3full DNA SAXS Data Collection  

Data were collected at Diamond Light Source beamline B21 using their standard SEC-SAXS setup. 

To check the quality of the sample, three two-fold serial dilutions of the 73 µM were prepared and 

screened to check that Rg varied with sample concentration. Four datasets were subsequently taken: 

one for the 73 µM sample and one for each of the serial dilutions. Buffer scattering, measured from 

the column flow through away from the sample peak, was subtracted from the raw sample scattering 

data. The dataset corresponding to the 73 µM buffer-subtracted dataset was analysed using the 

ATSAS suite
[300]

 (vers. 3.0.1) [EMBL]. The Molecular envelope was determined using the 

DAMMIF
[298]

 package  and the envelope constructed by DAMMAVER
[299]

 [both available as part of 

ATSAS] was used for modelling. Positioning of the AgrA N-terminal domain dimer was performed 

manually using PyMOL™ (vers. 2.2.0) [Schrödinger Inc].
[244]

 The sample returned good scattering 

data which exhibited a linear Guinier plot. The radius of gyration determined from the Guinier plot 

and the pair-distance distribution, Pr, plot agree and are 51.3 and 51.6 respectively and the maximum 

dimension of the complex, Dmax, was determined as 176 Å. The scattering data provided readily-

interpretable molecular envelopes. 
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7.6.20: Oxidising and Reducing EMSAs on AgrA_C199S 

For the oxidising and reducing EMSAs, reaction and control conditions were set up as per table 7.15. 

The 3 x loading/reaction buffer was set up as per table 7.11 below. 

 

Stock solution Vol, µL 

Tris-HCl, pH 7.5, 1 M 20 

EDTA, 0.5 M 4 

NaCl, 5 M 7.5 

Bovine Serum Albumin (BSA), 2 mg mL
-1

 10 

CaCl2, 100 mM 5 

Milli-Q™ H2O 200 

Glycerol 80 ( ~ 105 mg) 

Table 7.11. Summary of reagents used to prepare the 3 x loading buffer used for the oxidising and 

reducing EMSAs. The BSA acts as a crowding agent and results in clearer gels. No dye is used as it 

may interfere with the reaction.  

 

The 6 µM AgrA_C199S stock solution was prepared as per table 7.12 below. 

Stock solution Vol, µL 

AgrA_C199S, 53.1 µM 5.65 

DTT/H2O2, 100 mM 1 

Tris-HCl, pH 7.5, 100 mM, CaCl2, 10 nM 5 

Milli-Q™ H2O 38.35 

Table 7.12. Summary of 6 µM AgrA_C199S sample preparation. Two Samples were treated 

separately with DTT and H2O2. It is assumed that the concentration of H2O2 overcomes the reducing 

agents used in the purification procedure. 
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The cyanin5.5-labelled probe was prepared from the oligonucleotides [Sigma Aldrich] given in table 

7.13 overleaf. 

Oligonucleotide Sequence 

Forward 5’-[Cyanine5.5]-TTCTTAACTAGTCGTTTTTTATTCTTAACTGTAA-3’ 

Reverse 5’-TTACGTTAAGAATAAAAAACGACTAGTTAAGAA-3’ 

Table 7.13. Primers used to generate the cyanine5.5-labelled EMSA probe. Oligonucleotides were 

annealed by heating an equimolar mixture (200 nM each) of both to 98 °C for 10 mins followed by 

cooling at 10 °C hr
-1

 to 4 °C in a PCR machine to achieve a 100 nM stock solution which was stored 

away from light at -20 °C. 

 

The gel tris/borate/EDTA (TBE buffer) was prepared by dissolving the reagent masses given in table 

7.14 below, in dH2O, to 1 L, to generate a 10 x stock.  

 

Component  Mass, g 

Tris base  121.1  

Boric acid 61.8 

EDTA disodium salt  7.4 

Table 7.14. 10 x TBE Buffer recipe. 

 

These components were then used to prepare the 30 µL EMSA reactions presented in table 7.15 

overleaf. 
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Tube No 250 mM AcPO4 3 x Buff. H2O 100 nM DNA 6 µM AgrA 200 mM DTT 200 mM H2O2 

Vol, µL 

1 6 10 10 3 0 1 0 

2 6 10 8.75 3 1.25 1 0 

3 6 10 7.50 3 2.50 1 0 

4 6 10 6.25 3 3.75 1 0 

5 6 10 5.00 3 5.00 1 0 

6 6 10 3.75 3 6.25 1 0 

7 6 10 2.05 3 7.50 1 0 

8 6 10 0 3 10.0 1 0 

9 6 10 10 3 0 0 1 

10 6 10 8.75 3 1.25 0 1 

11 6 10 7.50 3 2.50 0 1 

12 6 10 6.25 3 3.75 0 1 

13 6 10 5.00 3 5.00 0 1 

14 6 10 3.75 3 6.25 0 1 

15 6 10 2.05 3 7.50 0 1 

16 6 10 0 3 10.0 0 1 

Table 7.15. Summary of oxidising and reducing EMSA reaction compositions. AcPO4 is shorthand 

for lithium potassium acetyl phosphate [Sigma Aldrich]. The water used was Milli-Q™. The 100 nM 

DNA is the 5’ cyanin5.5-labelled probe. The reagents were added in the following order: 3 x 

loading/reaction buffer, 6 µM AgrA_C199S, DTT/H2O2, AcPO4, H2O, P3 DNA probe. After the 

addition of the AcPO4 the tubes were gently rocked for 10 mins at room temperature, as they were 

also after the addition of the P3 DNA.  

 

The EMSA gel was allowed to stand in 0.5 x TBE at 4 °C whilst the reactions were being prepared. 

Gels were run in 0.5 x TBE at 200 volts for 12 mins, then at 120 volts for 50 mins at 4 °C. 

Visualisation was performed using a Li-COR® Odyssey® [Li-COR] at an excitation wavelength of 

683 nm. 
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7.6.21: EMSA Gel Preparation 

Gels (6 % polyacrylamide) for the oxidising and reducing EMSAs assays were prepared native 

PAGE-style, i.e. not agarose gels, according to table 7.16 below.  

 

Component Stock concentration, % Vol for 2 x gels 

Acrylamide:bis-acrylamide (19:1) 30 2 mL 

Glycerol 100 250 µL 

5 x TBE 500 1 mL 

Milli-Q™ H2O 100 6.65 mL 

APS 10 150 µL 

TEMED 100 15 µL 

Table 7.16. Gel recipe for the EMSA assays. APS stands for ammonium persulphate. TEMED stands 

for N,N,N′,N′-tetramethylethylenediamine. Gels were kept wet and cold and used within two days of 

preparation. No stacking gel was used in order to facilitate entry of the native AgrA_C199S/P3full 

complex onto the gel. Gels were cast using 0.75 mm thickness using glass sandwich plates and casting 

equipment [Bio-Rad]. 

 

7.6.22: IQS Analogue Docking to AgrAC Using AutoDock Vina 

Solvent of crystallisation and symmetry copies were removed from the receptor molecule AgrAC 

(PDB: 4g4k) in PyMOL™ (vers. 2.2.0) [Schrödinger Inc]
[244]

 to leave only a single copy of the apo 

AgrA protomer. Polar hydrogens were added using MGL Tools
[310]

 (vers. 1.5.6) [MGL lab, Scripps 

Institute] and the resulting molecule was exported as a .pdbqt file. IQS analogue ligands were drawn 

in Chem3D (vers. 16.0) [PerkinElmer] with polar hydrogens added and exported as .mol2 files. 

The .mol2 files were imported into MGL Tools and the rotatable bonds were specified. The resulting 

molecules were exported as .pdbqt files.  

The search space for the docking experiment was set to cover the entire surface of the receptor 

molecule, and was specified with the following coordinates and dimensions: center_x = 11.6, center_y 
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= 3.8 and center_z = 39.9; size_x = 30, size_y = 34 and size_z = 30. The exhaustiveness of the 

experiment was set to 10.  

Docking experiments were performed on each of the fifteen IQS analogue molecules against the 

receptor AgrAC molecule using AutoDock Vina
[309]

 (vers. 1.1.2) [MGL lab, Scripps Institute]. Results 

were visualised in PyMOL™. Schematic diagrams of the ligand binding modes were prepared using 

LigPlus
[262]

 (vers. 2.2) [EMBL] and converted from postscript files to .png images using GhostView 

(vers. 6.0).   

7.6.23: agrP3::lux Bioreporter Assays and Growth Curves 

All experimentation via these assays was performed by Dr. Ewan Murray. Assays were performed 

identically to to the protocols published previously
[302]

 except that the plate reader used was a Tecan 

F200 Pro in combination with i-control™ software [Tecan]. The AgrA gene in the ROJ143 reporter 

was mutated via site-directed mutagenesis. All primer sequences are available upon request.   
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7.7.1: AgrB 

7.7.2: Construct Generation  

Table 7.17. Summary of AgrB constructs: Source DNA, expression vector, expression host and amino 

acid sequences. AgrB genes were synthesized and cloned into the expression vector pET24(b)+ 

[Genscript].  

  

AgrB1_(His)6  

DNA source Synthetic gene 

Expression vector pET24b(+) 

Expression host C41[De3] 

Amino acid sequence of 

construct 

MNYFDNKIDQFATYLQKRNNLDHIQFLQVRLGMQVLAKNIGKLIVMYTIAYILNI

FLFTLITNLTFYLIRRHAHGAHAPSSFWCYVESIILFILLPLVIVNFHINFLIMIILTVIS

LGVISVYAPAATKKKPIPVRLIKRKKYYAIIVSLTLFIITLIIKEPFAQFIQLGIIIEAITL

LPIFFIKEDLKLEHHHHHH 

AgrB1_(His)10  

Amino acid sequence of 

construct 

MNYFDNKIDQFATYLQKRNNLDHIQFLQVRLGMQVLAKNIGKLIVMYTIAYILNI

FLFTLITNLTFYLIRRHAHGAHAPSSFWCYVESIILFILLPLVIVNFHINFLIMIILTVIS

LGVISVYAPAATKKKPIPVRLIKRKKYYAIIVSLTLFIITLIIKEPFAQFIQLGIIIEAITL

LPIFFIKEDLKLEHHHHHHHHHH 

AgrB2_(His)6  

Amino acid sequence of 

construct 

MNYFDNKIDQFATYLQKRNNLDHIQFLQVRLGMQIIVGNFFKILVTYSISIFLSVFL

FTLVTHLSYMLIRYNAHGAHAKSSILCYIQSILTFVFVPYFLINIDINFTYLLALSIIG

LISVVIYAPAATKKQPIPIKLVKRKKYLSIIMYLLVLILSLIIHPFYAQFMLLGILVESIT

LLPIFFPKEDLEHHHHHH 

AgrB2_(His)10  

Amino acid sequence of 

construct 

MNYFDNKIDQFATYLQKRNNLDHIQFLQVRLGMQIIVGNFFKILVTYSISIFLSVFL

FTLVTHLSYMLIRYNAHGAHAKSSILCYIQSILTFVFVPYFLINIDINFTYLLALSIIG

LISVVIYAPAATKKQPIPIKLVKRKKYLSIIMYLLVLILSLIIHPFYAQFMLLGILVESIT

LLPIFFPKEDLEHHHHHHHHHH 
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7.7.3: Expression 

E. coli strain C41[DE3] [Lucigen] electrocompetent cells were transformed by electroporation. 

Typically, purified plasmid DNA, 1 µL, was gently mixed with competent cells, 50 µL. This mixture 

was transferred to a 2 mm electroporation cuvette and a 1.5 kV electric pulse administered to the cells. 

Transformed cells were suspended in LB, 1 mL, and allowed to recover for 45 mins at 37 °C. 

Transformant colonies were selected for by spreading ~ 125 µL of the electroporated culture onto an 

LB agar plate containing kanamycin [Thermo Fisher], 50 µg mL
-1

, followed by incubation overnight 

at 37 °C. 

Transformant colonies were inoculated into TB containing kanamycin, 50 µg mL
-1

, and incubated 

overnight at 37 °C with shaking at 180 rpm. 10 mL of this overnight culture was re-inoculated into 

flasks containing TB, 1 L, and cultured for 16 – 17 hrs overnight at 37°C with shaking at 180 rpm. 

Overnight culture, 10 mL each, was re-inoculated into flasks containing TB, 1 L, with kanamycin, 50 

µg mL
-1

. Flasks were cultured at 37 °C until an OD600nm of ~ 0.6 was reached. Overexpression of 

AgrB2 was induced by the addition of IPTG, 0.4 mM, and allowed to proceed for 16 – 20 hrs at 22 °C 

with shaking at 200 rpm. Cells were collected by centrifugation at 4600 g for 40 mins at 7 °C and 

were stored at -20 °C. 

7.7.4: Purification  

All of the following steps were performed on ice unless otherwise stated. 30 mL of lysis buffer 

(K2H/KH2PO4, 50 mM, pH 7.5 and NaCl, 100 mM) was added to two cell pellets each containing 

biomass obtained from a 1 L flask of TB, to give a 60 mL total resuspension. Cells were lysed via 

sonication at 15 µm with 30s on/off pulses for a total “on” time of 8 mins. Cell debris an intact cells 

were pelleted by centrifugation at 24,000 g for 50 mins at 7 °C. Cell lysate was split equally six 

ultracentrifuge tubes [Thermo Fisher catalogue number 338455A] and cell membranes pelleted by 

ultracentrifugation [Hitachi Tabletop Micro catalogue number CS150NX] at 200,000 g for 1 hr at 4 

°C. The supernatant was discarded and membranous pellets gently suspended into extraction buffer 

(K2H/KH2PO4, 50 mM, pH 7.5, NaCl, 100 mM and lauryl-ß-D-maltoside (DDM), 2 % w/v), 1 mL per 
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ultracentrifuge tube, by gentle agitation with a bacterial colony picker. Once the membrane pellets 

were broken into small enough pieces, the end was cut from a 1000 µL blue pipette tip and each 1 mL 

extract was aspirated and transferred to clean Pyrex
TM

 beaker. Bubbles were carefully removed using 

a pipette to preserve the integrity of the sample. The entire process hitherto outlined was then repeated 

owing to the limited capacity (~ 30 mL) of the ultracentrifuge. The combined 12 mL membrane 

suspension was gently stirred overnight at 4 °C to allow extraction of AgrB2 into DDM micelles.  

The overnight extract was split equally between four ultracentrifuge tubes and depleted membranous 

material pelleted by ultracentrifugation at 100,000 g for 35 mins at 4 °C. The crude membrane extract 

was transferred to a 27 mL Econo-Column
TM

 [Bio-Rad catalogue number 7374156] containing 2.5 

mL of TALON Superflow
TM

 Co
2+

 Immobilised Metal Affinity Chromatography (IMAC) resin [GE 

catalogue nuber 28-9575-99] equilibrated with 10 column volumes of wash buffer (K2H/KH2PO4, 50 

mM, pH 7.5, NaCl, 100 mM, imidazole, 50 mM, beta-mercaptoethanol, 4 mM and DDM, 0.1 % w/v). 

Crude membrane extract was diluted 1:1 with lysis buffer on the column to decrease the concentration 

of excess DDM micelles, which sterically hinder binding of the sample (His)6 affinity tag to the 

column. The TALON Superflow
TM

 resin was gently suspended into the sample using a 10 mL 

stripette [Sigma Aldrich] and the column, sealed, set to tumble end-over-end for 3 – 5 hrs at 4 °C to 

allow DDM_AgrB2 to bind to the Co
2+

 resin.  

Weakly-bound proteins were washed away by the addition of 10 column volumes of wash buffer. 

DDM_AgrB2 was eluted using elution buffer (K2H/KH2PO4, 50 mM, pH 7.5, NaCl, 100 mM, 

imidazole, 500 mM and DDM, 0.1 % w/v). 5 x 2 mL additions. Dithiothreitol (DTT) was immediately 

added, to 1 mM, to each of the 5 eluted fractions. 

IMAC extracts were further purified by SEC using a preparative grade HiLoad® Superdex® 200 

16/600 column [GE] equilibrated with running buffer (K2H/KH2PO4, 50 mM, pH 7.5, NaCl, 50 mM, 

DTT, 1 mM and DDM, 0.02 % w/v). Pooled sample was concentrated two-fold, diluted two-fold with 

running buffer, concentrated ten-fold, diluted ten-fold in running buffer to steadily reduce the 

concentration of imidazole prior to loading the sample onto the injection loop. DDM_AgrB2 showed 
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a propensity to precipitate out of solution at concentrations > 2 mg mL
-1

 in the presence of 500 mM 

imidazole. Sample was then concentrated to final volume of ~ 2.5 mL. All concentration steps after 

SEC were carried out using a Vivaspin
TM

 concentrator [Thermo Fisher] with a 100 kDa cut-off at 

5000 g at 7 °C. Concentrated DDM_AgrB2 was centrifuged at 17,000 g at 7 °C for 10 mins prior to 

loading onto a 5 mL injection loop. SEC was carried out at a flow rate of 0.8 mL min
-1

. DDM_AgrB2 

migrated as an unknown oligomer eluting at ~ 58 mL with a broad, Gaussian peak.  

In the case of detergent screening experiments, initial extraction of AgrB2 was always into DDM. 

Whilst DDM_AgrB2 was bound to the IMAC column, a 50 mL wash buffer containing: imidazole, 50 

mM, DDM, 0.1 % w/v, plus above wash buffer components was performed. This was followed by a 

50 mL wash in a buffer containing: imidazole, 50 mM, test detergent at 30 x Critical Micelle 

Concentration (CMC), plus above wash buffer components. Elution was into a buffer containing 

imidazole, 500 mM, test detergent at 2 x CMC and, if the detergent was non-ionic, NaCl, 50 mM. If 

the detergent was ionic, 100 mM NaCl was used. This was because of the observed precipitation of 

AgrB2 when solubilised in fos-choline-12 (FC-12, which is zwitterionic) at 50mM NaCl. All other 

buffer components were maintained as described above. The SEC running buffer was identical the 

elution buffer in each case, only with no imidazole included, and the inclusion of DTT, 1 mM, with 

the exception of lauryl maltose neopentyl glycol (LMNG), in which no LMNG was present in the 

SEC running buffer. 

7.7.5: Thermofluor Assay 

IMAC-purified DDM_AgrB2 in elution buffer (tris, 50 mM, pH 7.0, NaCl, 100 mM, imidazole, 500 

mM, TCEP-HCl, 1 mM and DDM, 0.1 % w/v) was concentrated to 0.35 mg mL
-1

. 1000 x SYPRO
TM

 

orange dye [Sigma Aldrich] was diluted one hundred-fold to generate a 10 x stock in H2O. These 

components were mixed as per table 7.18, given overleaf, to generate a series of samples and controls. 
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Sample ID Vol. 0.35 mg mL
-1

 DDM_AgrB2, µL Vol. 10 x SYPRO™, µL Vol. buff., µL 

1 30 5 15 

2 30 5 15 

3 30 5 15 

Control ID    

1 0 5 45 

2 0 5 45 

3 0 5 45 

Table 7.18. Summary of reaction and control sample composition for the thermofluor assay. 

  

Assuming that the absorbance of DDM_AgrB2 accounts for ~ 50% of the absorbance exhibited by the 

crude sample, the samples 1 – 3 have a final DDM_AgrB2 mass of ~ 10 µg per reaction.  

50 µL Samples were applied to clear PCR tubes and heated through 25 – 90 °C in an Applied 

Biosystems 7500 quantitative qPCR [Thermo Fisher] machine equipped with a ROX orange filter to 

select for emissions near the emission maxima of SYPRO
TM

 orange at 570 nm.  
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7.7.6: T7-AgrD Cleavage Assay 

T7-AgrD2
Synthetic

, 0.00021g, was dissolved in dimethylformamide (DMF), 75 µL, 50 mM TCEP-HCl, 

30 µL, and H2O, 645 µL to generate a ~ 28 µg mL
-1

 substrate stock. 250 mg mL
-1

 of 1,2-dioleoyl-sn-

glycero-3-phospho-rac-(1-glycerol) sodium salt (DOPG) [Sigma Aldrich], 500 µL in chloroform, was 

dried under N2 (g). Dried powder was dissolved in 250 µL of reaction buffer (tris, 25 mM, pH 7.4, 

glycerol, 10 % v/v, and MgCl2, 5 mM) to generate a fresh 500 mg mL
-1

 stock which was bath 

sonicated to generate liposomes. This stock was diluted ten-fold into the same buffer to generate a 50 

mg mL
-1

 DOPG liposome stock. Purified DDM_AgrB2 was concentrated to ~ 50 µM in SEC running 

buffer (see AgrB purification method section 7.7.4) and frozen at -20°C. AgrB2 was thawed on ice 

and centrifuged at 17,000 g at room temperature for 10 mins to pellet any aggregates. The supernatant 

protein concentration was checked using a Nanodrop
TM

 1000 [Thermo Fisher] using a theoretical 

extension coefficient = 17,880 M
-1

 cm
-1

. No aggregation was observed. The four components, T7-

AgrD2
Synthetic

, DOPG, DDM_AgrB2 and buffer were combined as per table 7.19 into PCR tubes to 

generate four reactions: two experimental reactions with DDM_AgrB2 at both 2.5 and 5.0 µM and 

two negative controls, one lacking DOPG liposomes and one lacking DDM_AgrB2.  

 

Reaction tubes were incubated at 37 °C with shaking at 60 rpm for 3 hrs. 30 µL of each reaction tube 

was added to 2 x Laemmli buffer [Novagen], 30 µL. Three reference markers: T7-AgrD2
Synthetic

, T7-

AgrD1
Synthetic

 and ΔC-terminus-T7-AgrD1
synthetic

 (positive control), were generated by diluting 3 µL of 

each substrate into H2O, 27 µL, and adding to 2 x Laemmli buffer, 30 µL. ß-mercaptoethanol, 6 %, 

was added to experimental and control tricine-SDS-PAGE samples immediately prior to gel 

electrophoresis. A 16 % tris-tricine gel was used for electrophoresis at 40 V for 20 mins and 

subsequently, 140 V for 100 mins. Proteins were transferred to an immobilon® PSQ membrane 

[Sigma Aldrich] at 90 A for 90 mins. This membrane was blocked overnight with blocking reagent 

[Qiagen], 0.2 g, in 1 x blocking reagent buffer [Qiagen], 1 mL, with tween 20, 2 % v/v, at 4 °C. The 

membrane was washed three times with TBSt buffer (NaCl, 137 mM, KCl, 2.7 mM, tris, 19 mM, pH 

7.4 and tween 20, 0.1 % v/v). After washing, the membrane was incubated in TBSt, 20 mL, with 
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casein, 0.2 g, [Sigma Aldrich] and anti-T7-HRP conjugate antibody [Novagen catalogue number 

69048], 1.2 µL. The antibody was allowed to bind at room temperature for 3 hrs with shaking at 50 

rpm. The membrane was rinsed with 6 additions of TBSt, 10 mL, for 8 mins each. Rinsed membrane 

was wetted with ECL prime [GE] with mixing for 5 mins before being rinsed with H2O and 

transferred into cling film. Air and residual ECL prime was thoroughly forced out by hand to avoid 

background chemiluminescence. Antibody chemiluminescence was visualized by 5, 10 and 20 minute 

exposures of the membrane to photographic film in dark room, which was then developed and 

visualised using standard latent image development procedures.  

 

Volume of component in each reaction, µL 

Component Reaction 1 Reaction 2  (-) DOPG (-) AgrB2 

Reaction buffer 81 76 85 86 

50 µM DDM_AgrB2 5 10 5 0 

28 µg mL
-1

 T7-AgrD2
synthetic

 10 10 10 10 

50 mg mL
-1

 DOPG 4 4 0 4 

Total volume, µL 100 100 100 100 

Table 7.19. Summary of T7-AgrD cleavage assay reaction composition. 

 

Electrophoresis and gel buffers were prepared as per table 7.20. 1L of each of the 3 x electrophoresis 

buffers was prepared whilst the 3 x gel buffer was prepared in 50 mL. 

 

Component and amount 10 x Anode buffer 10 x Cathode buffer  3 x Gel buffer 

Tris, M 1.0 1.0 3.0 

Tricine, M 0 1.0 0 

HCl, M 0.225 0 1.0 

SDS, % w/v 0 1.0 0.3 

Final pH 8.9 8.25 8.5 

Table 7.20. Summary of buffer recipes used to perform the T7-AgrD cleavage assay. 

 

16 % tris-tricine gels were prepared as per the Nature Protocols method
[357]

 and ran as described 

above before western blotting. 
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7.7.7: Circular Dichroism Measurements on DDM_AgrB2 

Circular dichroism (CD) data were collected with the help of Dr. Alex Slater [University of 

Birmingham] using a ChirscanPlus spectrophotometer [Applied Photophysics] purged of O2. 

DDM_AgrB2 in SEC running buffer was spin-concentrated to 5.0 mg mL
-1

 and applied to a clean 1 

mm quartz cuvette [Applied Photophysics]. A single CD spectrum was obtained for the sample at 4 

°C. As this spectrum contained unacceptable levels of noise, the sample was diluted four-fold to 1.25 

mg mL
-1

 in SEC running buffer and another CD spectrum collected. Since this concentration provided 

a less noisy spectrum, it was used for a variable temperature CD data collection to quantify the 

thermostability of DDM_AgrB2 in SEC running buffer. The sample was steadily heated from 4 – 90 

°C and CD spectra collected periodically at accurately-known temperatures. 

7.7.8: Negative Staining 

Four drops of uranyl acetate stain, 5 µL each, were pipetted in a row along a strip of parafilm. The 

hydrophobic nature of parafilm forced each drop to tighten up into a little ball. Meanwhile, an 

Electron Micrograph (EM) grid was glow discharged (that is placed in a low pressure vestibule and 

exposed to an electrical current, to produce a layer of negatively charged, water-attracting ions on the 

grid surface). Glow discharging took several minutes, after which the grid was carefully gripped at 

one edge with a pair of tweezers, which was subsequently locked closed using a small clamp, to make 

the grid easier to handle. 0.5 mg mL
-1

 LMNG_AgrB2, 5 µL, was centrifuged at 17,000 g for 10 mins 

at room temperature and pipetted directly onto each grid and was allowed to “settle” for 20 – 30 secs. 

The bolus of liquid on the grid was subsequently dotted against tissue paper which immediately 

wicked all of the excess liquid away. The grid was washed with H2O, 5 µL, to prevent formation of 

uranyl phosphate crystals which can occur when uranyl acetate stain comes into contact with a 

phosphate buffer system. After this washing step, the grid was dotted against each of the four uranyl 

acetate drops in turn with each drop wicked before exposure to the next drop. Each drop immediately 

adhered to the grid and each exposure to uranyl acetate was for ~ 20 – 30 secs total. After the final 

wicking away of uranyl acetate, the grid was ready for insertion into the microscope. Grids were 
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visualised on a 200 kV JEM-2100Plus Transmission Electron Microscopy (TEM) microscope [JEOL] 

fitted with an OneView camera [Gatan] by Dr. Saskia Bakker [University of Warwick]. All reagents 

quoted were those used by the microscopy lab at the University of Warwick. Raw micrographs were 

converted into .png format using the Fiji software package.
[358]
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Appendices 

8.1: Appendix I – SDS-PAGE Gel Marker 

 

The same SDS-PAGE marker, Color Prestained Protein Standard, Broad Range (11 – 245 kDa) [NEB 

catalogue number P7712], was used throughout the entirety of this thesis. The graphical key as 

provided by the manufacturer is given above along with a 4 µL of this marker loaded onto a blank  

16 % polyacrylamide gel.   
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8.2: Appendix II – Column Calibration Curves 

 

Ve = Analyte retention volume, Vv = column void volume, Vc = Stationary phase/accessible volume. 

Column void volumes for the Hi-Load® columns are ~ 45 mL, and for the Increase column ~ 13 mL. 

The accessible volumes are 120 and 24 mL respectively. Calibration standards used were: ferritin (not 

ran on Increase column), conalbumin, ovalbumin, carbonic anhydrase, ribonuclease A and aprotinin.    
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8.3: Appendix III – Preliminary PDB Validation Report for AgrA_C199S/P2fragment Structure
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS1 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS1_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: -1137268088 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -5.1      0.000      0.000 

   2         -5.0      4.598      5.430 

   3         -5.0     11.916     14.057 

   4         -4.9      1.974      2.668 

   5         -4.8      1.208      1.370 

   6         -4.8     19.498     20.420 

   7         -4.8      1.801      5.452 

   8         -4.7      3.082      3.426 

   9         -4.7      3.301      4.668 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS2 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS2_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: 1509174032 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -5.4      0.000      0.000 

   2         -5.4     16.959     18.816 

   3         -5.4     17.531     19.939 

   4         -5.3     18.607     19.505 

   5         -5.3     12.628     15.111 

   6         -5.2     17.260     18.378 

   7         -5.2     15.093     17.226 

   8         -5.1     18.838     20.337 

   9         -5.1     16.584     18.507 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS3 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS3_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: 139858052 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -5.3      0.000      0.000 

   2         -5.3      4.363      5.805 

   3         -5.3     16.653     18.500 

   4         -5.2     17.195     18.310 

   5         -5.2     18.601     20.514 

   6         -5.1     14.830     16.856 

   7         -5.1      3.446      7.909 

   8         -5.1     16.303     18.386 

   9         -5.1     13.991     16.477 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS4 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS4_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: -1745975616 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.7      0.000      0.000 

   2         -4.7      4.357      5.386 

   3         -4.6     18.707     19.689 

   4         -4.6     11.076     13.360 

   5         -4.5      2.184      5.622 

   6         -4.5      3.994      4.512 

   7         -4.4      1.674      1.810 

   8         -4.4     19.557     21.622 

   9         -4.4     20.685     21.363 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS5 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS5_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: 692666144 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.7      0.000      0.000 

   2         -4.6      1.372      1.401 

   3         -4.6     18.636     19.700 

   4         -4.5     19.663     20.875 

   5         -4.5      4.645      5.433 

   6         -4.4     15.922     17.128 

   7         -4.3      2.791      3.073 

   8         -4.3      2.070      5.364 

   9         -4.3      3.315      5.352 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS6 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS6_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: -1585091664 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.9      0.000      0.000 

   2         -4.8      3.745      6.046 

   3         -4.8      3.494      4.886 

   4         -4.8      4.023      5.151 

   5         -4.7      1.826      2.040 

   6         -4.6      3.547      4.646 

   7         -4.6      1.795      2.301 

   8         -4.6      2.598      3.215 

   9         -4.5      4.487      7.410 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS7 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS7_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: 213548640 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.9      0.000      0.000 

   2         -4.8      5.531      6.924 

   3         -4.8      7.793      9.756 

   4         -4.7     11.234     14.726 

   5         -4.7      7.078      8.519 

   6         -4.7     13.196     14.080 

   7         -4.6      7.402      9.040 

   8         -4.6     10.279     11.373 

   9         -4.6      4.708      7.375 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS8 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS8_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: 1039072416 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.9      0.000      0.000 

   2         -4.8      1.451      6.316 

   3         -4.8     17.373     18.424 

   4         -4.7      3.580      5.087 

   5         -4.7      4.029      5.662 

   6         -4.7      2.292      6.521 

   7         -4.5      2.145      2.442 

   8         -4.5      4.115      6.766 

   9         -4.5     16.638     18.258 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS9 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS9_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: -473163404 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.8      0.000      0.000 

   2         -4.7     17.394     18.432 

   3         -4.6      0.994      1.744 

   4         -4.3     15.638     17.711 

   5         -4.3      2.976      4.851 

   6         -4.2      4.997      8.616 

   7         -4.2     12.968     15.220 

   8         -4.2     17.421     18.959 

   9         -4.1     17.325     19.043 

Writing output ... done. 
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8.4: Appendix IV – IQS Analogue Docking Log Files. IQS10 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS10_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: -1983675136 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -5.0      0.000      0.000 

   2         -5.0     11.270     13.429 

   3         -5.0      1.836      5.539 

   4         -4.9     19.526     20.087 

   5         -4.9      2.701      3.777 

   6         -4.8      4.065      5.069 

   7         -4.8      2.621      5.521 

   8         -4.8      2.589      5.949 

   9         -4.8     17.749     18.550 

Writing output ... done. 

 

 

 

 

 

 

 

 



 
 

XXV 
 

8.4: Appendix IV – IQS Analogue Docking Log Files. IQS11 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS11_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: -2102767168 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -5.1      0.000      0.000 

   2         -5.0      2.918      4.017 

   3         -5.0     15.627     16.577 

   4         -4.9      2.038      7.263 

   5         -4.9      2.022      7.179 

   6         -4.9      3.067      4.285 

   7         -4.8      1.984      2.595 

   8         -4.8     13.465     16.412 

   9         -4.6      2.350      7.195 

Writing output ... done. 

 

 

 

 

 

 

 

 



 

XXVI 
 

8.4: Appendix IV – IQS Analogue Docking Log Files. IQS12 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS12_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: 538798712 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.9      0.000      0.000 

   2         -4.8      3.331      5.635 

   3         -4.8      1.056      2.321 

   4         -4.8      2.102      2.792 

   5         -4.6     18.183     19.721 

   6         -4.6      2.315      3.185 

   7         -4.5     15.480     17.077 

   8         -4.5      7.048      8.852 

   9         -4.5     16.209     17.364 

Writing output ... done. 

 

 

 

 

 

 

 

 



 
 

XXVII 
 

8.4: Appendix IV – IQS Analogue Docking Log Files. IQS13 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS13_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: 946657976 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.8      0.000      0.000 

   2         -4.7     17.809     19.209 

   3         -4.6     15.751     17.375 

   4         -4.6     16.456     17.956 

   5         -4.6     12.956     15.431 

   6         -4.4     17.145     18.441 

   7         -4.4     18.699     19.461 

   8         -4.4     17.096     18.361 

   9         -4.4     15.443     17.059 

Writing output ... done. 

 

 

 

 

 

 

 

 



 

XXVIII 
 

8.4: Appendix IV – IQS Analogue Docking Log Files. IQS14 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS14_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: 1316724152 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.8      0.000      0.000 

   2         -4.7      1.241      1.819 

   3         -4.6     17.219     18.696 

   4         -4.6      3.844      5.826 

   5         -4.6      3.889      5.841 

   6         -4.5      6.779      8.322 

   7         -4.5     10.357     11.953 

   8         -4.4      1.846      2.339 

   9         -4.4     12.624     14.260 

Writing output ... done. 

 

 

 

 

 

 

 

 



 
 

XXIX 
 

8.4: Appendix IV – IQS Analogue Docking Log Files. IQS15 

 

################################################################# 

# If you used AutoDock Vina in your work, please cite:          # 

#                                                               # 

# O. Trott, A. J. Olson,                                        # 

# AutoDock Vina: improving the speed and accuracy of docking    # 

# with a new scoring function, efficient optimization and       # 

# multithreading, Journal of Computational Chemistry 31 (2010)  # 

# 455-461                                                       # 

#                                                               # 

# DOI 10.1002/jcc.21334                                         # 

#                                                               # 

# Please see http://vina.scripps.edu for more information.      # 

################################################################# 

 

WARNING: The search space volume > 27000 Angstrom^3 (See FAQ) 

Output will be IQS15_out.pdbqt 

Detected 6 CPUs 

Reading input ... done. 

Setting up the scoring function ... done. 

Analyzing the binding site ... done. 

Using random seed: -1136605076 

Performing search ... done. 

Refining results ... done. 

 

mode |   affinity | dist from best mode 

     | (kcal/mol) | rmsd l.b.| rmsd u.b. 

-----+-----------+---------+--------- 

   1         -4.8      0.000      0.000 

   2         -4.6      1.751      2.463 

   3         -4.5     16.827     17.901 

   4         -4.5     15.794     17.018 

   5         -4.5     19.079     19.893 

   6         -4.5     14.973     17.037 

   7         -4.4     14.766     16.236 

   8         -4.4     15.017     16.952 

   9         -4.4     17.213     18.961 

Writing output ... done. 
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8.5: Appendix V – Summary of In Surfo AgrB Crystallisation Trials (Starts Overleaf)  

  



 
 

XXXI 
 

Protein Sample 

concentration, 

mg mL-1 

Final crystallisation 

sample components 

Screen 

size 

Crystallogenesis 

method 

Screen name Protein and 

screen soln. 

aliquot vol., nL 

Temp., 

°C 

AgrB2 

(His)6 

4.0 Tris (20mM), NaCl, 

(100mM), Fos-

choline-12, (0.14% 
wt/v), TCEP-HCl, 

(1mM), pH 7.55 

96 well Sitting Drop Vapour 

Diffusion 

MPD 200:200 20 

AgrB2 
(His)6 

4.0 Tris (20mM), NaCl, 
(100mM), Fos-

choline-12, (0.14% 

wt/v), TCEP-HCl, 
(1mM), pH 7.55 

96 well Sitting Drop Vapour 
Diffusion 

ProComplex 200:200 20 

AgrB2 

(His)6 

4.0 and 4.5 Tris (20mM), NaCl, 

(100mM), Fos-
choline-12, (0.14% 

wt/v), TCEP-HCl, 

(1mM), pH 7.53 

26 well  Sitting Drop Vapour 

Diffusion 

Custom 

optimisation 

1000:1000 20 

AgrB2 

(His)6 

3.5 Tris (20mM), NaCl, 

(100mM), Fos-

choline-12, (0.14% 
wt/v), TCEP-HCl, 

(1mM), pH 7.55 

96 well Sitting Drop Vapour 

Diffusion 

Morpheus 150:150 20 

4.0 Tris (20mM), NaCl, 
(100mM), Fos-

choline-12, (0.14% 
wt/v), TCEP-HCl, 

(1mM), pH 7.55 

AgrB2 
(His)6 

3.5 Tris (20mM), NaCl, 
(100mM), Fos-

choline-12, (0.14% 

wt/v), TCEP-HCl, 
(1mM), pH 7.55 

96 well Sitting Drop Vapour 
Diffusion 

PACT 150:150 20 

4.0 Tris (20mM), NaCl, 

(100mM), Fos-
choline-12, (0.14% 

wt/v), TCEP-HCl, 

(1mM), pH 7.55 
AgrB2 

(His)6 

2.5 Tris (20mM), NaCl, 

(100mM), Fos-

choline-12, (0.14% 
wt/v), TCEP-HCl, 

(1mM), pH 7.55 

4 well Sitting Drop Vapour 

Diffusion 

PCT Test 1000:1000 20 

AgrB2 
(His)6 

1.0 Tris (20mM), NaCl, 
(100mM), Dodecyl 

maltoside, (0.03% 

wt/v), TCEP-HCl 
(1mM), pH 7.0 

96 well Sitting Drop Vapour 
Diffusion 

MemGold 200:200 20 

AgrB2 

(His)6 

0.5 Tris (20mM), NaCl, 

(100mM), Dodecyl 
maltoside, (0.03% 

wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 200:200 20 

1.0 Tris (20mM), NaCl, 

(100mM), Dodecyl 

maltoside, (0.03% 
wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 200:200 20 

AgrB2 

(His)6 

0.5 Tris (20mM), NaCl, 

(100mM), Dodecyl 

maltoside, (0.03% 

wt/v), TCEP-HCl 
(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemGold2 200:200 20 

1.0 Tris (20mM), NaCl, 

(100mM), Dodecyl 
maltoside, (0.03% 

wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour  

Diffusion 
 

 

 
 

MemGold2 200:200 20 

AgrB2 

(His)6 

0.5 Tris (20mM), NaCl, 

(100mM), Dodecyl 
maltoside, (0.03% 

wt/v), TCEP-HCl 

(1mM), pH 7.0 
 

96 well Sitting Drop Vapour 

Diffusion 

MemStart + 

MemSys 

200:200 2 



 

XXXII 
 

Protein Sample 

concentration, 

mg mL-1 

Final crystallisation 

sample components 

Screen 

size 

Crystallogenesis 

method 

Screem 

name 

Protein and 

screen soln. 

aliquot vol., nL 

Temp., 

°C 

AgrB2 

(His)6 

0.5 Tris (20mM), NaCl, 

(100mM), Dodecyl 

maltoside, (0.03% 
wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemStart + 

MemSys 

200:200 2 

1.0 Tris (20mM), NaCl, 
(100mM), Dodecyl 

maltoside, (0.03% 

wt/v), TCEP-HCl 
(1mM), pH 7.0 

96 well Sitting Drop Vapour 
Diffusion 

MemStart + 
MemSys 

200:200 20 

AgrB2 

(His)6 

2.0 Tris (20mM), NaCl, 

(100mM), Dodecyl 
maltoside, (0.03% 

wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 200:200 20 

AgrB2 

(His)6 

2.0 Tris (20mM), NaCl, 

(100mM), Dodecyl 

maltoside, (0.03% 
wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemGold2 200:200 20 

AgrB2 
(His)6 

2.0 Tris (20mM), NaCl, 
(100mM), Dodecyl 

maltoside, (0.03% 
wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 
Diffusion 

MemStart + 
MemSys 

200:200 20 

AgrB2 
(His)6 

1.0 Tris (20mM), NaCl, 
(100mM), Dodecyl 

maltoside, (0.03% 

wt/v), TCEP-HCl 
(1mM), pH 7.0 

96 well Sitting Drop Vapour 
Diffusion 

Custom 
optimisation 

1000:1000 1 

AgrB2 

(His)6 

0.1, 0.5, 1.5 and 

2.0 

Tris (20mM), NaCl, 

(100mM), Dodecyl 
maltoside, (0.03% 

wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

Custom 

optimisation 

1000:1000 20 

AgrB2 

(His)6 

0.1 Tris (20mM), NaCl, 

(100mM), Dodecyl 

maltoside, (0.03% 
wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 200:200 20 

AgrB2 
(His)6 

0.1 Tris (20mM), NaCl, 
(100mM), Dodecyl 

maltoside, (0.03% 

wt/v), TCEP-HCl 
(1mM), pH 7.0 

96 well Sitting Drop Vapour 
Diffusion 

MemGold2 200:200 20 

AgrB2 

(His)6 

0.1 Tris (20mM), NaCl, 

(100mM), Dodecyl 
maltoside, (0.03% 

wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemStart + 

MemSys 

200:200 20 

AgrB2 

(His)6 

1.0 Tris (20mM), NaCl, 

(100mM), Dodecyl 

maltoside, (0.03% 
wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 400:400 4 

AgrB2 

(His)6 

1.0 Tris (20mM), NaCl, 

(100mM), Dodecyl 

maltoside, (0.03% 

wt/v), TCEP-HCl 
(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemGold2 400:400 4 

AgrB2 

(His)6 

1.0 Tris (20mM), NaCl, 

(100mM), Dodecyl 
maltoside, (0.03% 

wt/v), TCEP-HCl 

(1mM), pH 7.0 

96 well Sitting Drop Vapour 

Diffusion 

MemStart + 

MemSys 

400:400 4 

AgrB2 

(His)6 

8.9 KP (20mM), NaCl, 

(50mM), Dodecyl 

maltoside (>0.02% 
wt/v), TCEP-HCl 

(1mM), pH 7.5 

 
 

96 well Sitting Drop Vapour 

Diffusion 

MemStart + 

MemSys 

150:150 4 



 
 

XXXIII 
 

Protein Sample 

concentration, 

mg mL-1 

Final crystallisation 

sample components 

Screen 

size 

Crystallogenesis 

method 

Screen name Protein and 

screen soln. 

aliquot vol., nL 

Temp., 

°C 

AgrB2 

(His)6 

8.9 KP (20mM), NaCl, 

(50mM), Dodecyl 

maltoside (>0.02% 
wt/v), TCEP-HCl 

(1mM), pH 7.6 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 150:150 4 

AgrB2 
(His)6 

4.5 KP (20mM), NaCl, 
(50mM), Dodecyl 

maltoside (>0.02% 

wt/v), TCEP-HCl 
(1mM), pH 7.7 

96 well Sitting Drop Vapour 
Diffusion 

MemGold 2 150:150 4 

AgrB2 

(His)6 

2.5 KP (20mM), NaCl, 

(50mM), Dodecyl 
maltoside (>0.02% 

wt/v), TCEP-HCl 

(1mM), pH 7.8 

96 well Sitting Drop Vapour 

Diffusion 

MemGold  150:150 20 

AgrB2 

(His)6 

2.5 KP (20mM), NaCl, 

(50mM), Dodecyl 

maltoside (>0.02% 
wt/v), TCEP-HCl 

(1mM), pH 7.9 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 2 150:150 20 

AgrB2 
(His)6 

5.0 KP (20mM), NaCl, 
(50mM), Dodecyl 

maltoside (>0.02% 
wt/v), TCEP-HCl 

(1mM), pH 7.10 

96 well Sitting Drop Vapour 
Diffusion 

MemGold 2 150:150 20 

AgrB2 
(His)6 

2.5 KP (20mM), NaCl, 
(50mM), Dodecyl 

maltoside (>0.02% 

wt/v), TCEP-HCl 
(1mM), pH 7.11 

96 well Sitting Drop Vapour 
Diffusion 

MemStart + 
MemSys 

150:150 20 

AgrB2 

(His)6 

2.5 KP (20mM), NaCl, 

(50mM), Dodecyl 
maltoside (>0.02% 

wt/v), TCEP-HCl 

(1mM), pH 7.12 

96 well Sitting Drop Vapour 

Diffusion 

PACT 150:150 20 

AgrB2 

(His)6 

2.5 KP (20mM), NaCl, 

(50mM), Dodecyl 

maltoside (>0.02% 
wt/v), TCEP-HCl 

(1mM), pH 7.13 

96 well Sitting Drop Vapour 

Diffusion 

Morpheus 150:150 20 

AgrB2 
(His)6 

2.5 KP (20mM), NaCl, 
(50mM), Dodecyl 

maltoside (>0.02% 

wt/v), TCEP-HCl 
(1mM), pH 7.14 

96 well Sitting Drop Vapour 
Diffusion 

jCSG 150:150 20 

AgrB2 

(His)6 

5.0 KP (20mM), NaCl, 

(50mM), 1mM DTT, 
pH 7.5 

(LMNG_AgrB) 

96 well Sitting Drop Vapour 

Diffusion 

MemTrans 200:200 20 

AgrB2 
(His)6 

5.0 KP (20mM), NaCl, 
(50mM), 1mM DTT, 

pH 7.5 

(LMNG_AgrB) 

96 well Sitting Drop Vapour 
Diffusion 

MemGold 200:200 20 

AgrB2 

(His)6 

5.0 KP (20mM), NaCl, 

(50mM), 1mM DTT, 

pH 7.5 

(LMNG_AgrB) 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 2 200:200 20 

AgrB2 

(His)6 

5.0 KP (20mM), NaCl, 

(100mM), 1mM DTT, 
0.046% LDAO, pH 

7.5 

96 well Sitting Drop Vapour 

Diffusion 

MemGold  200:200 20 

AgrB2 
(His)6 

5.0 KP (20mM), NaCl, 
(100mM), 1mM DTT, 

0.046% LDAO, pH 

7.5 

96 well Sitting Drop Vapour 
Diffusion 

MemGold 2 200:200 20 

AgrB2 

(His)6 

5.0 KP (20mM), NaCl, 

(100mM), 1mM DTT, 

0.046% LDAO, pH 
7.5 

 

 
 

96 well Sitting Drop Vapour 

Diffusion 

MemTrans 200:200 20 



 

XXXIV 
 

Protein Sample 

concentration, 

mg mL-1 

Final crystallisation 

sample components 

Screen 

size 

Crystallogenesis 

method 

Screen name Protein and 

screen soln. 

aliquot vol., nL 

Temp., 

°C 

AgrB2 

(His)6 

5.0 KP (20mM), NaCl, 

(100mM), 1mM DTT, 

0.046% LDAO, pH 
7.5 

96 well Sitting Drop Vapour 

Diffusion 

MemTrans 200:200 20 

AgrB2 

(His)6 

2.5 KP (20mM), NaCl, 

(100mM), 1mM DTT, 
0.046% LDAO, pH 

7.5 

96 well Sitting Drop Vapour 

Diffusion 

MemTrans 200:200 20 

AgrB2 
(His)6 

1.0 KP (20mM), NaCl, 
(100mM), 1mM DTT, 

0.046% LDAO, pH 

7.5 

96 well Sitting Drop Vapour 
Diffusion 

MemGold  200:200 20 

AgrB2 

(His)6 

1.0 KP (20mM), NaCl, 

(100mM), 1mM DTT, 

0.046% LDAO, pH 
7.5 

96 well Sitting Drop Vapour 

Diffusion 

MemGold 2 200:200 20 

AgrB2 

(His)6 

1.0 KP (20mM), NaCl, 

(100mM), 1mM DTT, 
0.046% LDAO, pH 

7.5 

96 well Sitting Drop Vapour 

Diffusion 

MemStart + 

MemSys 

200:200 20 

AgrB2 
(His)6 

1.0 KP (20mM), NaCl, 
(100mM), 1mM DTT, 

0.046% LDAO, pH 
7.5 

96 well Sitting Drop Vapour 
Diffusion 

MemTrans 200:200 20 

AgrB2 

(His)6 

1.0 KP (20mM), NaCl, 

(100mM), 1mM DTT, 
0.046% LDAO, pH 

7.5 

96 well Sitting Drop Vapour 

Diffusion 

MemMeso 200:200 20 

AgrB2 
(His)6 

1.0 KP (20mM), NaCl, 
(100mM), 1mM DTT, 

0.046% LDAO, pH 

7.5 

96 well Sitting Drop Vapour 
Diffusion 

MemWizard 200:200 20 

AgrB 

(His)10 

7.8 KP (20mM), NaCl, 

(50mM), Dodecyl 

maltoside (>0.02% 
wt/v), pH 7.5 

96 well Sitting Drop Vapour 

Diffusion 

MemTrans 100:100 20 

AgrB 

(His)10 

7.8 KP (20mM), NaCl, 

(50mM), Dodecyl 
maltoside (>0.02% 

wt/v), pH 7.6 

96 well Sitting Drop Vapour 

Diffusion 

PACT Eco 100:100 20 

AgrB 
(His)10 

7.8 KP (20mM), NaCl, 
(50mM), Dodecyl 

maltoside (>0.02% 

wt/v), pH 7.7 

96 well Sitting Drop Vapour 
Diffusion 

MemTrans 200:200 20 

AgrB 

(His)10 

7.8 KP (20mM), NaCl, 

(50mM), Dodecyl 

maltoside (>0.02% 
wt/v), pH 7.8 

96 well Sitting Drop Vapour 

Diffusion 

MemTrans 

B11 (1.1x 

conc.) w/ 
MemAdvanta

ge (1in10 

dilution into 
reservoir 

200:200 20 

AgrB 

(His)10 

7.8 , 3.9 and 2.0  KP (20mM), NaCl, 

(50mM), Dodecyl 
maltoside (>0.02% 

wt/v), pH 7.9 

 

46 well Sitting Drop Vapour 

Diffusion 

MemTrans 

B11 (1.0x 
conc.) w/ 

Calixar C2B 

1 in 8 dilution 

into drop 

 

1500:500:2000 20 

Table 8.1. Summary of AgrB crystallisation trials. 
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8.6: Appendix VI – Instruct Application Documents (Abstract) 
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8.7: Appendix VII – Instruct Application Documents (Motivation Letter)  
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8.8: Appendix VIII – ITC Sample Preparation Schematic 

 

Schematic of the strategy used to prepare the ligand and host samples for ITC. Although no binding of 

IQS analogues to AgrA was observed, no buffer mismatch was observed either. Thus the strategy is of 

general use and may be adapted to design other experiments. 
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8.9: Appendix IX – Preliminary ITC Thermograms for IQS3 Titrated into AgrA_C199S  

 

Data obtained from the preliminary ITC experiments. The ligand-to-buffer sample (top) although 

noisy does not show buffer mismatch. No sigmoidal binding curves were obtained from titration of 

the ligand, IQS3, into sample. At 37 °C (bottom) the sample precipitated out of solution. 
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8.10: Appendix X – Key Parameters for All Constructs Discussed 

Construct Residues, 

No
 

Mr,  

kDa 

ε,a  

dm3 mol-1 cm-1 

ε,b  

mL mg-1 cm-1 

Theoretical pI,c 

 pH 

Tryptophan,  

Y/N 

WT AgrA 257 30.305 14,900 0.492 6.24 N 

AgrA_C199S 257 30.229 14,900 0.492 6.24 N 

AgrA_D59E_C199S 257 30.303 14,900 0.492 6.24 N 

AgrA_K77A_C199S 257 30.248 14,900 0.493 6.14 N 

AgrA_K101A_C199S 257 30.196 14,900 0.493 6.14 N 

AgrA_Y100T_K101A 

_C199S 

257 30.104 13,410 0.445 6.14 N 

AgrA_Y100T_K101T 

_C199S 

257 30.164 13,410 0.445 6.14 N 

AgrA_Y100A_K101A 257 30.104 13,410 0.445 6.14 N 

AgrA1-141 160 18.664 7,450 0.399 5.60 N 

AgrA135-238_C199S 121 14.604 7,450 0.51 8.72 N 

AgrB1_(His)6 197 22.995 18,920 0.822 9.77 Y 

AgrB1_(His)10 201 23.543 18,910 0.803 9.77 Y 

AgrB2_(His)6 195 22.745 17,880 0.786 9.47 N 

AgrB1_(His)10 199 23.294 17,880 0.768 9.47 N 

Table 8.2. Key parameters for constructs discussed in this thesis. All parameters calculated using 

ProtParam [Swiss Institute of Bioinformatics] and include all of the residues that are expressed in the 

respective constructs (see relevant methods sections for vectors). 
a
The molar absorption coefficient. 

b
The absorption coefficient of a 0.1 % w/v solution (1 g L

-1
) which is calculated by dividing the molar 

absorption coefficient by the Mr (i.e. dm
3 

mol
-1 

cm
-1

 / g mol
-1

 = dm
3
 g

-1
 cm

-1
 ≡ mL mg

-1
 cm

-1
 ). 

c
Isoelectric point (pH at which the sample has no net charge). 
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