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ABSTRACT 

Ubiquitously, the environments of microorganisms have three-dimensional structure 

that create heterogeneous distributions of the space in which microorganisms reside. 

In particular, the soil environment is a complex porous medium inhabited by a vast 

array of microorganisms, essential for Earth processes like biogeochemical cycling. 

However, these microorganisms are subject to environmental perturbation. The 

physiological impacts of environmental stress on microorganisms are well studied, 

but whether (and to what extent) soil structure impacts exposure and response of 

microorganisms to stressors remains poorly understood.  In this thesis, it was 

hypothesised that environmental structures could influence the stressor exposure of 

cells (and hence stressor survival) within them, and that the extent of this protective 

effect would depend on the type and scale of environmental structure. To examine 

this overall hypothesis, the influence of environmental structures on microbial 

response (or survival) to stress were assessed: first in relation to soil aggregation, 

then within macroscale pores ranging from 0.5 – 2 mm in diameter and last within 

micrometre scale structures using microfluidic approaches. 

A method was developed to manufacture soil aggregates from natural soils with 

defined quantities of soil yeast in the aggregate exterior or interior. This was used to 

examine the impact of soil aggregation on microbial survival of a small panel of 

stressors (anoxia, lead nitrate, and heat stress). Results indicated that yeast cells 

inside aggregates were protected from acute heat stress relative to cells at the 

aggregate exterior, whereas effects of aqueous lead nitrate or anoxia were similar on 

cells at either location. The protective effect against heat stress was compromised 

after prolonged heat exposure but was accentuated within compacted versions of 

soil aggregates, providing evidence that soil compaction, a common consequence of 

agricultural activity, can influence microbial stress resilience.  

In further experiments, structured environments with millimetre-scale pores were 

developed by setting up vessels containing glass beads of different sizes. Yeast 
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inocula and stressors were introduced to these to explore the relationship between 

the environmental pore size and stress survival. Here, it was demonstrated that 

survival of yeast in response to lead nitrate within these structures increased with 

decreasing average pore size. This trend was reproduced using additively-

manufactured (3D-printed) lattice structures, containing pores of similar size ranges 

to the less-uniform glass bead structures. 

Finally, microfluidic devices were used to determine whether structure at the 

microscale impacted microbial survival of stress. These devices contained either 

fabricated soil-like structures, or small microspheres to create simplified structures 

within otherwise homogeneous environments. At this scale, an impact of 

environmental structure was less clear. However, in the simplified microsphere 

environments, results suggested that cells within more confined spaces (I.e., more 

surrounded by protective structures) were less exposed to stressor (copper sulfate), 

which was introduced as a flowing solution within the microfluidic devices. 

Taken together, results from this thesis suggest that environmental structure can 

determine microbial (exposure to and) survival of stress, at scales of structure ranging 

from micrometres to millimetres. The new methodologies and results developed 

within this thesis provide a foundation upon which the relationship between 

microbial perturbation and environmental structure can be further explored.  
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1 GENERAL INTRODUCTION 

 

 The Structured Environments of Microorganisms 

Microorganisms such as bacteria and fungi very rarely exist in isolation and are 

subject to conditions prevailing in their external environments. Both abiotic 

(nutrients, oxygen, temperature etc.) and biotic factors can shape their environment, 

influencing metabolic activity and proliferation. Microorganisms persist in diverse 

environments, including in aqueous solutions, on solid surfaces, or even suspended 

indefinitely within the troposphere (DeLeon-Rodriguez et al., 2013). Further to this, 

these environments are very rarely homogeneous, as many of the environmental 

factors mentioned above can fluctuate spatially and temporally. For example, 

nutrients typically are not equally distributed within an environment. A key factor in 

the heterogeneous distribution of abiotic and biotic environmental components is 

environmental structure. 

Almost ubiquitously, the environments of microorganisms have three-dimensional 

structure and create heterogeneous distributions of the space in which 

microorganisms reside. Here, the term “structured environments” is defined as 

habitats where the arrangement of the solid phase (pores/surfaces/walls) impose or 

facilitate the formation of spatial gradients and environmental heterogeneity (Figure 

1.1). Broadly speaking, structured environments, from the nanometre to centimetre 

scale, produce a spatially heterogeneous distribution of abiotic factors such as 

nutrients, water, and oxygen (Schlüter et al., 2018, Borer et al., 2018, Young and 
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Crawford, 2004) and of the microorganisms living within these environments. The 

extent of this heterogeneity also varies between environments. For example, 

nutrient concentrations may be more homogeneous when distributed in an entirely 

aqueous environment than one composed of both aqueous and solid or gaseous 

phases. This organisation of abiotic and biotic factors can be determined by structure 

in several ways, such as the existence of spaces or pores of small sizes that physically 

exclude some organisms or of oxygen gradients that are preferential to either 

anaerobic or aerobic organisms (Borer et al., 2018) (Figure 1.1). This means that an 

environment structured in this way naturally establishes a heterogeneous landscape 

in which microorganisms fall into a range of niches to which they may, over time, 

adapt further. 
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Figure 1.1- Simplified schematic of structured (micro)environments, as they may be 
modelled in the laboratory, and emergence of heterogeneous landscapes. 

Environments are typically structured by the division of space by physical structure, creating 

gradients of resources needed for growth, and the physical separation of microorganisms. 

Physical structures can create phase boundaries (1) which limit nutrient diffusion, as well as 

size-selective pores (3) and the separation of space into isolated environments (4) which can 

isolate both organisms and nutrients, potentially leading to localised nutrient depletion and 

localised adaptations by the organisms. Microorganisms can also create structure within 

their environment, such as by filamentous exploration (2) and biofilm formation (5) which 

can also limit local nutrient availability. 

 

There are many real-world examples that illustrate the impact that structured 

environments have on microbial life. A prime example of a structured microbial 

habitat, and a primary focus of this thesis, is the soil habitat which supports much of 

the planet’s biogeochemical activity, e.g., carbon and nitrogen cycling (Ciais et al., 

2013). This is possible partly because of the complex nature of the soils’ constituent 

parts and the interaction of these to form cohesive porous structures (Kravchenko 

and Guber, 2017). For instance, the connectivity of pores can influence species 
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diversity by creating more isolated habitats when pore-connectivity is low and vice 

versa (Carson et al., 2010). The non-uniform distribution of resources mentioned 

above is very relevant to soils, and mathematical modelling suggests that exploration 

of fungal hyphae towards nutrient hotspots in turn increases the architectural 

complexity of that spot, as hyphae create channels while they penetrate through the 

soil (Young and Crawford, 2004). 

Further examples of structured environments also include non-natural surfaces that 

are prone to biofilm formation, such as micro-scratches in surfaces used in hygienic 

and medical settings (Verran et al., 2010) and porous biomedical devices (e.g., 

catheters, voice prostheses, and porous scaffolding used to mimic bone) (Francolini 

and Donelli, 2010). These structures can facilitate the persistence of biofilm-forming 

organisms, even after physical perturbation such as mechanically cleaning a surface 

or when fluid flow generates shear forces (Donlan, 2002).  

1.1.1 Methods for investigating microbial (micro)environments 

Considering the range of microbial habitats that have structure, it is very desirable to 

be able to study organisms either in their native structured environments, or models 

thereof. The former typically poses considerable experimental challenges, many of 

which centre on two main concerns: (i) the difficulties of studying these 

environments under controlled conditions and with appropriate controls, and (ii) 

examining (pre-existing) environments non-destructively. In recent years, a range of 

new technical approaches and methodologies have been developed which help to 



 
 

5 
 

address these challenges, among others, enabling new understanding of important 

biological processes as they occur in real environments and are outlined below.  

1.1.1.1 X-ray Computed Tomography 

X-ray Computed Tomography (CT) is an imaging technique in which incident beams 

of X-rays pass through a subject as it is rotated through 360° and are subsequently 

collected by CCD detectors. The beam is attenuated in a manner dependent on the 

X-ray absorption density of the subject being examined. By computational analysis of 

attenuation through all angles of the subject, horizontal and vertical cross sections 

through the subject can be generated to form a three-dimensional computer model 

of the subject. X-ray CT has become a versatile tool for the non-destructive 

investigation of structures (Maire and Withers, 2013) and is becoming more widely 

applied in the material, agricultural, and biological sciences (Stock, 2013, Helliwell et 

al., 2014, Shearer et al., 2016), in addition to its traditional use in medical assessment 

and diagnosis. Recently X-ray CT has been used to study the (often reciprocal) 

interaction between biology and environment (Neal et al., 2020). For example, X-ray 

CT can be used to quanitfy the impact of microbial activity (respiration, hyphal 

exploration, etc.) on structures by imaging the same microbial-inoculated structure 

over time (Helliwell et al., 2014) and comparing properties such as the ratio of void 

(pore) space to solid, the degree of connectivity between pores, or the directionality 

of pores (anisotrophy),  as well as quantifying the spatial distribution of cells within 

porous environments (Bradley et al., 2017, Juyal et al., 2020). 
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1.1.1.2 Microfluidic devices 

Investigating microbial populations at the single cell and microcolony levels (as 

opposed to the bulk population) has attracted considerable interest in recent years 

(Leygeber et al., 2019, Hewitt et al., 2016, Ackermann, 2015). However, this presents 

several challenges, including analysing and tracking organisms at the single-cell level, 

ideally in controlled (micro)environments. One approach to addressing these 

challenges is the use of microfluidic devices, here referring to devices which allow 

precise manipulation of fluids and fluid flow at the microlitre scale and below. This is 

typically achieved by introducing positive or negative pressure across confined 

channels. This precise manipulation of small liquid volumes allows fluid flow at 

defined rates, rapid transition between different fluids, and the ability to establish 

concentration gradients (e.g., nutrient, drug, etc.) within a chamber. These devices 

have been used to study single cells in isolation or within a cell community and 

facilitate the measurement of a plethora of microbial phenotypes, e.g., cell 

morphology, division dynamics, protein expression, cell-cell interactions, gene 

regulation etc. (Hingley-Wilson et al., 2020, Chait et al., 2017). 

While there is considerable value in using microfluidics to study controlled, 

homogeneous environments, i.e., reducing the impact of environmental variation on 

microbial phenotypes of interest, structured environments can also be developed 

within microfluidics devices for investigating the impacts of microscale structures on 

microbial phenotypes and processes (Nadell et al., 2017, Hol et al., 2016, Deng et al., 

2015). For example, the addition of simple pillar structures to microfluidic devices 

can enhance biofilm formation and disrupt the fluid flow within the device chamber. 
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This has been demonstrated in microfluidic devices to facilitate microbial persistence 

by providing physical compartmentalisation and protection from external stressors 

(Nadell et al., 2017, Donlan, 2002). Soil micromodels (i.e., 2D or 3D models of soil 

structure within a microfluidic system) provide excellent examples of integration with 

real-world structures (Deng et al., 2015, Rubinstein et al., 2015, Soufan et al., 2018). 

Unlike the pillar structure example, the structures within soil micromodels are 

created from computational simulations of soils, subsequently modified to remove 

the majority of closed pores to facilitate fluid flow through the entire model. These 

models have been used to examine slowing of water evaporation from porous 

environments by microbial extracellular polymeric secretions (EPS) (Deng et al., 2015) 

and the importance of protist behaviour for particle migration and soil turnover 

(Rubinstein et al., 2015). 

1.1.1.3 Additive manufacturing 

Additive manufacturing also provides an avenue for generating structured 

environments with high precision. Additive manufacturing is the process of printing 

successive layers of material on top of each other, although the methods of achieving 

this vary [see Ngo et al. (2018) for a broader overview]. Soil structural information 

acquired by X-ray CT has subsequently been used for printing three-dimensional soil-

mimetic structures, in either Nylon 12 or resin with paraffin wax to preserve pore 

structure (Lamandé et al., 2020, Otten et al., 2012). Hyphal growth of fungi within the 

pores of the printed structures has also been demonstrated, showing that the 

structures support fungal growth and hyphal exploration (Otten et al., 2012). In 

principle, a wide range of environmental structures could be additively 
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manufactured, provided that the material used for printing is biocompatible and that 

the structure can be computationally modelled.  

 Soil as a Structured Environment 

Soil supports much of the planet’s biogeochemical activity, e.g., carbon and nitrogen 

cycling (Ciais et al., 2013). The soil environment has been described as the “most 

complex biomaterial on the planet” (Young and Crawford, 2004). In a purely 

structural sense, it comprises solid soil particles ranging in size from the nanometre 

to millimetre range. These particles are further organised, often by biotic and abiotic 

factors, into larger aggregations which themselves range in size from nanometres to 

centimetres. These primary particles and aggregates, along with rock material, plant 

roots, and any other physical debris, creates a three-dimensional porous structure, 

with pores existing between particles, aggregates, and even within aggregates. These 

pores are considered as void space and can contain air, which can be similar or 

dissimilar in composition to atmospheric air, and liquid water. 

In summary, soil can be thought of as a porous structure composed of solid particles 

and void space that acts to separate gas and liquid within it from the surface 

atmosphere. The constituents of soil structure, and the properties they confer to the 

soil environment and its microbial inhabitants, are described and discussed in further 

detail below. 

1.2.1 Soil texture 

Soil texture is defined by its proportions of sand, silt, and clay particles (collectively 

termed “separates”) (Table 1). Different classification systems exist to define these 
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components, typically by size, such as the United States Department of Agriculture 

(USDA) Soil Taxonomy and the Unified Soil Classification System. Together, these 

particles can be considered as the primary abiotic “building blocks” that constitute a 

soil, although not all these particles need be present. 

Table 1- Soil separates are classified by their diameter, ranging from 2 mm to below 

2 µm (USDA). 

Soil separates Diameter range (mm) 

Sand (very coarse) 1.25-2 

Sand (coarse) 0.63-1.25 

Sand (medium) 0.2-0.63 

Sand (fine) 0.125-0.2 

Sand (very fine) 0.063-0.125 

Silt 0.002-0.063 

Clay <0.002 

 

Sand particles are generally composed of silica quartz (silicon-oxygen tetrahedra) but 

the sand fraction may also be composed of minerals such as feldspar and mica (Hillel, 

2003). Due to the inert nature of these particles, and small surface area: volume 

ratios, sand largely has a physical role in soil. This may involve increasing drainage 

capacity by creating larger pores between particles, due to their larger size. 

Furthermore, it has been reported that the percentage of sand in a soil is a predictor 

of bacterial species richness, once other variables are accounted for (Chau et al., 

2011). This may be due to the larger pores associated with coarser soils, which create 
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larger and more isolated water films, allowing for more discrete microbial habitats 

than in finer soils wherein the pores may be more connected. 

Silt particles, in terms of mineral composition and physiology, resemble sand particles 

and are typically produced during the fracturing of quartz crystals (Moss and Green, 

1975). Silt particles are often coated in smaller clay particles, meaning they can 

exhibit some properties of clay. High silt content in soils can be correlated with a 

reduction in soil bulk density (soil weight per volume) (Jones, 1983). 

Clay-separates occur in sheets predominantly comprising silicon tetrahedral and 

aluminium octahedral molecules and are often described as 1:1 or 1:2 depending on 

if they are composed of alternating tetrahedral and octahedral layers or two 

tetrahedral sheets to one octahedral sheet. They have a large surface area to volume 

ratio, an overall negative charge, and possess colloidal properties due to their small 

size (Jackson, 2014). These properties allow clay separates to act as cation exchange 

surfaces to bind nutrients, water, and base-cations such as calcium, magnesium, 

sodium, and potassium, which can affect the pH and nutrient availability within a soil 

(Helling et al., 1964). Clay minerals, such as montmorillonite and kaolinite, can also 

facilitate microbial biofilm formation (as seen in the soil bacterium Bacillus subtilis), 

by triggering upregulated expression of key biofilm-formation genes as a stress 

response mechanism (Ma et al., 2017). Clay content has also been suggested to 

govern the occurrence of anoxic microsites within soil, as clay is thought to limit 

diffusion of gases in microbial respiratory hotspots (Keiluweit et al., 2018). However, 

whereas clay can facilitate microbial activity as described above, it is not always 
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essential to the stability of soil structure; sand and silt content have been suggested 

as more significant factors in the relationship between soil texture and structure in 

some soil systems (Idowu, 2011). 

1.2.2 Soil Aggregation 

Soil aggregation refers to the formation of a larger collection of particles from the 

smaller constituents of soil including clay, silt, and sand, as well as other particles 

such as root debris, that “adhere to each other more strongly than to surrounding 

particles” (Martin et al., 1955, Nimmo, 2005a). Furthermore, the aggregate shape can 

determine the inter-aggregate pore size and shape, as particles with irregular shapes 

tend to produce larger spaces between them (Nimmo, 2005b). 

 

 

Figure 1.2- Illustration of general aggregate structure  

A single aggregate is composed of primary soil particles with large root segments and smaller 

fungal hyphae contributing to overall structure. The cross section of an aggregate is also 

presented (right), illustrating both connected and isolated open pore space with the potential 

to contain both aqueous and gaseous phases (blue), and microbial distributions (green dots, 

size exaggerated for visibility) within connected and isolate pore spaces. 
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Soil aggregates are in a constant state of deformation, reposition, and reformation 

due to processes including surface weathering, wetting and drying cycles, freeze-

thawing cycles, soil-root interactions, and soil-microbe interactions (Hillel, 2003), 

with aggregate turnover rates varying from weeks to months (De Gryze et al., 2006). 

These processes impact on both the overall soil structure, which varies seasonally in 

a manner dependent on factors as described above, and the extent to which 

aggregates can act as a habitat for microorganisms. 

Agricultural practice also impacts on stability of soil aggregates. For example, under 

zero-tillage, where soils are not cultivated prior to planting, aggregates tend to be 

more stable and resilient. This is often due to an increase in organic matter content 

(Sasal et al., 2006), although aggregate stability will also depend on other factors of 

the agricultural regime in place. The existence and stability of soil aggregates can also 

influence carbon and nitrogen storage in soils as smaller aggregate fractions have 

been shown to protect soil organic carbon (SOC) from microbial decomposition in 

comparison to larger fractions (Mustafa et al., 2020). 

Individual soil aggregates also contain their own interconnected pore networks, often 

not connected to the bulk soil pore space, and possess a range of pore sizes within 

them (Ananyeva et al., 2013).  This intra-aggregate network can impact the soil 

microbiota as aggregates may contain chemical (e.g., oxygen, organic carbon) 

gradients (Sexstone et al., 1985) as well as physical barriers to surrounding pore space 

or other soil particles (Rabbi et al., 2016). These differences can contribute to the 
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creation of contrasting soil microenvironments, leading to heterogeneity in the 

microbial community composition and structure over small spatial scales (Carson et 

al., 2010, Blaud et al., 2014, Ebrahimi and Or, 2016, Upton et al., 2019). Taking the 

example of organic-carbon gradients, of which the heterogeneity has been shown to 

increase as the range of pore size distribution increases, suggesting that microbial 

spatial distributions could be more heterogeneous in more heterogeneous aggregate 

pore networks (Ananyeva et al., 2013). In addition, there can be local adaptation to 

specific microenvironments in circumstances where aggregates are more stable and 

aggregate breakdown and formation is relatively slow, prolonging the duration over 

which an aggregate may exert localised selection pressures (Almås et al., 2005; Upton 

et al., 2019). 

1.2.3 Soil Pore Space 

The pore space of a soil is the volume of a soil that is not occupied by solid material 

(Figure 1.3) and therefore contains gases or liquids. The pore volume can support soil 

microbiota, either in suspension or on the surface of a solid (Juyal et al., 2020). 

Because of this, the composition and accessibility of this space are key features of the 

soil habitat for microorganisms.  

Fundamentally, the amount of pore space is dependent on the packing density of the 

soil, the variation in particle size distribution, and the shape of particles (angular, sub-

angular, flat etc.) (Nimmo, 2005b). If it is assumed that all particles in a soil were 

spherical, the idealized void fraction (e.g., the proportion of pore space within a given 

soil volume) of a monodisperse (i.e. single particle size) system must fall between ~ 
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0.48 and 0.26 depending on the packing configuration (Dullien, 1992). In polydisperse 

structures, the pore space and size-distribution depend on both the ratio of the 

diameters between particles and the relative numbers of particles of each diameter 

within the structure (Farr and Groot, 2009). In real soils, the void fraction can be 

anywhere between ~ 0.3 in a polydisperse sand to 0.8 or greater in peat soils (Nimmo, 

2005b).  

Pore size and shape can also impact on the attributes of a soil, such as its filtration 

rate, and whether a pore is air or liquid filled at “field capacity” (which relates to the 

water content of a soil after excess water has drained away by gravity) (de Oliveira et 

al., 2015). Broadly speaking, pore sizes can be categorised into macropores (> 75 μm 

diameter) which are generally too large to exert a strong capillary force and are air 

filled at field capacity; mesopores (30-75 μm) which are water filled at field capacity 

and act as an accessible water store for plant roots; and micropores (5-30 μm) in 

which water is considered relatively immobile. Pores of the smaller size range are 

sometimes further subcategorised into ultramicropores (0.1-30 μm), referring to the 

common habitable pore range of microorganisms, and cryptopores (<0.1 μm) which 

remain largely water filled but inaccessible to microorganisms due to their small size 

(Brewer, 1964). 
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Figure 1.3- An illustration of the concept of pore space and pore connectivity 

The solid soil phase is represented in brown. Highly connected pore space (green) with high 

porosity are illustrated (left) and contrasted with a relatively poorly connected pore space 

with low porosity and connectivity (right). This illustration can represent particles of any size, 

from nanoscale clay particles to millimetre scale sand particles.  It should be noted that pore 

space occurs in three dimensions, and hence a two-dimensional cross section as depicted 

here does not display the full nature of soil pore space. 

 

Another key parameter determined by porosity is soil permeability: the rate of liquid 

and air flow through the soil medium. Soil permeability is, theoretically, directly 

proportional to the square of the particle size but is also dependent on void fraction, 

as an increase in void fraction correlates with an increase in permeability (Metwaly 

et al., 2006). This implies that a greater void space facilitates a greater water 

potential, and a greater distribution of pore sizes would generate a greater 

distribution of nutrient (or other solute) flow rates within a soil. Therefore, it may be 

hypothesised that a broader pore-size variation may promote greater phenotypic 

diversity of soil microorganisms, with such diversity potentially at either the 

genotypic or non-genotypic levels (discussed in section 1.3.3).  
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 Microorganisms in Soil and their Importance 

Soils support broad ranges of microbial activity, diversity, and function. The 

composition of microbial communities within soils varies according to soil type, soil 

coverage, environmental perturbation, and the spatial scale over which the 

community is considered (Schmidt et al., 2018, Nunan, 2017, Hirsch et al., 2016, 

Almås et al., 2005). It is estimated that fungal and archaeal communities are generally 

less species-even (i.e., the difference in abundance between component species is 

greater) than bacterial communities, but overall are at a much lower abundance than 

bacterial populations (Fierer et al., 2007). 

Generalisations can also be made for changing community composition with soil 

depth, in that fungal communities are more abundant within the upper soil horizons 

and bacterial communities more prominent in the lower horizons. There is a general 

trend of decreasing biomass at increasing soil depth, as soil becomes more compact 

and nutrients from root secretions and water filtration become more limited 

(Ekelund et al., 2001). For a data synthesis on general trends in the structure and 

function of the topsoil microbiome across the globe, see Bahram et al. (2018). 

1.3.1 Yeasts in Soil 

Often underrepresented in literature, soil yeasts are abundant. Species of 

Cryptococcus, Filobasidium, Leucosporidium, Rhodotorula, and Trichosporon make up 

a large proportion of soil yeasts (Botha, 2006). There is evidence to suggest that wild 

strains of the model organism Saccharomyces cerevisiae can be found in soils in 
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proximity to deciduous trees, in areas not associated with human activity (Fay and 

Benavides, 2005). 

 Yeasts have been suggested to play prominent roles in soil habitats, ranging from the 

degradation of rock to generate soil materials, to interactions with soil biota including 

plants, either in a competitive or synergistic manner (Botha, 2006). In many cases, 

distinct yeast communities have been found in the bulk soil, the plant rhizosphere 

and the ectomycorrhizosphere of the same soil, with fermentative yeasts more 

closely associated with the rhizosphere (Mestre et al., 2011). Several yeast species 

have been isolated from soils that are capable of biodegrading xenobiotics such as 

the insecticide lindane (Abdul Salam et al., 2013), indigo dye (Bankole et al., 2017), 

and even diesel oils (Chandran and Das, 2012).  

Soil yeasts also interact with agricultural crops directly and have been shown to 

accelerate the development of crop seeds such as wheat, barley, and rye by 

stimulating seed germination (Fedotov et al., 2017). When yeasts are applied as a bio-

fertiliser, it has been demonstrated that monocotyledonous sugarcane incorporates 

Saccharomyces cerevisiae yeast cells into the root tissue, which can increase nitrogen 

and phosphorus incorporation into roots and shoots (Lonhienne et al., 2014).  

Saitozyma podzolica 

Saitozyma podzolica (formerly Cryptococcus podzolicus) is a common yeast of well-

drained soils, with a broad global distribution (Yurkov, 2018). It is thought to interact, 

along with many other microorganisms, with plant-root systems by secreting the 

widespread auxin indole-3-acetic acid (IAA), which can exert both stimulatory and 
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inhibitory effects on plant growth (Streletskii et al., 2016). Isolates of S. podzolica 

have been shown to have adapted to heavy metal pollutants in their environment 

and have been used to demonstrate the evolution of resistance mechanisms to these 

pollutants (Holland et al., 2014). 

Many isolates have been reported to produce high levels of single-cell oil (31.8% 

lipid/dry biomass), predominantly composed of oleic acid (~60%) and palmitic acid 

(~20%), and secrete high levels of gluconic acid (30 g/L) (Schulze et al., 2014); a metal 

chelator and commonly used industrial compound incorporated into cleaning agents 

and dyes (Fischer and Bipp, 2002). Some isolates have also been described as 

containing a similar oil profile to cocoa butter and vegetable oil (Hoondee et al., 

2019). 

1.3.2 Importance of Soil Microorganisms 

1.3.2.1 Biogeochemical Cycling  

Microorganisms in soil play a pivotal role in processes such as carbon, nitrogen, and 

nutrient cycling. Carbon cycling and carbon sequestration is necessary to enable 

microbial activity within the soil. However, soil also act as a carbon sink, as the Earth’s 

soil is estimated to contain more carbon than in the atmosphere, living plants, and 

animals combined (Lal, 2004). Nitrogen and nutrient cycling by microorganisms also 

play a fundamental role in agriculture, as soil microorganisms help make elements 

such as nitrogen, phosphorus, and sulphur bioavailable for plant uptake (Fowler et 

al., 2013).   
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Soil organic carbon plays a fundamental role in sustaining the terrestrial ecosphere 

(Lal, 2004). It is predominantly fungal communities that break down the carbon-rich 

litter layers on forest floors and grasslands (as well as root debris within the soil) into 

more readily available substrates for further microbial metabolism. Significant carbon 

input to soils also occurs from the exudate of living plant roots (Koo et al., 2005). 

Organic carbon within the soil matrix is converted into microbial biomass and the 

carbon in turn is released back into the system as organisms secrete extracellular 

polymeric substances (EPS), respire, become lysed through mechanical or chemical 

perturbations, or are consumed by other organisms including mesofauna.  

Soil microorganisms are also largely responsible for the turnover and movement of 

soil nitrogen (Fowler et al., 2013). In brief, some soil microorganisms fix atmospheric 

N2 into NH4
+, they nitrify NH4

+ into NO3
-, and undertake ammonification to release 

NH3 via organic matter (OM) breakdown, with NO3
- and NH3 being the assimilable 

forms of nitrogen for plants. In addition to organic carbon and various forms of 

nitrogen, soil microorganisms convert recalcitrant forms of phosphorus and sulfur 

into plant-bioavailable molecules (Jacoby et al., 2017). 

These properties also make soil microorganisms essential for agriculture, and studies 

continue to assess the impact of microbial abundance on diversity of crop yield and 

soil sustainability (Fowler et al., 2013, Lal, 2004, Jacoby et al., 2017, Jansson and 

Hofmockel, 2020, Gadhave et al., 2018, Wubs et al., 2016, Zhao et al., 2016, Hirsch et 

al., 2009, Lupatini et al., 2016, Mangalassery et al., 2015, Morrison-Whittle et al., 

2017). 
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1.3.2.2 Source of medicinal compounds and food 

Soil microorganisms are also of substantial value to humans, such as being a source 

of pharmaceuticals and foods. Many microbial secondary metabolites produced by 

soil  microorganisms (produced naturally to inhibit competing microorganisms or 

otherwise facilitate growth) have been used as pharmaceuticals, such as the 

antibiotics streptomycin and tetracycline (Smith, 2000) and the cancer drug 

dactinomycin (Waksman and Gregory, 1954) from Streptomyces species. Presently, 

antibiotics such as teixobactin isolated from the previously uncultured Eleftheria 

terrae (Ling et al., 2015), and malacidins discovered via soil metagenomic analysis 

(Hover et al., 2018), continue to be discovered and developed. 

Soil organisms are also used in the production of food products for human 

consumption. For example, production of mushrooms as fruiting bodies by many 

fungi of the phylum Basidiomycota (many of which were originally discovered in soils 

(Boa, 2004)). Furthermore, fungi such as Penicillium roqueforti and other species are 

used in the production of cheese, and fungi and bacteria found in soil are often used 

during the manufacturing process of products such as fermented drinks and breads. 

The food product “Quorn” is produced from the fungus Fusarium venenatum, which 

was originally discovered and isolated from soil (Whittaker et al. 2020). 

1.3.3 Phenotypic heterogeneity in microorganisms 

Phenotypic heterogeneity describes the phenomenon whereby individual cells within 

genetically-uniform cell populations exhibit different phenotypes (Figure 1.4) 

(Sumner and Avery, 2002). Phenotypic heterogeneity has been shown, both 
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theoretically and empirically, to provide a selective advantage to such cell 

populations in response to environmental stress or other perturbations (Bishop et al., 

2007, Smith et al., 2007, Holland et al., 2014, Ozbudak et al., 2002). Importantly, and 

in contrast to adaptation by mutation and natural selection, phenotypic 

heterogeneity within a population is typically considered transient and non-heritable. 

That is, a subset of cells which may be highly sensitive or resistant to a stress, for 

example, can revert back to a normal distribution of phenotypes after sub-culturing 

(Smith et al., 2007).  

 

Figure 1.4- An example of homogeneity and heterogeneity in response to lead (Pb) 
stress 

Left- In this hypothetical dose-response curve, the percentage of colony forming units (CFU) 

drops sharply over a narrow range of lead concentrations, indicating a relatively 

homogeneous response within an isogenic population. Right- The range of increasing lead 

doses over which CFU drops from 100% to 0% is broader than in the homogeneous dose-

response curve, indicating a more heterogeneous response to lead stress among the 

individual cells. Adapted from Holland et al (2014). 

 

1.3.3.1 Phenotypic heterogeneity in natural, industrial, and medical settings 

Phenotypic heterogeneity has been observed almost ubiquitously in genetically-

uniform cell populations, both in microbial (prokaryotes and eukaryotes) and 

mammalian cell populations (Holland et al., 2014, Stockholm et al., 2007, Nikolic et 
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al., 2017). This phenomenon is thought to provide an important survival mechanism 

in natural, industrial, and medical settings. 

In nature, phenotypic heterogeneity has been shown to occur in wild yeast isolates 

and the level of heterogeneity (measured here as cell-to-cell variation in Pb 

resistance) was elevated in isolates from lead-polluted sites; furthermore, 

phenotypic heterogeneity could be evolved by long-term culture with lead in the 

laboratory (Holland et al., 2014). Some work has also been conducted with natural 

bacterial populations, including observations of metabolic heterogeneity in 

Chlorobium phaeobacteroides in its natural environment (Zimmermann et al., 2018), 

and single-cell variation in ammonium and carbon uptake in several species from lake 

water samples (Musat et al., 2008). 

In laboratory strains of the yeast Saccharomyces cerevisiae, a number of 

heterogeneous phenotypes conferring resistance to stressors (heteroresistance) 

including metal toxicity, hydrogen peroxide resistance, heat-stress resistance, 

antibiotic resistance, and weak-acid preservative resistance have been observed 

(Stratford et al., 2014, Levy et al., 2012, Smith et al., 2007, Sumner et al., 2003, Wang 

et al., 2014). Numerous other general phenotypes exhibiting phenotypic 

heterogeneity have also been reported, such as single cell growth rate, micro-colony 

morphology, sugar utilisation, spore dormancy entry and exit, spore germination, 

division time, and lifespan (Levy et al., 2012, Nikolic et al., 2017, Graham et al., 2014, 

Mutlu et al., 2018, Janssens and Veenhoff, 2016). Many of these phenomena are yet 
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to be characterised either in wild strains or in situ, possibly due to the experimental 

difficulty involved in such observations. 

Broadly speaking, the potential mechanisms underlying phenotypic heterogeneity 

can be divided into two categories- Intrinsic heterogeneity: originating from the 

stochastic nature of gene expression, which can even differ between alleles of the 

same gene within the same cell; and extrinsic heterogeneity: describing 

heterogeneity that is evident only between cells, rather than also within cells, and 

may arise from differences in the levels of intracellular molecules such as 

transcription factors or other regulatory proteins (Raser and O'Shea, 2004). 

Therefore, intrinsic heterogeneity tends to be gene-specific, whereas extrinsic noise 

can have a global influence within a cell. 

1.3.3.2 Benefits of phenotypic heterogeneity 

Perhaps the most commonly proposed adaptive benefit of phenotypic heterogeneity 

is that it can allow for the survival of small subpopulations of cells in a fluctuating 

environment (Levy et al., 2012, Ackermann, 2015, Wolf et al., 2005, Acar et al., 2008). 

This strategy could somewhat reduce the necessity for cells to sense and response to 

environmental cues, which is limited by both a cell’s ability to sense a cue and the 

time taken to generate a response. With phenotypic heterogeneity, cell sub-

populations may be pre-equipped for different conditions as they may arise, rather 

than having to adapt in response. Survival of such sub-populations may then enable 

reconstitution of any population decline that may occur as a result of the 

environmental fluctuation, all while maintaining genetic uniformity within the 

population as a whole.  
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Hence, an organism may evolve to express variation (noise) in the abundances of 

protectant molecules, for example, between cells of the population. As a result, 

particular sub-populations may be better able to survive in an environment at the 

cost of a reduced fitness in another. A paradigm example of this is that of the 

trehalose synthase encoded by the TSL1 gene of S. cerevisiae: a higher abundance of 

cellular Tsl1 correlated with slower cell growth, but much greater resistance to acute 

heat stress than in cells with lower Tsl1 expression (Levy et al., 2012). 

Notably, Kussell and Leibler (2005) derive a relationship between increasing degrees 

of phenotypic heterogeneity and increased long-term growth rates in fluctuating 

environments using theoretical modelling. Further modelling by Luck et al. (2018) has 

suggested that both constant and rapidly-fluctuating environments would result in 

similar adaptations, and that expression noise is only advantageous with equal time 

periods of nutrient availability- suggesting that heterogeneity may only provide an 

adaptive advantage in very particular fluctuations of stress and nutrient levels.    

 Interactions between Microorganisms and Soil Structure 

Because the structure of a soil can create a wide range of environments and niches 

for microorganisms, and microorganisms are key figures in the development of 

structures within a soil (Crawford et al., 2012), there is an inherent reciprocal 

relationship between microbial communities and their heterogeneous soil 

environment. The soil provides spatially and temporally compartmentalised 

environments favouring different organisms, and the nutrient uptake, metabolism, 
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and movement of these organisms in turn alters the structure of the environment 

around them, such as by hyphal exploration or gas evolution (Helliwell et al., 2014). 

1.4.1 The Impact of soil structure on microbial communities  

Relatively large spatial differences, such as the micrometre to millimetre distances 

between the surface and centre of a soil aggregate, can contribute to the different 

microenvironments within a soil (Mummey and Stahl, 2004). For example, soil 

aggregation can influence microbial diversity and spatial composition, as it has been 

found that stable aggregates of the millimetre scale tend to predominantly harbour 

different bacterial and fungal communities than aggregates of sub-millimetre scales; 

which in turn can affect parameters like respiration (CO2 production) rates and pH 

within those aggregates differently (Yang et al., 2019). Soil aggregation, especially 

when facilitated by clay content, influences bacterial community structure by 

enhancing aggregate and stability and trapping bacteria within the same aggregate 

for a longer period (Biesgen et al., 2020). Bulk density can also impact on the 

distribution of microorganisms within a soil, as demonstrated in Juyal et al. (2020), 

where cells can accumulate to a greater extent in soils with lower bulk densities. This 

study also implicated soil porosity and availability of solid-pore interface at which 

microorganisms can reside as influencers of bacterial dispersal within the soil, 

reflected by higher cell densities in soils with larger pores. 

Aside from large-scale spatial structure, much of the potential micro-habitat 

differentiation in soil occurs at smaller scales, such as within pore spaces ranging from 

0.01 µm to 75 µm in diameter (Zaffar and Lu, 2015). These microenvironments can 
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vary greatly, such as in their moisture content, nutrient and oxygen availability and 

hence different microenvironments will be more, or less, favourable to some 

microorganisms depending on their environmental preferences. However, small 

scale spatial heterogeneity does not impact all soil chemistry, as soil redox potential, 

for example, has been shown to be impacted by differences in larger air-filled pore 

volume but less so by small-scale heterogeneity (Dorau et al., 2018).  

The formal concept of an ecological niche has existed for over a century (Grinell, 

1917). However, more recently, the concept specifically of a microbial niche within a 

soil habit has become a more prominent concept within microbial ecology. Soil 

micropores can generate large differences in micro-scale oxygen diffusion rates 

within close proximity, resulting in anoxic microsites (Keiluweit et al., 2018) and 

creating preferential sites for either aerobic or anaerobic microorganisms at small 

distances from each other. In terms of the connectivity of pore space, lower 

connectivity can increase bacterial diversity within soil by creating more isolated 

pores compared to a more highly connected pore space of the same volume (Carson 

et al., 2010).  

Furthermore, the perturbation of soil under rainfall can create seals at the soil 

surface, whereby impermeable layers of soil are created, reducing the porosity of the 

topsoil to a greater extent than soil below this (Armenise et al., 2018). This would 

then alter the conditions between these pore spaces, potentially creating varying 

selection pressure between pores within the soil seal and those further away 

(Keiluweit et al., 2018). In contrast to rainfall, season-long drought has been shown 
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to alter fungal community composition, but not the extent of diversity within the 

community (Schmidt et al., 2018). However, whether this is due primarily to 

depletion of available moisture, or the impact of soil drying on pore structure, 

remains unclear. 

1.4.2 The impact of microbial communities on soil structure  

While soil structure impacts microbial communities, microorganisms can also have a 

significant influence on the structure of their environment, such as by altering soil 

pore geometry and pore connectivity (Helliwell et al., 2014). In Helliwell et al., (2014), 

soil porosity was increased primarily due to microbial gaseous release and more so 

in coarser soils than in finer soils, due to the more cohesive nature of the finer soils. 

Pore circularity also significantly altered over time, either due to the development of 

soil cracks into irregular shapes, or gaseous release generating more regular pore 

shapes.  

Microbial communities have been shown to influence micro-aggregation of clay in a 

temperature dependent manner (Watts et al., 2005), such that aggregation rates are 

higher at temperatures optimal for microbial growth. Furthermore, aggregate 

stability in ex-arable soils has been shown to be positively correlated with fungal 

community succession over time, with fungi and hyphal networks acting as enhancers 

of aggregate stability (Duchicela et al., 2013). Modelling of fungal hyphal exploration 

through the soil pore space also suggests that soil-fungal interactions have the 

potential to “self-organise”. That is, fungal exploration and growth around nutrient 

hotspots can increase the structural complexity of the soil in these areas by 
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reinforcing the structure with hyphal secretions and compaction of soil around 

hyphae, potentially resulting in increased soil structure complexity in nutrient-rich 

spaces (Crawford et al., 2012). 

In addition to fungal exploration, the presence of extracellular polymeric substance 

(EPS) secreting bacteria within the soil may dramatically increase water retention and 

decrease water evaporation rate, according to predictions from studies with soil 

micromodels (described in 1.1.1.2) under a constant atmosphere (Deng et al., 2015). 

It could be speculated that the water retention properties of EPS may be beneficial 

for plant water uptake and root growth, with further consequences for soil structure. 

Inoculation of soil with microbial communities from different ecosystem types can 

accelerated plant community development, which can in turn alter soil structure 

through root growth and soil properties such as pH and nutrient availability in 

response to plant root exudate (Wubs et al., 2016). 

A recent exploration of microbial processes in soil provided evidence that soil physical 

structure can be considered as an “extended composite phenotype” of the microbial 

metagenome (Neal et al., 2020). This relates to the impact of nutrient input and soil 

management on the microbial metagenome, and even on microbial allele frequency, 

which then alters the soil structure as this leads to changes in overall protein 

secretion into the soil, motility of microorganisms, and metabolic rates of the soil 

microbial community. 

In summary, soil structure influences the position and composition of soil 

microorganisms, creating a broad range of environmental conditions and niches 
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according to soil pH, oxygen, nutrient availability, etc. between different 

compartments within the same soil. At the same time, soil microorganisms 

reciprocally alter soil structure, by their metabolism (e.g., respiratory), secretion of 

adhesive substances, and growth and exploration within soil. Together, this creates 

an inter-relationship between soil structure and its microbial inhabitants. 

 The Impact of Environmental Perturbation on Soil 

Microorganisms 

Contamination and disturbance of soil can impact on microbial communities, altering 

the relative abundances of species and total microbial biomass within a soil (Yergeau 

et al., 2018, Schmidt et al., 2018, Banning and Murphy, 2008, Hirsch et al., 2009). This 

is often interlinked with changes in soil structure brought about by disturbance 

through both anthropogenic (e.g., agriculture, building, mining) and natural means 

(e.g., flooding, drought, earthquakes, landslides). Because of this and the awareness 

of microbial activity for soil health, there is growing research emphasis on the impact 

of these changes on microbial life in soils. 

1.5.1 Impacts of Soil Disturbance and Global Environmental Change 

Anthropogenic disturbance, such as through tillage or land management changes, 

can alter soil microbial community composition. For example, the conversion of bare-

fallow land to grassland can enrich for bacterial reductase genes involved in nitrogen 

fixation, and vice-versa in grassland converted to bare-fallow (Hirsch et al., 2016). 

However, starving soil by removing crop cover and not adding any form of nutrient 

input to the soil over a long-term experiment (50 years) reduced microbial 
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abundance, but not diversity (Hirsch et al., 2009). In zero tillage soils, higher microbial 

biomass is reported (Mangalassery et al., 2015), possibly due to the higher structural 

complexity seen in zero tillage soil (e.g., increased porosity and aggregate size 

distribution), which protects organic matter (OM) resulting in less OM oxidisation and 

nitrogen mineralisation (Silva et al., 2014). Soil disturbance does not only lead to 

short-term changes in microbial community composition, but also changes in 

microbial community composition and soil chemistry that persist for as long as 100 

years post conversion, as seen in historically arable land converted to forest (Fichtner 

et al., 2014). 

Global environmental change can also indirectly impact microbial activity within soils. 

Waldrop and Firestone (2006) reciprocally transplanted soil cores between open 

grassland and oak canopy soil to assess potential impacts of climate change on 

microbial community composition. The microbial community composition changed 

rapidly in the oak canopy core, but not the grassland core, emphasising that 

aboveground vegetation change (one anticipated effect of climate change) can have 

a knock-on effect on the soil microbiome in some circumstances.  

1.5.2 Perturbation in soil temperature and moisture 

Two abiotic factors expected to increasingly fluctuate as a result of climate change 

are temperature and rainfall distribution (IPCC, 2013), which can have profound 

consequences for soil biology. For example, it has been demonstrated that incubation 

of soil microcosms at 50 °C reduces total microbial biomass and fungal species 

abundance, but not bacterial species abundance (Riah-Anglet et al., 2015). Even in 
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long-term chronic warming experiments, raising the temperature to 5 °C above 

ambient temperature for 12 years, showed a reduction in microbial biomass and 

fungal biomarkers, resulting in Gram-positive bacteria and actinomycetes becoming 

more dominant in the soil (Frey et al., 2008). It is uncertain whether soil structure 

may influence the temperature stress sensed by soil microorganisms but it is known 

that soil can act as a thermal insulator (Slegel and Davis, 1977).  

Changes in the soil water content, such as wetting and drying cycles, can impair 

osmotically sensitive microorganisms on wetting, while other organisms release 

organic solutes accumulated during the drying period. Furthermore, long term 

waterlogging of a soil (e.g., resulting from excessive rainfall and/or poor soil 

irrigation) can create anaerobic sites, as the diffusion of oxygen through water is 

orders of magnitude slower than through air (Yan et al., 2015). As with temperature 

change, the impact of soil structure on anoxic stress has not been fully explored. 

1.5.3 Perturbation in soil oxygen 

As mentioned earlier, spatially, soil can exhibit markedly heterogeneous oxygen 

concentrations due to depletion via respiration and differences in oxygen diffusion 

between the above ground atmosphere and either air or water-filled soil pore space. 

Whereas both aerobic and anaerobic microorganisms inhabit soil, the proportion of 

facultative anaerobes tends to increase with soil depth (Linn and Doran, 1984). 

Furthermore, there is a prevailing assumption that certain soil types are well aerated 

(Keiluweit et al., 2017) and hence favour aerobic microorganisms. However, even 
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when soils appear aerated overall, anoxic microsites may be distributed throughout 

the soil matrix and within aggregates (Keiluweit et al., 2017). 

In some circumstances, the oxygen concentrations within soil can be perturbed by 

external influences such as by water logging, which will reduce the volume of gaseous 

pore space and hence total available oxygen. This can alter community composition, 

as some aerobic microorganisms, such as S. podzolica, show some loss of viability 

over several days of anoxia exposure (Harvey et al., 2020b). 

1.5.4 Metal Pollution 

Metal pollution of soils, a result of mining and smelting activities for example, can 

hinder agricultural soils (Toth et al., 2016) as well as natural soil ecosystems (Tiwari 

and Lata, 2018). Such pollutants include complexes of metals like Pb, Cu, Cd, As, Cr, 

Co, Zn, and Ni, which vary in toxicity depending on factors such as mode of action, 

specificity to biological targets, and the bioavailability of metals as either ions or in a 

complex (Gadd et al., 2005; Sharma and Agrawal, 2005).  

Broadly speaking, fungi tend to be more resistant to perturbation by metal pollutants 

than bacteria (Maliszewska et al., 1985), suggesting that metal pollutants may alter 

microbial community compositon by disproportionally impacting bacteria in a mixed-

kingdom community. Whereas trace metals are essential for many core biological 

proteins, at higher concentrations (toxic) metals elicit a dose-dependent decline of 

microbial acivity. This is observable in natural settings, such as the decrease in 

microbial biomass and enzyme activity with increasing proximity to industrial copper 

smelts (Wang et al., 2007) and along an increasing concentration gradient of metal in 
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soils contaminated by mining (Navas et al., 2020). Furthermore, the temporal aspect 

of metal pollution must also be considered in these systems, as gradual versus acute 

addition of copper has been shown to alter microbial community abundance and 

respiratory activity in soils differentially, even if the copper concentration eventually 

attained is similar (McTee et al., 2019). In addition, metal exposure can co-select for 

antimicrobial-resistance genes in bacteria (Cao et al., 2020), providing another 

rationale for understanding the impact of soil structure on microbial exposure to 

metal pollutants.  

Different metal chemistries may also produce different interactions with soil 

structure and texture. For example, metals such as chromium, copper, and cadmium 

can tend to be bound by the charged clay portion of a soil whereas lead is more 

commonly associated with the silt fraction (Orroño and Lavado, 2015). Furthermore, 

metal distribution is spatially heterogeneous within soils, although evidence of this 

in the context of pore space is often conflicting. Previous work has suggested that 

microorganisms located within aggregate micropores are less exposed to metals 

(Almås et al., 2005), whereas other evidence suggests that some metals tend to 

concentrate in the smaller pores at the interior of soil aggregates (Ilg et al., 2004). 

This conflict also emphasises the difficulties in studying soil contaminant distribution 

and microbial response in relation to soil structure.  

1.5.4.1 Lead in soils and surrounding environments 

Of specific interest in this thesis, lead is one of the most common and persistent 

heavy metal pollutants in the environment, with little to no biological function 

(Kushwaha et al., 2018). In soils, lead can be found as a free metal ion, as a complex 
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with inorganic components such as sulfate and chloride, or adsorbed onto the surface 

of particles such as clays in various forms (Pourrut et al., 2011). The mobility and 

bioavailability of lead species depends on environmental variables such as pH and the 

presence of chelators such as humic acid (Ahmed et al., 2019), as well as the presence 

of charged clay minerals (Helios Rybicka et al., 1995). When the soil pH is low 

(approximately pH 3 or below), lead is more likely to exist in more soluble forms as 

either ionic or as simple ionic pairs such as PbSO4, and increasing pH tends to increase 

lead insolubility as it forms organic Pb complexes (Sauvé et al., 1998). 

The toxicity of lead to microorganisms is multifactorial and may include binding to 

cell membrane functional groups, intracellular proteins, and hydroxyl groups of 

nucleic acid (Kushwaha et al., 2018). This binding activity can therefore cause 

widespread cellular disruption. Additionally, environmental lead has been shown to 

inhibit extracellular enzymes secreted by microorganisms, which may then reduce 

the quantity of the nutrient components that these enzymes normally make 

accessible (Jaroslawiecka and Piotrowska-Seget, 2014).   

 Summary and Thesis Aims 

In summary, the nature of soil and its composition is dynamic and multifactorial, 

forming a complex biomaterial. Soil can exhibit a high degree of structure and is 

composed of soil separates and other particles such as root debris, some of which 

aggregate, resulting in both intra-aggregate pore space and pore space between 

aggregates and particles, in the presence also of other solids such as rock and root 

material. This structural skeleton then possesses an array of chemical properties such 
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as gradients in gases and liquids, salinity, and pH, and heterogeneity in the spatial 

distribution of chemicals such as in nutrients and trace metals. Such heterogeneous 

soil structures are typically inhabited by an enormous diversity and quantity of life, 

with microorganisms (specifically yeasts) being the focus of this thesis. Soil 

microorganisms are both influenced by and exert influence on, the soil structure. Soil 

composition and structure may alter the nutrient and stressor flux to 

microorganisms, affecting microbial metabolism and exploration, which in turn can 

alter soil structure by changing pore shape, configuration, connectivity, stability and 

so on. However, it is poorly understood how the soil structure may influence 

microbial exposure and response to stressors. In addition to environmental 

heterogeneity, there is microbial phenotypic heterogeneity to consider, evident in 

diverse traits. Potential interaction between soil spatial heterogeneity and microbial 

heterogeneity has yet to be explored.   
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1.6.1 Aims 

This thesis aims to assess how the structural features of soil can impact on 

environmental perturbation of microorganisms – primarily in relation to stress 

response – as well as develop methods to enable this. Specifically, the aims of this 

thesis are: 

1. Test the hypothesis that organisms residing in the intra-aggregate pore space 

of soil may be more protected from stress than those on the aggregate 

surface (or surrounding bulk pore space).  

 

2. Determine whether variation in pore size can impact stress resistance of soil 

yeasts. 

 

3. Examine whether a microorganism’s position in a micrometre-scale structure 

impacts its stress response phenotype. 

 

4. Overarching aims 1-3, examine the relationship between an organism’s 

phenotypic heterogeneity (regarding stress-response phenotype) and the 

structural heterogeneity in which the organism resides. It is hypothesised that 

a more structurally heterogeneous environment will distribute externally 

applied stressors more heterogeneously, favouring organisms with a more 

heterogeneous stress response. 
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2 THE IMPACT OF SOIL AGGREGATION ON MICROBIAL 

STRESS RESISTANCE 
 

 Introduction 

Soil aggregation has been described in chapter 1, General Introduction. Briefly, soil 

aggregates are formed when particles such as sand, silt, and clay and other debris 

such as root and rock materials stick to each other more strongly than to surrounding 

particles (Nimmo, 2005) forming ‘discrete units’ of soil. These aggregates can be 

stable for weeks to months (De Gryze et al., 2006) depending on environmetal factors 

such as weathering and land use (Hillel, 2003; Sasal et al., 2006) and can often be 

associated with organic matter such as plant roots and debris, and other living and 

dead (micro)organisms. 

Recent theoretical work in which water-stable soil aggregates are considered as 

“evolutionary incubators” has suggested that microorganisms within aggregates can 

be isolated from much of the environmental fluctuation around them, such as from 

pollution, moisture variation or predation by other organisms (Rillig et al., 2017). This 

may result in different environmental pressures on microorganisms located on the 

aggregate interior and exterior and between cells in different aggregates, resulting in 

local adaptation within species over small distances (Rillig et al., 2017). In addition, 

the soil microbiome is affected by aggregate size, as microaggregates (<250µm) are 

reported to harbour relatively dynamic and diverse microbial communities, whereas 

microbial communities of macroaggregates (>250µm) are more stable (Upton et al., 
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2019). Furthermore, the extent of this incubatory period and whether it does indeed 

provide discrete microbial environments has yet be fully explored. In particular, there 

is very little experimental evidence that soil aggregation can confer a protective 

effect to the microorganisms within them, such as protection from exogenous stress 

events.  

Previous work describing the microbiota of the interior versus exterior soil-aggregate 

environment has relied on isolating organisms from either location retrospectively, 

using soil samples taken from natural environments (Mummey and Stahl, 2004, Blaud 

et al., 2014, Garbuz et al., 2016). Whereas this approach offers a snapshot of the 

microorganisms present from the particular soils examined, it does not allow 

researchers to ask other questions concerning aggregate associated microorganisms, 

under the robust control of an in vitro approach where the exact history and 

composition of an individual aggregate could be recorded over time.   

2.1.1 Aims 

This chapter sets out to explore the development of a new method for producing 

field-representative soil aggregates in a laboratory environment, while enabling the 

incorporation of know quantities of selected microorganisms to the interior or 

exterior of the aggregates. 

The survival of environmental stress by a common soil yeast localised to the surface 

or within the aggregate’s interior was examined to test the hypothesis that the 

aggregate interior confers a protective effect and also whether heteroresistance (see 

General introduction) may impact this interaction. 
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Additionally, a method was developed to recover organisms independently from the 

aggregate interior or exterior to confirm that organisms were spatially separate in 

manufactured aggregates. This method was further applied to natural aggregates to 

assess whether either aggregate fraction conferred a variable adaptation in colony 

growth.  
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 Materials and Methods 

2.2.1 Yeast strains and culture conditions 

The haploid Saccharomyces cerevisiae strains W303 (MATα ura3-1 ade2-1 trp1-

1 his3-11,15 leu2-3,112) and BY4741 (MATa his3-1 leu2-0 met15-0 ura3-0) were 

maintained and grown in YEPD medium [2% peptone (Oxoid), 1% yeast extract 

(Oxoid), 2% D-glucose] or YNB medium [0.69% yeast nitrogen base without amino 

acids, (Formedium)] supplemented with 2% (w/v) D-glucose and amino acids or 

nucleobases as appropriate for strain auxotrophies (Moreno-Martinez et al., 2015). 

Saitomyza podzolica used to inoculate aggregates were wild isolates recovered by 

other researchers in the Avery laboratory from soil near a disused metal smelting 

works in the north-east of the UK (http://www.twsitelines.info/SMR/4192). These 

isolates were identified by laboratory colleagues using ITS sequencing and RAPD PCR 

as described in Holland et al. (2014). Further S. podzolica isolates were obtained from 

either the interior or exterior of aggregates of the soil samples as described in section 

2.2.3.1. S. podzolica was maintained and grown in MYP medium [7% malt extract 

(Sigma), 0.5% yeast extract (Oxoid), 2.5% soytone (BD Bacto)]. Where required, media 

were solidified with 2% (w/v) agar. For experiments, single colonies were used to 

inoculate 10 ml of medium in 50 ml Erlenmeyer flasks and incubated with orbital 

shaking (New Brunswick Scientific) at 120 rev min -1, either at 30°C for S. cerevisiae or 

24°C for S. podzolica.  

http://www.twsitelines.info/SMR/4192
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2.2.2 Soil preparation  

A sandy silt loam soil (1% clay, 39% sand, 60% silt) classified as a luvisol (FAO) was 

collected from agricultural land in Rutland, UK (52.6448051°, -000.6071415°) and 

used for manufacturing soil aggregates. To prepare the soil, large debris such as plant 

roots were removed before splitting the soil into 10 g samples per 12 cm2 petri dish 

(Greiner Bio-One) and drying at 50 °C for one hour to aid subsequent grinding steps. 

Soil was sieved to <2 mm to remove remaining debris, then ground using a ceramic 

mortar and pestle to disaggregate the soil before autoclaving (121 °C, 1.15 bar, 15 

min). Before commencing experiments, sterile soil was gently ground again using a 

mortar and pestle, under sterile conditions, to disrupt any minor aggregation that 

occurred during the autoclave process.  

2.2.3 Production of manufactured soil aggregates and incorporation 

and recovery of microorganisms  

For demonstrating aggregate production, 7 μl of sterile water was mixed with 20 

mg of sterile ground soil. The moist soil was vortexed (Vortex Genie 2, Scientific 

Industries Inc) at speed setting 3 (unless otherwise stated) for 15 s in a sterile 15 ml 

centrifuge tube (Scientific Laboratory Supplies) causing the loose soil to bind into a 

single cohesive aggregate. A large tube of this shape was used because it allowed the 

aggregate to “roll” around the inner circumference of the tube when vortexed, 

collecting soil particles and collating them into a single aggregate. The aggregate was 

then transferred to a clean tube, vortexed with a further ~10 mg of sterile soil, to 

create a barrier between interior and exterior layers, and transferred to a clean tube 

again. For the outer layer of the aggregate, ~10 mg of sterile soil mixed with 7 μl of 
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sterile water was added to the tube and vortexed for 15 s (unless otherwise specified) 

together with the existing aggregate to produce a single aggregate. 

To incorporate different organisms into the interior and exterior of single aggregates, 

the procedure was performed exactly as described above except sterile water was 

replaced with the same volume of water containing a suspension of exponential 

phase cells (OD600 1 in water) of either S. cerevisiae W303 (first water addition) or S. 

cerevisiae BY4741 (final water addition). 

2.2.4 Selective recovery of organisms from the aggregate interior and 

exterior 

For determining independent recovery of organisms from the exterior or interior of 

aggregates, aggregates were transferred to a FisherBrand X50 cell strainer (mesh size 

40 μm) and submerged in 1 ml sterile water with manual agitation for one minute to 

recover surface organisms in the water fraction. Aggregates were then bathed for 1 

min in 1 ml of 20% (v/v, diluted in sterile water) electrolysed water (Ozo Innovations) 

(Wohlgemuth et al., 2020) to sterilise the aggregate surfaces. Aggregates were then 

disrupted by vigorous vortexing for 1 min in sterile water to release organisms from 

the aggregate interior. The two isolated fractions were subsequently streak-plated to 

selective YNB agar, supplemented as appropriate to select for the different 

auxotrophies of the two introduced S. cerevisiae strains (see above). 

2.2.4.1 Isolation of wild yeast from natural aggregates  

The interior-exterior isolation method described above was also used to isolate 

organisms from aggregates of natural, non-sterile soils, except that both isolated 



 
 

43 
 

fractions were plated separately onto MYP agar supplemented with 100 µg/ml 

ampicillin and 200 µg/ml streptomycin to reduce bacterial growth. Eighteen hours 

after incubation at 24 °C, single yeast colonies were picked and streaked onto MYP 

agar and incubated at 24 °C until single colonies formed. Single colonies were picked, 

mixed with 20% glycerol and frozen at -80°C to create isolate stocks. 

2.2.4.2 Internal Transcribed Spacer (ITS) sequencing 

Genomic DNA was extracted from overnight cultures of each isolate (see above) using 

a Wizard Genomic DNA Purification Kit (Promega) as per manufacturer’s instructions. 

Briefly, the kit method involved a lysis step to digest the cell wall and release 

cytoplasmic content followed by a nuclei lysis step to release genomic content. 

Protein was then precipitated using a precipitation solution before the supernatant 

containing DNA was transferred to a tube containing isopropanol for DNA 

precipitation. The Internal Transcribed Spacer (ITS) region of genomic DNA was 

amplified via PCR using primers ITS1 (5'-TCCGTAGGTGAACCTGCGG-3’) and ITS4 (5'-

TCCTCCGCTTATTGATATGC-3') (White et al., 1990). ITS amplicons were sequenced by 

Eurofins Scientific, and the sequence used to identify the isolate genus and species 

where possible.  

PCR reactions were carried out using a PrimeG Thermocycler (Techne) with a 1 

minute 98 °C denaturing step, followed by cycling of 98 °C (1 minute), 55 °C (1 

minute), 72 °C (1minute/KB), before a final elongation step of 72 °C (5 minutes). 

Unless stated otherwise, 30 cycles were conducted. PCR reactions were carried out 

in 50 µl reactions, unless stated otherwise, using NEB Phusion (M0530L) as follows- 

Phusion HF Buffer (1X concentration), 1.5mM MgCl, 25µM forward and reverse 
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primer, 200ng DNA template, up to a total volume of 50 µl with deionised water. PCR 

products were purified by gel electrophoresis (1% w/v agarose) in TE buffer, cut out 

of the gel and extracted using a QIAquick Gel Extraction Kit (QIAGEN) as per 

manufacturer’s instructions. Briefly, this involved dissolving the gel containing DNA 

in a DNA solubilising and binding buffer at 50 °C, before binding the DNA to a column 

by passing the DNA-buffer sample through the column via centrifugation. After two 

washing steps to remove salts and impurities, the DNA was then eluted from the 

column using 20 µl sterile water. 

2.2.5 Assessing colony area variation in isolates of S. podzolica  

To compare variation in colony area of yeast isolates from the interior and exterior 

of natural soil aggregates, single colonies from seven-day old MYP plates of wild S. 

podzolica (taken from -80°C glycerol stocks), isolated as above (2.2.4.1) were used to 

inoculate 1 ml sterile deionised water. Cell suspensions were subsequently diluted to 

~ 0.3 cells/µL and 100 µL spread onto 9 cm MYP agar plates (or 9 cm YEPD plates 

supplemented with specified glucose concentrations for glucose starvation 

experiments) resulting in ~ 30 colonies per plate. After 3 days incubation at 24 °C, 

plates were imaged using a Protos 3 Colony Counter. Colony size was measured in 

ImageJ-win64 using a custom macro (see Appendix A). Briefly, the macro first 

specified the plate area (with manual correction where this area was misaligned with 

the plate) before enhancing the contrast between the agar background and colonies. 

Then, images were binarized using the built-in auto-threshold function, to produce 

binary images where colonies were white and the background black. Then, touching 

colonies were separated using the built-in watershed function. Colonies showing low 
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circularity (i.e., overlapping colonies) were excluded from analysis as these tended to 

be two overlapping colonies that could be separated by the watershed function. The 

areas of the selected colonies were then measured using the built-in analyse particles 

function. The coefficient of variation (CV) in colony area for each isolate was 

calculated as below:  

𝐶𝑜𝑒𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑡 𝑜𝑓 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 (𝐶𝑉) =  
𝜎

𝑥̄ 
∗ 100% 

Where σ is the standard deviation of colony area and x̄ is the mean colony area. 

2.2.6 Manufacturing aggregates for stress response experiments  

To assess the relative stress resistance of organisms located to the surface or interior 

of aggregates, aggregates were manufactured with defined quantities of yeast cells 

introduced at the relevant process steps (Figure 2.1). In this case, each aggregate was 

manufactured to contain organisms (S. podzolica) either on the interior or exterior, 

not both, to enable quantitative recovery of all cells of each aggregate. To achieve 

this, the same procedure was used as in section 2.2.3 except that a 700 cells μl-1 

suspension (OD600 ~ 0.03) was used as inoculum for the interior-aggregation step 

(~4,900 cells). These aggregates were then processed exactly as above except that the 

second yeast inoculum was omitted at the exterior-aggregation stage. To generate 

aggregates with sterile interiors and organisms in the exterior layer, the same process 

was used but the inoculum was omitted for the interior-aggregation stage but 

included (7 μl of 700 cells μl-1 suspension) for the exterior-aggregation stage. In 

experiments where aggregate properties were altered to produce more compacted 
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aggregates, the same process as above was repeated, except that vortexing was for 

30 seconds at speed 3 instead of the original 15 seconds for one compacted aggregate 

type, or speed setting 3 for 10 seconds followed by speed setting 6 for 20 seconds for 

the second compacted aggregate type.  

 

Figure 2.1- Outline of procedure for producing soil aggregates 

Microbial cells either contained within the aggregates (green-blue), near the surface of 

aggregates (red), or both inside and outside of each aggregate (black). 

 

2.2.7 X-ray Computed Tomography (CT)  

The pore structures of natural and manufactured soil aggregates were imaged using 

a Phoenix Nanotom S X-ray CT scanner at the Hounsfield Facility at the University of 

Nottingham. Each projection image was an integration of 3 images with a skip setting 

of 2 discarded images. Voxel resolution was set at 2 μm, potential energy at 90 kV 

and current at 65 μA. The total scan time was 63 min per aggregate and a total of 

1440 projections were captured for each aggregate. VGStudio MAX was used to 

generate and calculate the 3D pore volumes of CT imaged aggregates as well as pore-

surface connectivity. The images were then exported as image stacks to ImageJ-
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Win64 where the images were binarised using the Li threshold algorithm (Li and Tam, 

1998) and the total porosity and pore equivalent spherical diameter (a measure of 

pore size) subsequently determined using the BoneJ plugin (Doube et al., 2010). 

2.2.8 Water evaporation analysis 

Sterile regular- and more compact-aggregates were manufactured as described 

previously and transferred in 15 ml centrifuge tubes to the Advanced Manufacturing 

Building, University of Nottingham for thermogravimetric analysis. 

Thermogravimetric analysis was then conducted on each aggregate individually at 

50°C for 1 hr using a PerkinElmer TGA 4000 with the chamber pre-heated to 50°C. 

Weight measurements of individual aggregates, taken ever second, were converted 

to percentage of starting weight to obtain percentage weight loss over time. A 

sigmoidal curve was fitted to each replicate dataset (GraphPad Prism 9), and the 

derived Hill slope of each curve was used to compare water evaporation rates 

between samples.  

2.2.9 Stress survival of cells located within and outside of aggregates 

Approximately 400 mg sterilised, ground soil was transferred to each well of a 24-

well microtiter plate (Greiner Bio-One) and a single aggregate, prepared as described 

above, was then placed on the centre of each soil sample, before covering with a 

further 400 mg sterilised, ground soil. For lead (Pb) stress treatments, each well was 

then treated for 1 h with 1.2 ml of 2% (w/v) D-glucose supplemented or not with 12 

mM Pb(NO3)2. For anoxia stress, the 24-well plates were incubated for 220 h at 24°C 

either under anaerobicity [Whitley DG250 anaerobic workstation; Don Whitley 
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Scientific (10% CO2, 10% H2, 80% N2)] or in ambient air. For heat stress, 24-well plates 

were incubated for either 30 min at 50°C or 3h at 40°C, or 24°C for either duration 

for control treatments. After treatment, each aggregate was recovered using a sterile 

metal spatula, deposited into 3 ml sterile water and vortexed vigorously for 1 min to 

break up the aggregate and release cells. After allowing soil to settle for ~20 s, 1 ml 

of supernatant was taken and centrifuged at 4500 g, 7 min. The supernatant was 

removed, and the cell pellet re-suspended in 500 μl sterile water before spread 

plating 100 μl aliquots to Petri plates containing MYP agar. Colony forming units were 

counted after incubation at 24 °C for 7 d.  Percentage survival was determined from 

counts obtained for stressed versus control treatments. 
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 Results 

2.3.1 Manufacture of discrete soil aggregates mimicking natural 

aggregates and introduction of organisms to aggregate-interior 

or -exterior 

To enable the study of soil microbes both within and on the surface of soil aggregates 

under controlled conditions, a method to manufacture artificial soil aggregates in the 

laboratory was developed. Gentle vortexing of ground samples of the soil collected 

from a zero-tillage farm site in Rutland, UK (which naturally showed a strong 

propensity to aggregate before grinding) with sterile water was sufficient to produce 

aggregation of soil particles. A single cohesive aggregate per assay, approximately 1.5 

mm in diameter, was achieved at an intermediate vortexing vigour, whereas low or 

high vortex speeds tended to produce smaller aggregates of varying number and size 

(Figure 2.2A). The volume of water added to the sample was a strong determining 

factor in how well the soil aggregated. At 5 μl water, not all soil particles aggregated 

(producing a smaller aggregate), whereas at 9 or 11 μl water, the soil tended to smear 

on the tube wall and single, cohesive aggregates did not form reproducibly (Figure 

2.2B). Single aggregates were readily formed at 7 μl water. The aggregates were 

approximately 1.5 mm in diameter. It is likely that soils of a different particle size 

composition would react differently than described above, as particle size is known 

to affect granulation processes (Iveson et al., 2001). 
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Figure 2.2- Optimising parameters for manufacture of soil aggregates 

For 20 mg of soil, the vortex speed and amount of water added before vortexing influences 

the number of aggregates and the percentage of total mass (soil and water) accumulated 

into the aggregate. A) Effect of vortex speed (setting number on vortex machine) on number 

of aggregates produced per sample (20 mg soil + 7 µL water). B) Effect of volume of water 

added on percentage of total sample mass (20 mg soil + water) that accumulated in aggregate 

(left panel), or on number of aggregates formed (right panel); vortex speed 3. When soil 

slurried and did not produce any discernible aggregates, a value of zero was recorded. Values 

shown are mean ± SEM from 3 technical replicates. 

 

2.3.1.1 Manufactured aggregates Properties 

To compare the properties of the aggregates manufactured in the laboratory with 

natural aggregates, examples of both, from the same batch of soil, were scanned 

using X-ray Computed Tomography (CT) (Figure 2.3A). X-ray Computed Tomography 

is an imaging technique that combined multiple X-ray images of a subject, acquired 

from multiples angles, to produce a three-dimensional tomographic image. The 

manufactured aggregates exhibited very similar % pore space and % pore-surface 

connectivity compared to natural aggregates (Figure 2.3B). The pores of 

manufactured aggregates had a slightly smaller (c. 10 μm difference) average 

equivalent spherical diameter than the natural aggregates, but this was not 
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significant (two-sample t-test, p = 0.084). The mean pore space and equivalent 

spherical diameter were also very similar between the inner and outer halves of the 

manufactured aggregate (p = 0.840, p = 0.371 respectively) suggesting that the two-

step manufacturing process did not produce different physical micro-environments 

in these fractions. 

 

 

Figure 2.3- Comparison of porous structure of natural and manufactured soil 
aggregates 

(A) Representative CT- X-ray images of natural (top) and manufactured (bottom) soil 

aggregate interiors where particles are grey and pore space is black. Scale bar represents 400 

µm. (B) Values for mean pore volume (percentage of whole aggregate volume) in single 

aggregates and the percentage of internal pores connected to an aggregate’s surface (left 

axis) and the average three-dimensional mean equivalent spherical diameter (ESD) within an 

aggregate (right axis) were determined by CT X-Ray analysis. n=2 aggregates, error bars 

represent SEM. 
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2.3.1.2 Organisms can be independently recovered from the aggregate interior and 

exterior 

To study aggregate-associated microorganisms, aggregates were produced 

containing S. cerevisiae W303 cells within the aggregate interior, and S. cerevisiae 

BY4741 on the aggregate exterior. These strains were chosen as they could be 

distinguished by cultivation (after recovery from aggregates) on media selective for 

respective auxotrophies, as only the W303 strain can grow without methionine 

supplementation and only the BY4741 strain can grow without tryptophan 

supplementation. Bathing the aggregate with gentle agitation in water was sufficient 

to recover BY4741 cells from the aggregate surface but not the W303 cells from the 

aggregate interior (Figure 2.4A). After subsequent sterilisation of the aggregate 

surface with diluted electrolysed water solution (Wohlgemuth et al., 2020) and then 

aggregate disruption by vortexing in sterile water followed by plating, it was apparent 

that this second fraction comprised W303 cells that had been introduced to the 

interior (Figure 2.4B). There appeared to be negligible mixing of cells from the 

aggregate exterior and interior when isolated with this method: only one yeast strain 

was recovered from each of the two fractions, as anticipated from the manufacturing 

process. This showed that organisms could be selectively introduced to and/or 

recovered from the exterior or interior of aggregates. 
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Figure 2.4- Recovery of cells from the exterior or interior of the same manufactured 
aggregate 

Aggregates were produced which incorporated red-pigmented S. cerevisiae W303 cells in the 

aggregate interior and non-pigmented S. cerevisiae BY4741 cells at the aggregate exterior. 

Cells were recovered in fractions from the aggregate exterior (left) then the aggregate 

interior (right) (see Materials and Methods) for streak plating to two-compartment agar 

plates containing W303 selective medium in the left half and BY4741 selective medium in the 

right half of each plate. 

The procedure was adapted to study a single soil organism, S. podzolica, in the 

aggregate; that is, the same organism at both exterior and interior locations. As the 

use of the single organism did not enable routine verification of purity of the interior 

or exterior fractions, as done above with the S. cerevisiae strains, the manufacture 

protocol was amended to incorporate S. podzolica into either the interior or exterior 

of different aggregate preparations. This was undertaken by introducing cell-free 

sterile water instead of inoculum at the appropriate stage of manufacture (see 

Materials and Methods 2.2.6). Similar numbers of cells could be reproducibly 

recovered from aggregates where S. podzolica, at equivalent inoculum size, had been 

introduced either to the interior (4164 ±767 colony forming units (CFU) recovered) 

or exterior (4116 ±605) of the aggregate (Figure 2.5). 
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Figure 2.5- Variation in recovery of CFU from aggregates 

CFU recovery from aggregates produced with ~ 4,900 cells of S. podzolica incorporated either 

in the aggregate-interior or -exterior. Data are shown for 5 replicate aggregates of each type. 

Bars show median, minimum, and maximum values. 

 

2.3.2 Phenotypic heterogeneity of S. podzolica in the aggregate 

interior or exterior 

2.3.2.1 S. podzolica isolated from natural aggregates showed no difference in colony 

size heterogeneity 

Previous research had suggested that the aggregate interior possessed a more 

heterogeneous spatial distribution of carbon and nutrient within the pore network, 

relative to the aggregate exterior (Ananyeva et al., 2013). Because of this, it was 

hypothesised in the present study that microorganisms from the aggregate interior 

or exterior of natural aggregates may have been subject to different fluctuations in 

nutrients access as cells on the exterior would be more homogeneously exposed to 
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nutrients moving through the soil matrix compared to those within the 

heterogeneous aggregate interior. 

Experiments were conducted to determine whether organisms isolated from the 

aggregate interior or exterior had adapted heterogeneity or homogeneity in their 

single-cell growth rates (a possible response to heterogeneous or homogeneous 

nutrient distributions), using variation in colony growth area as an indicator of growth 

rate of spread-plated cells. Whilst there are other measurements of phenotypic 

heterogeneity, colony variation was selected for study as it relates variation in 

growth, a broad measure of fitness.  

S. podzolica isolates were prepared from the interior or exterior of aggregates of an 

agricultural soil (Rutland, UK) using the developed exterior-interior isolation method. 

Briefly, this involved washing the aggregate with water to collect exterior organisms 

before washing with electrolysed water solution to sterilise the aggregate surface. 

The surface-sterilised aggregate was then disrupted by vigorous vertexing in water to 

release cells from the aggregate interior. After plating these supernatants onto agar 

containing bacterial antibiotics to select for fungi and isolating individual colonies, ITS 

sequencing was used to confirm that these isolates were S. podzolica. Isolates were 

cultivated in MYP broth before spread plating onto either MYP agar, or YEPD agar 

with varying glucose concentrations and assessing subsequent variation in size of 

single colonies of each isolate. A range of glucose concentrations were used to 

determine whether the degree of colony size heterogeneity was influenced by 

nutrient limitation, as this limitation was expected to occur in natural soils. Across 
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four isolates from each aggregate fraction, no significant difference in colony area 

variation (measured as the colony area coefficient of variation (CV), calculated for 

each isolates as standard deviation in colony area divided by the mean colony area) 

was apparent between isolates from the aggregate interior and exterior when grown 

on MYP agar (Figure 2.6A) (two-sample t-test, p = 0.4211). This was also the case for 

cells grown on YEPD agar across a range of glucose concentrations (Figure 2.6B) (two-

sample t-test with Holm-Sidak multiple test corrections, p > 0.05 for all tests). 
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Figure 2.6- Colony area variation on MYP and YEPD agar of S. podzolica isolated from either 
the interior or exterior of aggregates from an agricultural soil 

Colony area of isogenic populations isolated from the interior (blue bars) or exterior (red 

bars) of aggregates from an agricultural soil (Rutland, UK)  were measured on either MYP 

agar (A) or YEPD supplemented with a range of glucose concentrations (B) and coefficient of 

variation (CV) in colony area was calculated for each isolate. There was no significant 

difference in colony area CV on MYP agar (two-sample t-test, p = 0.4211) or on YEPD agar in 

any glucose concentration (two-sample t-test with Holm-Sidak multiple test corrections, p > 

0.05 for all tests). For each of the two aggregate fractions, four independent S. podzolica 

isolates were measured, each from a different aggregate. A total of at least 100 colonies was 

used to calculate the CV for each isolate in each condition. Error bars represent SEM (n = 4 

isolates). 
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2.3.2.2 Survival of lead exposure in soil aggregates by S. podzolica with different levels 

of lead heteroresistance  

Phenotypic heterogeneity in response stressors, here termed heteroresistance, 

refers to the phenotype whereby individual cells from an isogenic population display 

differences in resistance to a stressor, such that not all cells lose viability 

simultaneously (Hewitt et al., 2016). Experiments were conducted to determine if 

yeast heteroresistance affected survival of stress in different soil-aggregate fractions. 

It was hypothesised that lead introduced to the aggregates would differentially 

distribute within the aggregate interior or exterior, as the aggregate exterior may be 

more uniformly exposed to lead in these experiments, whereas lead may propagate 

through the interior pore network less homogeneously.  

Previous research conducted at the University of Nottingham by Dr. Sarah Hewitt 

involved isolating S. podzolica from lead polluted soils and assaying their IC50 and 

heteroresistance to lead nitrate by generating dose-response curves and measuring 

the angle (calculated as the “Hill slope”) of those curves, with a shallower curve 

representing a more heterogeneous stress response. This resulted in the isolation of 

several non-clonal isolates with similar IC50 but different degrees of heteroresistance. 

Aggregates were produced as described in section 2.2.6, incorporating characterised 

S. podzolica isolates with either a relatively low or high heteroresistance in response 

to lead into either the aggregate interior or exterior. Aggregates were then mixed in 

with a larger amount of the soil (twice-autoclaved) of the same type (sandy silt loam) 

as that from which the aggregates had been produced. After 12 mM lead nitrate 

challenge (sufficient to elicit a partial reduction in CFU) introduced to the soil in water 
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solution for 1 hr, cells were recovered from the aggregate and spread-plated to assay 

survival by comparing the number of colony forming units (CFU) relative to control 

aggregates. There was no significant difference in survival between cells in either 

aggregate location for both low- (p = 0.1387) and high- (p = 0.7442) heteroresistance 

strains, determined by two-sample t-test (Figure 2.7). 
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Figure 2.7- Location specific stress resistance of low- and high-heteroresistance 
yeast isolates 

Comparison of resistance in response to 12 mM lead nitrate exposure for 1h between S. 

podzolica isolates with relatively low (left) or high (right) heteroresistance, incorporated to 

either the interior (blue) or exterior (pink) of manufactured aggregates. For both isolates, 

there was no significant difference in survival between cells located in the aggregate interior 

or exterior (p = 0.1387, p = 0.7442, two-sample t-test). The data are averaged from three 

biological replicates, error bars represent SEM.  
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2.3.3 Cells within aggregates show stressor-dependent, differential 

survival compared with cells at aggregate surfaces 

After seeing no obvious location specific effects of heteroresistance between 

relatively low and high heteroresistant isolates, artificial aggregates were generated 

to test the hypothesis that soil aggregation may buffer organisms from 

environmental stress independently of heteroresistance. Aggregates were 

manufactured as above with the low heteroresistant S. podzolica (isolate C3-11) 

isolate localised either to the aggregate-interior or -exterior. These aggregates were 

then mixed in with a larger amount of the soil (twice-autoclaved) from which the 

aggregates had been derived before testing a small panel of soil-relevant 

environmental stresses. Treatment with 12 mM lead nitrate (using the approach 

described above) caused 30-40% loss of viability of aggregate-associated yeasts 

within 1 h, according to counts of CFUs recovered from aggregates. However, there 

was no significant difference in survival of this Pb stress by cells at the interior or 

exterior of aggregates (Figure 2.8A).  

Soil samples were also incubated under anaerobicity, as anoxia is a common issue in 

soils prone to seasonal or permanent waterlogging because water displaces air in the 

pore spaces of these soils. This caused some loss of S. podzolica viability over time as 

this yeast is an obligate aerobe (Figure 2.8B). 

Moreover, similar to the acute Pb-stress, there was no evidence that the aggregate 

interior buffered cells from anoxic stress compared to the cells from the aggregate 

exterior. High temperature, as an alternative physical stress (e.g., associated with 
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forest fires, soil solarisation, etc.), caused some loss of yeast viability within 30 min 

at 50°C and also within 3 hours at 40°C. In this case, and in contrast to the other 

stresses, relative survival of heat stress at the aggregate exterior was <50% of that by 

cells in the aggregate interior (Figure 2.8C). 

 This difference was reproducible over three independent replicate experiments. 

However, despite both treatments eliciting a loss of viability, the difference in survival 

between cells in the aggregate interior or exterior was lost after incubation for a 

longer period of 3 h at the higher temperature (40°C) (Figure 2.8C). Collectively the 

data indicate that soil aggregates may buffer microbial communities from 

environmental stress only in particular circumstances. 
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Figure 2.8- The survival (% CFU versus control) of S. podzolica within or on the 
surface of soil aggregates in response to different stresses 

The survival of S. podzolica, within the interior and exterior of manufactured aggregates, in 

response to acute (60 min) exposure to 12 mM lead nitrate (A) (p = 0.2335, two-sample t-

test), incubation in anoxic conditions (B) for 216 h (p = 0.4630), and in response to acute heat 

stress (C) at 50 °C for 30 min (*, p = 0.0408,) or 40 °C for 3 h (p = 0.4903). Post treatment, 

aggregates were disrupted, and the cells pelleted and washed before spread plating onto 

MYP agar to assess survival according to colony forming ability. Error bars represent SEM. 

Individual points represent biological replicates.  
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2.3.4 The impact of altering aggregate physical characteristics on 

survival of S. podzolica within an aggregate 

For most purposes it would probably be desirable that manufactured aggregates 

resemble natural counterparts (from the parent soil), but production of aggregates 

with alternative properties does allow investigation of the impact of changing 

aggregate structure, e.g., on microbial activities. The feasibility of this was explored 

here by altering either the vortex duration, speed, or both when manufacturing soil 

aggregates in order to produce more-compacted aggregates. Here, the term 

“compaction” refers to the pressing together of soil particles, reducing pore space 

between them, and is common in soil systems as a result of heavy machinery usage 

in agricultural practice. The proportion of aggregates occupied by pore volume 

(percentage pore volume) and pore-surface connectivity could be significantly 

reduced by increasing the vortexing speed, but not by increasing vortexing duration 

(Figure 2.9). Although equivalent spherical diameter (ESD) appeared somewhat 

reduced in both cases, this was not statistically significant (there was relatively large 

error in the short duration, low speed condition). When increasing vortex speed, it 

was necessary to first establish a “proto-aggregate” by vortexing for 10 seconds at 

speed 3, before increasing the vortex speed to speed 6 for 20 seconds, otherwise 

many smaller aggregates would form and not combine to produce a single, stable 

aggregate.   
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 Figure 2.9- Varying vortex settings can alter aggregate pore properties 

Values for mean pore volume (as a percentage of whole aggregate volume) in single 

aggregates and the percentage of internal pores connected to an aggregates surface (left 

axis), and the average three-dimensional mean equivalent spherical diameter (ESD) within 

an aggregate (right axis) were determined for aggregates manufactured with different vortex 

settings. Aggregates were produced with 15 seconds vortexing at speed 3 (open bars, n=3), 

30 seconds at speed 3 (dashed bars, N=4), or 10 seconds at speed 3 followed by 20 seconds 

at speed 6 (dotted bars, n=4). Error bars represent SEM. *, p < 0.05; **, p < 0.01. 

 

After establishing a method for producing higher density aggregates to mimic 

aggregate compaction (i.e., longer duration, higher speed vortexing), S. podzolica was 

incorporated either interior or exterior of aggregates produced in this way. These 

were subsequently exposed to lead nitrate (12 mM for 1hr) or heat stress (30 min at 

50°C) as in previous experiments. Aggregate compaction did not significantly affect 
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survival of lead nitrate exposure for cells in either aggregate location (Figure 2.10A). 

In contrast, cells within compacted aggregates showed a significantly greater 

resistance to heat stress in comparison to regular aggregates, which was not the case 

for cells on the aggregate exterior (Figure 2.10B). In contrast to previous data (Figure. 

2.8C), here there was no significant difference in heat stress resistance between cells 

in the interior or exterior of regular aggregates. This may possibly have been related 

to the overall higher percentage survival seen in this experiment in comparison to 

the original aggregate experiments (the experiments were performed several months 

apart and day to day consistency of absolute killing rates by stressors are very difficult 

to control, even with the culture history of test organisms is the same; being 

potentially affected by minor changes in ambient laboratory conditions, water 

quality, batches of media etc).  
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Figure 2.10- The survival (% CFU versus control) of S. podzolica interior and exterior 

of regular or compacted soil aggregates 

The survival of S. podzolica in the interior (blue, p = 0.326, two-sample t-test) or exterior (red, 

p = 0.699, two-sample t-test) of regular or compacted manufactured aggregates in response 

to 12mM lead nitrate exposure (60 min) (A) was compared to examine the impact of 

compaction on microbial stress resistance. This comparison was also considered after 50°C 

heat stress for 30 min (B) for cells in the interior (blue, p = 0.027, two-sample t-test) or 

exterior of (red, p = 0.738, two-sample t-test) regular and compacted manufactured 

aggregates. Error bars represent SEM, individual points represent independent biological 

replicates. 

 

It was hypothesised that differences in water evaporation rates between compacted 

and regular aggerates could explain the survival differences seen during heat stress 

treatments (Figure 2.10) as water has a higher heat capacity than air (4200 Jkg-1K-1 

vs 993 Jkg-1K-1, respectively) and can reduce heating by evaporation. To test this 

hypothesis, sterile compacted and regular aggregates were produced and their water 
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evaporation rates at 50°C were measured over the course of 1 hr by heating 

individual aggregates to 50°C and measuring their weight loss over time. There was 

no significant difference between evaporation rates (measured as the Hill slope of 

the evaporation curve) between regular and compacted aggregates (two-sample t-

test, p = 0.4211) (Figure 2.11). It was noted that there was some variation in water 

evaporation between samples. This may be because all aggregates were 

manufactured at once, but only one aggregate could be weighed and measured at a 

time, meaning evaporation may have occurred between manufacturing and weighing 

to produce evaporation curves (regular and manufactured aggregates were weighted 

alternatingly, accounting for the apparent “pairing” between curves of each 

aggregate type). The results are discussed further in section 2.4.4 below.  
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Figure 2.11- Water evaporation curves of regular and compacted aggregates under 
conditions mimicking heat stress experiment 

Water evaporation curves of individual regular (black) and compacted (pink) aggregates were 

measured and presented as a percentage of aggregate starting weight (left) (n=3 of each 

aggregate). The gradient (Hill slope) derived from each aggregate replicate evaporation curve 
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to indicate evaporation rate was also compared between regular and compacted 

manufactured aggregates (right) (n=3). 

 Discussion 

This chapter describes a simple and reproducible method for manufacturing realistic 

soil aggregates that could be readily adopted by other laboratories. Aggregates could 

be manufactured with a microbial composition that is defined qualitatively (i.e., 

choice of organisms), quantitatively, and spatially (i.e., localisation to aggregate-

interior or -exterior), with organisms also being selectively recoverable from 

aggregate interior and exterior. These features enable the study of the impact of soil 

aggregation on microbial activities in soils, previously limited by retrospectively 

analysing aggregates from natural soils. This was exploited here to demonstrate 

selective buffering by aggregates of some environmental stresses and to examine 

interaction between microbial phenotypic-heterogeneity and the structured 

aggregate environment. Furthermore, manufactured aggregates could be 

compacted, altering their pore properties, to assess the impact of aggregate 

compaction on microbial stress resistance. 

2.4.1 Manufacture of aggregates 

Analysis by X-ray CT showed that there was close morphological similarity between 

the manufactured and naturally formed macroaggregates from the same parent soil 

material. This was reflected quantitively by similar measurements of pore space and 

connectivity. These pore properties are important determinants of gas and liquid 

accessibility into aggregates and of the available space for microorganisms to occupy 

and modify (Sexstone et al., 1985; Carson et al., 2010). 
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Additionally, aggregates could be produced with differences in physical 

characteristics, such as the internal porosity and pore-surface connectivity, by varying 

the vortex speed and duration during production (here used to produce compacted 

aggregates, relative to the original manufactured aggregates). This facilitated 

assessing the impact of changing aggregate structure on microbial stress response. 

Unfortunately, it was not possible to alter individual characteristics separately, e.g., 

changing % porosity while maintaining the same pore-surface connectivity. 

Cells were recovered reproducibly from aggregates that had been manufactured with 

incorporation of yeast cells. The technical variation in recovery was low and similar 

for cells recovered from the either the interior or surface of aggregates. This 

suggested that similar numbers of cells are incorporated to each aggregate and that 

their recovery rates post-experiment are relatively reproducible.  

2.4.2 Recovery of organisms from manufactured and natural 

aggregates 

Selective recovery of yeast cells from either the interior or exterior of aggregates only 

required a simple wash to collect exterior organisms then aggregate-disruption to 

release yeast from the aggregate interior, with an intervening surface sterilisation 

step. This also corroborates that the aggregate manufacturing process does generate 

spatially discrete environments for organisms, with only one of the two environments 

readily accessible (to a sterilising solution) from the aggregate surface. Whereas the 

procedure for recovering organisms from the interior and exterior of the same 

aggregate lacks the quantitative recovery from aggregates carrying cells only either 
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internally or externally (as performed here in experiments involving stress exposure 

of S. podzolica), it does allow assay of both microhabitats in the same aggregate. This 

could be valuable for experimental evolution applications, for example, where 

absolute recovery rates can be less important. Where quantitative recovery was 

necessary, such as in the stress experiments, aggregates could easily be produced 

with organisms in just one fraction and recovered by disrupting the aggregate as 

before. 

2.4.3 Interaction between organism heterogeneity and position in soil 

aggregates 

2.4.3.1 Colony area variation 

In addition to validating the aggregate manufacturing method, isolation of organisms 

from an aggregate exterior and interior was also applied to natural aggregates. The 

intra-aggregate pore network is likely to be more heterogeneous than the inter-

aggregate network, and there is evidence that a more heterogeneous pore network 

results in a more heterogeneous distribution of carbon available to microorganisms 

(Ananyeva et al., 2013). This is also more likely to be the case in soils where 

aggregates tend to be more stable (Sasal et al., 2006) and aggregate turnover is 

expected to be slower (Six et al., 2000), reducing the likelihood of aggregate breakage 

and reformation. 

Because of this, it was reasoned in this study that organisms from the aggregate 

interior would possess a more heterogeneous growth phenotype to match their more 

heterogeneous environment, relative to exterior counterparts. This was measured 
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using variation in colony area (Chacon et al., 2018, Bar et al., 2020, Altamirano et al., 

2018), with the underlying assumption that differences in single cell growth rate are 

reflected subsequently in the macroscopic colony area that they produce. In contrast 

to the hypothesis, there was no apparent difference in colony size variation between 

S. podzolica isolated from the aggregate exterior or interior when plated either on 

MYP agar plates, or on YEPD plates with lower (~ 0.1 %) glucose concentrations to 

mimic reduced carbon availability. However, this does eliminate the possibility that 

growth variation may adapt to variable carbon availability. For example, it may have 

been the case that the aggregates used in this experiment were recently formed and 

hence sufficient time for adaptation was lacking, or that any adaptive growth 

difference may not be expressed in the agar-based growth conditions tested here. 

These issues could be partly addressed by making aggregates with organisms inside, 

conducting long-term evolution experiments, and assaying colony size and variation 

before and after inoculation. However, it would be difficult to ensure that any 

additional nutrients supplied to the soil would distribute in the same manner as in 

natural systems. Furthermore, the relatively slow growth in soil substrates would 

drastically increase the doubling time of any introduced organism, and many 

hundreds of doublings are typically required in evolution experiments (Van den Bergh 

et al., 2018). 

A future experiment to assess colony area variation, although beyond the scope of 

this thesis, could be to isolate and examine organisms from the interiors of 

aggregates of a conventional agricultural system and soils from a natural, successive 

vegetation system. It has been demonstrated that aggregates of a natural successive 



 
 

72 
 

system have greater intra-aggregate variation in pore size and carbon localisation 

than those of a comparable agricultural system (Ananyeva et al., 2013). In that case, 

it might be hypothesised that interior organisms of the natural successive system 

would show a more variable phenotype (e.g., in colony area) than those adapted to 

the more homogeneous internal aggregates of the agricultural system.   

2.4.3.2 Lead nitrate heteroresistance 

In addition to differences in nutrient distribution between the aggregate interior and 

exterior, it was also hypothesised that there would be variation in stressor exposure 

between organisms in the interior and exterior aggregate fractions. In the present 

experiments lead nitrate was introduced to each aggregate, externally, as an aqueous 

solution. Therefore, it was expected that the aggregate exterior would be more 

completely exposed to the stressor, whereas it would differentially propagate 

through the aggregate interior depending on the pore architecture of each aggregate; 

consequently producing a more heterogeneous exposure to lead within the 

aggregate interior, relative to the aggregate exterior. Therefore, it was hypothesised 

that S. podzolica isolates expressing relatively homogeneous or heterogeneous 

resistance to lead nitrate would favour the aggregate exterior or interior, 

respectively. However, no relationship between heteroresistance and position within 

aggregate was apparent from these experiments. This could suggest that either there 

was no substantial difference in stressor distribution and microbial exposure to the 

stressor between aggregate interior and exterior, or that heteroresistance did not 

significantly impact survival in these conditions. 



 
 

73 
 

It would be challenging to determine accurately the variation of lead nitrate 

concentration across a single manufactured aggregate (measuring only 1.5 mm in 

diameter) during a stress response experiment. Therefore, an alternative future 

approach for assessing the adaptation of heteroresistance in response to stressors 

would be to isolate wild yeast from a recently polluted soil site (such that the stressor 

has not become homogeneously distributed within the soil over time) with a slow 

aggregate turnover rate (to allow sufficient time for microbial adaptation of different 

isolates within the same aggregate). Then, the heteroresistance of organisms from 

the interior and exterior of single aggregates could be determined in response to 

pollutants present at the site. However, such conditions are not very common in 

nature and hence it may be more widely applicable to consider average stressor 

resistance in relation to position within a soil aggregate when, as discussed in greater 

detail below. 

2.4.4 Survival of stress by organisms with respect to aggregate location 

Regarding metal stress and microbial metal resistance, previous work has suggested 

that strongly attached organisms located within pores of the aggregate interior are 

less exposed to toxic metals in the soil matrix (Almås et al., 2005). In contrast, other 

work suggests some metals tend to concentrate in the aggregate interior (Ilg et al., 

2004). These examples highlight the difficulty of disentangling the relationship 

between microbial positioning within an aggregate and stress exposure. Pb stress was 

examined using manufactured aggregates, relevant to soils polluted with lead as a 

result of mining and smelting activity among other possible activities (Toth et al., 

2016). No evidence was found for the protection from Pb by cell localisation within 
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the aggregate interior, suggesting that the dissolved metal equilibrates at a similar 

available concentration within the aggregate pore space as near the aggregate 

surface. Furthermore, even when manufacturing higher density aggregates to reduce 

both available pore space and connectivity between pores, similar levels of survival 

were observed between cells in both aggregate fractions. This would suggest that 

reducing pore-surface connectivity was not sufficient in these aggregates to reduce 

the penetration of the metal solution. It may be that the solution was able to 

penetrate through the aggregates via pores of diameter below the X-ray CT scanning 

resolution of 2 µm, as it has been noted that these smaller pores are less prone to 

compaction than larger pores (Sumner, 2000). 

Soils are also known to present marked, spatially heterogeneous oxygen gradients, 

even within single aggregates (Sexstone et al., 1985; Schlüter et al., 2018). S. 

podzolica is unable to grow in anaerobic conditions, but some (not all) cells may 

survive and resume growth, after a short delay, if restored to an oxygenated 

environment. Using this phenotype, it was shown that the encapsulation of the yeast 

cells within aggregates did not reduce the impact of external anoxic stress on cell 

viability. This evidence suggests oxygen gradients which may arise over the spatial 

scales of soil-aggregate microenvironments are not sufficient to impact oxygen-

sensitive viability, or that the aggregate interior is sufficiently connected to the 

external environment. 

Heat stress was also examined, as soils are naturally exposed to a wide range of 

temperatures; across different locations, between varying depths at the same 
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location, and over time (Fick and Hijmans, 2017). Furthermore, events such as 

wildfires can transiently raise the soil temperature to 60-80 °C (Grant et al., 1997) 

and even greater (Mataix-Solera et al., 2011), while soil solarisation (used to control 

plant pathogens in agricultural soils) often produces soil temperatures exceeding 40 

°C at 10 cm depth for several days (McLean et al., 2001). Previous literature has 

reported that some soil physiochemical properties, such as texture and soil organic 

carbon (SOC), can impact upon microbial heat stress response (Griffiths et al., 2007). 

Here, aggregation appeared to insulate yeast cells at the aggregate interior from heat 

stress but only in the short term (30 min), showing a decreased protective effect 

when treatment was prolonged to 3 hours. This reveals a potentially important role 

for soil aggregation in buffering microorganisms within the aggregate 

microenvironment from heat stress in soils. As soil can act as a thermal insulator 

(Slegel et al., 1977), it stands to reason that the temperature difference between the 

aggregate exterior and interior may differ initially but will eventually equilibrate over 

time (within 30 minutes under the experimental conditions used here), in a manner 

dependent on the thermal conductivity of the soil. In the context of these 

experiments, it is suggested that the aggregate surface confers some thermal 

resistance, insulating organisms in the aggregate interior over shorter timescales 

(e.g., ≤30 min) but with thermal equilibration between the aggregate interior and 

exterior as time progresses. 

Conventional agriculture management often leads to soil aggregates and the intra-

aggregate pore space becoming compacted, such as by heavy machinery (de Moura 

et al., 2021). Because of this, the ability to manufacture aggregates from parent soils 
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and alter their bulk density and subsequent porosity (to mimic compaction) is 

valuable. Manufacturing aggregates at higher densities to mimic compaction was 

easily achieved here by increasing the vortex speed and duration during the 

manufacturing process. However, it was not possible to alter pore parameters 

independently using this approach, e.g., decreasing pore size while maintaining the 

same pore-surface connectivity.  

It was hypothesised that reducing the pore-connectivity of aggregates would reduce 

the accessibility of lead into the aggregate interior pore space, hence protecting cells 

in those pore spaces and increasing survival. However, this was not apparent in lead-

survival experiments. As suggested in the discussion above, it is very likely that pores 

in compacted aggregates could be connected by channels below 2 µm in size, below 

the X-ray CT resolution used here. If so, these could potentially facilitate lead 

transport between pores and hence microbial exposure, even though these pores 

appear disconnected in imaging data. 

Regarding heat stress, it was expected that cells within the aggregate interior of 

compacted aggregates would show reduced survival in comparison to cells within 

regular aggregates, as compaction reduced the air and water filled spaces within the 

aggregate. This would be expected to facilitate greater heat conductivity though the 

aggregate. However, cells in the interior of compacted aggregates showed a greater 

survival of heat stress than exterior cells. Assuming it is the aggregate physical 

properties that influence microbial stress exposure, this outcome may seem counter-

intuitive, as thermal conductivity is typically greater in solid materials in comparison 
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to liquids and gases, and a reduced porosity and pore-surface connectivity would 

suggest a greater solid phase within compacted aggregates by which to transfer heat. 

This increase in thermal conductivity with increasing density is typical of previous 

observations in soil materials (Beziat, 1988, Ekwue et al., 2006, Mahdavi et al., 2016). 

In the present study, as there were no apparent differences in water content or 

evaporation rate between regular and compacted aggregates, it does not appear that 

differences in evaporative cooling or latent heat capacity was responsible for the 

difference in heat stress survival between cells in the interior of regular and 

compacted aggregates. However, if water content between compacted and regular 

aggregates is similar, but total pore space is reduced, then compacted aggregates 

should contain more water filled pore space. If this were the case, it may be that heat 

is more easily transferred to the water in pore spaces in compacted aggregates, 

meaning that more heat can be absorbed without increasing the overall temperature 

within the aggregate.  

Regardless of mechanism, it can be suggested that reducing the porosity and pore-

surface connectivity of aggregates, at least at the site where this soil was sampled, 

may increase microbial resistance to some stressors. This is the type of result which 

should be considered when implementing future changes to land practice, 

considering the essentiality of microbial vigour for sustaining the health of soil 

ecosystems.  
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2.4.5 Conclusions 

Soil aggregates can provide other benefits to microorganisms beyond the scope of 

this chapter, such as protection from predation (e.g., by soil nematodes) (Vargas, 

1986), isolation from environmental fluctuation (e.g., nutrient and toxin fluxes) of the 

bulk soil (Rillig et al., 2017) and compartmentalisation to support discrete micro-

communities and associated species resilience (Mummey and Stahl, 2004). Although 

poorly explored, there are also likely advantages of localisation at the aggregate 

exterior, such as greater access to carbon and nutrient flow from the bulk soil.  

Soil aggregation is an important parameter governing distribution and activity of soil 

microbiota. The method for manufacturing soil aggregates developed in this study 

now enables key questions to be tackled in a controlled manner, not available 

previously. The rationale that aggregate-associated microbial communities can be 

differentially affected by environmental perturbation according to their relative 

localisation in or on the aggregates, in a time dependent manner was explored. 

Consequently, it was demonstrated that certain environmental stress scenarios 

produce no such effect of localisation, except potentially in a time-dependent 

manner as observed for thermal stress. Furthermore, altering aggregate physical 

architecture showed that compaction can further enhance the protective effect of an 

internal localisation from heat stress. These new insights into interactions at the soil 

structure / biology interface opens the door to addressing further related questions 

such as how soil aggregation may influence microbial community composition and 

longer-term adaptations in response to environmental pressures.  
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3 THE IMPACT OF INTER-PARTICLE PORE SIZE ON 

MICROBIAL STRESS RESISTANCE 
 

 Introduction 

The previous chapter aimed to assess the impact of soil aggregation, and the intra-

aggregate pore space, on microbial stress response. A significant proportion of the 

pore space in soils is also made up by the spaces between aggregates and other 

debris, often forming larger pore spaces than those seen within aggregates (Nimmo, 

2005b). Furthermore, the size of these pore spaces can vary greatly within a soil, 

creating a pore-size distribution (Nimmo, 2005b). This pore-size distribution 

contributes to establishing a heterogeneous environment, with pore sizes ranging 

from micrometres to the millimetre scale, creating distinct micro- habitats which can 

impact microbial diversity within the soil (Carson et al., 2010). For example, this pore 

network can generate nutrient and microbial “hotspots” (Crawford et al., 2012), 

creating variations in gaseous composition (Ebrahimi and Or, 2016) and altering fluid 

flow within the structure. 

There is also evidence that stressors and pollutants are heterogeneously distributed 

between these inter-aggregate pores, generating a distribution of stressor 

concentrations within a soil (Ilg et al., 2004). However, standard measurements of 

bulk-soil parameters, such as nutrient or pollutant concentrations, typically reflect an 

average. These do not provide the spatial resolution necessary to understand the 

micro-habitats that individual, resident microbial cells experience. 



 
 

80 
 

To date, studies that have explored relationships between soil heterogeneity and 

microbial processes have focused on a few particular aspects. For example, 

metagenomic analysis has demonstrated that soil texture heterogeneity can 

differentially impact bacterial diversity (Seaton et al., 2020) and environmental 

modelling has highlighted microscale spatial heterogeneity as an important 

parameter in governing soil organic matter (SOM) mineralisation (Falconer et al., 

2015). However, whilst some studies have cultivated cells in structured environments 

to examine parameters such as microbial differentiation (Nguyen et al., 2005), 

migration through porous substrates (Bhattacharjee and Datta, 2019), and 

competition between microbial genotypes (Coyte et al., 2017), there has been little 

work dissecting the impact of physical porous structure on microbial stress resistance 

in a controlled laboratory setup. 

Because pore size can affect the rate of movement and diffusion of fluids through a 

porous medium (often termed hydraulic conductivity) (Whitaker, 1986), it could be 

hypothesised that environmental structure, and pore-size specifically, would 

influence the exposure of microorganisms to an imposed stressor within the liquid 

phase. Furthermore, whereas some attention has been given to the importance of 

microbial phenotypic heterogeneity (see “General Introduction 1.3.3”) in responding 

to exogenous stressors, so far, the interaction between phenotypic heterogeneity 

and environmental structural heterogeneity (such as in pore size variation) has yet to 

be explored.  
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3.1.1 Aims 

The aims of the work described in this chapter are: (i) to test the hypothesis that 

phenotypic heterogeneity in stress response interacts with environmental structural 

heterogeneity, such that more heterogeneous organisms will show greater survival 

of stress in heterogeneous environments; (ii) to examine the impact of mean pore 

size and microbial stress response more broadly, developing the use of glass bead- 

and 3D printed lattice-structures to produce structured environments with distinct 

mean pore sizes and distinct pore size distributions.  
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 Materials and Methods 

3.2.1 Yeasts and culture conditions 

The haploid Saccharomyces cerevisiae strain BY4741 (MATa his3-1 leu2-0 met15-0 

ura3-0) was maintained and grown in YEPD medium [2% peptone (Oxoid), 1% yeast 

extract (Oxoid), 2% D-glucose]. Saitozyma podzolica, identified by ITS sequencing and 

RAPD PCR as described in Holland et al. (2014), are wild isolates recovered from soil 

near a disused metal smelting works in the north-east of the UK 

(http://www.twsitelines.info/SMR/4192). S. podzolica was maintained and grown in 

MYP medium [7% malt extract (Sigma), 0.5% yeast extract (Oxoid), 2.5% soytone (BD 

Bacto)]. For experiments, single colonies were used to inoculate 10 ml of medium in 

50 ml Erlenmeyer flasks and incubated with orbital shaking (New Brunswick 

Scientific) at 120 rev min -1, either at 30°C for S. cerevisiae or 24°C for S. podzolica.  

3.2.2 S. podzolica IC50 and heterogeneity measurements 

The heterogeneity of stress resistance (degree of variation in resistance between 

individual cells) and IC50 values of S. podzolica isolates used for subsequent 

experiments were determined by Dr. Sarah Hewitt, University of Nottingham 

(unpublished data) (Table 2). Briefly, values were calculated by plating cells on agar 

supplemented with a range of lead nitrate concentrations and recording colony 

forming units (CFU) relative to control plates to generate a dose-response curve 

(Holland et al., 2014). The IC50 (midpoint of curve) and heterogeneity (gradient) 

values were calculated using these dose-response data by generating a sigmoidal 

plot, fitted using GraphPad Prism software using the following equation: 



 
 

83 
 

𝐘 =  
𝐁𝐨𝐭𝐭𝐨𝐦 + (𝐓𝐨𝐩 − 𝐁𝐨𝐭𝐭𝐨𝐦)

𝟏 + 𝟏𝟎(𝐥𝐨𝐠𝟏𝟎𝑰𝑪𝟓𝟎 −𝑿)𝐇𝐢𝐥𝐥𝐒𝐥𝐨𝐩𝐞
 

Where X is log10[stressor + 0.01], Y is percentage viability, Top is maximum 

percentage viability, Bottom represents minimum percentage viability, and Hillslope 

represents the gradient of the sigmoidal slope at the point of inflection. 

IC50 was calculated as the stressor concentration that elicited a 50% survival. The 

arctan of the hillslope was taken to reflect the gradient of the slope, which was used 

as the measure of heteroresistance.   

Table 2- IC50, heterogeneity values for listed S. podzolica isolates. 

Isolate ID IC50 (mM) Heteroresistance valuea 

C4-3 6.37 -1.42 

C3-11 6.62 -1.40 

C4-5 6.77 -1.38 

C4-2 6.16 -1.31 

C4-18 8.22 -1.29 

C4-17 6.62 -1.26 

athe values decrease (become more negative) with increasing heteroresistance, reflecting 

degree of variation between cells  
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3.2.3 iChip design, production, and testing 

Initially, iChip devices were produced in order to incubate yeast cells in soil 

structures, to which a stressor would be applied, for subsequent recovery of cells to 

determine survival post-experiment. iChip designs were drawn using Autodesk 123D 

V2.2 computer aided design (CAD) software, based on the original design presented 

in Nichols et al. (2010). The design measures 73 mm width(W) x 20 mm depth(D) x 7 

mm height(H) when fully assembled, with a smaller version measuring 38Wx20Dx7H 

mm also produced. A modified version of the iChip inspired by the designs in Berdy 

et al. (2017) was also produced, measuring 35Wx20Dx3H mm (Figure 3.1). Designs 

were produced by additive manufacturing (3D printing) at the Advanced 

Manufacturing Facility, University of Nottingham, using Autodesk Standard Clear 

Resin PR48 Formulation printed with a DLP SLA Ember 3D Printer (AutoDesk Inc.).  
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Figure 3.1- Iterations of iChip designs and assembly 

The iChip consists of a middle plate with wells (measuring 2 mm in diameter) to fill with agar 

and microbial culture (A, top), which are then covered with a polycarbonate membrane with 

pores to allow fluid diffusion but prevent microbial contamination from the external 

environment (A, bottom). The middle plate and membranes are then clamped together by 

two outer plates, illustrated in (B), with nuts and bolts around the plate perimeter in the 

original iChip design (measuring 73Wx20Dx7H mm). A smaller version of the original iChip 

was also produced here (C) which measured 38Wx20Dx7H mm, as well as an alternative 

smaller version based on designs by Berdy et al. (2017) (D) measuring 35Wx20Dx3H mm. The 

latter relies on a silicone glue to secure polycarbonate membranes and outer plates to the 

middle plate instead of nuts and bolts. 

 

These iChips comprised of a middle panel with a series of small wells, each measuring 

2 mm in diameter (Figure 3.1A). These wells are filled with either sterile agar or agar 

inoculated with microorganism at a density adjusted to approximately one microbial 

cell per well equivalent volume. Nuclepore 47mm (0.2µm pore size) track-etched 
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polycarbonate membranes (Whatman) were used to cover both sides of the iChip 

middle panel (this was to allow nutrient diffusion into the agar but prevent 

contamination in experiments). Outer panel(s) were also designed, in order to secure 

the polycarbonate membrane and produce a watertight seal around each well. For 

the model based on Berdy et al. (2017), silicone sealant (Qualtex) was used to adhere 

the polycarbonate membranes to the chip as well as seal the exterior of the chip.  

To test whether iChip devices were watertight (such that fluid could only reach the 

middle plate by passing through the polycarbonate membrane), the wells of the 

middle panel were filled with sterile agar and the complete iChips assembled. Then, 

assembled iChips were submerged in 20 ml of S. cerevisiae culture at OD600 0.5 and 

statically incubated for 48 hours. Post incubation, iChips were washed in sterile 

water, dried, and disassembled. Agar plugs in wells of the middle panel were visually 

examined under 20x magnification to check for yeast contamination from the 

external culture.   

3.2.4 Inoculating glass beads with yeast 

Autoclaved glass beads measuring 5 mm in diameter (Dixon Science) were submersed 

in 2 mg/ml concanavalin A (ConA, Sigma) dissolved in sterile deionised water, and 

subsequently dried at room temperature. Following this, ConA coated beads were 

submersed for 10 min in a culture (OD600  1.0) of exponential phase yeast cells, with 

gentle agitation every 2 min. For experiments, beads were briefly rinsed in fresh 

medium to remove excess culture medium before use.  
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3.2.5 Preparation of glass bead structures  

To produce structured environments, glass beads of different sizes (Dixon Science) 

were used. For monodisperse structures (structures composed of one particle size) 

McCartney bottles were filled with either 2-, 4-, or 6-mm diameter beads up to a 

volume of 5 cm3. For bidisperse structures, beads of 2- and 4-mm diameter were 

mixed to give either 1:3, 1:1, or 3:1 ratios by volume of the two bead types, to a total 

volume of 5 cm3. After autoclaving, bottles were vigorously shaken to evenly mix the 

beads and three 5 mm beads inoculated with cells (described above) were placed on 

the sterile glass beads within the bottle, before a further 5 cm3 volume of the same 

type of bead mix was decanted on top from a separate bottle. This produced a 10 

cm3 structure, with cell-inoculated beads positioned in the middle of the structure 

and an even mix of beads above and below these. This method prevented the cells 

on the inoculated beads from being dislodged by the vigorous shaking using to mix 

the bead structures. 

3.2.6 X-ray Computer Tomography (CT) and image analysis 

The pore structure of glass bead structures was imaged using a Phoenix Nanotom S 

X-ray CT scanner at the Hounsfield Facility, University of Nottingham. Voxel 

resolution was set at 12.5 μm, potential energy at 90 kV and current at 75 μA. The 

total scan time was 15 min per structure and a total of 1,200 projections were 

captured for each structure. VGStudio MAX was used to determine 3D pore volumes 

of CT imaged structures. Images were exported as image stacks to ImageJ-Win64, 

where they were binarised using the Li threshold algorithm. Total porosity and 
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equivalent spherical diameter (ESD) were determined using the BoneJ plugin (Doube 

et al., 2010).  

3.2.7 Stress resistance assays 

To determine whether cells of inoculated beads could be stressed then recovered, 

three 5 mm beads inoculated with S. cerevisiae cells were submerged in a 2 ml 

Eppendorf tube containing 1.5 ml YEPD culture medium supplemented with a range 

of lead nitrate concentrations for 1 hour at 24 °C, or submerged in YEPD and heat 

stressed at a range of temperatures for 10 min. Beads were rinsed in fresh medium 

before assessing cell survival as described in the next section. 

To assess the impact of environmental structure on yeast survival, 10 ml MYP 

medium supplemented with 30mM succinic acid and 9 mM lead nitrate (the latter 

being omitted in controls) was added to glass bead structures, prepared as described 

above. After one hour of static incubation at 24 °C, the cell-coated beads were 

recovered by decanting the medium, pouring beads onto a flat sterile surface and 

picking out the 5 mm beads (which were visually distinguishable from other bead 

sizes) with sterile tweezers. The three inoculated beads from each structure were 

briefly rinsed in fresh MYP medium to remove traces of the lead-supplemented 

medium before assessing cell survival as described in the next section.  

3.2.8 Outgrowth of organisms from glass beads 

To assess the relative survival of organisms post-experiment, glass beads recovered 

from experiments (above) were transferred to a single well of a 24-well microtiter 

plate (Greiner Bio-One), with each well containing 350 µl of fresh medium. These 
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beads were incubated for five hours at 24°C, 120 rev. min-1 to allow adhered cells to 

shed and divide in the medium. To measure growth post-treatment, 300 µl of the 

bead supernatant, now containing cells, was transferred to a 48-well microtiter plate. 

Plates were incubated at 24 °C with shaking in a BioTek Powerwave XS microplate 

spectrophotometer and optical density (OD600) measured every 30 min. Resulting 

growth curves were used to infer back to a theoretical starting OD using multiple 

regression. 

Since the growth of a yeast culture in exponential phase follows an exponential curve, 

this curve can be back-extrapolated to determine a theoretical culture OD600 at time 

zero (after the five hour bead outgrowth), where the OD600 at early time points is too 

low to be detectable. After a stress event which kills a proportion of the cell 

population, surviving cells can be grown in this manner and an exponential regression 

used to estimate the number of viable cells post-stress, which can then be used to 

calculate % cell survival [method adapted from Wohlgemuth et al. (2020)]. However, 

it should be noted that growth delay of stressed cells (i.e., an increased lag phase) 

may result in a lower survival estimate compared to survival determined by colony 

forming unit (CFU) enumeration (Wohlgemuth et al., 2020). 

 After plotting growth curves for bead-outgrowths, an exponential regression 

equation was determined, in the form: 

𝑦 = 𝑎𝑒𝑏𝑥  
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Where Y is culture OD600, X is time (hours), b is the gradient of the curve, and a is 

the y-intercept of the curve. Regressions were calculated using the OD values at 

which the greatest OD change occurred within a 3-hour period (reflecting the 

greatest value of b in the regression equation)- see Figure 3.2. The y-intercept of 

this equation was determined and used as a theoretical starting OD following each 

stressor treatment, with lower OD values reflecting a lower survival of stressor 

(Wohlgemuth et al., 2020). 
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Figure 3.2- Illustration of use of y-intercept extrapolation from exponential growth 
curves to estimate starting OD 

(A) Example growth curves for intercept analysis. (B) Datapoints encompassing the apparent 

exponential growth-phase, from which the 3-hour window encompassing the largest change 

in OD is determined. (C) Exponential regression equations are derived for points over 3 hours 

selected as in (B) and the y-intercept (x=0) calculated. 

3.2.9 Manufacturing lattice structures 

FLatt Pack V 1.3, a software that generates 3D lattice structures for additive 

manufacturing applications, was used to produce lattice structure with similar pore 

diameters to bead structures (Maskery et al., 2018). The lattice was designed using 

the “cuboid” geometry within the software, and the “primitive” cell type (under the 
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“network” phase selection) was used as the repeating cell of the lattice. The lattice 

was composed of 12 repeating cells in the Y plane and 6 repeating cells in the X and 

Z planes. The overall lattice dimensions were set to 30 mm width by 30 mm length by 

15 mm height. Different pore diameters were produced by altering the width 

(thickness) of the lattice walls, such that increasing the wall thickness reduced pore 

size, while maintain the same total number of pores within each lattice. Lattices were 

printed at the Advanced Manufacturing Facility, University of Nottingham, on a 

Formlabs Form 2 SLA 3D printer, using Formlabs Clear Resin (product code RS-F2-

GPCL-04).  

3.2.10 Stress survival assays in manufactured lattices 

Lattices were sterilised with isopropanol (70% v/v), then coated with ConA (2 mg/ml) 

by submerging each lattice individually within the solution and drying at room 

temperature. ConA-treated lattices were submersed for 10 min in a culture (OD600 

1.0) of exponential phase yeast cells, with agitation every 2 min, before washing in 

MYP medium to remove non-adherent cells. Subsequently, lattices were submersed 

in MYP medium supplemented with 30 mM succinic acid and 9 mM lead nitrate (the 

latter being omitted in controls) was added to inoculated lattices. After one hour, 

lattices were washed with MYP medium and transferred to 40 ml fresh MYP, then 

incubated for five hours at 24°C with shaking 120 rev min-1. Subsequently, and 

immediately after agitation, 300 µl of supernatant was transferred to a 48-well 

microtiter plate and outgrowth measured as in the bead outgrowth experiments 

described above. 
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3.2.11 Determination of lead content of yeast cells in lattice 

structures 

Cells were exposed to lead within lattice structures as described above, but at 2 mM 

lead nitrate concentration to reduce cell death. Lattices containing cells were 

thoroughly washed, then placed into 50 ml of 27% (v/v) nitric acid at 70 °C for 1 hour 

to digest cells in the lattices and solubilise cell-associated lead. The resultant digest 

was subsequently diluted to a final nitric acid concentration of 2% (v/v) and filtered 

through a 0.2 µm filter for analysis by ICP-MS. 

3.2.12 Inductively coupled plasma mass spectrometry (ICP-MS) 

ICP-MS was conducted in the School of Biosciences, University of Nottingham, using 

a Thermo-Fisher Scientific iCAP-Q instrument equipped with CCTED (collision cell 

technology with energy discrimination). Readings were analysed using Qtegra 

software (Thermo-Fisher Scientific).  

3.2.13 Determining effect of cell concentration  

To test for potential effects of different cell concentrations on lead depletion from 

the medium, first the cell concentration in each structure was calculated as the 

estimated number of cells per volume of pore space. This involved calculating the 

estimated number of cells per lattice from outgrowth OD600, and then dividing this 

number by the volume of pore space for each lattice type. These cell concentrations 

were then reproduced in assays conducted in 15 ml Falcon tubes containing 10 ml 

MYP medium supplemented with 30 mM succinic acid and 9 mM lead nitrate (or 

without lead nitrate in controls) and inoculated with exponential phase S. podzolica 
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cells at the desired cell concentrations. After incubation for 1 hr, cell suspensions 

were syringe filtered through a 0.2 µm filter to separate cells from the medium. 

Filtered medium was subsequently diluted using 2% nitric acid (v/v) to the 

appropriate analytical range for multi element analysis ICP-MS (see above). 

To examine the effect of cell concentration on survival of lead exposure, cell 

concentrations and stress conditions were used as above, but the assays were 

conducted in 1 ml volumes within wells of 12-well microplates (Greiner Bio-One). 

After one hour, cell suspensions were diluted to decrease Pb to sub-inhibitory 

concentrations and 300μl of diluted cell suspension was transferred to wells of a 48-

well plate to conduct outgrowth experiments and determine Y-intercepts from 

resulting growth curves, as outlined above (section 3.2.8).   

To examine the effect of lattice surface-bound cell density on survival of lead 

exposure, the number of cells per lattice was calculated as above then divided by the 

total pore surface area to estimate the number of cells per unit surface area. Then, 

wells of a 48-well plate were coated with ConA (2mg/ml) and allowed to dry in a 

sterile environment. These wells were then inoculated with 500 µl of cell suspension 

containing a total number of cells sufficient to coat the bottom of the well at the 

desired cell/surface area. Plates were then centrifuged at 3000g for 3 minutes to 

force cells to the bottom of well, before aspirating the medium and replacing with 

MYP medium supplemented with 30 mM succinic acid and 9 mM lead nitrate (or 

without lead nitrate in controls). After static incubation for 1 hr at 24 °C, plates were 

centrifuged as above, and wells washed twice with sterile water to remove excess 
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lead. Aliquots (350 µl) of fresh MYP medium were added and cells grown for 5 hr at 

24 °C, shaken at 120 rev min -1, before transferring 300 µl to a new 48-well plate for 

outgrowth and Y-intercept analysis as described previously (section 3.2.8).  

3.2.14 Statistical analysis 

Simple linear regression was with GraphPad Prism version 8.2.1, accounting for 

sample size and variation between replicates, with a significance threshold of p = 

0.05. A two-way ANOVA was used to analyse the interaction between yeast 

heteroresistance, structure heterogeneity, and stressor survival, with a significance 

threshold of p = 0.05. Comparison between treatments for experiments on the effect 

of cell concentration were performed using an unpaired t-test, or one-way ANOVA 

for multiple comparisons, with a significance threshold of p = 0.05.   



 
 

96 
 

 Results 

3.3.1 iChip manufacture and testing 

The iChip is a device that allows microorganisms to be incubated in and recovered 

from the soil environment, among other potential applications (Nichols et al., 2010). 

The iChip is composed of a middle plate containing a series of wells (with each well 

measuring 2 mm in diameter) that allows single cells to be incorporated into agar 

plugs (Figure 3.1A) within the wells. These are then sealed with a semipermeable 

polycarbonate membrane on either side of the plate to allow nutrient diffusion from 

the external environment while protecting from non-specific microbial 

contamination (membrane pore size 0.2 µm). In the original design based on the iChip 

used by Nichols et al. (2010), two exterior plates tightly clamped the membranes to 

the middle plate (via nuts and bolts), in order to create a seal to prevent liquids from 

bypassing the membrane and contaminating the agar plugs (Figure 3.1B) 

Initially, several iterations of iChip devices were produced (Figure 3.1B, C, D) by 

additive manufacturing (3D printing). These were intended for introducing 

microorganisms to soil samples with different pore-size characteristics, with 

subsequent introduction of stressor, then recovery of the microorganisms in chips to 

compare survival in the different soil types. These iterations were smaller than the 

original device presented in Nichols et al. (2010), to help minimize disruption of the 

soil structure during introduction and removal of the chips. 

However, a design modelled after the original iChip design (Figure 3.1B) was prone 

to contamination in preliminary trials, observed when submerging the intact device 
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in 50 ml of OD600 S. cerevisiae culture in YEPD medium for 48 hours, and later 

inspecting the agar plugs within the plate perforations. It was speculated that the seal 

was inadequate because: (i) the nut and bolt configuration did not apply pressure 

uniformly over the device; (ii) the 3D printing method created a raised surface around 

each perforation on the middle plate, precluding a flush contact between the middle 

and outer plate required to form a seal. Therefore, two additional devices were 

produced – one smaller device to reduce the amount of contact area that needed to 

be sealed (Figure 3.1C) and a second device that was dependent on silicone glue as a 

sealant, based on designs presented in Berdy et al. (2017) (Figure 3.1D). 

Similar to the original design, contamination occurred in the smaller revised device. 

For the glue-based device, silicone glue was applied to the middle plate around each 

perforation in order to stick and seal the polycarbonate membrane to the plate, with 

the outer plates acting as additional protection from liquid permeation, which were 

also sealed around the plate perimeter with silicone glue. However, as with the other 

iterations tested, a water-tight seal was not successfully achieved. There were 

problems with reproducible application of glue around every well of the middle plate, 

and the silicone glue tended to tear and damage the fragile polycarbonate 

membrane. Subsequent communications with the original author, Professor Slava 

Epstein (Northeastern University, USA), revealed that they had also found similar 

issues with additively manufactured devices, and suggested that this printing method 

did not afford sufficient precision for creating sealable devices.  
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3.3.2 Production of glass bead structures with different pore sizes 

After unsuccessful attempts to produce iChip devices, an alternative experimental 

setup was designed to investigate the impact of environmental pore size on microbial 

resistance to applied stress. In this system, structured environments were created by 

mixing different ratios of glass beads of different sizes. The use of glass beads instead 

of soil samples gave more precise control over the structure and meant that glass 

beads could be directly inoculated with microorganisms (described in section 3.2.4), 

minimally disrupting the overall structure of the environment (unlike the larger iChip 

device). The total volume occupied by beads (10 cm3) was adjusted to be constant 

across different structures. The structures comprised either 6 mm, 4 mm, or 2 mm-

diameter glass beads, or different ratios of 4 mm and 2 mm beads (Figure 3.3A). 

These different bead compositions proved sufficient to alter the average pore-space 

“equivalent spherical diameter” (ESD) within the different structures, as determined 

by X-ray computed tomography. The ESD decreased with decreasing average bead 

diameter (Figure 3.3B,C). 
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Figure 3.3- Production of structured environments of varying pore-space ESD 

Different sizes and ratios of glass beads were mixed in McCartney bottles to create structured 

environments (A, left). In this schematic, white circles indicate sterile glass beads, green 

circles indicate beads surface-inoculated with microbial cells (the yeast S. podzolica); 

bead/bottle dimensions are not to scale. Structures were scanned using X-ray CT to 

determine pore-space equivalent spherical diameter (ESD) (right). The example shown is a 

single X-ray slice of a structure comprising a mixture of 2 mm and 4 mm beads. Colour scale 

represents the ESD, and black indicates solid (bead) volume. The mean pore-space ESD across 

structures with varying bead diameters was calculated (B), as well as the standard deviation 

of ESD within a single structure (C), demonstrating that the distribution of ESD differs 

between structures. In B and C, pink squares represent monodisperse structures (i.e., 

structures composed of one particle size) blue circles represent bidisperse structures of 

varying proportions of 2- and 4-mm beads. Data shown is of one representative structure of 

each type.  
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3.3.3 Assay of stress resistance using recovery of yeast from inoculated 

beads 

Next, a method of introducing microorganisms into the glass bead structures was 

devised by coating sterile 5 mm glass beads with concanavalin A (a lectin 

carbohydrate-binding protein), then inoculating these coated beads with cells and 

incorporating the inoculated beads within the structures (see section 3.2.4). First, to 

demonstrate that microorganisms treated with stressor could be recovered from 

coated glass beads, beads inoculated with yeast cells were either submersed in 

medium either supplemented or not with lead nitrate at different concentrations or 

incubated at different elevated temperatures. The beads were then transferred to 

fresh medium to allow surviving cells to grow into the medium; this growth was 

required as the cell inoculum per bead was too low to allow reliable OD measurement 

initially. Resultant growth curves were analysed by exponential regression to 

estimate the y-intercepts (after outgrowth from beads) by extrapolation from the 

exponential phase of growth (Figure 3.4A,B). These values were compared between 

treatments to estimate retrospectively the relative viable cell numbers after this 

outgrowth step. The extrapolated y-intercept OD600 determinations progressively 

decreased with increasing lead concentration (Figure 3.4). This observation of these 

anticipated relationships with the level of stress applied corroborated the approach 

used with cell-inoculated glass beads as a tool for assaying growth and survival. Next, 

this was scaled up to the bead structures. 
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Figure 3.4- The y-intercept of bead outgrowth correlates with level of stress 

Glass beads were coated with exponential phase S. cerevisiae cells and exposed to a range of 

lead nitrate concentrations or temperatures. After 1 h, beads were washed, incubated in 

fresh medium at 30 °C for five hours before transfer (time 0) to 48-well plates and growth 

curves generated. (A) Growth curves of bead outgrowth experiments after lead nitrate 

treatment (left) and corresponding Y-intercepts derived from exponential regression of the 

exponential-phase growth slopes (right). (B) Growth curves from bead outgrowth 

experiments after heat shock treatment (left) and corresponding Y-intercepts derived from 

linear regression of the exponential-phase growth slopes (right). In growth curves, dashed 

lines are examples of the exponential regression slopes used to determine y-intercept values. 

Growth curves are representative of two independent experiments, error bars in y-intercept 

graphs represent SEM of two biological replicates.  
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3.3.4 Environmental pore size impacts lead nitrate resistance in yeast 

3.3.4.1 Interactions between isolate heteroresistance and environmental pore-size 

variation    

Because the size of pores within a porous structure can alter the movement and 

diffusion of fluids through it, it was hypothesised that microorganisms within 

structures carrying broader distributions of pore sizes could be subject to a broader 

range of stressor intensities, reflected in differences in survival. To compare stress 

resistances of cells in the structured glass-bead environments, stress-survival 

experiments were conducted using inoculated beads introduced to six types of 

structure and across six isolates of the soil yeast S. podzolica. Cells on beads were 

exposed to MYP medium supplemented with succinic acid and either 9 mM lead 

nitrate (treatment) or an equivalent volume of water (control) (Figure 3.5). 
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Figure 3.5- Impact of environmental structure heterogeneity on survival of S. 
podzolica during lead nitrate stress 

Isolates of the yeast (S. podzolica) were exposed to 9 mM lead nitrate for 1hr in glass bead 

structures. Survival relative to minus-lead controls was plotted against the coefficient of 

variation (CV) in the equivalent spherical diameter (ESD) of pore spaces within each structure. 

Each isolate is separated by a dotted vertical line and are plotted from top-left to bottom-

right with increasing phenotypic heterogeneity of Pb resistance (values pre-determined for 

each isolate). Error bars represent SEM, n=3 biological replicates, each in technical triplicate. 

Environmental heterogeneity (variation in ESD within structures) and isolate 

heterogeneity significantly accounted for 22.8% (p = 0.0007) and 14.4% (p = 0.0024) 

of variation in survival between isolates, respectively. Nevertheless, there was no 

significant interaction effect between these parameters (p = 0.1846). This indicated 

that the influence of isolate heterogeneity on survival was not dependent on 
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structure variation (determined by two-way ANOVA with Tukey’s multiple 

comparisons test)  

3.3.4.2 Interactions between mean stress resistance and environmental pore size 

In contrast to influence of phenotypic heterogeneity on resistance trends, there was 

a significant negative relationship between mean pore-space ESD of the structures 

and survival across the six yeast isolates when averaging the survival of all isolates in 

each structure (Y = -30.08*X + 94.2, R2 = 0.277, p < 0.001). That is, the survival of S. 

podzolica under lead stress was decreased with increasing pore-space ESD (Figure 

3.6). 
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Figure 3.6- The survival of S. podzolica in response to lead nitrate in bead structures 
decreases with increasing pore size 

Beads inoculated with exponential phase cells S. podzolica were introduced to a series of 

structures (three inoculated beads per structure) comprising glass beads of different sizes 

and varying pore space diameters, before challenge for 1 hr with 9 mM lead nitrate in MYP 

medium (supplemented with 30mM succinic acid, pH 4.5). The percentage survival (OD600 y-

intercept) of S. podzolica in each structure was determined against corresponding controls 

where water was added instead of lead nitrate. Data points for individual yeast isolates 

(mean of three biological replicates) are shown, with symbols of different colour and shape 

for each isolate; black symbols represent mean values across all isolates. Error bars represent 

SEM. The slope was fitted by linear regression (R2 = 0.277, p = 0.001). 

 

Earlier, a general positive relationship was observed between mean pore size and 

pore-size variation in glass bead structures (Figure 3.3B, C). This suggested that either 

of these variables could be at least partly responsible for the change in survival across 

structures observed in Figure 3.6. To distinguish these two variables with respect to 
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effects on microbial survival, and to improve reproducibility of “replicate” structures 

(by their nature, each glass-bead structure was unique), it was decided to use additive 

manufacturing to produce uniform lattice structures. With this approach, 

manufactured lattices (dimensions 60Wx60Dx30H mm) were composed of repeating 

units of the same size, producing a consistent pore diameter across each structure. 

The sizes of repeating units were different for different lattices manufactured, giving 

different pore diameters between lattices but a single pore diameter within a lattice 

(Figure 3.7A). These structures were inoculated by submersing them in S. podzolica 

broth culture before substitution of the medium with lead nitrate-supplemented 

broth. Similar to the results from the bead experiments, simple linear regression 

indicated that there was a significant negative relationship between lattice pore 

diameter and S. podzolica survival post-treatment (Y = -25.20*X + 91.65, R2 = 0.485, 

p = 0.008) (Figure 3.7B). As the pore size was uniform within each lattice, unlike for 

the glass bead structures, this suggested that a relationship with yeast survival could 

be attributed specifically to mean pore diameter of the different types of structure.     
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Figure 3.7- The survival of S. podzolica in response to lead nitrate in lattice 
structures decreases with increasing pore diameter 

Additively-manufactured lattices structures with four different pore diameters (0.5 mm, 1 

mm, 1.5 mm, 1.9 mm) (computer models shown in A) were inoculated with exponential 

phase S. podzolica cells (isolate C4-17), which were subsequently challenged with 9 mM lead 

nitrate in MYP medium including 30mM succinic acid, pH 4.5. (B) The percentage survival 

(OD600 y-intercept) of S. podzolica in each structure was determined against corresponding 

controls where water was added instead of lead nitrate. Mean results are shown from three 

biological replicates; error bars represent SEM. The slope was fitted by linear regression (R2 

= 0.485, p = 0.008).  

 

A series of experiments were conducted to investigate the basis for the interaction 

between pore-size and stress survival. Initially, a lattice experiment was conducted 

with a reduced lead nitrate concentration (to reduce cell killing) to determine 

whether cells in lattices with larger pores showed a greater lead uptake than those 

in lattices with smaller pores, hence potentially accounting for the differences in 

survival between cells in different structures. Post experiment, lattices with attached 

cells were washed and partially digested in nitric acid and the supernatant Pb content 

analysed by ICP-MS. ICP-MS analysis showed no significant difference in the amount 
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of lead recovered from each lattice type (Figure 3.8A) (one-way ANOVA with Tukey’s 

multiple comparisons test, p = 0.660). However, further examination determined that 

lead has adsorbed onto the lattice surface, as similar levels of lead were recovered 

from lattices treated with lead in the absence of cells (see Appendix B) which could 

not be removed by washing. This meant that any difference in intracellular lead could 

be masked by much greater differences in lattice-bound lead. To circumvent this 

issue, further experiments were conducted outside of lattice structures using 

estimates of cell density to reflect the properties of the structured environments, 

detailed below.  

Because each lattice had the same overall dimensions and the same total number of 

pores, but differed in pore diameter, the proportion of lattice occupied by pore space 

increases with increasing pore diameter in the different designs. Given also that the 

starting inoculum per lattice (i.e., numbers of cells retained on lattice surfaces after 

washing out the broth inoculum) was similar across lattices – as indicated by similar 

levels of outgrowth in control tests with lattices of different designs (see Appendix C) 

– it follows that the number of yeast cells per unit-volume of pore space decreases 

with increasing pore diameter in the different lattices. Accordingly, cell 

concentrations were calculated as 95, 12, and 3.2 cells per µl pore space for lattices 

with pore diameters of 500, 1000, and 1500 µm, respectively. 

Complementary to measuring intracellular lead concentrations, it was hypothesized 

that cells at these varying concentrations may differentially deplete available lead in 

the different structures, with any resultant differences in lead concentration 
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potentially exerting different levels of stress. To test this, the estimated cell 

concentrations in the different lattice designs (above) were reproduced by 

appropriate dilution of broth cultures in 15 ml Falcon tubes, omitting the structured 

environments. Lead nitrate was supplied at 9 mM as in the lattice experiments. The 

differences in cell concentration did not result in detectable differential depletion of 

lead from the culture supernatant (Figure 3.8B), suggesting that cell mediated lead 

depletion was not responsible for the survival differences of cells in different lattices.  
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Figure 3.8- Analysis of lead recovered from lattice-stress experiments and 
structureless experiments 

(A) Cells within lattices were exposed to 2 mM lead nitrate for 1hr. Lattices were 

subsequently washed in deionised water and submerged in nitric acid at 70 °C for 1 hr to 

digest cells and release intracellular contents. Supernatant was analysed by ICP-MS to 

determine elemental concentrations in the digests (volume 40 ml). Determinations for Pb 

were normalised against the average of sodium, potassium, and phosphate concentrations 

for each lattice to account for potential differences in cell concentrations between lattices. 

Mean results are shown from three biological replicates, error bars represent SEM. (B) Cells 

in 24-well plates were exposed to 9mM lead nitrate and the lead level in the supernatant 

determined after 1 hr incubation with S. podzolica, supplied at cell densities equivalent to 

those calculated for lattice structures with pore diameters of 500 µm (black), 1000 µm (pink) 

and 1500 µm (teal). Pb concentrations after 1 hour are expressed as percentages of no-cell 

controls.  

 

Consistent with the lead-depletion experiment (Figure 3.8B), there were no 

significant differences in % survival at the different cell densities when cells were 

stressed in suspension in 24-well plates (one-way ANOVA with Tukey’s multiple 

comparisons test, p = 0.166). (Figure 3.9A). There was an apparent dip in survival at 
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the intermediate cell concentration, but there was no trend similar to that seen in 

the structured-environment experiments. Finally, since many or most cells would be 

adhered to (lattice pore-) surfaces in the structured environments, the possibility of 

an effect of surface-density of cells on lead resistance was assayed. A similar 

experiment as above was conducted, but here with cells adhered to the bottom of 

microplates and at densities calculated by considering pore surface-area in the lattice 

structures rather than volume (this calculation gave densities of 15.9, 4.0 and 1.8 x 

103 cells/cm2 for the lattices with pore diameter 500, 1000, and 1500 µm, 

respectively). Similar to the observations with cells in suspension, there was no 

significant effect of surface-adhered cell density on lead nitrate resistance (p =0.243, 

one-way ANOVA with Tukey’s multiple comparisons test) (Figure 3.9B). The results 

collectively indicate that cell-density effects do not contribute to the difference in 

survival seen in bead and lattice structures. This reinforces the inference that it is 

differences in pore size, specifically, which determined microbial survival of the lead 

stress. 
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Figure 3.9- Assessing the potential impact of cell density on lead resistance 

The survival of S. podzolica in response to a 9mM lead nitrate challenge for 1hr at cell 

densities equivalent to those calculated for lattice structures with pore diameters of 500 µm 

(black), 1000 µm (pink) and 1500 µm (teal). Cell densities were calculated and reproduced to 

represent either the number of cells per unit pore volume (A) or per unit surface area (B) for 

each lattice. Cells at these densities were then stressed either in suspension in, or adhered 

to the bottom of, 48-well plates. Mean results are shown from three biological replicates, 

error bars represent SEM. 
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 Discussion 

The study described in this chapter examined the stress resistance of a natural soil 

yeast incorporated into porous environments of varying pore diameters. The results 

showed that increases in the average equivalent spherical diameters (ESD) of a 

structure’s pore architecture are associated with decreased survival of cells to a toxic-

metal challenge. This was evident in both glass bead, and additively manufactured, 

model structures developed in this work. The findings highlight the importance of the 

physical architecture of an organism’s immediate environment for its response to 

environmental perturbation. 

3.4.1 Creating three-dimensional structures that support assay of 

microbial stress resistance 

Initially, iChip devices were additively manufactured and used to introduce 

microorganisms to soils with different pore size and distributions. The intention was 

to apply an external stressor to the soil, and subsequently recover the 

microorganisms to assess survival in relation to soil structure. However, after several 

device iterations proved to be prone to contamination from the external 

environment, and correspondence with the authors who originally produced this 

device (Nichols et al., 2010) which suggested that additive manufacturing was not an 

appropriate production method, the iChip approach was abandoned. Instead, a new 

experimental setup using glass beads was designed to examine the impact of 

environmental pore size on microbial stress resistance. Importantly, this new design 
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allowed more precise control of the configuration of the structure in comparison to 

using soil. In addition, it was minimally impacted by the introduction of 

microorganisms (as opposed to the disruption to soil structure caused by the large 

iChip), and isolated structural properties of the environment without simultaneous 

change to other spatially variable factors such as pH, salinity, organic carbon 

distribution, etc.  

The new system developed here used glass beads of different diameters (and mixed 

at different ratios) to produce structures with different mean pore equivalent 

spherical diameters (ESDs) – a measure of pore size. Furthermore, it was 

demonstrated that individual glass beads could be inoculated with yeast, exposed to 

a stressor, with subsequent recovery of cells by growth to determine relative survival. 

Glass beads have previously been inoculated to study bacterial denitrification in 

porous environments (Schlüter et al., 2018), and used as a solid interface to cultivate 

and study bacterial differentiation on solid surfaces (Nguyen et al., 2005). In this 

study, this system demonstrated a simple method for making and incorporating 

organisms into three-dimensional structures, so enabling investigation of 

interrelationships between microbial function (e.g., stress resistance) and 

environmental structure. Following this, it was demonstrated that additively 

manufactured lattices with uniform pore diameter could be produced which, similar 

to the glass bead structures, supported inoculation and subsequent recovery of 

microbial cells. This alternative approach gave control of technical variation in 

structures between experiments, while offering uniform structures with defined pore 

sizes. In this study, each lattice was designed with a uniform pore size, but designs 
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with variable pore size within a lattice could also be manufactured if desired. Future 

experiments could aim to re-introduce additional environmental elements into the 

structures, such as by pre-treating glass beads with Piranha solution (a mixture of 

sulfuric acid, hydrogen peroxide, and water) to alter structure hydrophobicity (Seu et 

al., 2007), or by using sintered glass beads to add additional micrometre scale 

porosity to structures (Gueven et al., 2017). 

Across the structures produced here with either method, pore diameters ranged 

from 0.5 mm to 2.1 mm, which are relatable to those found typically in soils 

(Anovitz and Cole, 2015, Beven and Germann, 1982), as well as building materials 

(Zhang et al., 2020, Takahashi and Fuji, 2002) and biomedical materials such as tissue 

scaffolding (Vagaska et al., 2010). It should be possible to produce smaller (or larger) 

pore sizes by using smaller beads or with higher-precision 3D-printing technology. 

Therefore, whereas these structures were developed to ask questions relevant to 

microorganisms in soil habitats, it is anticipated that this methodology can be 

adapted to investigate other types of porous environment. 

3.4.2 Pore size of an organism’s (micro-)environment impacts 

resistance to stress 

Glass bead and lattice structures of various pore size distributions were used to 

explore the impact of pore size on microbial stress resistance. It was expected that a 

broader distribution of pore sizes (i.e., a more heterogeneously structured 

environment) would create a broader, more heterogeneous distribution of stressor 

across the structure. Accordingly, some cells might be exposed to the stressor in 
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smaller or larger pore spaces, or even partly shielded from stressor by close physical 

presence of glass beads, and the degree of variation in this exposure would be related 

to the degree of pore-space variation within a structure. In these structures, it was 

hypothesised that S. podzolica isolates expressing relatively heterogeneous 

resistances (termed heteroresistance) to lead nitrate would exhibit greater survival 

in structures with a heterogeneous distribution of stressor (relative to more 

homogeneous isolates). However, when exposing S. podzolica isolates of various 

heteroresistances to lead nitrate within structures with a range of pore size 

variations, no interaction between heteroresistance and structure heterogeneity was 

observed. This indicated that any survival differences between yeast isolates across 

different structures were not dependent on the isolates’ heteroresistances.  

In addition to examining the interaction between structure heterogeneity and isolate 

heteroresistance, it was hypothesised that structures with larger pores overall would 

facilitate an overall increase in total stressor exposure of cells within those pores 

(relative to structures with smaller pores). As there is no turbulent fluid flow in the 

structured environments used here, lead depleted from a cell’s immediate 

environment by cellular uptake is predominantly replaced by diffusion (Rhodes, 

2008), and diffusivity in porous media increases dependent on porosity (Matyka et 

al., 2008) (the proportion of the environment occupied by pore space). As the present 

lattice structures retained the same total volume over different average ESD (or pore 

diameter), porosity within these structures will increase as pore ESD/diameter 

increases. Therefore, it is inferred that lead depleted by local cellular uptake is 

subsequently replenished at different rates depending on structure porosity; with 
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greater diffusivity in structures with larger pores elevating the mean (over time) 

stressor exposure of a cell. This would reduce overall yeast survival in structures with 

larger pore sizes, regardless of isolate heteroresistance. 

Indeed, in bead structures and lattices, yeast in structures with larger pores showed 

a reduced survival in response to lead nitrate exposure. Whilst it was noted that the 

distribution of pore size (measured as pore equivalent spherical diameter (ESD)) 

within bead structures tended to broaden with increasing mean pore size, survival 

trends in bead experiments could be reproduced in the lattice experiments, which 

had a uniform pore size within each lattice. This indicated that the survival trend seen 

in bead and lattice structures was related to mean pore size, and not degree of 

variation in pore-sizes of a structure.  

It was noted that cell densities within pores of different sizes would differ in our 

structure designs, a variable that required dissecting from pore size-specific effects. 

Cell density is reported to influence stress resistance in other systems, such as by 

increasing extracellular protective molecule secretion at higher cell densities (Laman 

Trip and Youk, 2020) or by increasing the frequency of rare persister cells (Scheler et 

al., 2020, Steels et al., 2000). However, the survival difference between structures 

could not be explained by differences in cell densities, as survival experiments 

replicating cell densities in the pore volume or on the surface of different structures 

showed no significant differences in survival. Nor was available stressor in the 

medium depleted by cells to different extents in the different structures. This 
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provided further evidence to indicate that it is the physical structure specifically that 

impacts resilience to the stress. 

To further examine the hypothesis that cells in structures with larger pores are 

exposed to a greater amount of stressor, the level of exposure of cells to stressor 

could be assayed dynamically. As a proxy, an attempt was made to compare net lead 

accumulation by cells within the different lattice structures, as this may reflect net 

exposure over time. However, the lattice material itself adsorbed significant amounts 

of lead, confounding distinction from lead uptake by cells within the lattices. In 

future, experiments using lattice structures should consider additive manufacturing 

with a low-adsorption material, such as printing lattices with metal instead of resin, 

although the instruments needed for printing these materials are more costly and the 

adherence of cells to these materials would also require assessment. Alternatively, 

lattices could be manufactured from a material with a refractive index similar to 

water, meaning that lattices submerged in water would appear transparent — such 

materials have been used previously in biomedical applications (Ho et al., 2020). 

Then, lattice experiments could be conducted as before, followed by submersion of 

the lattices in water where the transparency of the structure would facilitate imaging 

of cells within lattices. In that case, staining of cells with a fluorescent lead probe, for 

example, would enable measurement of lead levels in cells. This would eliminate the 

need to recover cells from lattices and should minimize interference from lattice-

bound lead. Similar approaches have been employed by Downie et al. (2014) to 

observe fluorescently tagged E. coli associated with lettuce roots grown within a 

transparent substrate. However, the imaging of large three-dimensional structures 
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at single cell resolution would prove challenging and require a built-for-purpose 

imaging setup, not available at this time.  

3.4.3 Conclusions 

The physical environments in which microorganisms naturally reside are rarely 

unstructured and the impacts of microbial environmental structure are often not 

captured in laboratory experiments (Harvey et al., 2020a). Soil structure in particular 

is highly variable between different locations, with additional effects of factors such 

as management practice in agricultural soils (Pagliai et al., 2004, Palmer and Smith, 

2013) and changing climate (Chan, 2011). Pore size is a key variable across different 

structures like soils. The results of this study suggest that changes in the pore size of 

a microorganism’s (micro-) environment can influence stress resistance, as 

demonstrated here with lead nitrate as a soil-polluting metal stressor. Hence, when 

assessing the impact of environmental stressors on microorganisms, the 

environmental architecture in which such organisms naturally reside should be 

considered and even incorporated to experimental design where appropriate, as 

evidently physical structure alone can impact microbial stress resistance. 
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4 STRUCTURES AT THE MICROSCALE- A 

MICROFLUIDICS APPROACH 
 

 Introduction 

Studies in the previous chapter examined how structured environments analogous 

to soils with millimetre-scale pores could impact microbial stress resistance. 

However, depending on the soil type, many of the pores within a soil can be below 

this pore size range. For example, it was demonstrated in Chapter 2 that the average 

pore diameter within a single aggregate of soil can be 30-40 µm in diameter.  Indeed, 

in denser clay soils it has been suggested that as many as 70% of pores are smaller 

than 75 µm in diameter, with many below even 5 µm (Zaffar and Lu, 2015). 

Hypothetically, a pore that is a perfect sphere of 10 µm diameter would contain a 

volume of 523.6 µm3. Considering a single yeast cell, for example, within that pore 

would occupy ~ 42 µm3 (Jorgensen et al., 2002), it seems likely that cell activity within 

such small environments may impact the local nutrient and stressor concentrations, 

such as by uptake of these substrates from the pore space into the cell. This may in 

turn influence the availability of these substrates to other nearby cells.  

The rate of depletion and replenishment of diffusible substrates in such small 

volumes can also differ from that in larger pores. For small fluid volumes and mass, 

the influence of inertia (resistance of any physical object to any change in its velocity) 

becomes smaller relative to that of viscous forces (the resistance of a liquid body to 

deformation). This means that fluid mixing by turbulence does not readily occur in 
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such small spaces as flow becomes “laminar” and mixing occurs predominantly by 

diffusion (Novotny and Foret, 2017). This relationship between inertia and viscosity 

can be summarised by the Reynolds number (see Appendix F for the equation 

defining the Reynolds number). In small fluid volumes, the mixing of nutrients and 

stressors are reliant on diffusion, external pressure changes to generate fluid flow, 

and sometimes turbulence generated by flow through irregular pore shapes, even at 

small volumes (He et al., 2001). 

Some previous research has focused on microbial migration (Rubinstein et al., 2015, 

Aleklett et al., 2021) and metabolic activity (Nadell et al., 2017, Dal Co et al., 2019) 

within micrometre-scale structures. However, there are currently few, if any, studies 

that have examined how micrometre-scale environmental structure impacts the 

exposure and response of microorganisms to environmental stressors. Such data 

could deepen our understanding of microbial response to perturbation as it occurs in 

structured environments, such as those that reflect the natural soil habitat. 

Examining the interaction between microorganism and abiotic factors in structured 

environments of small scales is challenging (Baveye et al., 2018, Harvey et al., 2020a). 

However, microfluidics devices with incorporated structured elements offer 

potential in examining this interaction as they enable the precise control of a cells 

microenvironment and facilitate single cell imaging and tracking (Deng et al., 2015, 

Dal Co et al., 2019, Nadell et al., 2017) (see General Introduction section 1.1.1.2 for 

an overview of microfluidics devices). Of focus in this chapter, soil micromodels are 

microfluidics devices with incorporated soil-relevant structures (Deng et al., 2015) 
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and may offer a suitable environment to examine microbial-structure interaction. 

Furthermore, inert particles can be introduced into otherwise homogeneous 

microfluidics chambers to create simple structures to further examine these 

interactions. 

4.1.1 Aims 

This chapter aimed to assess whether microscale environmental structure can impact 

microbial stress response, by altering the flow and distribution of an applied stressor.  

This was assessed by developing and validating suitable spatial metrics to describe 

the physical structure and space around single microbial cells. This was followed by 

experimental assay of yeast cell responses to a metal stressor in microfluidic devices 

containing soil-like structures, so enabling correlation with the developed spatial 

metrics. In a separate experimental setup, simplified structured environments with 

different numbers of structures were produced using microspheres in chambers 

within microfluidic devices. This approach was further used to assess the impact of 

environmental structure and structure density on microbial stress response using the 

spatial metrics developed previously.  
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 Materials and Methods 

4.2.1 Yeast strains and culture conditions 

The haploid Saccharomyces cerevisiae strain BY4741-HSP104-GFP (MATa his3Δ1 

leu2Δ0 met15Δ0 ura3Δ0) (Invitrogen) contains a HSP104-GFP translational fusion 

under the native HSP104 promoter. Hsp104 is a key stress response protein, 

upregulated in response to heat stress (among other stressors). The haploid S. 

cerevisiae strain SVY14 HO::pCUP1-yEGFP (MATa leu2-3, 112 ura3-52 trp1-289) 

contains a green fluorescent protein (GFP) transcriptional fusion under control of the 

pCUP1 promoter integrated at the HO locus (Mateus and Avery, 2000). pCUP1 usually 

regulates the expression of the metallothionein Cup1p and is induced in response to 

exogenous copper exposure. 

Both strains were maintained and grown in YNB medium [0.69% yeast-nitrogen base 

without amino acids (Formedium), 2% (w/v) D-glucose], supplemented as required 

with amino acids or nucleobases to complement auxotrophies (as listed above). 

Where necessary, media were solidified with 2% (w/v) agar (Sigma-Aldrich, St. Louis, 

MO). For experiments, single colonies were used to inoculate 10 ml of medium in 50 

ml Erlenmeyer flasks and incubated with orbital shaking (New Brunswick Scientific) 

at 120 rev min-1 at 30°C overnight. To produce exponential phase cells for 

experimental purposes, overnight cultures were diluted to OD600 ~ 0.5 and incubated 

as above until cells reach an OD600 ~ 1.5. 
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4.2.2 Determination of cellular GFP 

Single-cell GFP fluorescence was determined for samples (500 µL) of exponential 

phase cells in YNB medium at OD600 0.5 following treatment either with specified 

temperatures for S. cerevisiae BY4741-HSP104-GFP or specified copper sulphate 

concentrations for S. cerevisiae SVY14. Post stress, cells were harvested by 

centrifugation at 4500 g for 5 min, the supernatant removed, and cells washed twice 

in phosphate buffered saline (PBS) (137mM sodium chloride, 2.7mM potassium 

chloride, 11.9mM phosphate buffer) at room temperature. Flow cytometric analysis 

was performed with a FACSCanto A (BD Biosciences) collecting 106 events per sample. 

Cells were excited at 488 nm and emission was collected through a FITC 530/330 nm 

filter. Events were gated by median forward scatter and side scatter to exclude 

doublet cells and minimise interference from debris. Median fluorescence of gated 

cells was then calculated in Flowing Software V2.5. 

4.2.3 Soil micromodel setup 

4.2.3.1 Soil micromodel preparation 

The soil micromodels described here are microfluidic devices consisting of a 

simulated soil structure moulded in polydimethylsiloxane (PDMS) polymer and 

plasma bonded onto a glass substrate (Figure 4.1) (Rubinstein et al., 2015). Holes 

punched in either end of the device allow fluid flow to be introduced through the 

open spaces within the model, while the simulated structure within it provides the 

structured environment. Each model contained three identical structures in parallel, 

supplied by the same flow inlet. Soil micromodels were produced and kindly provided 

by Yi-Syuan Guo, University of Connecticut, as described in Rubinstein et al., 2015. 
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Micromodels were sterilised before experiments by exposure to ultraviolet (UV) light 

for 20 min in a class II biosafety cabinet using a 30W ultraviolet lamp (Philips), with 

the micromodels 60 cm from the light source. 

Sterile micromodels were treated overnight with 2 mg ml-1 concanavalin A (ConA) 

(Sigma-Aldrich) by flowing ConA solution through the model until saturated. This was 

to promote subsequent cell adhesion to the glass floor of the device. Micromodels 

were then flushed with filtered (filter size 0.22 µm) YNB medium to remove excess 

conA solution and then inoculated with cells suspended in YNB at 750 cells µl-1 by 

flowing the suspension into the model at a rate of 10 µlh-1, resulting in 100 cells per 

micromodel channel. Devices were then mounted onto an inverted microscope stage 

within an environmental chamber and heating system which maintained the 

environmental temperature at 30°C unless otherwise stated.  

Cells were allowed to settle to the glass floor of the device for 20 minutes before a 

flow of YNB medium was introduced at 2 µl hr-1 for 20 minutes to flush out non-

adherent cells. Medium flow was introduced using a 20 ml syringe connected to the 

opening of the microfluidics device, with the syringe mounted onto a NE-500 syringe 

pump (New Era Pump Systems, Inc.). The syringe pump applied a constant force to 

the syringe plunger flange to expel the desired volume of fluid over time. The syringe 

pump was controlled using SyringePump Pro software, which contained pre-

configured settings to account for the specific size and brand of syringe being used to 

ensure accurate expulsion volumes. 
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Figure 4.1- Overview of soil micromodel setup 

(A) Soil micromodels are microfluidic devices containing PDSM polymer structures that 

resemble soil particles, which are illustrated schematically in the lower part of the figure. 

Figure (A) is adapted from Deng et al. (2015). Flow can be introduced to these devices by a 

tube connected to a syringe pump, with fluid flow-through collected in another tube at the 

other end. A schematic of this experimental setup can be seen in (B). 

 

4.2.4 Stress experiments within soil micromodel devices 

Before a stressor (either heat or copper) was applied, all three micromodel chambers 

were imaged in brightfield transmitted light and GFP emission wavelengths, to record 
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the micromodel structure and baseline fluorescence values for individual cells (image 

acquisition parameters are detailed in section 4.2.6). For heat stress experiments, 

flow of medium was continued at 2 µl hr-1 and the temperature of the environmental 

chamber was raised to 38°C for 1 hr, after which time cells within micromodels were 

imaged as before to capture post-stressor fluorescence. For copper stress 

experiments, the syringe and tubing were replaced with a syringe and tubing 

containing YNB as before but supplemented with 200 µM copper sulfate. This copper 

supplemented medium was then introduced to the model at the same flow rate as 

before, for 1 hr, before imaging again.  

4.2.5 Stress experiments within CellASIC ONIX II microfluidic devices 

In addition to soil micromodels, a commercial microfluidics system was used to 

determine whether creating structured environments in otherwise constant 

conditions would impact microbial stress response. Unlike the flow-driven soil 

micromodels described above, the CellASIC system is a pressure driven system. In this 

system, fluids to be introduced to the micromodel chambers are held within 500 µl 

solution inlets (Figure 4.2A).  These are housed within the microfluidic plate and each 

solution inlet is connected to its respective chamber by a small channel within the 

plate (Figure 4.2B). A manifold is then sealed to the plate (Figure 4.2C), which is 

attached to a valve system to regulate pressure and temperature within the 

microfluidics plate.  
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Figure 4.2- Overview of the CellASIC ONIX II microfluidic system and microfluidic 
plates 

Microfluidic plates (85.48 mm Wide x 127.76 mm Long x 14.35 mm Height) (A) 

contain a series of solution inlets that can be filled with solutions to be introduced 

into one of four microfluidics chambers (blue, with one chamber illustrated in (B). 

Note that in (A) letters A-D refer each to one chamber, allowing for up to 6 solution 

inlets per chambers. Each chamber contains 104 traps measuring 100x100 µm (B), 

designed to trap cells in place while still permitting fluid flow into the traps. Fluid flow 

is introduced by pressure applied to each solution inlet via the manifold system (C), 

which seals the device and also regulates the temperature of the microfluidics plate. 

The ONIX II software is used to control the pressure applied to each solution inlet by 

the manifold — A screenshot showing control of each solution inlet is presented in 

(D) (the plate layout is analogous to that shown in (A)), colours indicate groups of 

inlets that can be pressurised simultaneously). Illustrations are adapted from the 

CellASIC ONIX II Microfluidics System User Guide (EMD Millipore). 
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To introduce flow of a particular fluid into the microfluidics chamber, pressure is 

applied to each solution inlet individually though the manifold (by mechanical 

airflow), forcing the fluid into the chambers of the microfluidics plate. The pressure 

of each reservoir was controlled via ONIX II software (CellASIC) installed on a windows 

PC (Figure 4.2D). The temperature of the microfluidics plate was also measured and 

controlled by this software, as the manifold contained a heating element to regulate 

the temperature within the microfluidic device. For these experiments, the plate 

temperature was maintained at 30 °C.  

To create micrometre scale structures for stress response experiments, commercially 

available CellASIC ONIX pad trap plates (Sigma-Aldrich) were used. These comprise 

four chambers, with each chamber containing 104 trap pads (each measuring 100 x 

100 µm) and consisting of a perimeter of pillars to help trap cells while facilitating 

fluid flow in and around the traps (Figure 4.2D). The ceiling height within each trap is 

4 µm, which effectively traps yeast cells (approximately 4-5 µm diameter) and 

prevents them from moving, whereas the ceiling height surrounding traps is ~ 20 µm, 

allowing cells not within traps to be removed by fluid flow.  

4.2.5.1 Using microspheres to create physically structured microenvironments 

Chambers of CellASIC ONIX pad trap plates (Sigma-Aldrich) were inoculated either 

with SVY14 cells at OD600 0.1, or cells at the same concentration mixed with 4 µm 

TetraSpeck microspheres (Invitrogen) at either 1.26 x 107 or 6.3 x 106 particles ml-1, 

suspended in YNB medium. Cells and/or microspheres were introduced to the 

chambers by flowing these mixtures into the model at 8 psi in three 10 s bursts. This 

resulted in chambers containing ~1 yeast cell per trap and an average of either 0, 16, 
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or 39 microspheres per trap, depending on the microsphere inoculum, to create 

structured chambers with different structure densities. Because the cell traps have a 

ceiling height of 4 µm and the ceiling outside of traps is 20 µm from the chamber 

floor, cells and microspheres are forced into traps by the fluid flow and are held in 

place between the floor and ceiling of the trap pads, while debris outside of the trap 

pads is removed by further fluid flow. Then, to further distribute microspheres within 

each trap pad and reduce their aggregation around the trap perimeter, the flow 

direction was alternated at 5 psi in short bursts (3-4 s). This “shuffled” microspheres 

away from the trap perimeter, reducing the number of microspheres might impede 

fluid flow into or out of the traps. 

Once cells and microspheres had been introduced and distributed within individual 

traps, flow of YNB medium was introduced across all three chambers being used in a 

plate at 2 psi for 20 min, to ensure cell nourishment and removal of any 

cells/microspheres outside of traps. After incubation, each chamber was imaged in 

brightfield and at GFP excitation/emission wavelengths, as described in section 4.2.6, 

before flushing with YNB supplemented with 200 µM CuSO4 (copper sulfate) at 8 psi 

for 10 s. The initial 8 psi flushing step ensured that the copper supplemented medium 

completely displaced the regular medium (the manufacturer recommends a 5 s 

flushing duration for this purpose). Then, fluid flow of copper supplemented medium 

was reduced to 2 psi and continued for 1 hr. After 1 hr stressor exposure, cells within 

chambers were then imaged again as before to capture post-stress cell fluorescence 

values. 
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4.2.5.2 Assay of flow-rate effect on stress response  

To measure the impact of different stressor flow rates on CUP1-GFP expression 

levels, trap plates were inoculated with SVY14 cells at OD600 ~0.3 by flowing the 

suspension once at 8 psi for 10 s, resulting in ~1 yeast cell per trap. Then, YNB 

medium flow was introduced at 2 psi for 20 min to support metabolic activity of cells 

within traps and to remove cells not confined to traps, before imaging in brightfield 

and at GFP excitation/emission wavelengths (section 2.6). After baseline imaging, 

YNB supplemented with 200 µM CuSO4 was introduced at 8 psi for 10 s before 

reducing the pressure to either 1 or 2 psi (as specified) for 1 hr. Cells were then 

imaged again as before to capture post-stress cell fluorescence values.  

4.2.5.3 Quantifying spatial relationships between cells and microspheres 

To help assess the impact of microsphere proximity on cell stress response, the angle 

and distance of every microsphere from yeast cells within each trap were calculated. 

This was according to the coordinates for cells and beads in relation to the trap area, 

with the top left of the trap area defined as the point of origin (X=0, Y=0). An angle of 

zero degrees represented a microsphere being located directly between the trap 

opening and cell and exactly perpendicular to the trap opening. An angle of 90° and 

-90° represented beads exactly parallel to the cell relative to the trap opening. 

Distance was determined as linear distance between the centre of the cell and centre 

of the microsphere. The angle and distance parameters used are described and 

illustrated later in the Results (section 4.3.3.2). 

To measure the coordinates of cells and microsphere within traps, each trap was 

considered separately, so that the top left corner of each trap was given the 
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coordinate value (0,0), allowing for later comparisons between traps (i.e., cells at the 

same location of different traps would share the same coordinates). Then, 

coordinates of all objects and cells were measured (from the objects centre point) 

using the built-in “Analyse particles” function within Fiji v1.51w software. Distances 

between microspheres and cells were calculated using these coordinates, using the 

equation: 

√(𝑥̄2 − 𝑥̄1)2 + (𝑦2 − 𝑦1)2 

Where X and Y are respective coordinates of each cell/object. 

The angle between microspheres and cells was calculated using the mathematical 

function atan2(y,x), which defined the angle (in radians) between the x axis and a 

straight line that passes through the cell and microsphere. These angles were 

converted into degrees and transformed, by addition or subtraction, to reflect the 

angle of the microspheres in relation to the trap opening, such that an angle of 0° 

represented a microsphere directly between the cell and trap opening, with negative 

angles representing microspheres behind the cell in relation to the trap opening. 

4.2.6 Microscopy and imaging 

All microscopy and imaging were conducted at the School of Life Science Imaging 

(SLIM) Centre, University of Nottingham. Soil micromodels were examined with a 

DeltaVision Elite Microscope (Applied Precision/GE Healthcare) equipped with a 20x, 

0.85 NA objective. Fluorescence excitation was at 475 nm (bandwidth 28 nm) and 

emission measured at 525 nm (bandwidth 50 nm). Images were captured using a 
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CoolSnap HQ2 CCD camera (Photometrics) at 60 ms exposure. Brightfield transmitted 

light images were acquired with 10 ms exposure. 

CellASIC microfluidics plates were examined using a Zeiss Exciter Widefield 

microscope equipped with a 20x, 0.50 NA objective. Fluorescence excitation was at 

470 nm (bandwidth 40 nm) and emission recorded at 525 nm (bandwidth 50 nm). 

Fluorescence and brightfield images were captured using a Retiga R1 CCD camera at 

60 and 10 ms exposure times, respectively.  

On both systems, the cell chambers were imaged over multiple panels using a 

motorised stage to conduct multi-point visiting. This was controlled using Micro-

Manager software V1.4 software, applying a 10% image overlap between panels to 

allow image stitching post acquisition. Both setups were contained within an 

environment control chamber, with ambient temperature controlled by a heater 

within the chamber. Microfluidics experiments and imaging were conducted at 30 °C 

unless otherwise specified.   

4.2.7 Image analysis 

4.2.7.1 General analysis 

All image analysis was conducted using Fiji v1.51w software (Schindelin et al., 2012). 

Images from multi-point acquisition were assembled into one larger image using the 

Grid/Collection plugin V1.2 (Preibisch et al., 2009). Voronoi areas and greyscale 

distance maps were calculated using Fiji V.151w built-in plugins. Yeast cells were 

identified and selected manually, and fluorescence values calculated as mean 

intensity of pixels within each cell. For all microfluidics experiments, the same total 
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area for each yeast cell was measured at each timepoint, and cells which appeared 

to be doubling (determined visually) during the experiment were excluded from 

analysis. 

4.2.7.2 Single cell spatial analysis 

A method was developed to quantify a cell’s local environmental structure, which 

related the distance from a cell to surrounding objects. This was achieved by 

generating Voronoi tessellations for each yeast cell. In short, this approach divides 

the open space between cell and object such that any point within a cell/object 

tessellation is closer to that cell than any other object (Figure 4.5). The areas of these 

Voronoi tessellations were used as a measure for the space surrounding individual 

cells. The Voronoi tessellations were generated in a semi-automated process in Fiji 

v1.51w using the “Voronoi” plugin.  

In addition, linear greyscale distance mapping was used to give further detail to these 

Voronoi areas. Here, each pixel of a cell’s “Voronoi area” was weighted linearly 

according to its distance from the cell centre, starting at a value of 1. For example, a 

pixel adjacent to the cell centre would be given a value of 1, whereas a cell 200 pixels 

from the cell centre is given a value of 201. This allows metrics such as the sum, 

median, and mean greyscale value to be tested for correlation with cell fluorescence 

values in a way that reflects how much of the space in a Voronoi area is close or far 

from the cell (this is important as Voronoi tessellations can have very different shapes 

around different cells, which ‘area’ alone does not capture). These values together 

with Voronoi measurements will henceforth be referred to as “spatial metrics”. 
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4.2.7.3 Fluid displacement analysis 

To measure the potential impact of microspheres present in the CellASIC cell traps 

on flow of fluid into the traps, 250 µM rhodamine 6G (Sigma-Aldrich) (a fluorescent 

dye) was introduced into either empty or microsphere filled traps, with fluorescence 

images taken for this duration using the same imaging parameters as before (section 

4.2.6). To analyse the data in Fiji v1.51w, a “straight-line selection” was drawn from 

the trap opening to the back of the trap, and the mean fluorescence intensity along 

this line was measured at every 100 ms time interval using the “Plot profile” function, 

enabling a representative measurement of dye flow across the whole trap. 
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 Results 

4.3.1 Using fluorescent protein expression as a proxy for cellular 

exposure to stressor 

In order to investigate relationships between single-cell stressor exposure and 

parameters of a cell’s local environmental structure, it was first demonstrated that 

stressor exposure (copper or heat) could be assayed according to fluorescence of 

cells expressing GFP either under control of a copper inducible gene (CUP1) 

promoter, or as a GFP-tagged heat stress response protein (Hsp104).  

S. cerevisiae SVY14 cells expressing pCUP1-GFP (the CUP1 gene encodes the copper 

metallothionein and is strongly inducible by exogenous copper) showed a linear, 

positive correlation between the concentration of copper supplied to cells and 

cellular fluorescence, after either 1 hr or 2 hr incubation with final concentration of 

additional copper sulfate (CuSO4) concentrations ranging from 25 to 300 µM (R2 = 

0.939 p < 0.001; R2 = 0.942 p <0.001 respectively). Including the no-copper control in 

this range gave a deviation from linearity, as it was noted that the fluorescence 

increase between 0 and 25 µM was larger than in subsequent increments of supplied 

copper concentration. The fluorescence increase of cells was greater at 2 hr exposure 

across all concentrations (Figure 4.3). 
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Figure 4.3- Expression of GFP under the CUP1 promoter correlates with copper 

concentration after 1 hr and 2 hr exposure 

Fluorescence of single cells expressing GFP under the CUP1 promoter and incubated in YNB 

medium with a range of supplemented copper sulfate concentrations were measured by flow 

cytometry (105 events) after either 1 or 2 hr exposure. Median fluorescence value is plotted 

from 100,000 cells per concentration. For 1 hr exposure R2 = 0.939  p < 0.001, for 2 hr 

exposure R2 = 0.942 p < 0.001, determined by linear regression applied to data for copper 

concentrations 25 to 300 µM. Data for the no-copper controls were excluded from the 

regression equation as these deviated from linearity. 

S. cerevisiae cells expressing GFP-tagged Hsp104 under control of the native HSP104 

promoter showed an increase in fluroescence between 30 - 39°C at exposure times 

ranging from 15 - 120 minutes, with fluorescence decreasing at 42 and 45°C. The 

fluorescence difference between treatments was generally more pronounced at 

incubation times > 15 minutes (Figure 4.4). 
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Figure 4.4- Temperature-dependent Hsp104-GFP expression under the native 
HSP104 promoter 

Fluorescence of exponential phase S. cerevisiae cells expressing Hsp104-GFP after exposure 

to temperatures ranging from 30–45 °C for 15–120 minutes (as indicated on the plot), 

determined by flow cytometry (105 events). Median fluorescence value is plotted from 

100,000 cells per temperature and exposure time. 

 

4.3.2 Use of defined “spatial metrics” to quantify a cell’s local 

environmental structure 

After establishing a proxy to quantify single cell stressor exposure, a set of 

parameters were then considered for potential suitability as descriptors of the local 

physical surroundings of individual cells. Firstly, the use of Voronoi areas (described 

in section 4.2.7.2) to quantify the proximity between cells and surrounding objects 

was trialled. Voronoi areas are defined by tessellations that separate the open space 

between points, such that any space within a point’s Voronoi area is closer to that 

point than any other (illustrated in Figure 4.5B). A series of mock images were 

produced, starting with a single central point (representing a microbial cell) and 

object (representing an environmental structure), followed by the systematic 
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addition of objects at distances equal to one or two object diameters from the central 

cell (Figure 4.5A). This produced an array of spatial configurations for analysis. 

Voronoi areas were then calculated for each cell relative to its surrounding objects 

using Fiji V1.51w (see section 4.2.7.2) Subsequently each pixel within a Voronoi area 

was assigned a numerical value corresponding to its distance from the cell, 

represented as a greyscale distance map (with values from 1–255 representing white 

to black, respectively) (Figure 4.5B). This allowed Voronoi areas to be weighted in a 

way that reflected differing shapes, as Voronoi areas encompassing larger distances 

between the cell and area-perimeter included larger numerical values. Plotting cells’ 

Voronoi areas or other parameters from the greyscale distance maps against the 

inferred, relative complexity of the different configurations trialled (Figure 4.5A) 

showed the anticipated trend. That is, either an increased number of objects around 

a cell or a reduced distance between objects and cell, reduced the Voronoi area and 

greyscale distance values, reflecting reductions in open space around the cell (Figure 

4.5C). It should be noted that some measures, such as median greyscale value, 

showed this general trend but also showed deviation from the trend as the object 

number was increased. 
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Figure 4.5- Exploring spatial metrics as a method of describing the spatial 
relationships between objects 

(A) A systematic array of central points (smaller circle, representing a microbial cell) with an 

increasing number of objects (larger circles, representing a simple environmental structure) 

either one or two object diameters away from the central point. (B) Selected illustrations of 

Voronoi tessellation (black outline), around a central point, dividing the open space between 

objects. Each pixel within the tessellation is given a value corresponding to its distance from 

the central point, illustrated here as greyscale ranging from 1 (white) to 255 (black). The 

values of all measured parameters for each numbered example image in (A) are presented 

in panel (C). 
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4.3.3 Examining the relationship between environmental structure and 

microbial stress response 

4.3.3.1 Yeast stress response within soil micromodels does not correlate with their 

spatial metrics.  

Once spatial metrics and a proxy for cell stressor exposure had been established, 

experiments were conducted in microfluidics devices containing physical structures (soil 

micromodels - see section 4.2.4) to determine whether the introduction of physical 

environmental structure impacted microbial stress response. Cells were inoculated within 

soil micromodels by flowing a 750 cells µl-1 cell suspension through them, resulting in 

approximately 100 cells per micromodel channel (with three identical replicate channels per 

model). See Figure 4.6 for example images.
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Figure 4.6- Representative microscopic images of soil micromodels 

Soil-micromodel microfluidics devices contained solid PDMS structures within a channel 1 mm in diameter and 10 mm in length, presented in (A), 

with the direction of fluid flow from top to bottom of the image. Approximately one fifth of the channel length is presented. Cells are distributed 

randomly through the open pore space, with examples of cell locations highlighted in locations 1-4 in (A). Close-ups of each location and cell (red 

arrows) are presented in (B).  
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To determine whether a cell’s local environmental structure influenced its exposure to each 

stressor, the percentage increase in single-cell fluorescence arising during exposure to each 

stressor was calculated and compared with the single-cell spatial metrics described above 

(Figure 4.7A). It was hypothesised that cells within more confined spaces (represented here 

as a smaller Voronoi area) would be shielded from copper stressor flow in comparison to cells 

in more open (exposed) spaces. Conversely, it was anticipated that heat stress would apply 

uniformly across the soil micromodel (as the entire chamber was heated externally) and 

would not correlate with any spatial metrics. However, no significant correlations between 

the spatial metrics and response were apparent for either copper- or heat-stress (see Figure 

4.7B for Pearson’s correlation and p-values). 
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Heat Copper

 Heat Stress Copper Stress 

Metric Pearson r p-value Pearson r p-value 

Voronoi Area -0.141 0.136 0.032 0.747 

Greyscale Mean 0.127 0.178 0.072 0.481 

Greyscale Median 0.130 0.169 0.075 0.460 

 

A

B

 

Figure 4.7- The trialled spatial metrics do not predict cellular stress response 

(A) Correlations between percentage increase in single-cell fluorescence (post- versus pre-stressor) 

and cell Voronoi area, or mean or median greyscale distance values of the Voronoi areas. These were 

determined after 1 hr of exposure of S. cerevisiae expressing pCUP1-GFP or Hsp104-GFP to either 200 

µM copper (left) or change from 30 °C to 39 °C (right), respectively, in soil micromodels. Pearson’s 

correlation values and p-values for each linear regression analysis are listed in (B). 
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4.3.3.2 Microsphere structures in CellASIC trap plates can impact microbial stress response 

Because the structures within the soil micromodels used above are complex and differences in cell 

fluorescence increase could not be accounted for by spatial metrics (Figure 4.7), a second 

experimental setup was designed with a simplified and modifiable environmental structure. The 

CellASIC microfluidics pad trap plate is a commercially available microfluidics device consisting of 4 

polydimethylsiloxane (PDMS) chambers, each containing 104 barrier traps with dimensions 100 x 100 

µm and ceiling heights of 4 µm (Figure 4.8A). Liquid flow can be introduced through the chamber with 

an external pressure system to create nutrient or stressor flow within the chamber in a controlled 

manner (see section 4.2.5 and Figure 4.2). By introducing 4-µm microspheres into the chamber, it 

was possible to create simple structured environments (Figure 4.8B) in which yeast cells could reside. 

Furthermore, by varying the concentration of microspheres added in each chamber, environments 

with varying degrees of structure could be created. 
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Figure 4.8- Illustration of CellASIC trap plates and environments with added microspheres 
for structure 

Each of the four chambers within a microfluidics plate contains 104 individual 100 x 100 µm traps. A 

representative 9 traps from one chamber are pictured in A (note, the chamber is much larger than the 

crop shown), illustrating the alternating arrangement of traps. Red arrows indicate direction of fluid 

flow. Each individual trap (B) is composed of a U-shaped arrangement of pillars, with gaps between 

pillars sufficient to allow fluid flow but prevent cells from passing. Here, traps were inoculated with 4 

µm microspheres (B, green spheres) to create individual structures within a trap. Yeast cell can be 

seen in the bottom-right corner of the trap in B. Red arrows indicate direction of fluid flow into the 

trap.  

 

After introducing structure from microspheres within each trap of the microfluidics chambers, 

preliminary experiments were conducted to determine whether the microspheres may alter 

overall fluid flow within traps, potentially by blocking pores at the trap perimeter (seen in 

Figure 4.8B). By introducing a fluorescent dye (rhodamine 6G (R6G)) at 8 psi into traps with 

and without microspheres and measuring the movement of dye into traps over time, a 

decreased dye flow within the first 2 seconds of introduction was observed in traps 

containing microspheres. However, after this initial difference in rate, the quantity of dye 
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within each trap type was similar after approximately 4 seconds as the dye level in the 

microsphere-free traps had plateaued earlier (Figure 4.9). This plateau was below the 

saturation limit of the camera (dotted line in Figure 4.9) indicating that it was not a saturation 

artefact. Based on these data, it was decided for subsequent stress-response experiments 

that medium containing copper would be introduced at 8 psi for 10 seconds before 

continuing flow for 1 hr (at 2 psi) before analysis of cellular responses. Accordingly, kinetic 

differences in flow over the first 2–4 seconds of exposure (Figure 4.9) were negligible relative 

to the experimental timescales. 
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Figure 4.9- Examining flow rate differences in traps with and without microspheres 

Rhodamine 6G was introduced to CellASIC trap plate traps either containing microspheres or not. The 

fluid flow into individual traps was compared using R6G fluorescence after R6G inflow was initiated, 

with fluorescence values across the length of the trap averaged at every time point. The dotted line 

at Y = 16,383 represents the saturation value of the camera. 
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Then, to investigate whether these micrometre-scale structured environments impacted 

microbial stress exposure, S. cerevisiae SVY14 cells (expressing pCUP1-GFP) were introduced 

to traps and exposed to 200 µM copper sulfate for 1 hr under constant flow. By comparing 

mean fluorescence increase of cells (a proxy for stressor exposure) in unstructured chambers 

versus cells within chambers containing two different quantities of microspheres, a decreased 

relative response could be seen in the structured environments (Figure 4.10) (one-way 

ANOVA with Tukey’s multiple comparisons, p<0.0001 for both comparisons). These results 

suggest that introducing structure into these environments with microspheres suppresses 

microbial response (and, therefore, probably exposure) to copper.  
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Figure 4.10- Increasing environmental structure density decreases cell stressor exposure 

Comparison between average fluorescence increase of S. cerevisiae SVY14 cells across chambers with 

an average of either 0, 16 (±5), or 39 (±8) microspheres per trap after 1 hr exposure to 200 µM copper 

sulfate (****, p <0.0001 according to one way ANOVA with Tukey’s multiple comparisons,). Points 

represent individual cells, bars represent mean and standard deviation for 59, 58, and 62 cells, 

respectively, with every cell being located its own structured environment (trap). 

 

To further understand the relationship between micrometre-scale structured environments 

and their impact on stress exposure and response, the same spatial analysis previously 

applied to cells in the soil micromodels was also applied to cells and microsphere structures 

in the microfluidic traps. When comparing the mean spatial metrics of cells at each of the two 
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microsphere densities tested, there was a significant reduction in average cell Voronoi area 

in comparison to the unstructured (microsphere-free) control (Figure 4.11A). This confirmed 

that cells within traps with more microspheres had reduced open space surrounding them. 

These spatial metrics showed a very similar trend as cellular response to copper inflow across 

the different structure densities (presented in Figure 4.10). Additionally, further analysis at 

the single cell level showed significant, positive correlation between an individual cell’s 

Voronoi area and its fluorescence increase (Pearson’s r = 0.237, p = 0.0014) (Figure 4.11B).  
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Figure 4.11- Comparison of single-cell spatial measures and copper responses between 
traps of different microsphere densities 

(A) Comparison between cell Voronoi area across chambers with either 0, 16, or 39 microspheres per 

trap (on average) (****, p <0.0001 according to one way ANOVA with Tukey’s multiple comparisons). 

Bars represent mean and standard deviation of 59, 58, and 62 cells. (B) Correlation between single-

cell Voronoi area and copper response (% fluorescence increase) when analysing cells across all three 

environments (Pearson’s r = 0.280, R2 = 0.079, p < 0.0001, n=179). For both figures, points represent 

individual cells, with each cell being located within its own structured environment (trap). 
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In a separate experiment omitting microspheres, manual reduction of the copper stressor 

flow rate by 50% using the CellASIC software reduced the response to copper by 

approximately 34% (Figure 4.12). Given this and the facts that the presence of microspheres 

also decreased the copper response of cells (by 80 – 90%) (Figure 4.10) but did not appear to 

substantially reduce overall flow into traps (Figure 4.9), it was reasoned that stressor flow 

rates could be locally decreased only within close proximity to microsphere structures, and 

potentially by more than the 50% trialled manually here. Accordingly, this would be expected 

to reduce the copper exposure of cells that are closest to the microspheres, and that is 

supported by the fact that reduced Voronoi area was associated with reduced response 

(Figure 4.11B). At the same time, the data do not eliminate a possibility that reduction in 

copper response in the structured environments is dependent on another parameter than 

flow.   
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Figure 4.12- Reducing flow rate of copper-supplemented medium into the microfluidic 
traps reduces the cellular copper response 

Cells in microfluidics traps were exposed to YNB supplemented with 200 µM copper nitrate at induced 

flow of either one or two psi (corresponding to 2 and 4 µL hr-1, respectively). ****, p < 0.0001 (two-

sample t-test). 

 

To further test the hypothesis that cells within close proximity to structures were less exposed 

to stressors, microspheres associated with each cell were grouped into quartiles by distance 

from their relevant cell. Microspheres were then separated into three groups depending on 

the angle between the microsphere and cell, with respect to the trap opening (illustrated in 

Figure 4.13A,B)  

Lastly, cells and associated beads were then grouped into quartiles based on cellular copper 

response (% fluorescence increase). The frequency of microspheres in each distance and 

angle grouping for each quartile of cells was visually compiled into a semicircle illustration, 
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with microsphere distance represented by distance from the semicircle centre and angle 

represented by three divisions, as illustrated in Figure 4.13. 

This grouping of cells and microspheres provided a way of analysing the relationship between 

cell fluorescence increase (and hence stress exposure) and average distance and position of 

each microsphere in relation to the cell and source of stressor flow.  

This analysis was conducted for the cells responding least and most to copper, defined as the 

lower and upper quartiles of cells based on copper responsiveness. Then, it was possible to 

compare the frequencies of microspheres in each of these distance-angle divisions between 

the two copper-response quartiles by subtracting the frequency of microspheres associated 

with the lowest responding cells from the frequencies of highest responding cells (Figure 

4.13C) (see Appendix D for raw values). In this difference analysis, a positive number in a 

particular distance-angle location would indicate that more microspheres at this relative 

location were associated with cells responding strongly than weakly to copper. Overall, it was 

noted that more locations showed negative (red) than positive (green) difference values, 

indicating that the traps with the least copper-responsive cells were those that contain the 

most microspheres. This agrees with the previous Voronoi data, as cells in the most densely 

populated traps would be more likely to have smaller Voronoi area. However, there was 

evidence for a reversal of this overall trend at the closest proximities to cells (i.e., the inner 

segments of the semicircle), where more microspheres at some of these locations were 

associated with cells responding strongly than weakly to copper (Figure 4.13C). This effect 

was apparent in two independent replicate experiments.  
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Figure 4.13- Differences in microsphere frequency at different angles and distances from 
the least and most copper-responsive fluorescent cells  

The angle and distance of every microsphere from the yeast cell within each trap was calculated, with 
an angle of zero degrees representing a microsphere being located exactly perpendicular to the trap 
opening (i.e., directly between the trap opening where stressor is introduced and the yeast cell), and 
angles of 90° and -90° representing beads parallel with the cell relative to the trap opening (see dashed 
lines); this is illustrated in (A). The distance was calculated as linear distance between the centre of 
the cell and centre of the microsphere. Microspheres not between the trap opening and cell (i.e., 
behind the cell, relative to the stressor flow; hashed space in (A) were not included in analysis. These 
angles and distances were then grouped into terciles and quartiles, respectively, to produce frequency 
counts of the number of microspheres in each of the angle-distance groupings. These data were 
visually compiled into a semicircle illustration, with microsphere distance represented by distance 
from the semicircle centre (where the yeast cell is positioned) and angle represented by three divisions 
(B). This analysis was conducted separately for the most and least fluorescent cells, represented by 
the fourth and first quartile of cells according to copper response. Differences in microsphere 
positioning between the most and least fluorescent cells were compared by subtracting the 
microsphere frequencies of the least copper-responsive cells from those associated with the most 
copper-responsive cells. Accordingly, a positive value (coloured green) indicated that more 
microspheres at a particular location were associated with cells responding strongly than weakly to 
copper. Microsphere frequencies after subtraction are represented with a red-white-green colour 
scale, with green representing more positive values, red representing more negative values, and white 
representing zero values. The data represented in (C) are from two independent experiments. 
Numbers in bold on the arc and straight line of the semicircle represent total difference in microsphere 
frequency summed across each angle tercile and distance quartile, respectively.   
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 Discussion 

This chapter aimed to examine the impact of micrometre-scale environmental structure on 

microbial stress exposure, as environments of such scale are common in the soil pore space 

(Zaffar and Lu, 2015) and other environments where microorganisms are found (e.g., medical 

and hygiene settings) (Verran et al., 2010). This was achieved by incorporating and stressing 

yeast cells, which express green fluorescent protein (GFP) proportionally to stressor exposure, 

in microfluidic devices which contained either structures that physically resembled soil 

particle sizes and shapes or small microspheres to create some simple physical structure. 

Spatial metrics were also developed and tested to quantify the proximity of a cell to its 

neighbouring environmental structures. Whereas these metrics were shown to quantify the 

distances between points and objects in an array of mock images, they were not sufficient to 

predict relationships between the physical structure around a yeast cell and its stress 

response in the soil micromodels. However, in a separate system, the proximity of a cell to a 

structure did correlate with its stress response, such that cells within more “open” spaces 

showed a greater induction of pCUP1-GFP (fluorescent reporter of copper response) during 

copper exposure. 

4.4.1 Developing spatial metrics and experimental parameters 

Initially, it was necessary to find a suitable reporter of cell exposure to stressor, such that 

fluorescence response was proportional to stressor concentration. For copper stress, S. 

cerevisiae strain SVY14 was deemed an appropriate reporter strain, expressing a genomic 

insert containing GFP under the control of the native CUP1 promoter (which regulates copper 

induction of the Cup1 metallothionein in wild type cells (Koller et al., 2000, Mateus and Avery, 
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2000). In this strain, over the range 25–30 µM copper sulfate, a very strong correlation was 

observed between the concentration of supplied copper and fluorescence response of cells. 

For subsequent microfluidic experiments, 200 µM was used as the starting copper 

concentration. This was sub-inhibitory to growth but sufficient to eliciting a strong 

transcriptional response. 

Regarding heat stress, S. cerevisiae expressing the translational fusion Hsp104-GFP under 

control of the native HSP104 promoter was used to measure heat stress response. As with 

copper stress, fluorescence in this strain increased with increasing stressor (temperature). 

However, cells exposed to temperatures above 42°C showed a decline in fluorescence relative 

to 39°C. As GFP reportedly exhibits stability with limited loss of fluorescence up to 

temperatures as high as 65°C in vitro (Bokman and Ward, 1981), this fluorescence decrease 

was likely due to aberrant post-translational folding of the protein (Siemering et al., 1996). 

For subsequent soil micromodel experiments, 39°C was used as it elicited the highest 

fluorescence increase out of the tested temperatures. 

For both stressors, a one-hour exposure was used in subsequent experiments because, 

although two hours exposure elicited a greater fluorescence response, the doubling time of 

S. cerevisiae in synthetic medium is approximately 140 minutes (Sherman, 2002). Therefore, 

one hour was chosen to reduce instances of cell division during the exposures, which may 

have skewed fluorescence intensity values and spatial metric analysis.  

In conjunction with finding an appropriate stress reporter, a method of quantifying the space 

and structures surrounding a cell was established using Voronoi tessellations and greyscale 

distance mapping; used previously to describe distances between points in biological systems 
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(Chacon et al., 2018, Bar et al., 2020). By testing hypothetical environments with varying 

numbers of structures and distances from a cell, it was determined that the area of a Voronoi 

tessellation (defining the open space closer to a cell than another object) was predictably 

influenced by the number and proximity and objects around the cell. In addition, an approach 

was developed here to weight areas within a Voronoi tessellation, with increased weight for 

areas further away from the cell as it is nearby objects that are likely to have the strongest 

effect on cell response (the tessellations have different shapes and this approach helped to 

resolve whether average or minimum/maximum distance from cells to objects was a factor 

in stress response). However, it should be noted that the relationship between the number 

or distances of structures from the cell and the greyscale measurements was not always 

linear, as some changes to these parameters resulted in relatively large changes in greyscale 

values, sometimes resulting in two different structure configurations producing similar metric 

values (it may of course be possible for different structures to confer the same overall 

environmental properties). Other spatial statistics were also trialled during the study, such as 

the distance between a cell and nearest object, or the average of distances between several 

objects (data not shown). However, these measures did not reliably reflect observed 

differences in structure configurations and were hence not pursued further. 

4.4.2 The impact of microscale environmental structure on stress response 

Once suitable yeast strains and spatial metrics had been tested, soil micromodels were 

inoculated with fluorescent yeast strains and stressed in order to examine the impact of the 

structure on stress (exposure and) response. It was hypothesised that cells within more 

enclosed spaces would be less exposed to stressor flow, in comparison to cells within more 

open, exposed space. In soil micromodel experiments, differences in single cell fluorescence, 
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and hence heat or copper exposure, could not be correlated with differences in the spatial 

metric descriptors that were tested. This outcome may be expected for heat stress, as thermal 

conduction should be minimally impacted by such small-scale structures composed of the 

same material. However, these results were less expected in the case of exposure to copper 

stressor flowing through the micromodel, as it was anticipated that the flow may be 

obstructed and diverted by the structures within. 

Several explanations may account for this apparent lack of influence of physical structure on 

stressor exposure in the soil micromodels. It is possible that the stressor was able to flow 

uniformly through the entire model regardless of physical structure. However, this is unlikely 

given that preliminary modelling of simulated fluid flow in these structures indicated that flow 

rates are expected to vary throughout the micromodel (see Appendix E) and a similar 

simulation output is reported in other structured microfluidic devices (Coyte et al., 2017). In 

addition, it was demonstrated in the CellASIC microfluidics system that the flow rate of 

dissolved copper could influence cellular copper response (Figure 4.12). Perhaps the most 

likely explanation is that the spatial metrics employed here do not describe the structural 

parameters responsible for any variation in stressor distribution (and cell response), although 

there is confidence from the systematic exploration of these metrics that they can be used to 

describe differences between spatial arrangements in a meaningful way. 

While Voronoi areas have been used to describe some spatial parameters relevant to 

microbial activity, such as relating the distances between bacterial colonies to their 

interactions on agar plates (Chacon et al., 2018, Bar et al., 2020), the spatial dynamics of fluid 

flow in soil micromodel structures are likely to be more complex than in those examples. 
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Specifically, a factor unaccounted for in these metrics is that, because fluid flow is 

unidirectional from one end of the model to the other, the flow of stressor to each cell will 

be influenced by all structure before the cell (less-so for structures after cells). As the spatial 

metrics employed here assumes that each cell and structure is standalone and independent 

of other structures, the influence of structures further upstream or expected weaker 

influence expected of those downstream are not accounted for. 

Additional experiments were conducted in a different, simpler, microfluidics system 

consisting of arrays of individual 100 x 100 µm traps to which microspheres (4 µm diameter) 

were introduced to produce different structured environments. Importantly, these traps are 

arranged to minimise the disruption of flow from one trap to the next, in contrast to the soil 

micromodel devices, as discussed above. In these microsphere experiments, there was a 

significant reduction in the copper response (correlating with copper exposure) for cells in 

the environments with an average of either 16 or 39 microspheres per trap, in comparison to 

cells in uniform trap environments lacking microspheres. In contrast to the soil micromodel 

environments, the differences in stress response between cells could be correlated positively 

with relative size of Voronoi area, suggesting that cells with more microspheres in closer 

proximity were less exposed to the stressor (and vice-versa). This was evident both in the 

average cell response of cells in chambers at different microsphere concentrations, or in the 

single-cell areas and responses across cells from all chambers. One possible reason for these 

contrasting outcomes between the two microfluidics systems, as indicated above, is that 

CellASIC plates are designed to minimise the influence of each trap on another, whereas 

stressor flow in soil micromodels is dependent on upstream structures. Whilst it is possible 

that a microsphere at the trap opening would alter the fluid flow into the trap, this 
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distribution would expectedly be less than that caused by an entire trap on another in the 

CellASIC system, or disruption by the much larger structures present in soil micromodels.  

The relationship between cell and microsphere position was further analysed by grouping the 

position of microspheres in relation to the distance and angle from cells within the trap and 

comparing the frequency of microspheres at different positions between the least and most 

copper-responsive cells. This revealed a general apparent trend where beads were more 

commonly present in front of cells that responded relatively weakly to copper. This 

supporting the Voronoi analysis conclusions stated above, as cells with more distant 

structures would also have a larger Voronoi area. However, it was also noted that some cells 

showing the strongest copper response were more likely to be in very close proximity to a 

microsphere, with microspheres often positioned directly in front of the cell relative to trap 

opening.  

In an attempt to rationalise why some of these highly responsive cells deviated from Voronoi 

trends, it was speculated that microspheres very close to a cell may disrupt the laminar fluid 

flow that is typical of microfluidic devices. This might create a turbulence behind the bead 

and in front of the cell relative to the trap opening, potentially replenishing more rapidly any 

localised copper depletion arising from copper uptake by the cell. However, such turbulent 

mixing is unlikely at the micrometre size and the low flow rate of the CellASIC system 

(Anandakrishnan and Varadarajulu, 1963). To further resolve this possibility, the Reynolds 

number was calculated. The Reynolds number is a ratio of the inertial forces relative to 

viscous forces within a fluid (Mosetti, 1984), and enables estimations of whether flow is 

laminar or turbulent in systems with fluid flow. Turbulent flow and small circular wakes begin 
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to occur at Reynolds numbers above 17 (Jenson and Peierls, 1959) in viscous flow. The 

Reynolds number around microspheres here was estimated at approximately 1.24 x 10-12 (see 

Appendix F for equation), meaning that flow in this system is predominantly laminar and 

hence turbulent mixing is unlikely to explain the suggested increase in copper exposure 

experienced by cells immediately behind microspheres.  

Whereas it can be difficult to identify relationships between complex structures and stressor 

exposure, as found here with the soil micromodels, more deterministic relationships were 

evident in the simplified artificial structure used in microfluidics chambers in this study. 

Stressor exposure was the primary focus of this thesis, but the results could be interpreted in 

the context of any soluble agent, such as nutrient or oxygen distribution within structured 

environments. However, this must be considered with caution, as the uptake of different 

substrates by the cell can vary in rate and extent alongside potential effects on cell growth 

(Gaensly et al., 2014, Einsele et al., 1979). In addition, given the complexity of the 

environmental structures in and around which microorganisms can naturally reside, such as 

in soils or other porous media, caution must by routinely employed when extrapolating these 

results to such environments. For example, many environments encompass semi-permeable 

structures, such as microbial extracellular polymeric substances (EPS) or biofilms that alter 

but not inhibit fluid movement (Nadell et al., 2017); or support fluid flow in several directions, 

such as water filtrating from aboveground and belowground in soils, which can alter fluid flow 

dynamics. These additional complexities could be incorporated into future microfluidic 

designs, such as by incorporating semi-permeable hydrogels into devices (Deng et al., 2015), 

or include multiple flow points in the devices to simulate semipermeable structures and more 

complex flow dynamics (Mahto and Rhee, 2012). 
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4.4.3 Conclusion 

Ubiquitously, the environments of microorganisms have three-dimensional structure and 

create heterogeneous distributions of the space in which microorganisms reside. In this 

chapter, two alternative approaches are used to examine the impact of (micro)environmental 

structure on microbial stress response: using (i) micromodels containing soil-like structures 

and (ii) simple structures comprising microspheres within commercially available 

microfluidics devices. Taking the outcomes of both microfluidic setups together, it has been 

demonstrated that microscale structure can influence microbial stress exposure and hence 

response in some environments, but disentangling the impact of structure on microbial stress 

response can prove difficult in others. This was the case even in a controlled laboratory setup, 

in the absence of variability in other environmental factors such as nutrient and chemical 

distributions and seasonal/temporal transitions (Or et al., 2007). Future experiments could 

introduce some of these parameters to structured microfluidic devices, such as by fluctuation 

of stressor or nutrient exposure, or attempt to assess microbial adaptation in these 

environments over time — a consequence of living in any natural environment.   
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5 SUMMARY AND CONCLUDING REMARKS 
 

 Summary of Results 

In Chapter 2, a method was developed to manufacture soil aggregates that mimic natural 

counterparts from the same parent soil material, sharing similar pore volume, pore-surface 

connectivity, and similar mean pore size to natural aggregates. Furthermore, yeasts (both 

laboratory strains and wild isolates) could be independently incorporated to, and recovered 

from, the aggregate interior or exterior fractions of the same aggregate. Using this new 

method, it was demonstrated that the degree of yeast heteroresistance (cell-cell variation in 

stress resistance) to lead nitrate not did differentially impact the survival of yeast in the 

aggregate interior or exterior. Additionally, yeast location did not impact resistance to lead 

nitrate or anoxia stress, regardless of heteroresistance, but yeast within the aggregate interior 

were more protected from acute heat stress in comparison to the aggregate exterior. Finally, 

it was demonstrated that this protective effect against temperature stress was increased 

when aggregates were mechanically compacted — a common perturbation in natural soil 

environments. 

In chapter 3, the impact on stress resistance of larger, inter-particle pore sizes (analogous to 

the pore spaces that occur in between aggregates) was examined using an array of glass bead 

structures and 3D-printed lattices. A range of pore sizes and distributions were produced and 

characterised with X-ray CT. Yeast heteroresistance did not differentially impact lead 

resistance across structures with different levels of variation in pore sizes. However, a general 

trend was observed whereby survival (population-averaged) decreased with increasing pore 
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size in both bead and lattice structures. This effect could not be attributed to differences in 

cell concentration either in the pore spaces or adhered to surface areas, either in terms of 

lead depletion from the medium and overall survival. 

In chapter 4, the impact of micrometre-scale structures yeast stress response was assessed. 

Several spatial metrics were developed to attempt to correlate a single cell’s local 

environmental structure to stressor exposure (measured with a GFP reporter), both in soil 

micromodels and microfluidics devices with incorporated microspheres. These metrics did 

not correlate with stress exposure in soil micromodels, but it was demonstrated in 

microsphere chambers that cells within more open spaces showed a greater response to 

stressor. This suggested that even at the microscale, environmental physical structures can 

influence microbial exposure and response to stress. 

 Key Themes and Discussion 

5.2.1 General relationships between stress resistance and environmental 

structure 

In each experimental chapter presented in this thesis a different scale of (soil) environmental 

structure was incorporated into experiments assaying microbial survival of (or response to) 

stress. Throughout, it became evident that environmental structure could somewhat protect 

microorganisms from stressor exposure, either by cells being encompassed within a structure 

(in the case of soil aggregate experiments), or by being within relatively small pores, at both 

the millimetre and micrometre scale. The basis for this protection may be different for each 

structure experiment, and they could not be resolved clearly in structures with millimetre-

scale pore sizes, but were likely to involve disruption of stressor flow in structures with 
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micrometre-scale pore sizes. The experiments emphasised the difficulty of fully disentangling 

the interactions between microbial processes and surrounding environment.  

Whereas experiments within this thesis were conducted with soil physical structure in mind, 

micrometre and millimetre scale porous structures are common to many habitats in which 

microorganisms reside, such as on forest litter and deadwood (Schnee et al., 2016, Lladó et 

al., 2017), benthic systems (Richards et al., 1990), building materials (Verdier et al., 2014), 

medical devices (Francolini and Donelli, 2010), and hygienic surfaces (Verran et al., 2010). 

However, caution must be emphasised when extrapolating the results of this work to wider 

environments of microorganisms. This is because, by reducing the complexity of 

environmental structure to certain inert physical elements, other important components 

(e.g., affecting stressor distribution) such as particle/surface charge and long-term water 

influx/efflux have not been incorporated into experiments. In addition, the only biological 

component factored here was the yeast cells that were introduced. Now that the present 

experimental methods have been developed and validated, further elements of 

environmental structure could be introduced, as discussed in section below in 5.3 Future 

Work. 

5.2.2 Microbial heteroresistance 

In Chapters 2 and 3, stressor heteroresistance did not appear to influence yeast survival 

relative to variability of environmental structure, whether in relation to position within an 

aggregate, or in relation to pore-size distribution in glass bead structures. However, this does 

not necessarily suggest that heteroresistance does not confer an advantage for stress 

resistance at different spatial scales or environmental conditions not encompassed within this 
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thesis, as it has been previously found to be a selected trait in yeasts of natural polluted 

habitats (Holland et al., 2014) and potentially in non-uniform conditions such as temporal 

fluctuation between stressed and unstressed conditions (Luck et al., 2018). These additional 

types of heterogeneity may provide a focus for future work, as discussed below. 

 Future Work 

Now that the methods described in this thesis have been developed, and a general influence 

of environmental structure on microbial stress response established, further research could 

explore extrapolation of the present data to more complex soil or other systems in several 

ways. Examples of this include the introduction of further environmental components such 

as charged particles and surfaces (commonly seen in soil minerals and clays); flowing stressor 

solutions through glass bead structures (experiments described here used static stress 

conditions); or by incorporating multiple microbial species, such as mixed biofilm-forming 

cultures, into structured environments for subsequent stress response experiments. There 

are also of course other environmentally relevant phenotypes to consider besides stress-

survival that was the focus here, such as nutrient availability and assimilation or protection 

from predation.  

Furthermore, it should be considered that most environments, and especially soils, are in a 

constant state of flux, as opposed to the snapshot considered in these experiments. 

Fluctuating stressor exposure over longer experimental durations may draw out potential 

benefits of heteroresistance, as suggested in other studies (Luck et al., 2018). Additionally, 

fluctuating stress and non-stress conditions may result in stressor accumulation in some parts 

of a structure more so than others, such as the accumulation of lead nitrate in smaller pores 
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of soil aggregates that are harder to flush out once saturated. This would more closely mimic 

real environments as they change over time. These structures could also be incorporated into 

evolution-based experiments, such as by examining the impact of long-term exposure to 

nutrient or stressor fluxes on microorganisms inside and outside of a soil aggregate, or within 

different bead structures. 
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APPENDIX A 

ImageJ macro used to automate colony area measurements from agar plates. 

 

dir = getDirectory("Choose a Directory "); 

   list = getFileList(dir); 

dir2 = dir+"Results"+File.separator;  

File.makeDirectory(dir2);  

 

  for (i=0; i<list.length; i++) { 

     path = dir+list[i]; 

     print(i+"  "+path); 

     showProgress(i, list.length); 

    if (endsWith(list[i], "/") == 0) { 

 open(path); 

 

run("Clear Results"); 

roiManager("Reset"); 

title=getTitle(); 

 

delimiters ="."; 

stringResult = split(title, delimiters); 

title2=stringResult[0]; 

run("Set Scale...", "distance=660.9098 known=90 pixel=1 unit=mm 

global"); 

 selectWindow(title); 

 s=nSlices(); 

 run("Specify...", "width=520.32 height=520.32 x=250 y=250 

oval"); 

 setTool("Oval"); 

 //waitForUser("Select measurement region, then press 

OK."); //Use this to check each plates selection region 

separately, but can be removed by adding \\ to beginning of line 

 run("Duplicate...", "title="+title2+"_mask duplicate 

range=1"); 

 run("8-bit"); 

 run("Despeckle"); 

 run("Subtract Background...", "rolling=200"); 

 run("Auto Threshold", "method=IsoData ignore_black 

ignore_white white"); 

 run("Restore Selection"); 

 run("Set Measurements...", "area standard median"); 

 run("Invert"); 

 run("Watershed"); 

 run("Analyze Particles...", "size=0.3-3 circularity=0.7-

1.00 show=Outlines display exclude add");  
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selectWindow("Results"); 

saveAs("Text", dir2+title+"Results.xls"); } } 

run("Close");  

showStatus ("Done");  
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APPENDIX B 

 

Lead digested from lattices exposed to lead nitrate in the absence of cells demonstrates lead 
is adsorbed to the lattice material. 

APPENDIX C 

 

Outgrowth of cells from lattices in no-stress conditions is similar across structures with 500, 
100, or 1500 µm pore sizes  
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APPENDIX D 

 

 

Raw frequencies of microspheres used to calculate the difference between cells with the the 
least and most fluorescent increase in repsone to copper. Values were rounded before 
subtraction for simplicity.  

 

 

  

Least fluorescent cells 
Most fluorescent cells 

Replicate One 
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APPENDIX E 

 

Preliminary fluid flow simulation though soil micromodels, with each section representing a 
different modelling approach to account for large pores (left) and small pores (right), with the 
middle simulation a hybrid equation of the left and right model. The colour scale represents 
flow rate in metres per second. The micromodel channel measures 1x10 mm.
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Here, a small section of each model has been isolated to show the details and differences of each modelling approach. The left axis shows the 
scale in micrometes and the colour scale represents flow rate in metres per second.  

To determine whether stressor flow rate (and hence cell exposure) at cell locations within soil micromodel correlated with Cup1-GFP expression 
in SVY14 cells, computational fluid dynamics (CFD) modelling was conducted by Dr Mykyta Chubynsky, University of Warwick, using COSMOL 
Multiphysics V5.6. A hybrid equation was produced to account for flow rates in both wide and narrow pores (where pore width was wider or 
narrower than the ceiling height of 32 µm) in the form: 

∇⊥𝑝 = 𝜇 (∇⊥
2 𝑣̅ −

12

ℎ2
𝑣̅) 

Where 𝑝 is momentum, 𝜇 is, 𝑣̅ is mean flow speed, and ℎ is the height of the model.  

Then, the average vertical flow velocity was calculated at the distance from each cell at which the transport mechanism of copper ions moves 
from advection to diffusion (averaging approximately 7 µm across all cells). This was calculated by dividing the estimated diffusivity of Cu (II) ions 
(7x10-6 cm2 s-1) by the vertically averaged flow speed across the model (10-4 m s-1). The average flow velocity for each cell around this distance 
was then calculated for correlation with microscopy data. 
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APPENDIX F 

 

Calculating Reynolds number for flow around 4 µm microspheres in CellASIC using the 
equation 

𝑅𝑒 =
𝜌𝑢𝐿

𝜇
 

Where 𝜌 is fluid density, 𝑢 is flow speed, 𝐿 is particle diameter, and 𝜇 is fluid viscosity. 

 

Fluid density was measured as 1011.2 Kg/m3 

Flow speed was approximately 5.5x10-13 m3/s 

Particle diameter is 4x10-6 m 

Fluid viscosity was measured as 1.179x10-3 Pa.s 

 

Therefore,  

 

𝑅𝑒 =
1011.2 ×5.5x10−13 × 4x10−6

1.79 × 10−3
 =  1.24 × 10−12 
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