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Abstract

Z-spectroscopy is a form of magnetic resonance imaging (MRI) in which the free water
signal is modulated by exchange with other sources of protons resonating at different
frequencies. However, interpretation of these signals is not trivial, and care must be
taken when attempting to quantify the physical parameters which give rise to these
effects. This thesis describes the development of methods to assess and quantify
z-spectrum effects, along with in vivo application of these methods with the aim of
moving towards clinical use.

Initially z-spectrum data from the brain were analysed using a look-up table fitting
approach described previously. The MT pool size was used as a marker of myelination
across subjects. This was then compared to subject age showing a quadratic trend
with age, suggesting that cerebral myelination peaks at 43 years of age in grey matter
and 42 years of age in white matter. This was repeated for T1 measurements, which
indicated peak myelination slightly later in life, most likely due to the combined effects
of myelination and cerebral iron content. The concept of measuring myelination using
NOE as a marker was explored, and it was found that NOE measurements also followed
a parabolic trend with age, albeit weaker than the trend shown by the MT signal.
Nevertheless this may be a useful finding for understanding the nature and origin of
the NOE signal.

However, the look-up table used here could only fit for pool size. The main physical
parameters of interest in z-spectroscopy are the pool size and the exchange rate,
which are difficult to mathematically uncouple. This thesis introduces a particle swarm
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optimisation (PSO) algorithm as a tool to iteratively solve this problem, by effectively
taking many initial guesses at the solutions simultaneously, and then mimicking the
collective intelligence of a swarm to move towards the best solution. This was proven
to be robust in simulations and phantoms, and was used to quantify the z-spectra from
in vivo brain tissue and ex vivo blood, both of which are of great clinical importance.
When quantifying cerebral grey and white matter in vivo it was found that there is
a statistically significantly increased pool size fractions of both MT and the NOE
peak located at -1.7ppm in white matter compared to grey matter, while exchange
rates remained consistent between the two types of brain tissue. The NOE signals
from ex vivo human blood were found to have exchange rates of 10Hz for the pool
located at -3.5ppm and 13Hz for the pool located at -1.7ppm. CEST fitting with
glycosaminoglycans and glucose pools was attempted on this spectrum, however the
fitting results suggest that underlying CEST pools may not have been accounted for.

Finally the potential for performing z-spectroscopy in the abdomen was investigated,
first at clinical field strengths to assess the potential to accurately quantify the MT
effect for use as a marker for fibrosis. The challenges of abdominal z-spectroscopy
at ultra-high fields were then explored before development of a protocol capable of
measuring the evolution of liver glycogen in vivo.

This thesis is written in Computer Modern Unicode Sans-Serif typeface, which has been shown to
improve reading performance among dyslexic readers compared to other common fonts (L. Rello and
R. Baeza-Yates. Good fonts for dyslexia. Proceedings of the 15th international ACM SIGACCESS
conference on computers and accessibility 1-8, 2013).
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Introduction

Since its introduction in the early 1970s, magnetic resonance imaging (MRI) has

been responsible for saving millions of lives around the world. In terms of clinical

imaging techniques it is relatively new: roughly eighty years younger than planar X-ray

imaging, twenty-�ve years younger than clinical ultrasound, and six years younger than

x-ray computed tomography (CT). Its only major drawbacks compared to these other

modalities are its higher running costs and longer acquisition times, but in exchange

it o�ers signi�cant clinical advantages. MRI is performed without the use of ionising

radiation, which is a limiting factor for CT, and is capable of producing images of

sub-millimetre resolution. Standard MRI acquires signal from the water protons in

the human body, and by probing the local properties of these protons is capable of

producing images with high contrast based on a range of endogenous mechanisms.

In addition to directly measuring the concentration or NMR relaxation times of water

protons, a range of methods of generating other contrasts have been created. Arterial

spin labelling (ASL), for example, selectively saturates the water protons in arterial

blood before entering an organ in order to measure perfusion. Magnetic resonance

elastography (MRE) is a method of measuring the sti�ness of tissue by imaging the

vibrations from an external plate, used mainly to assess kidney �brosis. And as a �nal

example, functional magnetic resonance imaging (fMRI) measures the local decrease

in the volume fraction of paramagnetic deoxygenated blood volume in the brain which

arises when a particular region is activated.

This thesis, however, is concerned with contrast generated from z-spectroscopy. Sim-
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ilar in certain aspects to1H magnetic resonance spectroscopy (MRS), z-spectroscopy

is sensitive to the presence of molecular species containing hydrogen atoms. However

unlike 1H MRS, z-spectroscopy is based on the water signal which is modulated by

exchange with other molecules rather than on the protons in those molecules them-

selves. The process of exchange e�ectively ampli�es the signal from the molecules of

interest and allows them to be detected with a signal to noise ratio of the order of

the water signal. This means that the z-spectrum can be encoded in a standard MRI

scan, allowing the acquisition of data at high spatial resolution.

This exchange can occur through several mechanisms, which can produce a variety

of z-spectrum signals. These are magnetisation transfer (MT), which describes ex-

change of magnetisation between macromolecular species and water protons, chemical

exchange saturation transfer (CEST), which describes direct exchange between labile

proton groups (-NH, -OH and -SH), and �nally magnetisation can be exchanged

through the nuclear Overhauser enhancement (NOE) e�ect. While the quantity of

certain molecules present has obvious clinical relevance, the rate at which protons

exchange their magnetisation is also of great interest, as this is sensitive to local pH

and temperature. Accurate quanti�cation of exchange rates therefore has huge clin-

ical potential, as it is currently extremely challenging to non-invasively measure pH

in vivo. However, measurement of exchange rates is not trivial, and a large portion

of this thesis is dedicated to outline a new, robust method of accurately quantifying

exchange rates.

The �rst chapter of this thesis provides a theoretical overview of nuclear magnetic

resonance and its exploitation as an imaging technique. Methods of signal acquisition

are introduced and the basic methods of contrast generation are discussed. Common

imaging sequences are described, some of which will be utilised in the remainder of

this thesis.

The second chapter presents the theory behind the processes involved around z-

spectroscopy. The Bloch-McConnell equations are introduced, which describe the

evolution of magnetisation when exchanging pools are present. These equations are
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core to the work performed in this thesis. The methods of acquiring the z-spectrum

are described, and �nally an analysis of current methods of analysing z-spectrum ef-

fects is performed, starting with more simplistic metrics and moving towards more

complex and powerful methods.

Chapter 3 describes work which used the quantitative MT pool size as a marker for

myelination in the human brain. A number of subjects were analysed with ages between

19 and 62 years, and the global variation of the MT signal with age was analysed, along

with local variation in each of the four lobes, largely showing a quadratic variation

in myelin over the adult lifespan, with peak myelination levels around age 42. This

was compared with the variation inT1 values and NOE pool size measures with age.

Finally the thickness of each subject's cortex was assessed, and while the cortex was

found to decline with age as previously reported, it was found that the thickness of the

cortex did not correlate with the presence of myelin, suggesting that cortical thinning

in later life is not directly due to demyelination.

Chapter 4 introduces the Particle Swarm Optimisation algorithm (PSO) as a new

method of quantifying z-spectrum e�ects. Built around the Bloch-McConnell equa-

tions, this algorithm mimics the behaviour of swarms found in nature. Initial guesses

at the solutions are made, and these guesses act as individual members of the swarm,

communicating with each other to move towards the optimal global solution, i.e.

the underlying physical parameters which best model the acquired z-spectrum data.

This was tested in simulations and a phantom, before going on to quantify z-spectra

acquired fromin vivo human cerebral grey and white matter.

Chapter 5 describes the use of the PSO algorithm to analyse the signals fromex vivo

human blood samples. A statistical analysis was performed in order to identify possible

sources of signal giving rise to the shape of the human blood z-spectrum. This was

followed by an investigation into whether measuring blood-glucose levels is possible

using this method within a physiologically applicable range, and �nally an experiment

was performed in which the pH levels ofex vivohuman blood samples was measured

through the quanti�cation of the exchange rates of Iopamidol, an exogenous CEST
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agent, which is already known to be suitable for clinical use in CT imaging.

Chapter 6 describes the application of z-spectroscopy in abdominal imaging. Di�cul-

ties in measuring abdominal MT are explored, and a 'prompted-breathing' method of

z-spectrum acquisition is presented, which was found to yield robust, reliable z-spectra.

This was performedin vivo in human liver, kidney, and back muscle, at a clinical (3T)

�eld strength. The advantages and issues of moving abdominal z-spectroscopy to

ultra-high �eld (7T) were then explored, before an experiment to measure the evolu-

tion of the CEST signal arising from liver glycogen was described. This experiment

was performed but su�ered from systematic errors. Therefore an optimised protocol

for this experiment is also presented which should yield robust quanti�able results.

xv



Chapter 1

MR Theory

This chapter will describe the fundamentals of Nuclear Magnetic Resonance (NMR)

and how these principles are utilised to form an image in Magnetic Resonance Imaging

(MRI).

1.1 Nuclear Magnetic Resonance

First introduced by Rabi in 1937 [1], and demonstrated by Bloch [2] and Purcell [3]

in 1946, nuclear magnetic resonance describes the phenomenon which occurs when a

nuclear spin interacts with an externally applied magnetic �eld. With a simple system

involving a single spin, it is appropriate to describe this phenomenon with quantum

mechanics, however realistically in magnetic resonance imaging (MRI) the number of

spins in a system is very large, and so it becomes viable to implement a simpli�ed

classical description of the system.
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1.1. NUCLEAR MAGNETIC RESONANCE

1.1.1 Quantum theory of NMR

Intrinsic angular momentum, commonly referred to as spin, is a fundamental property

of protons, neutrons, and electrons. The magnitude of this angular momentum,J,

can be de�ned by

jJj = ~
p

I (I + 1) (1.1.1)

where I is the spin quantum number and can take integer and half integer values

only, and~ = h
2� , the reduced Planck's constant. There are 2I+1 possible spin

states for a nucleus with spin I, de�ned by the quantum numbermi , wheremi =

I; (I � 1); (I � 2); :::; + 1
2 ; � 1

2 ; :::; I for half integer spins.

Nuclei with an odd number of protons and/or neutrons have a non-zero net spin; in

the case of a hydrogen atom the nucleus consists of a single proton with spin quantum

numberI = + 1
2 . The rotating nucleus gives rise to an e�ective current loop, as it

is positively charged, and in turn generates a magnetic moment dependent on the

intrinsic angular momentum of the nucleus, de�ned by

� = 
 J (1.1.2)

where
 is the gyromagnetic ratio of said nucleus. This gyromagnetic ratio takes

di�erent values dependent on the mass and the charge of the nucleus in question.

The most commonly probed nucleus in MRI experiments is the hydrogen nucleus1H ,

as it has the highest gyromagnetic ratio and abundance in living tissue. Table 1.1

presents the gyromagnetic ratios of various nuclei commonly probed byin vivo NMR

experiments.
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1.1. NUCLEAR MAGNETIC RESONANCE

Nucleus Spin Gyromagnetic
ratio (MHz/T)

1H 1/2 42.57

13C 1/2 10.71

19F 1/2 40.05

23Na 3/2 11.26

31P 1/2 17.24

Table 1.1.1: Gyromagnetic ratios,
 , of various NMR sensitive nuclei.

1.1.2 Application of external B0 �eld

1H nuclei have spin12 , and therefore have two possible spin states:mi = + 1
2 and

mi = � 1
2 . In the absence of an external magnetic �eld, the spins in a given sample

will point in random directions, and will also transfer energy randomly with each

other, producing a net magnetisation of zero. However, in the presence of an external

magnetic �eld (B0), the spins will align either parallel or anti-parallel to the �eld, as

displayed in Figure 1.1.1.

In MRI experiments the external magnetic �eld is conventionally aligned along thez-

axis,B 0 = B0ẑ . We can therefore describe thez-component of the magnetic moment

of a 1H nucleus as

� z = 
 ~mz = �
1
2


 ~: (1.1.3)

There are two possible energy states for the1H nucleus in an external magnetic �eld,

described byE = � � B = � 1
2 
 ~B0. The energy di�erence between lower energy and

the higher energy state is therefore

� E = 
 ~B0: (1.1.4)

The energy levels in a spin1
2 system are displayed in Figure 1.1.2.
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1.1. NUCLEAR MAGNETIC RESONANCE

Figure 1.1.1: The e�ects of an external �eld,B0, on the alignment of nuclear spins
(exaggerated for this diagram).

Spins in an ensemble naturally prefer to occupy the lower energy state aligned parallel

to the B0 �eld, however the di�erence in spin populations in a typical system is

relatively small. When a spin system is at equilibrium, the ratio of the number of

parallel spins (N " ) to the number of antiparallel spins (N #) can be described by the

Boltzmann distribution:
N "
N #

= e
� E

k B T (1.1.5)

wherekB is the Boltzmann constant,1:38 � 10� 23 m2 kg s� 2 K� 1, and T is the

temperature of the system in Kelvin. From here we can derive the population di�erence

between the (N " ) and (N #) state. We know that the energy di�erence is small,

� E � kB T, and so can perform a Taylor expansion to yield

N "
N #

= 1 +
� E
kB T

: (1.1.6)
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1.1. NUCLEAR MAGNETIC RESONANCE

Figure 1.1.2: Possible energy states for a spin1
2 system.

This can be rearranged to give the population di�erence between states:

N " � N #= N

 ~B0

2kB T
(1.1.7)

where N is the total number of spins in the system.

The bulk (or net) magnetisation of the sample is determined by the sum of each of

the spins in the system. As the x- and y- components of each spin are random, these

cancel leaving only the z- components of the magnetisation. We can therefore de�ne

the bulk magnetisation of a sample,M 0, as

M 0 =

 2~2B0N

4kB T
ẑ: (1.1.8)

1.1.3 Application of B1 �eld

In reality, spins in a linear magnetic �eld do not align exactly with the z- direction,

but instead precess about the z- axis with an angular frequency! 0. This frequency is
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1.1. NUCLEAR MAGNETIC RESONANCE

known as the Larmor frequency [4], and is de�ned as

! 0 = 
B 0: (1.1.9)

In NMR physics, it is often more appropriate to use the classical model to describe the

macroscopic observations of a spin system; while this cannot provide a complete de-

scription of the system it is capable of providing a clearer description of the phenomena

observed.

In the classical model, when we place a magnetic momentM into an external magnetic

�eld B , the magnetic moment experiences a torqueL proportional to the change in

angular momentum, described by

L = M � B =
dJ
dt

(1.1.10)

From here we can substitute in equation 1.1.2 to give the Bloch equation [2] in its

standard form:
dM
dt

= 
 M � B (1.1.11)

which can be extended to describe the x-, y- and z- components of the evolution of

magnetisation:

dM
dt

= 
 (M � B ) �
M z � M 0

T1
ẑ �

M xx̂ + M yŷ
T2

(1.1.12)

This describes the time evolution on the bulk magnetisation and introduces the vari-

ablesT1 and T2, which govern the longitudinal recovery and transverse decay times

of the magnetisation of the system respectively. This can be solved in the x-, y- and

6



1.1. NUCLEAR MAGNETIC RESONANCE

z- directions to give

M x (t) = M x (0) cos(
B zt) + M y(0) sin(
B zt) (1.1.13)

M y(t) = � M x (0) sin(
B zt) + M y(0) cos(
B zt) (1.1.14)

M z(t) = 0 (1.1.15)

The basis for magnetic resonance imaging comes from applying a second magnetic

�eld in the xy- plane, conventionally known as theB1 �eld, in order to perturb the

spins aligned with theB0 �eld. The B1 �eld is produced by a radio frequency pulse,

and is usually on the order of micro-Tesla, compared to Tesla for theB0 �eld. The

B1 �eld is time dependent, and so can generally be described by

B 1(t) = 2 B1 cos(!t )x̂ (1.1.16)

This can be resolved into two components rotating about the x- axis, anti-clockwise

and clockwise respectively.

B a(t) = B1(t)[cos(!t )x̂ + sin( !t )ŷ ] (1.1.17)

B c(t) = B1(t)[cos(!t )x̂ � sin(!t )ŷ ] (1.1.18)

The B1 �eld is chosen to be on-resonance with the precession of the1H spins at the

givenB0 �eld strength (! = ! 0), as described by equation 1.1.9. The contribution

from B a(t) under this condition is negligible, as it rotates at� 2! 0, far o�-resonance.

B c(t), however, rotates at! 0, on-resonance. This creates an additional torque on the

magnetic moment, such that its motion can be described by

d�
dt

= 
 � � [B + B c(t)] (1.1.19)
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1.1. NUCLEAR MAGNETIC RESONANCE

As a result of this torque, application of theB1 �eld causes the net magnetisation of

the sample to spiral clockwise towards the xy- plane. However in NMR experiments it

is simpler to visualise things in a frame of reference rotating at the Larmor frequency,

known as the rotating frame [5], in which theB1 �eld appears stationary, as shown in

Figure 1.1.3.

Figure 1.1.3: The evolution of the net magnetisation,M , after the application of the
B1 �eld, shown in a) the laboratory frame, and b) the rotating frame of reference.

We can take the x-, y- and z- components of theB1 �eld from equation 1.1.18, and

transform into the rotating frame using a rotation matrix.
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(1.1.20)

which reduces to
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2
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(1.1.21)

and so
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(1.1.22)

In the rotating frame, the net magnetisation is tipped towards the xy- plane. The

angle by which the magnetisation is tipped around the x'- axis,� , is dependent on

both the magnitude and duration of the appliedB1 �eld, and is described by

� =
Z �

0

B 1(t)dt (1.1.23)

where� is the pulse duration. Common choices of �ip angle include a90� saturation

pulse to tip the magnetisation into the xy- plane, and allow the spins to dephase,

resulting in a net magnetisation of zero, or a180� inversion pulse, which is used inT1

weighted imaging and will be detailed later.
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1.2. RELAXATION

1.2 Relaxation

When a radiofrequencyB1(t) pulse is applied to a sample, it is taken out of thermal

equilibrium, and the conditionsM z = M 0, and M x = M y = 0 no longer hold true.

The spins are tipped toward the xy- plane, but after the RF pulse is switched o�

the spins will relax back towards thermal equilibrium. This occurs via two processes:

longitudinal (T1) relaxation and transverse (T2 andT �
2 ) relaxation, which are two key

sources of image contrast in MRI.

1.2.1 Longitudinal relaxation, T1

Once a spin system has been excited, the net longitudinal magnetisation will return

to the equilibrium Boltzmann distribution through exchange of energy from the spin

system to the surrounding thermal reservoir (historically de�ned as the lattice). This

process is not instantaneous, and is de�ned by a time constantT1, the longitudinal

relaxation time. Longitudinal recovery of the magnetisation can be de�ned by

dMz(t)
dt

=
M 0 � M z(t)

T1
: (1.2.1)

The T1 relaxation time varies depending on the e�ciency of energy transfer between

the spin system and the lattice, which occurs via collisions and rotations of molecules

through dipole-dipole interactions. The mechanisms through which energy exchange

occurs means that theT1 is shorter in samples in which molecules are tightly packed

or bound than in samples in which molecules are freer. For example, pure water has

a relatively long relaxation time, as water molecules are not strongly bound to each

other and have a high motional frequency. In the cortex, grey matter has a much

shorterT1 than water, and white matter has a shorterT1 still, due to the presence of

myelin in white matter which restricts the motion of water molecules (although this
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is also in�uenced by iron).

T1 is typically measured with an inversion recovery experiment [6]. Here, a 180� RF

pulse is applied to the sample, which inverts the net magnetisation, so thatM z(0) =

� M 0. Following an inversion pulse, we can solve equation 1.2.1 by integrating from

time t = 0 to t = T I to give

M z(t) = M 0(1 � 2e
� T I
T1 ) (1.2.2)

By using variable time intervals, TI, we can plot the recovery of the magnetisation, as

shown in Figure 1.2.1, and �t an exponential to determine theT1 of the sample.

Figure 1.2.1: Recovery of magnetisation after an inversion pulse with a �tted expo-
nential to measureT1.

However, this experiment can be time consuming, as the time between the 180�

pulse and the readout (TR, repetition time), will approach 5 timesT1 at its longest

values, to allow for complete recovery ofM 0 each time. A method of speeding upT1

measurement is by using the Look-Locker readout scheme [7], which allows a single

inversion recovery pulse to be used, followed by multiple low �ip angle readouts, as

shown in Figure 1.2.2.

The Look-Locker readouts are equally spaced by timeT I 2, which partially saturate
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Figure 1.2.2: Look-Locker readout scheme and recovery curve with a �ip angle of 45� .

the magnetisation. As a result of this, an apparentT1 is measured, denoted here by

T1;LL . The trueT1 can be calculated from this value using the equation

1
T1

=
1

T1;LL
+

ln(cos(� ))
T I 2

(1.2.3)

where� is the �ip angle of the readout pulses.

1.2.2 Transverse relaxation, T2

As well as longitudinal magnetisation recovering over time, phase coherence of an

excited spin system decreases at a rate dependent on the transverse relaxation time,

T2. If we consider immediately after a 90� RF pulse is applied to a system,M z = 0

as all spins are tipped into theM xy plane and precessing around the z- axis. Random

dipole-dipole interactions between neighbouring spins in a system create microscopic

magnetic �elds, which disturb the precessional frequency of local spins. As a result of
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this, certain spins precess about the z- axis slightly faster or slower than the Larmor

frequency. Over time this leads to complete phase decoherence, as all of the excited

spins are oriented randomly in the xy- plane. Transverse relaxation of a system can

be de�ned by

dMxy (t)
dt

=
M xy (t)

T2
: (1.2.4)

In order to measureT2, the e�ects ofT0
2 need to be considered, which will be discussed

in the following section.T2 is typically measured using a spin-echo sequence, detailed

in section 1.3.2.

1.2.3 Observed transverse relaxation, T �
2

In practice, phase coherence of a system is lost faster than described by equation 1.2.4,

due to externalB0 inhomogeneities arising from either hardware issues or magnetic

susceptibility di�erences in the sample. This leads to frequency shifts in the rotation

of nearby spins, and therefore further coherence loss. This additional e�ect is termed

T0
2, and so the apparent transverse relaxation time needs to consider the trueT2 of

the system along with these additional e�ects. This apparent transverse relaxation

time is termedT �
2 , and is described by

1
T �

2
=

1
T2

+
1
T0

2
: (1.2.5)

T0
2 e�ects are more signi�cant at higherB0 �eld strengths, as susceptibility induced

�eld inhomogeneities scale linearly withB0, leading to shorterT �
2 , which presents as

signal loss or image distortions.

Equations 1.2.1 and 1.2.4 can be combined to give the Bloch equation [2]
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dM
dt

= �
M x

T2
x̂ �

M y

T2
ŷ +

M 0 � M z

T1
ẑ + 
 M � (B 1 + � B 0) (1.2.6)

where� B 0 is the di�erence between the given �eld strength of the magnet (B0), and

the local magnetic �eld experienced by the spin system. The Bloch equations underpin

the evolution of magnetisation for a given imaging sequence, and can be modi�ed to

describe various systems, a particular variant of which (termed the Bloch-McConnell

equations) will be explored later in this thesis.

1.3 Signal acquisition

Samples in an NMR experiment are excited in order to create a recordable, measurable

signal. This signal is dependent on the NMR properties of the sample, and as well

as being measurable can be manipulated through by RF pulses and changes in the

applied magnetic �elds to encode its NMR properties.

1.3.1 Free induction decay

The simplest NMR experiment is the creation and acquisition of a Free Induction

Decay (FID) signal [8, 9]. A sample in a uniformB0 �eld is allowed to reach thermal

equilibrium before being excited by an externalB1 �eld and tipped into the xy- plane

as described in section 1.1. We can then use a receive coil to detect a voltage produced

by Faraday induction. The resulting signal is an exponential decay which oscillates

at the resonant frequency. The rate of this decay is dependent on the rate constant

T �
2 . It is often di�cult to measure the earliest part of the FID, due to having to gate

the receive coil o� while theB1 �eld is transmitted. To overcome this, echoes of the

signal are created via either spin-echo or gradient-echo sequences. Echoes are used in

MRI to refocus static �eld inhomogeneities, and to provide a symmetric signal which
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has a solely real Fourier transform.

1.3.2 Spin and gradient echoes

The spin-echo sequence [10] was brie�y mentioned in section 1.2.2 as the primary

experiment used to measureT2. In this experiment, a 90� RF pulse is applied to the

system, tipping the magnetisation into the xy- plane. The spins begin to lose phase

coherence as described previously. After a time� , a 180� RF pulse is applied, inverting

the spins and therefore reversing the direction of the phase shifts. Therefore after time

2� , the phase shifts of the spins are all zero, meaning that the signal is fully refocused,

forming an echo (Figure 1.3.1). Dephasing due to anyT2 e�ects is not reversed by

the inversion pulse, meaning that the echo is dependent only onT0
2.

Figure 1.3.1: Spin-echo pulse sequence.

As the name suggests, a gradient echo is formed by applying a linear magnetic �eld

gradient across a sample [11]. A gradient echo is not reliant on RF pulses of any

particular angle, instead forming an echo based on the positions of spins in the mag-

netic �eld gradient. An RF pulse of angle� is applied, followed by a negative �eld

gradient. This causes the spins to precess and therefore dephase dependent on both

their position, and on the length of time (� ) the �eld gradient is applied for. We

can then apply a positive �eld gradient of the same magnitude for the same amount

of time, which reverses the direction of phase accumulation. This means that spins

which were acquiring phase more quickly are now acquiring phase more slowly, and
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vice versa, and so after� the spins rephase and create an echo, as illustrated in Figure

1.3.2. A gradient echo cannot refocus local �eld inhomogeneities, and so is dependent

on T �
2 rather than solely onT2.

Figure 1.3.2: Gradient-echo sequence.

1.3.3 Chemical shift

T2 and T �
2 processes are not the only mechanisms which a�ect the precessional fre-

quency of the spins. Spins in a sample can also be a�ected by their surrounding

chemical environment [12]. Electronic shielding due to other molecules can lead to

spins experiencing varying degrees of theB0 �eld, due to induced �elds generated

by the free electrons of nearby molecules. We de�ne chemical shift as the term� ,

measured in parts per million (ppm), where

� =
! � ! ref

! ref
� 106 (1.3.1)

Here, ! ref is the reference frequency, which in magnetic resonance spectroscopy
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(MRS) experiments is the Larmor frequency of protons present in tetramethylsilane

(4.7ppm up�eld from water protons), and in CEST experiments! ref is the Larmor

frequency of protons present in water. Using MRS experiments, we can gain chemical

information about the sample by acquiring a FID and analysing its frequency spec-

trum post Fourier transform. In conventional MRI, chemical shifts such as between

water and fat can cause artefacts, but they can also be utilised in NMR spectroscopy,

magnetisation transfer (MT) and chemical exchange saturation transfer (CEST) ex-

periments, which will be detailed heavily in chapter 2.

1.4 Principles of imaging

In order to form an image, it is necessary to be able to spatially localise any signals

which we acquire. This is done through the application of linear �eld gradients to vary

the resonant frequencies of the spins based on their position. Through this method

we can describe the Larmor frequency of any given spin as a function of the applied

gradients at a given time:

! (x; y; z) = 
 (B0 + xGx (t) + yGy(t) + zGz(t)) (1.4.1)

Gradients are applied orthogonally to create linear frequency variation along their

respective axes. The following chapter will outline methods for localising the NMR

signal, before providing examples of how this is performed in practice.

1.4.1 Slice selection

A common method of acquiring three dimensional information in MRI is by acquiring

a series of two dimensional images along a third dimension. These individual images

are known as slices. In order to acquire a slice, we must perform slice selection, also
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known as selective excitation. Here, a slab of spins is excited through the use of an

applied RF pulse and an applied �eld gradient. An RF pulse of a particular bandwidth

will excite all spins within that frequency range, regardless of their position. Through

application of a magnetic �eld gradient, for example along the z- axis, the Larmor

frequency of spins becomes dependent on their position along that axis. As shown

in Figure 1.4.1, application of an RF pulse with a given bandwidth will excite a slice

in the presence of a �eld gradient, the thickness of which is dependent on both the

bandwidth of the RF pulse and the strength of the magnetic �eld gradient [13].

Figure 1.4.1: The magnetic �eld gradientGz alters the resonance frequencies of the
sample dependent on their position. A slice of the sample can be excited by applying
an RF pulse with frequency components matching the range of frequencies in the
target slice.

In order to create an RF pulse of a given bandwidth, its Fourier transform must be

considered. In an ideal world, the reverse Fourier transform of a 'top hat' function

would be used, as this excites a narrow band of frequencies equally, and nothing more.

However, the solution to this is a sinc shaped pulse, which is in�nitely long. As
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we unfortunately do not have in�nite time, modi�ed versions of this shape must be

considered, such as a truncated sinc pulse or a Gaussian pulse, the pro�les and Fourier

transforms of which are displayed in Figure 1.4.2.

Figure 1.4.2: Shapes and Fourier transforms of a sinc pro�le, a truncated sinc, and a
Gaussian

Because the slice pro�les generated by these RF pulses are not completely rectangular,

interference between slices can arise where the slice pro�les overlap [14]. This can

lead to reduced contrast on an image. There are two widely used solutions to this

problem, the simplest of which is to leave a gap between slices, usually around 10%

of the slice thickness. However, if it is important that no gaps are left, odd and even

numbered slices can be acquired using two separate acquisitions.

If more time is available to perform the RF pulse, adiabatic pulses are often used [15].

Here aB1 �eld is applied for a certain length of time, but the frequency of the �eld is

swept slowly from below resonance to above resonance. When theB1 is applied below

resonance, the net magnetisation precesses around a vectorBef f , at an acute angle

to the B0 �eld. As the frequency is increased, the net magnetisation will followBef f .

When the RF frequency is matched to the resonance frequency,Bef f is aligned with

the xy- plane, and as the RF frequency moves above resonance the net magnetisation
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continues to followBef f until it has been completely inverted. This technique can

be useful as the �ip angle is no longer dependent on the magnitude of theB1 �eld

as described in equation 1.1.23, and the magnetisation should theoretically become

insensitive toB1 inhomogeneities.

1.4.2 Frequency encoding

Once a slice has been selected, spatial encoding in the x- and y- direction is required

in order to produce an image. In order to do this we can �rst perform frequency

encoding, here applied along the x- direction [16]. A �eld gradient is applied along the

x- direction during the readout, and making the precessional frequency of the spins

excited through slice selection dependent on their position along the x- axis such that

! (x; t ) = 
 (B0 + xGx (t)) (1.4.2)

which is a simpli�ed version of equation 1.4.1. We can use this to gain information

about the distribution of proton density of the sample. For a locationr, the measured

signalS(r ; t) at time t is proportional to the proton density� , such that

S(r ; t) / � (r )ei
Rt

0 ! (r ;t 0)t0
: (1.4.3)

For an entire volume of space, we can express this as

S(t) /
Z

x

Z

y

Z

z
� (r )ei

Rt
0 ! (r ;t 0)dt0

dxdydz (1.4.4)

We can then demodulate this signal to remove the! 0 component, by applying a low-

pass �lter, eliminating the higher frequencies in the MHz range arising from theB0

�eld, and leaving only the gradient induced frequencies in the kHz range. The signal
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is then de�ned as

S(t) /
Z

x

Z

y

Z

z
� (r )ei

Rt
0 r :Gr (t0)dt0

dxdydz (1.4.5)

We can here introduce the reciprocal gradient space vector, known ask-space. This is

the space represented by phase evolution, and will be detailed further in section 1.4.4.

We de�ne this vector as

k(t) = 

Z t

0
G(t0)dt (1.4.6)

and combining equation 1.4.5 with 1.4.6, we can describe the signal in the form of a

3D Fourier Transform:

S(t) /
Z

x

Z

y

Z

z
� (r )ei r :k (t )dxdydz: (1.4.7)

We can therefore obtain information about the proton density of an image by per-

forming an inverse Fourier Transform of the received signal.

1.4.3 Phase encoding

It is impossible to fully localise spins solely using frequency encoding. In order to form

an image, another method of spin localisation must be applied orthogonally to the

frequency encoding �eld gradient [16]. Phase encoding �eld gradients create phase

variation along the applied direction, which here is chosen as the y- direction. Phase

encoding gradients work in the same way as frequency encoding gradients in that they

alter the precessional frequency of spins along the applied direction, such that
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! (y; t) = 
 (B0 + yGy(t)) (1.4.8)

Unlike frequency encoding gradients however, this �eld gradient is switched o� before

the readout. After applying a phase encoding gradient between timet = 0 to t =

T, spins will have accumulated phase due to their temporarily altered precessional

frequencies, described as

� y(y) = 
y
Z T

0
Gy(t)dt (1.4.9)

The signal acquired from spins can then be described by

S(t) /
Z

x

Z

y

Z

z
� (r )e� i� y � i
xG x tdxdydz (1.4.10)

Frequency and phase encoding gradients are not always chosen along the x- and y-

directions. Poor choice of the phase encoding direction can lead to major image

artefacts. Aliasing of the image can occur when part of the object protrudes out of

the �eld of view in the phase encoding direction [17]. This can lead to the image

appearing as if parts of the object outside of the de�ned �eld of view have been folded

over into the main part of the image. For this reason the phase encoding direction

is typically chosen along the shortest object dimension, which also speeds up the

acquisition. Motion artefacts are also propagated along the phase encoding direction,

and so the choice can sometimes be altered so that these e�ects do not spill over

into the region of interest. For example, when acquiring an axial image of the head,

phase encoding is usually performed from left to right to avoid spillover from motion

artefacts from the eyes into the brain.
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