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SYNOPSIS 

 

Multiphase flow dynamics in different multiphase reactors for shear controllable 

synthesis process is a multidisciplinary study intersecting reactor engineering, chemical 

reaction, molecular dynamics and micro-technology. The functional fine particle 

produced by shear controllable synthesis has broad  applications in pharmaceutical 

engineering, energy field, electronic technology, environmental engineering and other 

fields, providing a foundation for modern high-tech industries. Considering the 

drawbacks of traditional multiphase reactors including high energy consumption, low 

conversion rate, poor mixing performance, thermo-runaway and long reaction time, 

novel multiphase reactors such as impinging jet reactors (IJR) and swirling vortex flow 

reactors (SVFR) are employed to prepare micro/nano particles. Its hydrodynamics 

effect on mixing, heat and mass transfer, chemical reaction and synthesised particle 

properties has been discussed in this PhD thesis. In order to improve the particle 

synthesis process in aforementioned aspects and enhance production efficiency for 

target particle characteristics, fine-particle synthesis process is prepared by approach of 

turbulence intensification. In this research, investigation on particle synthesis process 

in IJR and SVFR assist by ultrasound has been carried out on aspect of flow pattern, 

chemical reaction, mixing and mass transfer. Moreover, the laminar-regime 

hydrothermal post-treatment in hydrothermal autoclave has been attempted and 

analysed to further improve and modify the synthesised particle properties. It has been 

widely realised that controllable synthesis is a complex process with considerations of 

mass, momentum and energy transport as well as sophisticated chemical reaction and 

the deep understanding of such a process is still challengeable. Consequently, there is 

a necessity to build models and correlations on multiphase flow dynamics and particle 

synthesis to achieve the aim of shear controllable synthesis of micro/nano particles. 
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The principal work conducted and delivered outcomes from the research are 

summarised: 

 

(1) Chapter 2 presents a fast way of preparation of nano-sized FePO4 in the impinging 

jet reactor (IJR) with assist of ultrasound irradiation. Impinging jet reactor is a fast-

mixer where the two linear liquid jets collide with high velocity to diminish the 

segregation. The collision in high speed creates a stagnant region where engulfment 

occurred breaking eddies into smaller ones in Kolmogorov scale. By imposing the 

ultrasound to the IJR, micro-scale turbulent eddies generated as the result of 

collapse of acoustic streaming which generates strong local shear. Both 

experimental and simulation work has been carried out and results show that 

turbulence is intensified by acoustic streaming and FePO4 particles are synthesised 

with higher crystallinity, better uniformity, higher porosity and smaller size. Such 

characteristics benefit FePO4 nano-particles as precursor materials for subsequent 

assembly, especially high porosity that is important for subsequent assembly for 

lithium ion batteries. 

 

(2) Chapter 3 mainly focuses on micromixing that takes place down to the molecular 

level. In this chapter, the chemical reaction has been considered and analysed not 

only experimentally but also in simulation work. This chapter investigates the 

micromixing performance in the impinging jet reactor by employing Villermaux-

Dushman reaction with variables of acid concentration, inlet Reynolds number and 

ultrasound amplitude. It is found that higher acid concentration leads to higher 

likelihood of occurrence of side reactions, thus contributing to higher segregation 

index and poor mixing performance. Furthermore, both increasing inlet Reynolds 

number and ultrasound amplitude contribute to intensification of turbulence. To be 

specific, the micromixing time is significantly reduced up to 66.7% once ultrasound 

power increases to 840W. The simulation results show consistence with 

experimental results within the margin of error. The enhancement of micromixing 
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performance owing to turbulence intensification by the adoption of ultrasound is 

attributed to engulfment flow and generation of small-scale as the result of acoustic 

streaming.  

 

(3) Chapter 2 and 3 have discussed the multiphase flow dynamics on FePO4 nano-

particle synthesis and micromixing performance in the IJR. Chapter 4 concentrates 

on a totally different structured mixer that is firstly put forward in this thesis named 

‘swirling vortex flow reactor (SVFR)’. The SVFR is able to generate a strong 

‘Rankine vortex-like’ flow with a great velocity gradient in the radial direction, 

trapping the synthesised aggregated SiO2  nano-particles into the vortex core to form 

aggregation. The mass transfer is studied by combination of simulation and 

experiment in the shear controllable synthesis of nano-sized aggregated particles in 

a swirling vortex flow reactor. It is found that the mass transfer can be significantly 

enhanced by engulfment between the slabs due to liquid streams tangentially 

entering the reactor. Local shear in the turbulent eddies with the length scales down 

to the Kolmogorov scale shape the aggregated SiO2 nano-particles, yielding well 

spherical morphology and narrower size distribution. Furthermore, both numerical 

simulation and experimental results clearly indicate that assist of ultrasound is able 

to further enhance the mass transfer due to the intensified micro-turbulent streaming.  

 

(4) The properties of aggregated SiO2 nanoparticles synthesised in SVFR can be further 

modified by hydrothermal post-treatment that is discussed in Chapter 5. Unlike IJR 

and SVFR, the shear force in hydrothermal autoclave driven by natural convection 

is steady and gentle in laminar flow regimes indicated by Rayleigh number. The 

natural convection acts as driven force on particle movement significantly affected 

by the temperature difference. A visual image of Rayleigh-Benard vortex pattern in 

the hydrothermal autoclave has been reproduced via Euler–Lagrange modelling 

with two-way coupling. The buoyance force is strengthen by increasing temperature 

difference between top-half region and bottom-half region. The buoyance-driven 
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convection greatly promotes heat transfer and in turn weaken the temperature 

gradient. Furthermore, particle trajectory shows that particle is tightly trapped in 

circulation flow but affected by disturbance. From experimental results, SiO2 

particles are synthesised with smaller size, higher tapped density with higher 

crystallinity under consistent and steady shear flow. The hydrothermal post-

treatment for aggregated SiO2 nano-particles makes it possible for one-step particle 

control without calcination. 

 

In short, this thesis gives insight in detailed particle synthesis process modelling in two 

main multiphase reactors (IJR and SVFR) and experiments of synthesis of FePO4 and 

SiO2 aggregated particles are performed to analysis effect of hydrodynamics on particle 

properties.  The attempt of combination of fast-mixer and external ultrasound field in 

micro/nano-particle synthesis has successfully intensified turbulence and such 

combination has positive effects on aspects of chemical reaction, mixing performance 

and mass transfer. Except for experimental work, the simulation work has been carried 

out to analyse flow patterns, turbulent intensity, chemical reaction as well as particle-

fluid interaction in particle synthesis process in multiphase reactors. Such investigation 

makes it possible to build correlations on hydrodynamic parameters and particle 

characteristics and helps to predict the behaviour and properties of particles. This is 

meaningful for design, upgrade and scale-up of multiphase reactor in synthesis process. 
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𝜓 [-] Stoichiometric factor 

𝜙 [-] Sphericity of particles 
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Operators  

 

In the three-dimensional coordinates (x, y, z) with the unit vectors (i, j, k), the operators 

can be defined as follows, 
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∂
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∂
∂z 

Δ = ∇%=
∂%
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D [m2/s] Diffusion coefficient 

f [Hz] Frequency of the ultrasound wave 
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CHAPTER 1 

 

CURRENT STATUS OF MODELLING OF HYDRODYNAMICS 

AND MASS TRANSFER IN NANO/MICRO PARTICLE SHEAR 

CONTROLLABLE SYNTHESIS PROCESSES  

 

SUMMARY  

 

Multiphase flow dynamics in different multiphase reactors for shear controllable 

synthesis process is a multidisciplinary study intersecting reactor engineering, chemical 

reaction, molecular dynamics and micro-technology. The functional fine particle 

produced by shear controllable synthesis has broad applications in pharmaceutical 

engineering, energy field, electronic technology, environmental engineering and other 

fields, providing a foundation for modern high-tech industries. The particle is 

synthesised with desired size, morphology, porosity, and tap density. In particular, fine 

particles (~1 μm) have been found to have a wide range of applications to catalysts, 

pigments, pharmaceuticals, food, and cosmetics due to their superior properties. 

However, considering the drawbacks of traditional multiphase reactors including high-

energy consumption, low conversion rate, poor mixing performance, thermo-runaway, 

long reaction time, and novel multiphase reactors are employed to prepare fine particles. 

In the particle synthesis process, process intensification is effective resulting in higher 

efficiency, better mixing performance, eco-environment friendly, low capital cost, and 

low energy requirement. It has been widely realised that controllable synthesis is a 

complex process with considerations of mass, momentum and energy transport as well 

as a sophisticated chemical reaction and the deep understanding of such a process is 

still challengeable. Consequently, there is a necessity to find appropriate models and 

correlations on multiphase flow dynamics and particle synthesis to achieve the aim of 

shear controllable synthesis of micro/nanoparticles. 
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1.1 Fundamentals and turbulent-relevant-characteristics of multiphase reactors  

 

1.2.1 Types and characteristics of multiphase reactors 

 

Multiphase flow has been widely encountered in sewage purification in the 

environmental industry, flood flow, biological applications, the pharmaceutical 

industry, and engineering applications such as mineral processing plants. Multiphase 

reactors are chosen concerning micro and macro-mixing performance and retention 

time (Pangarkar, 2015). Common multiphase reactors include stirring tank reactors, 

bubble columns, fluidised beds, trickle beds and fast-mixing reactors. T-junction 

reactors and jet mixers are classical fast mixer that frequently applied in precipitation 

reaction for industrial applications. Among these common multiphase reactors, the ones 

with typical characteristics are reviewed as follows.  

 

Stirring tank reactors (STR) 

 

The most common and conventional stirring tank reactors (STR), mostly used in 

chemical and other relevant industries, are vertical cylindrical tanks involving impellers 

and baffles as shown in Figure 1.1 (Pangarkar, 2015). In industrial applications, there 

are standards for STR design: the height of liquid dispersion to the tank diameter ratio 

is one and the impeller is set at a distance equal to the impeller diameter from the bottom 

of the vessel (Ratcliff, 1986).  

 

The presence of the impellers satisfies the demand of chemical engineering processes 

such as crystallisation, precipitation, catalytic-involved reactions and slurries-treatment 

dealing with a stack of dense suspensions involving large solid particles, which are all 

strongly influenced by the hydrodynamics produced by the impellers (Kazemzadeh et 
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al., 2019). To achieve a highly turbulent hydrodynamic environment, measurements 

are taken for multiple impellers and impeller modifications are made until a high 

rotational speed is reached for the impellers. A single impeller is not as efficient as 

multiple impellers with an intensified effect on the dispersion of the gas phase as well 

as suspension of solids. In a multiple-impeller STR system, the bottom impeller is 

predominant for gas dispersion and the suspension of particles. To promote 

the homogeneity of the solid-liquid distributions, the impellers are designed with 

parameters such as the number, types and width of blades, in addition to the diameter, 

location and inclination angle of the impellers with the proper flow pattern for 

achieving an optimal rotating rate (Kumaresan and Joshi, 2006, Nere et al., 2003). The 

crucial parameters for choosing impellers can be summarised using the following 5 

criteria: peak rate of dissipation of turbulent kinetic energy, peak power requirement, 

critical speed for surface aeration, power number and momentum number. Paul et al. 

(2004) have emphasised the significance of impellers for a suspending-slurry system 

considering the balance between the energy delivered by impellers and energy used to 

lift solid particles susceptible to turbulent flow. Kazemzadeh et al. (2019) have 

compared the homogeneity degree in the particle suspension process under the 

condition with three types of impellers (A310, PF3 and PBT) as shown in Figure 1.2 

via coupling CFD modelling with the Eulerian-Eulerian multiphase model. The results 

displayed show that the impeller type PBT is can achieve the highest suspension 

homogeneity (Figure 1.3) and the highest particles’ velocity of 9.88 m/s compared with 

the same ones of 2.79 m/s for A310, PF3 acting under the same impeller rotating speed 

of 950 rpm. Furthermore, two circulation loops are generated as PBT and A310-type 

impellers are equipped with minimised turbulent energy loss. However, the impellers 

of PF3 have split the main streams and produced circulation loops upwards and 

downwards resulting in inefficient suspension mixing (Kazemzadeh et al., 2019). The 

suspension homogeneity is quantified by Equation (1-1), 
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𝐻! = 1 −%∑ ($!%$"!)#$
%

'
                          (1-1) 

 

where 𝑛 is the number of planes, 𝑋( is the volume fraction of solid at each plane, and 

𝑋)( is the average volume fraction of solid at all planes. 

 

Satjaritanun et al. (2018) have reported that the design of contra-rotating impellers can 

eliminate vortex and dead zones. Gelves et al. (2014) have applied a Rushton-type 

impeller to the reactor due to its design of inhomogeneous mixing zones and high local 

dissipation rates of turbulent kinetic energy. With the increased rotating speed of 

impellers, the vortices generated by the liquid transferring in the tangential direction 

without the radial or axial component of velocity lead to a poor mixing performance 

(Pangarkar, 2015).  

 

In order to overcome such a drawback, baffles that are vertical plates are used to adhere 

to the wall of the vessel as obstacles to minimise the vortex formation and break the 

tangential components into the radial and axial directions (Hao et al., 2013). Pukkella 

et al. (2019) have confirmed mixing performance in a solid-liquid system is improved 

by enhancing the mixing performance of solid suspensions in a stirred tank attached by 

interface baffles between gas and liquid that break apart the vortices and redistribute 

the flow field. The CFD results have demonstrated that the baffle helps break apart 

vortices and leads to energy dissipation throughout particle distribution in the stirring 

tank. Ahmadi et al. (2021) has investigated the passive micromixer with baffles and 

found that baffles take advantage of the geometry to enhance the micromixing 

performance and the configuration and the number have impact on inertial mixing in a 

curved serpentine micromixer. 

 

Taylor-Couette reactor (TCR) 
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The Taylor–Couette reactor (TCR) is a typical shear-induced reactor consisting of a 

rotating inner cylinder and a coaxial immobile outer cylinder with viscous fluid inside 

as shown in Figure 1.4. Taylor (1922) found special patterns generated in these types 

of reactors and invented the concept of Taylor-Couette flow with an array of vortices 

as seen in Figure 1.4 (Kim et al., 2013). TCRs provide a stable shear-stress environment 

as an alternative to crystalliser and phase-transformation device and encourages more 

homogenous mixing in the process of particle synthesis with high uniformity (Kim et 

al., 2013, Jung et al., 2010). Jung et al. (2010) have prepared calcium carbonate at 

different initial concentrations, resulting in rhombic and spindle-like nanoparticles in 

STR and homogenous morphology in TCR as shown in Figure 1.5. 

 

There are several prototypes of TCRs employed in the industry such as cyclonic 

separators and heat exchangers (Naseem et al., 2019). It has reported that the crystals 

synthesised showed a narrow size distribution with the benefits of energy-saving and 

reduced cost in post-treatment. Haut et al. (2003) used TCR as a bioreactor with 

suspended cells at low Reynold number regimes. Santiago et al. (2011) utilised TCR to 

culture cells in micro-carriers with its characteristic of highly effective oxygen transfer 

and mass transfer. Liu et al. (2020b) have synthesised barium sulfate particles in TCR 

with a modified inner cylinder of narrower shear rate distribution resulting in smaller-

sized particles.  

 

As an alternative to crystallisation, the size distribution of synthesised particles is 

reliant on flow patterns susceptible to parameters like inner cylinder geometry, annulus 

width, flow velocity, the rotational velocity of the inner cylinder, density ratio of 

particle-to-fluid (Kim et al., 2013). It has been found by Ohmura et al. (2005) that the 

large particles were always traced in the vicinity of the exterior edge of the vortices and 

swiftly relocated caused by bypass flow. Taylor number (Ta) and Reynolds number (Re) 

are the dimensionless parameters used to characterise TCRs, which are defined as 

follows by Equations (1-2) and (1-3), 
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Taylor number (Ta) 

𝑇𝑎 = 	 *
&+,#

-#
                             (1-2) 

Reynolds number (Re) 

Re = *./
-

                                        (1-3) 

 

where 𝜔	represents the angular velocity of the inner cylinder;	𝑢/		represents the axial 

velocity of fluid; 𝑑  is the annulus width; R represents the mean radius of the inner 

cylinder and outer cylinder; 𝜈 is the kinematic viscosity of the fluid. 

 

Taylor (1922) determined that the existence of the transition state from stable flow to 

Taylor-Couette flow can be quantitatively described by the critical Taylor number. 

Couette-flow is defined where the velocity profile appears to be purely tangential at 

low Taylor number and the Ta number gradually increases to a transition state with a 

periodic structure. Further increments may result in increasing the inner cylinder 

rotational speed superior to the threshold and toroidal-liked vortices are superposed to 

the tangential flow. With a continuous increase in the Ta number, the vortices begin to 

oscillate leading to a random velocity-fluctuation field that is a wavy vortex flow (Haut 

et al., 2003).  

 

Vaezi et al. (1997) have carried out experimental work to prove the linear relationship 

between the average cylinder surface speed and turbulence intensities. Work done by 

Lewis and Swinney (1999) determined that turbulent Taylor vortices remained at a Re 

number equal to 5 × 100 and Smith (1982) verified the commencement of homogenous 

turbulence in TC reactors when the Re number exceeds  5 × 100 . However, 

Anabaraonye et al. (2021) has gave an in-depth analysis on decoupling transport effects 

of its intrinsic chemical reactions by computational fluid dynamics (CFD) approach 

and claimed that the assumption of turbulent isotropy in TC reactor is fundamentally 
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incorrect and leads to erroneous results. The simulation results of TC reactor has 

successfully defined a new local turbulent Peclét numbers (Pe) to quantify the relative 

enhancement in diffusivity compared with turbulent advection and an increment of 29% 

has been observed in the turbulence intensity as Reynolds number (Re) is doubled 

(Anabaraonye et al., 2021). Kim et al. (2013) have investigated the impact of vortex 

movement on particles dynamics using CFD by comparing particle classification at 

both vortices’ stationary region (5 mL/min) and moving region (60 mL/min). Both 

regions operate under the inner rotating speed of 200rpm and the behaviour of the 

particles inside the TCR is shown in Figure 1.6, which demonstrate that the larger 

particles quickly fall due to the gravitational effect and the smaller particles are trapped 

inside a Taylor vortex and move with vortices in the upper region. Meanwhile, the 

stationary region particle vortices are trapped without movement (Kim et al., 2013). 

The results indicate that the impact of vortices on particles is susceptible to the vortices’ 

movement itself and the particle size distribution.  

 

Furthermore, researchers have demonstrated the rotational speed of the inner cylinder 

in TCRs exert significant diversity on particle morphology and particle distributions in 

the particle synthesis process. Tang et al. (2019) have reported that particles exhibit 

hexagonal-shaped nanoplates when the rotational speed increased from 5 rpm- 85 rpm 

and become nanofibers as the rotational speed experienced an upsurge from 90 rpm to 

1000 rpm (SEM images are shown in Figure 1.7). Guérin et al. (2017) have investigated 

the sequence flocculation of latex particles at a low shear rate and high shear rate in 

TCR. Latex aggregates exhibit a smaller equivalent diameter of spherical-shaped 

particles and are back to being loose-structured and irregularly shaped at a low shear 

rate as shown in Figure 1.8. 

 

Impinging jet reactor (IJR) 
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IJR comprises a limited chamber with two injecting streams impinging intensively to 

achieve a high mixing rate at the micro-scale, which has been broadly employed in 

industrial processes such as gasification, extraction, combustion and nanoparticle 

synthesis (Wang et al., 2012, Luo et al., 2013). Figure 1.9 displays the schematic 

diagram of a typical IJR, which has the advantage of outstanding mixing performance 

that is much faster than conventional reactors and also has an outstanding capability to 

deliver fast reaction processes. When IJR is used for fast-precipitation processes at high 

levels of supersaturation, high mixing intensities are required for the thermodynamic 

driving force of phase transition (Schwarzer and Peukert, 2004). The micromixing 

efficiency of IJR is attributed to parameters such as the Reynolds number of inlet jet 

(Rej), ratio of two volumetric flow (R’), outlet length (L) and inlet diameter (di), Root 

Mean Square (RMS) velocity, turbulent kinetic energy and stagnation point offset (Liu 

et al., 2019). Luo et al. (2019) have scaled up the Jet-In-Cross-Flow (JICF) reactor and 

the Forward-Impinging-Back (FIB) Reactor with an increased diameter from 30 mm to 

390 mm. The yield of C2 in the FIB reactor is approximately 64% and exhibits superior 

scale-up performance compared to the JICF reactor with a decreasing yield from 64.4% 

to 43.8% as the diameter of the reactor increases as shown in Figure 1.10. 

 

Liu et al. (2014) have investigated the hydrodynamics in a micro-impinging stream 

reactor with a diameter of 1mm. The impingement region became thinner with an 

increasing Reynolds number Rej, signifying higher local turbulent kinetic energy for 

higher Rej as observed in Figures 1.11 and 1.12. A high Rej value contributes to a high 

turbulent energy dissipation rate in the central impingement region. Liu et al. (2014) 

and Schwertfirm et al. (2007) have simulated hydrodynamics in IJR and the results 

displayed a region of high intensity of turbulent kinetic energy and dissipation at the 

centre of the impingement zone, whereas the intensity drops dramatically in the vicinity 

of the outlet. 
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The numerical results produced by Liu et al. (2014) agree well with experimental 

results and show that the mixing performance is susceptible to the Reynolds number 

(Rej) of both inlets and the diameter of the inlets. For a low	𝑅𝑒1	value, two injecting 

streams behave as segregated flow distributed by layers and the mixing is the result of 

the diffusion across the vertical interface of two streams (Bothe et al., 2006). 

As 	𝑅𝑒1	 increases, the flow becomes asymmetric and gradually develops into steady 

engulfment flow due to two inlet streams concurrently meet and collide generating two 

co-rotating vortices along the chamber (Kumaresan and Joshi, 2006). Landreth and 

Adrian (1990) have considered the flow and vortex structure by measuring the velocity 

magnitude in 2D-dimension of a turbulent circular jet impinging using Particle Image 

Velocimetry (PIV). Liu et al. (2014) have compared the instantaneous flow field 

captured by PIV and simulated results via LES by displaying the small-scale eddies 

changing over time with regards to location and intensity as shown in Figures 1.11 and 

1.12. Generation of turbulent vortices lead to higher energy dissipation rate locally and 

contributes to enhancement of mixing performance. Tu et al. (2015) have detected the 

half deflecting oscillation behaviour in IJR by increasing the value of	𝑅𝑒1	. Somashekar 

et al. (2012) have analysed the flow field through micro-PIV and displayed the 

pointwise and spatial statistics of turbulence with Reynolds stresses and spatial 

correlations of velocity fluctuations. Krupa et al. (2014) have proved that the mixing 

efficiency can be enhanced by a larger ratio between the mixing chamber width and 

inlet jet diameter. Tsaoulidis and Angeli (2017) have reported that the drop path (Figure 

1.19) and the shape of the liquid jet (Figure 1.20) change due to the flow field being 

affected by the chamber size, especially for the jet under a low Reynolds number. The 

drops circulate in the impingement zone at the areas with a smaller diameter of 

impingement zone and high Reynolds number, increasing the likelihood for drop 

collision and coalescence.   
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1.1.2 Fundamentals and relevance to turbulence 

 
In order to maintain a high level of efficiency among the diverse phases in multiphase 

reactors, a high level of energy in terms of turbulence is required (Pangarkar, 2015). 

Energy input is a feasible approach to strengthen the turbulence intensity leading to 

high mass/heat transport rate as the consequence of high diffusion rate. Osborne and 

Reynolds (1883) have put forward the concept of turbulence in pipe flow. Parameters 

used to quantify the turbulence include turbulent length scales, turbulent intensity and 

the turbulent kinetic energy budgets. The fluid velocity vector is derived as the sum of 

time average velocity and the instantaneous fluctuating component as follows in 

Equation (1-4) for one direction. 

 

𝑢3 = 𝑢3/// + 𝑢34                          (1-4) 

 

Pangarkar (2015) has shown that the instantaneous fluctuating velocity 𝑢34 is essential 

to determine crucial factors like turbulence intensity and the mass transfer coefficient 

at the gas-liquid and solid-liquid interphase. The turbulent intensity can be expressed 

as follows by Equation (1-5). 

 

𝐼 =
%𝑢345

𝑢3///
9                           (1-5) 

 

For a three-dimensional system, the instantaneous fluctuating components in 3 

directions are 𝑢34,	𝑢64,	𝑢74 with alike interpretations of the turbulence intensity. There 

Homogenous turbulence and isotropic turbulence are two important concepts. 

Homogeneous turbulence is defined independent of direction and isotropic turbulence 

is referred to three identical fluctuating components as shown by Equation (1-6). 

Isotropic turbulence is always homogeneous.  
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%𝑢345////// = %𝑢645////// = %𝑢745/////                            (1-6) 

 

Completely random fluctuations in space are without any correlation between the 

different directional fluctuations, which can be written as Equation (1-7). 

 

 𝑢34𝑢64//////// = 0                          (1-7) 

 

Theoretical models  

 
The mean turbulent flow can be classified as steady or unsteady as well as zero, one, 

two or three-dimensional, with simple, smooth structures, dominated by one or two 

length and time scales. Once a flow does become turbulent, it is always unsteady, three-

dimensional, and characterised by a spectrum of scales where viscous dissipation will 

convert mechanical energy to thermal energy (Durbin and Shih, 2005). The use of 

Computational Fluid Dynamics (CFD) has been widely applied in academic research 

as well as industrial applications analysing the characteristics of multi-phase fluid flows. 

Based on Navier–Stokes (N–S), the mathematical expression of turbulence flows can 

be expressed into four categories as shown in Table 1.1. 

 

Among all these models, RANS is less computationally intensive compared with DNS 

and LES by simplifying the flow and making it smoother. It is dominated by only a few 

length and time scales, although the turbulent flow is always 3-D and unsteady. RANS 

equation quantities are given by Equation (1-8).  

 

89'
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+ 𝑢1

89'
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83(

:>
<
89'
83(
;             (1-8) 

 

The continuity equation is denoted as follows by Equation (1-9). 
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89'
83'

= 0                             (1-9) 

 

The Reynolds-averaged quantities are defined by Equations (1-10) and (1-11). 

 

𝑈?(𝑥@ , 𝑡) = 𝑈?(𝑥@) + 𝑢4(𝑥@ , 𝑡)                     (1-10) 

 

𝑈?(𝑥@) = lim
A→C

;
A ∫ 𝑢(A

D (𝑥@ , 𝑡)𝑑𝑡                   (1-11) 

 

The equations above can be substituted and averaged to produce Equation (1-12): 

 

E.)
EF
+ uG

E.)
EH*

= − ;
I
EJ
EH)
+ E

EH*
:K
I
E.)
EH*
; +

E(%.+,.-,LLLLLL)

EH*
          (1-12) 

 

The first term in Equation (1-12) can be eliminated due to averaging principles and the 

last term triggers the closure problem. In the past few decades, more than 200 models 

have been developed in accordance with the number of solved transport equations other 

than RANS equations, such as the standard k-ε model, Realizable k-ε model, Shear 

Stress Transport (SST) k-ω model and Reynolds stress model (RSM). The turbulence 

intensity, kinetic turbulent energy and energy dissipation are investigated and compared 

to quantify the variances between the computational turbulence models. These 

turbulence models are often chosen with a comprehensively accurate description of 

turbulence flows (Akin and Kahveci, 2019). The Reynolds stress model (RSM) has 

been widely investigated in open literature. The Algebraic RSM was derived by Lahey 

et al. (1993) for predicting the accuracy of bubbly flows in triangular ducts. Moureh 

and Flick (2005) have established a small-scale CFD model to assess the performance 

of turbulence closure models consisting of the k-ε model and the RSM under the 

circumstances of high and low Reynolds number. Mimouni et al. (2008) and Mimouni 

et al. (2011) have applied RSM to the thermal hydraulics of a nuclear reactor. Colombo 
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and Fairweather (2019) employed a near-wall RSM to capture the anisotropy of the 

turbulence structure and its impact on the radial distribution of the bubbles. 

 

Zhou et al. (2017a) have compared the Nusselt number to test the applicability of RSM 

and LES with the experimental data of the tube flow displayed in Figure 1.14, indicating 

that the models are most practical at different ranges of the Reynolds number. In this 

case, the heat transfer performance is accurately predicted, referring to the result that 

LES agrees well with experimental data at a Re number range of 104 to 105, whereas 

RSM is more applicable at a Re number larger than 105 (Zhou et al., 2017a). In addition, 

a LES/RANS hybrid turbulence model has been reported in the open literature 

especially in the application of hydro-turbines and draft tubes (Javadi and Nilsson, 

Foroutan and Yavuzkurt, 2015). Defraeye et al. (2013) have stated that the evaluation 

of the turbulence model performance can be achieved by comparing the flow 

parameters with experimental data such as the Nusselt number, separation index, drag 

coefficient, Nusselt number and recirculation length. Sadiki et al. (2017) have analysed 

the turbulent modelling impact of the oxy-coal combustion on devolatilisation and coal 

burnout by comparing both the RANS (realisable k-ε model) and LES (WALE and 

Smagorinsky SGS models) coupled with the Eulerian-Lagrangian approach in gas-solid 

system. Figure 1.13 displays the particle trajectories without turbulent dispersion as 

tracers in the flow field simulated by RANS and LES. The simulation results of RANS 

appear to be more homogeneously distributed with a dilute two-phase regime compared 

with LES and the particles are dispersed in the radial direction. Javadi and Nilsson 

(2015) have simulated swirling flow with rotor-stator interaction to estimate the 

applicability of high-Reynolds RANS (standard k-ε and RNG k-ε), low-Reynolds 

RANS (Launder-Sharma k-ε) and RANS-LES hybrid method (DES Spalart-Allmaras ) 

with great unsteadiness and high kinetic turbulence energy. The iso-surface pressure 

under different eddy-viscosity models is displayed in Figure 1.15, indicating similar 

results for high-RANS models no matter whether the standard k-ε model or RNG k-ε 

model is applied. However, a compacted rope-like vortex rope under low-Reynolds 
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RANS and detailed structure with hybrid method is shown (Javadi and Nilsson, 2015). 

Vorticity contours under the RANS-LES hybrid method at a horizontal plane 

downstream shown in Figure 1.16 also displayed a more detailed picture compared with 

others (Javadi and Nilsson, 2015). Kang and Chester (2003) have verified that the LES 

model is the most accurate at predicting the turbulence in the resolved scales. 

 

Turbulent energy spectrum 

 

The prediction of turbulent solid-liquid multiphase flow is tough due to the wide 

spectrum of length scales and time scales being susceptible to the microscopic physics 

of particles and both fine and large structures of turbulences (Octau et al., 2020). 

Anisotropic turbulence in a multiphase system is triggered by primary energy input. 

However, energy is dissipated due to bulk viscosity ultimately causing isotropic 

turbulence resulting from the small eddies according to Kolmogorov’s theory 

(Pangarkar, 2015). Kolmogorov-energy-spectrum is used to quantify the energy 

transfer through different scales of vortices. Kolmogorov’s length scale is defined as 

follows by Equation (1-13), 

 

𝜂 = (𝜈
M
𝜖I )
;
NO                             (1-13) 

 

where 𝜈 represents the fluid viscosity and the 𝜖 is the energy dissipation rate. 

 

According to Lynch (2007), vortices in turbulent flow have interactions in an energy 

cascade that are defined for the energy transformation of vortices in diverse scales. Bak 

and Kalmár-Nagy (2018) have analogically displayed the transformation of vortices at 

different scale using a mechanistic model of a binary tree of masses and springs as 

shown in Figure 1.17. The “mass” stands for the vortices of different scales and the 

“spring” is the transforming connection of vortices at different vortices. The largest-

scale vortices are incurred by eternal energy input that is unstable and it can affect 
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several vortices of a smaller size. Those smaller sized vortices may cause a larger effect 

on viscosity and the turbulent kinetic energy may dissipate due to the viscosity effect. 

 

Pope (2000) has qualitatively analysed the well-known Kolmogorov-spectrum of 3D-

homogeneous turbulence in terms of Fourier-transform of the total kinetic energy E 

(see Figure 1.18) given by Equation (1-14), 

 

𝐸 = 𝐸K(𝜅)𝑑𝜅                            (1-14) 

 

where 𝜅 is the wavenumber reciprocal to the characteristic eddy size L as 𝜅~𝐿. 

 

The peak of the spectrum is located in the energy spectrum containing the range that 

covers the smallest wavenumbers. The external energy input is located at this range as 

well. The intermediate values of wave numbers are called the inertial range where the 

energy spectrum follows the scaling law, namely, 𝐸K(𝜅)~𝜅%0 M⁄ . For a wavenumber 

larger than 1 𝜂⁄ , the energy drops off due to significant dissipation. Another crucial 

hypothesis by Kolmogorov is that the energy spectrum in the inertial spectrum is 

dependent on the energy dissipation rate as shown by Equation (1-15), 

 

𝐸K(𝜅) = 𝐶𝜖5 M⁄ 𝜅%0 M⁄                                             (1-15) 

 

where 𝐶 represents a Kolmogorov constant. 

 

The qualitative graph of the 3D Kolmogorov-spectrum for homogeneous turbulence is 

shown in Figure 1.18. Researchers have shown that their results agree with 

Kolmogorov’s hypotheses. For instance, Stalp et al. (1999), Kurian and Fransson (2009) 

have all verified the Kolmogorov hypotheses in the past few decades. Kang  and 

Chester (2003) have compared the results from grid turbulence measurement and Large 

Eddy Simulation (LES) has shown that LES models are able to accurately predict low-
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order statistics of resolved scales in isotropic turbulence during the decay process. The 

turbulent dissipation rate can be assessed through experimental techniques such as hot 

wires, LDV, PIV and PTV via the velocity processing methods (Wang et al., 2021).  

Hoque et al. (2014) have applied Particle Image Velocimetry (PIV) to measure the 

velocity vector field as well as the integral length scale and spatial energy spectrum and 

used it to obtain the energy spectrum from grid generated homogeneous turbulence 

velocity data.  

 

1.2 Process of mixing, chemical reaction and particle formation in the multiphase 

flow system 

 

1.2.1 Mixing process in multiphase reactors 

 
Qualification of mixing performance 

 
Baldyga and Pohorecki (1995) have distinguished the complicated mixing processes 

into three mixing categories, that is, macromixing, mesomixing and micromixing. They 

also defined the mixing of various scales:  

 

• Macro-mixing is defined as the motion of large-scale vortices motion in a 

turbulent flow field with a scalar integral scale. 

 

• Mesomixing is defined as the length-scale of vortices between the Kolmogorov 

scale (Equation (1-16)) and the Batchelor scale (Equation (1-17)). 

 

• Micro-mixing is referred to the length scale at the level of molecular diffusion 

(Baldyga and Bourne, 1999).  
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Among the rest, micromixing has an intensive influence on many industrial processes 

such as polymerisation, crystallisation and precipitation (Ying et al., 2008).  

 

The Kolmogorov scale is given by Equation (1-16). 

 

𝜂@ = (Q
&

R
)
%
.                               (1-16) 

 

The Batchelor scale is given by Equation (1-17), 

 

𝜂@ = 𝜂S𝑆𝑐%; 5⁄                       (1-17) 

 

where 𝜈 is the kinematic viscosity of the fluid, 𝜀 is the local dissipation rate of turbulent 

kinetic energy and Sc is the Schmidt number, defined as the ratio of fluid viscosity and 

the mass diffusivity denoted by Equation (1-18). 

 

𝑆𝑐 = 𝜈 𝐷⁄          (1-18) 

 

One common criterion used to determine the mixing efficiency is the mixing time or 

homogenisation time tm, which is defined by Grein et al. (2016) who claim that there 

are requirements for macro-mixing that the system achieves with a certain level of 

homogeneity for all the components regardless of meso-mixing and micro-mixing. 

However, Schwertfirm et al. (2007) defined the total mixing time tm as the total time 

required to reduce the initial spatial segregation of the reactants over the cascade of 

macro-mixing, meso-mixing, and micro-mixing down to a molecular segregation scale 

where the reactants can react. This is important for the setup and hydrodynamic regime 

adjustment to predict the mixing efficiency of the process scaled-up. Baldyga and 

Bourne (1999) have proposed the concept of turbulent mixing defined by turbulent 

mixing time and it is predominant for the processes of particle nucleation, growth, 
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agglomeration, and aggregation in a precipitation process when it is slower than or 

similar to the chemical reaction time 𝑡T. Schwertfirm et al. (2007) suggested that the 

mixing time in the impinging jet reactor is a function of the Reynolds number (Re), 

inflow condition and mixer geometry.  Vicum and Mazzotti (2007) have provided the 

expression of the macro-mixing as follows where the macro-mixing time	𝜏U is given by 

Equation (1-19), 

 

𝜏U =
V
W/

                                (1-19) 

 

and the circulation capacity	𝑄U is denoted by Equation (1-20), 

 

𝑄U = 𝐶;𝑁𝑑?X=M                              (1-20) 

 

where V is the liquid volume in the reactor, N represents the stirring rate, 𝑑?X= is the 

impeller diameter and 𝐶; is a constant related to the pumping capacity of the impeller. 

The expression of the characteristic time for meso-mixing is proposed by (Baldyga and 

Pohorecki, 1995) by Equation (1-21), 

 

𝜏Y =
@
5R

                              (1-21) 

 

where k is the turbulent kinetic energy and 𝜀 is the energy dissipation rate. 

 

Baldyga and Bourne (1989) have also illustrated that micro-mixing is driven by the 

viscous convective deformation of fluid elements and the molecular diffusion, also 

known as the engulfment time constant given by Equation (1-22). 

 

𝜏Z =
;
Z
= 17.24(Q

R
); 5⁄                        (1-22) 
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The characteristic time for molecular diffusion is related to the micro-mixing time 

denoted by Equation (1-23). 

 

𝜏[ = 𝜏Z(0.030 +
;\D0D
]/

)%;                            (1-23) 

 

Another approach to quantify (Vicum and Mazzotti, 2007) the mixing performance is 

to obtain the targeted species concentration profile. Numerical simulation by 

computational fluid dynamics (CFD) has been applied to explore the mixing 

performance owing to the change of reaction species concentration. Van den Akker 

(2010) has put forward two approaches to acquiring the flow characteristics as a means 

of interpreting mixing performance: one method solves the momentum equation only 

and the other method solves both the momentum equation and mass transfer equation. 

Engler et al. (2004) have quantified the mixing through diffusion efficiency of the 

artificial diffusive species by solving Navier–Stokes equation coupled with mass 

transfer equation. It was also found by Engler et al. (2004) that increasing the vorticity 

in the mixer, even at low Reynolds numbers (𝑅𝑒 ≤ 200), is able to improve the mixing 

quality defined by Equation (1-24), 

 

𝛼 = 1 − % ^0
#

^1"2
#                                (1-24) 

 

where the 𝜎X)35  represents the maximum variance of the mixture and 𝜎_5  is defined as 

follows by Equation (1-25), 

 

𝜎_5 =
;
'
∑ (𝑐? − 𝑐_̅)5'
?`;                           (1-25) 
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where n is the number of grid points inside the cross-section,	𝑐? is the concentration at 

the grid point 𝑖  and 𝑐_̅  is the optimal mixing concentration (𝑐_̅ = 0.5  represents 

symmetrical boundary conditions). 

 

Although there are various approaches to evaluating micromixing performance, the 

Villermaux /Dushmann reaction is widely used as a parallel competing reaction due to 

its simplicity and low cost, firstly proposed by Villermaux et al. (1994) and Fournier et 

al., (1996), which evaluates the impact of operating parameters on the segregation 

index serving as an indicator for micromixing performance. 

 

The Villermaux /Dushmann reaction comprises of three parts as follows: 

 

𝐻5𝐵𝑂M% + 𝐻a → 𝐻M𝐵𝑂M        (Quasi-instantaneously) (1-R1) 

 

5𝐼% + 𝐼𝑂M% + 6𝐻a → 3𝐼5 + 3𝐻5𝑂    (Very fast) (1-R2) 

 

𝐼5 + 𝐼% ↔ 𝐼M%.     (Equilibrium reaction) (1-R3) 

 

The segregation index (Xs) is defined as the relative amount of H+ consumed by 

Reaction (1-R2) and is denoted by Equation (1-26), 

 

𝑋] =	
b
b34

=	
'5#a	'5&6

'789
(2	 +	

'7#:;&,86

M'5;&,86
)              (1-26) 

 

where Xs = 0 represents perfect micromixing and Xs = 1 means total segregation.  

However, the debate on the options of acid and the reactant impact on reaction rate 

constant in Villermaux-Dushman reaction has been revived in recent year. Arian and 

Pauer (2021) proposed a newly obtained reaction rate constant considering the 

integrated effect of reaction rate constant and equilibrium of sulphuric acid based on 
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incorporation model. This makes the calculation of mixing time via Villermaux-

Dushman experiments independent of the acid choice. Rahimi et al. (2014) have 

investigated the acid concentrations and the ultrasound irradiation on micromixing 

performance by employing the T-type microreactor with a low frequency (42 kHz) 

piezoelectric transducer. The results shown in Figure 1.21 reveal that Xs trends show 

lower activity with low H+ concentration and ultrasound waves, leading to a significant 

reduction in mixing times and segregation index values. 

 

Impact of mechanical factors on the mixing performance 

 
Mixing can be categorised into positive mixing and passive mixing. The mixing 

triggered spontaneously is defined as passive mixing and active mixing is intensified 

by the external energy input through mechanical, pneumatic, or ultrasonic forces 

leading to the enhancement of local turbulence and mixing quality (Engler et al., 2004). 

The external driving field such as magnetic actuation, microwave and ultrasound 

irradiation will be introduced in section1.4.2: Process intensification (PI) for 

multiphase flows. Metzger and Kind (2016) claimed that the particle size distribution 

is strongly reliant on the mixing characteristics of the reaction apart from the intrinsic 

kinetics. Zhendong et al. (2012) have validated that the mixing efficiency goes up as 

the flow rate increases at the convergence region in a T-mixer. This was proved by 

Kockmann et al. (2003) who showed that the laminar flow can exist in three different 

regimes as the mass flow rate increases as shown in Figure 1.22 (Engler et al., 2004). 

 

At low flow rates, the stratified flow regime occurring at streamlines are scarcely bent 

and follow the channel walls. At medium flow velocity, the vortex flow regime 

contributes to a slight improvement of mixing quality by dragging fluid from the middle 

to the top and bottom side of the mixing channel. At high flow rates, the engulfment 

flow regime and streamlines intertwine and reach the opposite sides of the wall leading 

to a dramatic improvement in mixing performance (Engler et al., 2004). However, 
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Saadat et al. (2020) have illustrated that the mixing efficiency is not monotonous 

anymore with an optimum point although an increase in inlet velocity may result in the 

deterioration of the mixing performance in a rough trend. Brito et al. (2020) have 

conducted work on the visualisation of mixing in the confined impinging jet reactor at 

different Reynolds numbers derived from inlet flowrate vin. The different flow types 

and their characterisation is shown in Figure 1.23. They tend to behave as a segregated 

flow regime at Re = 103 characterised by the clear division of two flows, which changes 

to a chaotic flow regime with the generation of vortices up and down the jets that engulf 

fluid from both jets as the Reynolds number increases from 111 to 505. In addition, 

Cheng et al. (2019) have carried out similar work on the estimation of micromixing 

time under different Reynolds number in a single countercurrent-flow microchannel 

reactor as shown in Figures 1.24 (a) and 1.24 (b) and demonstrated that tm decreases 

with increasing a Re value to achieve a rather high-level micromixing efficiency (Cheng 

et al., 2019). Furthermore, Rahimi et al. (2014) have investigated the effect of flow rate 

on micromixing in a T-junction via CFD modelling by applying five different total flow 

rates and the velocity magnitude vector is shown in Figure 1.25. An iodide–iodate 

reaction is employed and the low amount of produced I3- indicates high micromixing. 

It can be seen from Figure 1.26 that a higher flow rate contributes to better micromixing 

performance due to its high turbulent kinetic energy and generation of vortices (Rahimi 

et al., 2014). 

 

The geometry and structure of the impinging jet affect the pressure drop in the channel 

as well as the mixing performance. Faryadi et al. (2014) have measured the pressure 

drop in microchannels of three different geometry as shown in Figure 1.27 and the 

results show that the pressure drop is higher in the Lambda type microchannel and 

lower in the T-type microchannel (Figure 1.28 (a)). They have also defined the 

performance ratio through the segregation index and friction factor based conditions 

with and without ultrasound as equation and revealed that the T-type microchannel 

performs the best with a maximum increment of 34.1% in the calculated performance 
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ratio once the piezoelectric transducer is activated (Figure 1.28 (b)), denoted by 

Equation (1-27). 

 

Performance ratio= $= $=>⁄
(c c8⁄ )% &⁄                    (1-27) 

 

Zhendong et al. (2012) have validated that broadening the width of the dispersed fluid 

channel also weakens the intensity of mixing in an asymmetrical T-shaped micromixer. 

Another experiment done by Zhou et al. (2019) has illustrated that the impact of the 

thickness of the injection ring and the installation of the rectifying ring has a significant 

effect on the mixing performance in the radial multiple jets-in-crossflow mixing system 

as shown in Figure 1.29. Moreover, Wu et al. (2014) have also shown that the effect of 

the length and convergence angle of the mixing chamber affect the mixing performance 

of the steam ejector. The optimum range to acquire the best mixing performance of the 

mixing chamber length and angle can be obtained with its largest entrainment ratio.   

 

Vicum and Mazzotti (2007) have pointed out that although the concentration of the 

reactant cannot affect small-scale mixing and particle formation, it strongly acts on 

macro-mixing by producing an inhomogeneous environment on a large scale resulting 

in low saturation, which eliminates the precondition of particle nucleation. 

 

1.2.2 Intrinsic kinetics of multiphase reactions  

 
Gas-liquid two-phase reaction 

 
Gas-liquid two-phase contactor is the most common and representative apparatus for 

the investigation of bubbles hydrodynamics such as bubble size distribution, bubble-

liquid interfacial as a function of superficial gas velocity, superficial liquid velocity, 

temperature, pressure and phase types (inert/reactive) (Feng et al., 2019). Davies (1985) 

displayed the typical concentration profiles for a reaction involving gas–liquid phases, 
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depicting the gaseous solute dissolving in the liquid phase and overcoming the 

resistance to transfer into the liquid phase using a film model as a basis. Except for the 

chlorination and sulfonation reactions with gaseous 	SOM , the common reactions 

encountered in industrial processes are hydrogenation and oxidation with sparingly 

soluble gases. the gas film resistance is negligible in reactions with low solubility 

(Pangarkar, 2015). As the diffusional processes and the subsequent reaction occur in 

series and the slowest step acts as the rate-governing rule that controls the overall rate, 

considering a general type of reaction: 

 

A + 𝜓B → C(Products)      (1-R4) 

 

where 𝜓 is the stoichiometric factor. 

 

Pangarkar (2015) has classified the two-phase mass transfer rate 𝑅(	expression into 

different regimes with the corresponding equations under different situations discussed 

below. The film model is applied here and the mechanism of the four models is shown 

in Figure 1.30. The characterised parameter to determine the reaction rate and define 

the regime is the Hatta number (𝐻𝑎), as given by Equation (1-28). The Ha number is 

defined as the ratio of chemical reaction rate to the mass transfer rate in the gas-liquid 

film. 

 

𝐻𝑎 = de@@#[S:]
@A

                         (1-28) 

 

The mass transfer rate and the chemical reaction rate are characterised by the 

characteristic diffusion time 𝜏e  and the reaction time 𝜏h 	 (Decoursey, 1987). The 

characteristic time is defined as the reciprocals of the respective rate coefficients, 𝑅e 

and	𝑅h, with the characteristic diffusion time and reaction time given by Equations (1-

29) and Equation (1-30), respectively. 
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𝜏e ∝ v
;
@A)
w                         (1-29) 

 
𝜏h ∝ v

;
hB
w                         (1-30) 

 

a) Regime A: Extremely Slow Reaction That Occurs Only in the Bulk Liquid Phase  

 

As the reaction rate is slow without any reaction occurring in the liquid film, the 

concentration of bulk gas equals to that at liquid film as shown in Figure 1.30 (a), that 

is, [𝐴∗] ≈ [𝐴S]. Thus, the reaction takes place exclusively in the bulk liquid phase and 

the Hatta number satisfies 𝐻𝑎 ≪ 1	for this regime. Therefore, the volumetric rate of 

the reaction in the bulk liquid is given by Equation (1-31), 

 

𝑅h = 𝜀j𝑘=%k[𝐴∗]=[𝐵S]k 	           (1-31) 

 

where	𝑘=%k is the intrinsic reaction rate constant. p and q represent the orders of the 

reactions concerning the gaseous and liquid-phase reactant, respectively.  

 

b) Regime B: Diffusion-Controlled Slow Reaction  

 

Regime B defines the sufficiently slow reaction without occurrence at the diffusion film 

whereas physical diffusion occurs in the liquid film and the Hatta number satisfies 

𝐻𝑎 ≪ 1 for this regime. However, the homogeneous reaction is considerably faster 

than the diffusion process in the film compared to regime A, running out of A in the 

bulk liquid phase as shown in Figure 1.30 (b). The volumetric rate of mass transfer in 

this case is given by Equation (1.32), 

 

𝑅h = 𝑘j𝑎[𝐴∗]        (1-32) 
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where a is the interfacial area. 

 

The specific rate per unit effective interfacial area or flux of A is given by Equation (1-

33). 

 

 𝑅h? = 𝑘j[𝐴∗] (mol/m5s)                          (1-33) 

 

c) Regime C: Fast Reaction Occurring in the Diffusion Film  

 

Regime C refers to the fast occurrence of both reaction and diffusion in the diffusion 

film. Under this regime, the Hatta number satisfies 𝐻𝑎 > 3 when	𝐻𝑎 ≪ 𝐵S (𝜓𝐴∗)⁄ . 

For this scenario, the specific rates of mass transfer accompanied by a general (p-q)th 

order reaction are given by Equation (1-34),  

 

 𝑅h? = 𝐴X%
5

=a;
𝐷l𝑘=%k[𝐵S]k[𝐴∗]=%;        (1-34) 

 

where 𝐴X is the molecular diffusivity of dissolvable gaseous species A. 

 

d) Regime D: Instantaneous Reaction  

 

The instantaneous reaction occurs when 𝜏h  is extremely low and the concentration 

profiles for this regime are shown in Figure 1.30 (d). Under this regime, the Hatta 

number satisfies 𝐻𝑎 ≫ 3  when 	𝐻𝑎 ≫ 𝐵S (𝜓𝐴∗)⁄ . One typical example is the 

neutralisation reaction as follows. 

 

𝐻𝐶𝑙(𝑔) + 𝑁𝑎𝑂𝐻(𝑙) → 𝑁𝑎𝐶𝑙 + 𝐻5𝑂                               (1-R5) 
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Under these conditions, the specific rate of mass transfer is given by Equation (1-35). 

 

𝑅h?~𝑘j v
e:S:
me@

w     (1-35) 

 

Gas-liquid-solid three-phase reaction 

 
The traditional technologies for hosting gas-liquid-solid three-phase reactions are 

fixed-bed, slurry bubble column and fluidised-bed reactors (Durán Martínez et al., 

2016). The three-phase reaction always comprises of a solid phase as the catalyst and 

the prediction of the mass transfer coefficients is restricted to the gas-liquid (𝑘j𝑎) and 

solid–liquid mass transfer (𝐾]j) steps in terms of the general nature of concentration 

profiles for the gaseous solute (Pangarkar, 2015). The typical concentration profiles for 

the solid-catalysed gas-liquid reaction is shown in Figure 1.30. 

 

Lefebvre et al. (2018) have explored the three-phase CO2 methanation reaction kinetics 

in a CSTR, implying that the gas concentration in the liquid phase is the kinetic driving 

force and the gas concentration available on the catalyst surface is decided by the liquid 

phase. Lefebvre et al. (2019) also investigated two-phase CO2 methanation reaction 

kinetics in a plug flow laboratory reactor and have successfully applied a two-phase 

kinetic rate equation to a three-phase reaction (catalyst involved) with good agreement. 

Durán Martínez et al. (2016) have developed Monolith reactors as a novel gas-liquid-

solid reactor involving hydrogenation reactions with advantages of minimised internal 

diffusional resistances, enlarged mass transfer interfacial area and a low-pressure drop 

without reactor fouling and clogging. Conclusively, the main focus should be on 

achieving the intrinsic rate afforded by a given catalyst from an industrial point of view 

and the solid–liquid mass transfer (𝑘Yn) is based on catalyst surface area per unit volume 

of the reaction mixture (Pangarkar, 2015).  
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As depicted in Figure 1.31 at steady state, the volumetric mass transfer rate of a first-

order reaction is given by Equation (1-36), 

 

R+ = 𝑘j𝑎([A∗] − [𝐴S]) = :𝐾]j v
lC
V
w; ([𝐴S] − [𝐴]]) = 𝑘h[𝐴]]     (1-36) 

 

where 𝐴= 𝑉⁄  is the surface area per unit volume of the reaction mixture. The overall 

mass transfer rate is decided by the relative values of 	𝑘j, 𝐾]j and 𝑘h in the gas-liquid 

and solid-liquid mass transfer steps. 

 

1.2.3 Effect of hydrodynamics on particle formation in multiphase reactors 

 
Particle nucleation, growth and its influence factors in multiphase reactors 

 
Once the chemical time scales 𝜏h are in a similar range or faster than the turbulent time 

scales, the turbulent mixing determines the reaction rate and thus has a dominating 

influence on all consecutive steps, such as nucleation, growth, agglomeration and 

aggregation in a precipitation process. Fan et al. (2013) have divided the heterogeneous 

condensation process into two stages, nucleation and growth process, in their 

investigation of insoluble spherical particles.  

 

Variables that can have an impact on the nucleation process include supersaturation, 

particle size distribution, surface properties, solubility, particle composition and the 

electric charge of a particle (Xu et al., 2017, Tammaro et al., 2012, Chen and Tao, 2000, 

Wu et al., 2016). Lv et al. (2020) have shown the visualisation process of vapour 

condensation on a single SiO2 particle through the time-resolved images recorded by 

an Environmental Scanning Electron Microscopy (ESEM) system (Wu et al., 2016). 

Hogrefe and Keesee (2002) have determined the critical supersaturation point using the 

characteristics of the oscillation period and amplitude of micron-sized glass particle by 

using a Charge Coupled Device (CCD) camera. Furthermore, work done by Harrison 
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et al. (2011) also illustrates the struvite growth kinetics as a function of solution 

supersaturation relevant to the mean particle size. Mousavi et al. (2019) have utilised 

the Computational Fluid Dynamics (CFD) coupled with Population Balance Modelling 

(PBM) to model the growth of crystals in the reactor as a function of the supersaturation 

index (SI). 

 

The nucleation and growth model was firstly developed by Reiss (1951) and indicated 

that the growth of particle is via uniform diffusion. Over the past few decades, the 

developed nucleation and growth processes have been prevalent and quantitatively 

illustrated by the LaMer burst nucleation and Ostwald ripening theory based on particle 

size changes (LaMer, 1952, LaMer and Dinegar, 1950). Thanh et al. (2014) have 

derived the nucleation rate 𝐽 as a function of the crystal free energy ∆𝐺(, assuming the 

nuclei formation is homogeneous and the total free energy is the sum of the surface free 

energy and the bulk free energy.  

 

The bulk free energy is given by Equation (1-37). 

 

∆𝐺( =
%@:An'(])

(
                          (1-37) 

 

The total free energy is given by Equation (1-38). 

 

∆𝐺 = 4𝜋𝑟5𝛾 + N
M
𝜋𝑟M∆𝐺(                           (1-38) 

 

where 𝑘S  is the Boltzmann’s constant, 𝑆 is the supersaturation of the solution, 𝑣  is 

molar volume and r is the radius of the particles. The critical radius can be estimated at 

the minimum size when a particle can survive in the solution without being re-dissolved, 

whereas the differentiation of ∆𝐺  equals 0 when the status of the stable nucleus is 
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𝑑∆𝐺 𝑑𝑟 = 0⁄ . Therefore, the rate of nucleation 𝐽	of N particles during time t is given 

by 

rate of surface reaction 

 

𝐽 = op
o:
= 𝐴𝑒𝑥𝑝(− ;qrs&(#

M@:&A&(n'])#
)            (1-39) 

 

where A is the pre-exponential factor. 

 

The derivation of the growth model is reliant on the mechanisms of the surface reaction 

and the monomer’s diffusion to the surface in terms of Fick’s first law (Sugimoto and 

Tadao, 2001). The growth rate of nanoparticles by differentiating the change of 

particles radius with time is decided by limiting factors (Thanh et al., 2014). When 

diffusion acts as the limiting factor, the particle growth rate is given by Equation (1-

40). 

 

oT
o:
= eQ

T
(𝐶t − 𝐶T)                                            (1-40) 

 

Likewise, if the limiting factor is surface reaction, the nucleation rate is given by 

Equation (1-41), 

 

 oT
o:
= 𝑘𝜈(𝐶t − 𝐶T)                          (1-41) 

 

where 𝐷 is diffusion coefficient, 𝑘 is the rate of surface reaction, 𝜈 is the molar volume 

of the bulk crystal,	𝐶t is the concentration of the bulk solution and 𝐶T is the solubility 

of the particle.  

 

The morphology of particles is determined by its primary phase and sequential growth, 

dependent on its reagents, reaction condition, hydrodynamics and calcination 
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conditions. Most of all, the target is to obtain the desired morphology with a narrow 

particle distribution, high crystallinity, good dispersibility and high uniformity. Figure 

1.33 shows the LaMer curve depicting the process of atoms generation, self-nucleation, 

formation of seed and growth versus concentration (You and Fang, 2016). For different 

reaction modes, the LaMer curve can provide a quantitative evaluation of status 

relevant to particle nucleation or growth from the viewpoint of reaction engineering to 

control its final morphology and size more easily. You and Fang (2016) have modified 

the morphology of Ag mesoparticles by controlling particle-mediated growth via Ag+ 

ion concentration and found various well-controlled nanostructures with 1D, 2D, and 

3D morphologies as shown in Figure 1.34. Janulevicius et al. (2020) have also proved 

that the best way to control the particle morphology and of GdPO4 particles is to change 

the PO43− /Gd3+ ratio in the reaction mixture as the primary seeds tend to grow in 

different ways as the PO43− /Gd3+ ratio changes from 10 to 100, leading to nanosheets, 

nanorods or nanospheres (see Figure 1.35). Furthermore, the approach to synthesise 

particles also affects its morphology and particles size. For instance, the synthesis of 

LnPO4 particles has been studied extensively through different routes (combustion, 

solid-state, sol-gel, ultrasound, co-precipitation, solvothermal synthesis, hydrothermal 

microwave treatment) producing diverse morphologies such as nanorods, nanowires, 

nanofibers, nanocubes, hexagonal nanoprisms, microspheres and submicrostars 

(Hernández et al., 2014, Kumar et al., 2016, Janulevicius et al., 2020, Dai et al., 2015). 

Except for the reaction route and reactant concentration, the reaction time can also have 

an impact on the particle crystal structures and morphologies. Lai et al. (2014) have 

fabricated YPO4 through hydrothermal treatment at 180 °C with different additives for 

different reaction times and have found that YPO4 is formed in a variety of patterns 

(Figure 1.32) with the assistance of additives under different reaction times.  

 

Delgado-Licona et al. (2020) have conducted a systematic investigation to fully control 

the particle size and morphology on the effect of mixing intensities and reaction 

conditions on the mechanism of particle nucleation and growth via synthesis of ZnO in 
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different Coiled Flow Inverters (CFIs) as shown in Figure 1.36. The experiments reveal 

that the ratio of OH-/Zn2+ has an obvious effect on the particle shape (spindle-shaped 

and flower-shaped) with various particle sizes at different CFIs (Figure 1.37 (C)) where 

its proposed mechanism of ZnO particle formation due to a change in hydrodynamics 

and reaction conditions in CFIs is shown in Figures 1.37 (A) and 1.37 (B) (Delgado-

Licona et al., 2020). Another novel work done by Delgado-Licona et al. (2020) is the 

identification of the limiting factor of nucleation or growth on particles size by 

determining the Dean number and [OH−/Zn2+] ratios as shown in Figure 1.38. It has 

been concluded that small particles may experience higher “local” residence times than 

those experienced by bigger particles leading to a homogenisation of the particle growth, 

which is in good agreement with observations from Wiedmeyer et al. (2017a) and 

Wiedmeyer et al. (2017b).  

 

Particle aggregation, agglomeration, breakage and its influence factors in 

multiphase reactors 

 
 

Except for particle nucleation and growth, the solid particles are also affected by 

dynamic agglomeration and breakage. The agglomerates are referred to particles rigidly 

joining together due to the partial fusion (sintering) owing to forces between primary 

particles as a result of high surface-to-volume ratio and short distance. The assembly 

of agglomerates significantly changes the properties of bulk powders such as 

flowability and chemical reactivity (Yao et al., 2002). Aggregates are the assemblage 

of particles that are loosely coherent (Nichols et al., 2002). Usually, the aggregation is 

followed by an agglomeration process. Boverhof et al. (2015) have demonstrated the 

particle formation procedure through a bottom-up synthesis approach for synthetic 

amorphous silica through a pyrogenic process (see Figure 1.39). 

 

Zhou et al. (2018) have quantified the impact of agglomerates on the hydrodynamics 

of fluid flows, demonstrating that the growth and breakage rate increases as the 
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agglomerates increases. The mode class of particle size of agglomerates is decided by 

the balance of growth and breakage of agglomerates. In their simulation work, the 

complex agglomerates are assumed to be “particles” with equivalent size and density 

in the simulation work (Zhou et al., 2018). Liu et al. (2016a) have employed an 

adhesive CFD-DEM model to hydrodynamics in a fluidised bed with agglomerate 

breakage and reunion in the process of uniform fluidisation to defluidisation. In another 

publication, Liu et al. (2016b) have visualised agglomerate breakage at different 

conditions and evaluated the particle dynamics as a function of a dispersion coefficient, 

indicating that the increment in cohesion is the exact reason for the dispersion 

coefficient decrement (Ferron et al., 2013).  

 

Chen et al. (2016) have claimed that the agglomeration and growth of fine particles is 

susceptible to the structure and arrangement characteristics of the vortex and a 

dimensionless agglomeration number Ag was proposed to evaluate the agglomeration 

ability of the vortex generator (Liu et al., 2020a). The agglomeration process is 

accelerated to turbulence due to the disturbance of the flow field leading to the particles 

colliding and forming larger agglomerates. However, the agglomeration force caused 

by turbulence is weak and the aggregates are easily fragmented (Chen et al., 2016). In 

order to increase PM2.5 removal efficiency in electrostatic precipitators (ESP), a 

pretreatment process was proposed coupling effect of chemical and turbulent 

agglomeration together (Bin et al., 2018). In addition to chemical reagents, the 

agglomeration agent molecular chain adsorbs submicron particles to form stable 

aggregates after the droplets evaporated. Turbulent agglomeration using the 

disturbance of flow field promotes the particles collide and forms larger agglomerates.  

 

Unlike agglomeration, aggregates are defined as the physical adhesion of crystals by 

inter bonding. The occurrence of the particle aggregates can be summarised into two 

major mechanisms: Brownian diffusion (perikinetic aggregation) and fluid motion 

(orthokinetic aggregation) (Gregory, 2009). The process of formation of aggregates is 
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shown in Figure 1.40 (a) indicating that the aggregates are initiated from the 

destabilisation of colloidally stable suspension by certain additives (coagulants or 

flocculants) or hydrodynamic conditions. Gregory (2009) has plotted the ratio of 

aggregated particle number and an initial primary particle number nT/n0 as a function 

of time is shown in Figure 1.40 (b). The results indicate that the rate of decrease in the 

total number of particles in the early stages for both mechanisms are similar and the 

orthokinetic rate becomes relatively much faster at longer times and orthokinetic 

mechanism is responsible for large aggregates when time is sufficient. Oles (1992) has 

claimed that an increasing shear rate accelerated the growth and decreased the stable 

size of the aggregates. Gmachowski (2005) has shown that a small difference in the 

structure of aggregates results in slightly different hydrodynamic behaviour in both 

regimes and Gmachowski (2007) has determined that the kinetics of solid–liquid 

separation can be improved by the aggregation of particles. 

 

Similar to the particle aggregation in continuous phase flow, the breakage of aggregates 

is significantly influenced by continuous phase hydrodynamics and interfacial 

interactions. Normally, the concept of “breakage” is referred to the reduction of the size 

of aggregates that is susceptible to the fluid flow overcoming the attractive inter-particle 

force holding the individual solid particle together within the aggregates.  Research has 

found that the fragility of an aggregate is generally proportional to its size, that is, as 

the aggregate increases in size, it becomes more vulnerable to breakage increases as the 

aggregate particle is enlarged (Pandya and Spielman, 1983, Vassileva et al., 2007). 

Fluid shear can change the trajectories of the colliding particles and apply a force on 

the aggregates leading to the breakup of the aggregates resulting in a balance between 

growth and breakup (Oles, 1992). Xiao et al. (2015) have simulated shear-induced 

particle breakage using the improved breakage kernel, together with the sectional 

modelling technique, showing internal bonding forces is decisive to the strength of the 

aggregates and the hydrophobic bonding forces are much stronger than van der Waals’ 

forces for holding the aggregates against shear breakage. Another conclusion is that 
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high shear leads to an increase in the aggregation rate and to a decrease of the stable 

size and vice versa (Oles, 1992). 

 

Although the behaviour of particles are difficult to predict, there are approaches to 

predict aggregates. Skillas et al. (2005) have used a monodisperse particle model 

tracking the total number concentration of the aggregates, total surface area 

concentration, total aggregate volume concentration coupled with fluid dynamics of the 

process and mass transfer of particle generation. However, this model still lacks the 

feature to track the aggregate shape. Boje et al. (2019) have developed a hybrid particle 

model by employing a particle-number description for small particles to illustrate the 

complicated particle morphology of particle aggregates by primaries. As shown in 

Figure 1.41, the mass transfer between the gas-phase and the particle systems from 

small primary particles with size less than Nthresh and assembly of aggregate particles, 

where Nthresh is the size of the largest particle, is tracked by the particle-number model 

before the transfer to the space of aggregate particles (Boje et al., 2019). Naseri and 

Thomson (2019) have done modelling work of carbon black formation to predict 

aggregates structure in flow reactors considering hydrocarbon (PAH) addition, 

hydrogen abstraction carbon addition (HACA), particle volume fraction (FV) and 

particle size distribution (PSD). In their work, the number of primary particles is 

required to identify with constant-diameter circles as shown in Figure 1.42.  

 

1.3 Fluid dynamics effects in particle precipitation processes in multiphase flow 

system 

 

1.3.1 Applicable numerical techniques to analyse multiphase system  

 
In this section, the particle-fluid interactions mainly in liquid-solid system are critically 

reviewed. When considering the interactions between particles and liquid, the size of 

the particles must be comparable to the domain dimension (Hashemi et al., 2016). The 
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bidirectional hydrodynamic interactions between the host fluid and suspended particles 

should be accurately considered involving the flow pattern and the dynamic properties 

in the multiphase system. In the aforementioned research, computational fluid 

dynamics (CFD) is considered as a typically applicable technique rather than an 

analytical solution for numerical simulations of such problems, which can be classified 

into direct numerical simulations (DNS), Eulerian-Eulerian methods and the Eulerian-

Lagrangian methods (Hashemi et al., 2016). To solve the problem, the Navier-Stokes 

(NS) equations are used to handle the fluid phase and the equations related to the motion 

of the particles including particles nucleation, growth, agglomeration and breakup 

should be carefully considered in such systems.  

 

Direct numerical simulation (DNS) approach 

 
The Direct Numerical Simulation (DNS) approach is one of the most important tools 

for the investigation of turbulence physics due to the increasing capability of high-

performance-computing techniques. The DNS method can resolve all the essential 

turbulent scales, especially for complicated physical phenomena (turbulent flames 

(Chen, 2011), bubbles and drops (Esmaeeli and Tryggvason, 1998),  acoustics of 

supersonic and hypersonic flows (Bodony and Lele, 2008)) by numerically solving the 

Navier-Stokes equations with physically consistent accuracy in space and time. The 

errors produced from dispersion and dissipation can be minimised once the mesh is 

sufficiently fine and the time step is short (Alfonsi, 2011). Although DNS resolves all 

the scales in hydrodynamics and delivers satisfactory results, such intensive work can 

usually only be performed by high-performance computing (HPC).  

 

Based on the preparation steps in the mesh generation process, the proposed DNS 

method can be classified into two groups: boundary-fitted methods and non- boundary-

fitted methods (Hashemi et al., 2016). The boundary-fitted method is referred to the 

unstructured grid with an arbitrary shape that completely conforms to the boundaries. 
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Furthermore, it always quantified with low quality and low accuracy in the interpolation 

process as shown in Figure 1.43 (a). In addition, the inefficiency of boundary-fitted 

DNS methods proposed by Feng and Michaelides (2009) revealed that it is not 

applicable for the system consisting of a large number of particles in the system. On 

the other hand, the non-boundary-fitted methods defined for a computational mesh do 

not require being conformed to the real physical boundary and can be generated more 

easily to circumvent the difficulties and inefficiency of boundary-fitted methods in 

simulating a large number of particles with the use of a stationary structured or 

unstructured computational mesh. This removes the requirement for the remeshing 

procedure as shown in Figure 1(b) (Feng and Michaelides, 2009). Furthermore, the non-

boundary-fitted methods can be further categorised into the fictitious domain methods 

(Glowinski et al., 1999), immersed boundary methods (Peskin) and Lattice Boltzmann 

method (Ladd, 1993, Ladd and Verberg, 2001), which are different types of non-

boundary-fitted DNS methods that have been used to capture the interaction of fluid 

and particles. Among all these methods, the main idea is that a fixed grid is constructed 

over the whole fluid domain, containing both the exterior and interior regions of the 

particle and the appropriate boundary condition is enforced on the particle-fluid 

interface. 

 

In a number of works, Grötzbach (1983) has provided suggestions on the accuracy of 

DNS calculations with some reliable but less stringent criteria for those of the 

Kolmogorov scales as follows: 

 

• Sufficient large domain to record all structures of large-scale; 

• Distribute more grid points near the wall to record steep gradients of velocity; 

• Select the computational grid smaller than turbulent elements; 

• Make the time step smaller than the Kolmogorov time scale. 
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Del Alamo et al. (2004) have reported that the execution of DNS of turbulent channel 

flow up to Reτ = 1900 and they have investigated the spectra and correlations of the 

velocity fluctuations especially above the buffer layer validating corrections to the 

similarity assumptions in the logarithmic and outer layer of wall-bounded turbulence. 

On that basis, Jiménez et al. (2004) extended these investigations to the sublayer and 

buffer regions of the turbulent channel flow. However, the numerical simulation in the 

logarithmic layer has not been fully feasible (Alfonsi, 2011). DNS is considered as the 

only numerical way to investigate turbulence physics, especially in a 3D time-

dependent turbulent flow. 

 

DNS gives the most exact, error-free solution but there are typically some numerical 

and other forms of errors. As all length scales from the largest to the smallest are 

explicitly resolved, DNS requires a grid size smaller than the Kolmogorov scale as 

described in Equation (1-42) 

 

 𝜂 = (𝜈 𝜀⁄ );/N                     (1-42) 

 

where 𝜈 is the kinematic viscosity and 𝜀 is the turbulent kinetic energy dissipation. 

 

Eulerian-Eulerian (EE) approach 

 
The multi-scale attribute is complicated to estimate since the micro-scale and the 

macro-scale and micro-scale may have mutual effects and the range of the scales is hard 

to be captured without an advanced experimental or CFD approach (Sardina et al., 

2019). The macro-scale is defined as a grid size that is of an order of magnitude larger 

than the bubble/particle diameter based on Reynolds averaging or volume filtering of 

the system conservation laws (Fox and O.). The unclosed terms should contain the 

dynamics of the unresolved scales smaller than the grid size, while their current 

parametrisation is mostly based on global empirical correlations with suitable 
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coefficients that can depend on a particular configuration. This micro-scale is referred 

to grid size much smaller than the bubble/particle diameter that requires a large amount 

of computational time. A mesoscale CFD simulation resolves these intermediate scales 

where the liquid phase is usually resolved in a fixed Eulerian grid and discretising the 

Navier-Stokes equations that include a momentum exchange term with the dispersed 

phase (Sardina et al., 2019). As to the discretised phase, Eulerian or Lagrangian 

techniques are applied. Thus, two strategies are practical for mesoscale, that is, 

Eulerian- Eulerian (EE) and Eulerian-Lagrangian (EL) frameworks. 

 

Both gas and solid phases are treated as interpenetrating continua in the Eulerian-

Eulerian (EE) modelling method for multiphase system solving the diluted particle 

dispersion and it is considered as a computationally less-expensive alternative (Lan et 

al., 2009). For the Eulerian-Eulerian (EE) model, the main assumption is that the phases 

interpenetrate at which point both phases have the same dynamic properties in the time-

space domain (Meier et al., 2011). 

 

Compared with the Lagrangian approach, less information is available on the overall 

distribution, residence time and mixing behaviour (Shi et al., 2019). The EE model is 

also called the two-fluid model by treating two phases that are considered as 

interpenetrating continua and is computational fast without tracking individual 

bubbles/particles. The conservation equations of mass and momentum are solved by 

assuming slow spatial variations of the phasic properties like the volume fractions 

which is considered as the major drawback for two-fluid model (Lahey and Drew). 

Another problem appears in the bubble/fluid phase since the two-fluid model governing 

equation system is non-hyperbolic with the initial-value problem but this cannot affect 

the particle-gas/liquid system due to the density of particles being always larger than 

the liquid/gas phase with the drag force larger than the other contributions in the 

momentum transfer expression (Prosperetti and Tryggvason, 2009). To circumvent this 

weakness, Sardina et al. (2019) raised a solution by adding a dispersion term in the 
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momentum transfer express to guarantee the hyperbolicity of the incompressible two-

fluid model for gas-liquid flows. Additionally, Lucas and Tomiyama (2011) raised a 

solution by assuming the momentum transfer term between the two phases is expressed 

as total contributions of drag, virtual mass and lift, addressing the effects induced by 

the existence of the lift force. Both these approaches stabilise the two-phase model, 

however, this interpretation is not physically meaningful and remains an open question 

of the aforementioned investigation (Lhuillier et al., 2013).  

  

The continuity equation of the two-phase model can be derived by volume averaging 

as follows by Equation (1-43),  

 

8v!'<'
8:

+ ∇ ∙ (𝛼(?𝜌?𝒖𝒊) = 0                             (1-43) 

 

where the index i denotes the phase, 𝛼( denotes the phase volume fraction, 𝜌 is the 

density and u denotes the velocity vector.  

 

The momentum conservation equation is given by Equation (1-44), 

 

8v'<'𝒖𝒊
8:

+ ∇ ∙ (𝛼?𝜌?𝒖𝒊⊗𝒖𝒊) = 𝛼?∇p + ∇ ∙ (𝛼?𝜏?) + 𝛼?𝜌?𝐠 +𝐌𝐢             (1-44) 

 

where the pressure p is shared by both phases, 𝜏? is the viscous stress tensor, 𝒈 is the 

gravity acceleration and 𝑴 is the interfacial momentum transfer. The flow is postulated 

to be Newtonian so that the stress tensor can be expressed by Equation (1-45), 

 

	τz = µz�∇𝐮𝐢 + ∇𝐮𝐢𝐓� −
𝟐
𝟑
	𝐈∇ ∙ 𝐮𝐢                (1-45) 

 

where 𝜇? is the dynamic viscosity of one phase. 
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Lagrangian-Eulerian (LE) approach 

 
The Lagrangian-Eulerian (LE) approach, like the Discrete Element Method (DEM), 

presents a statistical scheme of the dispersed phase in terms of a stochastic point process 

based on the forces acting on each particle and their dynamic trajectory according to 

Newton’s laws of motion, which is hard to validate by experimental measurement (Zhu 

et al., 2008, Subramaniam, 2013). However, the presented DEM models are normally 

inadequate to simulate full-scale reactor containing millions or more of particles due to 

computational restrictions (Shi et al., 2015). The mass transfer, momentum and energy 

for interphase can be signified by the coupling terms in the Eulerian conservation 

equations for fluid phase with a corresponding closure in the Eulerian-Eulerian two-

fluid theory (Subramaniam, 2013).  

 

The continuity and momentum equations are derived by neglecting the contributions of 

liquid volume fraction with small bubble loadings and the impacts of the collisions-

coalescence phenomena (Druzhinin and Elghobashi). In this way, the liquid velocity 

field satisfies the incompressible Navier-Stokes equations as follows by Equation (1-

46). 

 

∇ ∙ (𝒖𝒍) = 0                                 (1-46) 

 

The momentum equation including the bubble-induced back-reaction is described by 

Equation (1-47), 

 

8𝒖𝒍
8:
+ 𝒖𝒍 ∙ ∇𝒖𝒍 = − ∇J

<F
+ 𝜈n∇𝟐𝒖𝒍 + (𝛼?𝜌?𝒖𝒊⊗𝒖𝒊) = 𝛼?∇p + 	𝐠 + 𝐟𝐛     (1-47)) 

 

where 𝒖𝒍  is the liquid velocity field, 𝜌n  and 𝜈n  represent the density and kinematic 

viscosity and f� is the back-reaction term. 
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Comparison between Eulerian-Eulerian (EE) and Lagrangian-Eulerian (EL) 

approaches 

 
Patel et al. (2017) have compared EE and EL approaches in cluster-induced turbulence 

of a gas-solid system, revealing that the EE approach exhibits convergence issues under 

grid refinement, whereas the EL approach can produce reasonable simulation results as 

a benchmark for EE while it undergoes extracting convergence. Although the direct 

comparisons between the EE and EL approaches are rarely provided in the 

aforementioned literature, Sokolichin et al. (1997) has offered quantitatively matching 

results from both strategies in two-dimensional computation.  

 

Hirche et al. (2019) have provided a brief overview of gas-solid multiphase methods in 

Figure 1.44 (a), indicating that both the Eulerian-Eulerian approach and the Eulerian-

Lagrangian approach model the gas-phase as a continuum on the basis of the Eulerian 

theory. However, Eulerian-Eulerian approach models the granular phase as a 

continuum by applying the Kinetic Theory of Granular Flow (KTGF) (Ding and 

Gidaspow, 1990), while Eulerian-Lagrangian approach models the granular phase by 

Lagrangian Particle Tracking (LPT), including: 

 

• Discrete Phase Model (DPM) tracking individual particle according to 

Newton’s Second Law of Motion without considering particle-particle 

collisions. 

 

• Discrete element method (DEM) resolving each particle individually and the 

particles undergo a 4-way coupling (Tsuji et al., 1993). 

 
 

• Multiphase Particle-In-Cell (MP-PIC) considering forces and stresses owing 

to particle interactions like drag force or interparticle stresses.  
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Among these methods, DEM is the most accurate and computationally demanding of 

the three models presented for the Lagrangian treatment of particles. 

 

With the combination of the Eulerian and Lagrangian treatment of the granular phase, 

the Eulerian solid phase will be transformed into pseudo Lagrangian particles (pseudo 

L-Particles). The transformed Eulerian solid phase or rather the pseudo L-particles are 

marked as inactive but inherit the velocities of the Eulerian solid phase as shown in 

Figure 1.45 (b). The inactive nature of the pseudo L-Particles excludes those particles 

from the calculation in the LPT. Therefore, the collision detection mechanism by the 

LPT only detects collisions between Lagrangian particles and Lagrangian particles, 

Lagrangian particles and pseudo L-Particles, as well as Lagrangian particles and the 

wall (Hirche et al., 2019).  

 

Furthermore, Chiesa et al. (2005) have investigated the flow behaviour of a lab-scale 

fluidised bed via Eulerian-Eulerian (EE) and Lagrangian-Eulerian (EL) approaches and 

compared them as shown in Figure 1.46. The results of the particle and bubbles’ 

movement and hydrodynamics are roughly corresponding and the bubble upwards and 

bubble breakage can be identified in the results of both EE and EL approach, of which 

the bubble travelling time obtained from the EL agrees much better with the 

experimental results (Figure 1.47) (Chiesa et al., 2005). Ali and Pushpavanam (2011) 

compared the EE method and the EL method at low gas flowrates with a modified low 

Reynolds k-ε turbulence mode with analogous results, but there were mismatched 

results at the high gas flowrates with a standard k-ε model. Recent work done by Sardina 

et al. (2019) has proposed the same results in mesoscale dynamics in the gas-liquid 

system but the EE approach has been found with instabilities compared with the better 

performance of the EL approach with closure models for mesoscale dynamics. Pouraria 

et al. (2020) has employed Eulerian-Eulerian-Lagrangian approach to model both dilute 

and dense particulate flows where the continuous phase is modelled on a fixed Eulerian 

grid and particles are tracked by using Lagrangian model. 
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Xu et al. (2020b) have compared the Lagrangian and Eulerian approaches under the 

same operating conditions with an emphasis on their performance in predicting particle 

deposition in turbulent flows (Figure 1.48) and the non-dimensional deposition velocity 

for the two approaches at the same depth are presented in Figure 1.49. Four regions 

represent the non-dimensional deposition velocity on the four-floor plates along the 

flow direction and the non-dimensional deposition velocity on the first plate is 

significantly larger than that of the other three plates behind it. Xu et al. (2020b) also 

demonstrated the difference between Lagrangian (Figure 1.50 (a)) and Eulerian 

approaches (Figure 1.50 (b)) on the total deposition mass and removal mass of 

particulate fouling and total fouling mass on the floor with time under the same 

conditions. Compared with the Eulerian approach, the Lagrangian approach predicts a 

higher fouling mass on the floor than the Eulerian approach because the Lagrangian 

approach predicts a higher concentration gradient near the floor, which will directly 

lead to increased particle deposition (Xu et al., 2020b).  Octau et al. (2020) have 

compared the accuracy and computational cost of EE and EL approaches and concluded 

DEM-CFD coupled with Euler-Lagrange is the most computationally intensive method 

to resolve hydrodynamics with specific particles-particles interactions. Figure 1.51 

shows instantaneous velocity vectors and volume fraction of particles and both 

simulation through Eulerian-Eulerian (EE) and Lagrangian-Eulerian (EL) approaches 

showed discrete particles and Eulerian solid particle phase move from high velocity 

(HV) chamber to low velocity (LV) chamber through the baffle and back via a slot 

(Zhang et al., 2018). 

 

1.3.2 Hydrodynamic interactions between particles and fluid/gas shear flows 

 
Interfacial momentum transfer  
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The momentum transfer between phases is principally a function of relative velocity 

highly relevant to flow regime. The vertical flow consists of basic flow regimes of 

bubbly flow, slug flow, chum flow, annular flow and inverted annular flow (Govier and 

Aziz, 1972). The interfacial friction in general is highest in those flow regimes, which 

result in high interfacial areas. In relating the interphase friction to the difference in 

average phase velocities, the effect of non-uniform velocity (velocity profile) needs to 

be considered, as does the effect of averaging flow structures (for example, the use of 

a single droplet diameter) (Aksan, 2017).  

 

The interfacial momentum transfer can be analysed by separating the terms containing 

the drag and lift force, virtual mass force, wall forces, turbulent dispersion force and 

history forces (Rzehak et al., 2017). The wall effect can be neglected without solid 

boundaries (Rzehak et al., 2017) and the turbulent dispersion force is ignorable 

turbulent fluctuations of liquid velocity is linearly proportional to the liquid turbulent 

viscosity (Burns et al., 2004). As for the dispersion term, Panicker et al. (2018) 

suggested that it should be taken into account for both laminar and turbulent flow as 

well as the drag force due to the disturbances in the flow caused by the presence of 

other bubbles. However, in the multiphase flow with low bubble-loadings, the drag 

force can be neglected (Sardina et al., 2019). The ratio between the history and drag 

forces is monotonous to the particle size but independent of the particle density 

(Daitche, 2015). They also stated that the previous effects are negligible for small 

bubbles. Therefore, drag, virtual mass and lift are the main forces to be considered in 

both EE and EL approaches as shown in Table 1.2. 

 

For expressions for both frameworks,	𝑑t  is the bubble diameter and 𝐶e	is the drag 

coefficient which is calculated based on the bubble Reynolds number 𝑅𝑒t according to 

the Schiller-Naumann correlation Schiller-Naumann correlation. The major challenge 

in the multiphase system is to model interphase forces, especially the drag force and 
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the lift force. Based on the phases grouping, specific models can be applied as shown 

in Table 1.3. 

 

Interfacial mass transfer 

 
According to the investigation done by Higbie (1935), mass transfer correlation can be 

based on the penetration theory and the boundary layer equations. The expression of 

interphase mass transfer coefficient is based on these two models. Besides, other mass 

transfer models have been suggested such as the surface renewal model (Danckwerts, 

1951), the film penetration model (Toor and Marchello, 1958) and the eddy cell model 

(Lamont and Scott, 1970). Zhou et al. (2020) have summarised the gas-liquid mass 

transfer models in their work. For the gas-liquid system, the mass transfer rate is related 

to the solubility of the gas. The mass transfer rate is predominately controlled by the 

gas film for soluble gas but is controlled by liquid film for insoluble gas (Muroyama 

and Fan, 1985). Most of the aforementioned research have laid their emphasis on the 

correlation of the gas-liquid volumetric mass transfer parameter 𝑘n𝑎	where both 

parameters 𝑘n  (mass transfer coefficient) and the a (interfacial area) are highly 

correlated with hydrodynamic characteristics. Nevertheless, 𝑘n𝑎  serves as a global 

parameter and is of vital importance to analyse 𝑘nand a separately. The mass transfer 

coefficient 𝑘n  is decided by the turbulence energy dissipation rate, the bubble slip 

velocity and the average bubble diameter on the basis of various models (Wang and 

Wang, 2007). 

 

Lewis and Whitman (1924) have proposed Two-film model by assuming the interface 

of two phases as two stationary films on the basis of molecular diffusion in the 

interphase retention layer. The mass transfer coefficient can be expressed by Equation 

(1-48), 

 

𝑘n =
eA
�

                                (1-48) 
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where 𝐷j is the diffusion coefficient and δ is the thickness of the gas film and the liquid 

film. 

 

Higbie (1935) has proposed the Penetration model based on the penetration of dissolved 

gas into the liquid phase through the molecular diffusion in equal residence time and 

the expression of mass transfer coefficient is given by Equation (1-49), 

 

𝑘n =
5
√r
 𝐷j(

R
(F
); NO                       (1-49) 

 

where	𝑣n 	is the kinematic viscosity of liquid. 

 

Danckwerts (1951) developed the Surface renewal model by counting the residence 

time following the random age distribution with a variable interphase retention layer. 

The expression for surface renewal model is given by Equation (1-50) 

 

𝑘n =
5
√r%

eA(G
oG

                     (1-50) 

 

where	𝑣t		is the bubble slip velocity and 𝑑t bubble diameter.  

 

Lamont and Scott (1970) have developed the Eddy cell model with isotropic turbulence 

through the effect of turbulence at the interface, which can be expressed by Equation 

(1-51), 

 

𝑘n = 𝐾 𝐷j(
R
(F
); NO                         (1-51) 

 

where 𝜀 is the local rate of turbulence energy dissipation or volume fraction. 
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The gas-liquid interfacial area a is dependent on the gas holdup and the average bubble 

diameter (𝑑t) based on the population balance model (PBM) is denoted by Equation 

(1-52). 

 

𝑎 = qRH
oG

                     (1-52) 

 

In a gas-liquid system the mass transfer source term of gas can be expressed as Equation 

(1-53). 

  

𝑆�⟶n =	𝑘n𝑎(𝐶n∗ − 𝐶n)                          (1-53) 

 

The term (𝐶n∗ − 𝐶n) represents the concentration difference between the saturated state 

and the actual state in the specialised liquid. 

 

In a three-phase system, the existence of solid particles may have two-sided effects on 

the gas-liquid mass transfer behaviour concerning the effect of the superficial gas, 

liquid velocities and particle circulating rate (Zhou et al., 2017b). 𝑘n𝑎 is monotonically 

increased with rising gas velocity irrespective of the diameter of the particles (Zhou et 

al., 2020). Additionally, the liquid velocity is relevant to the particle size: the mass 

transfer coefficient of large particles larger than 1 mm is independent of liquid velocity, 

but the mass transfer coefficient is significantly enhanced when liquid velocity 

increases (Nguyen-Tien et al., 1985). Moreover, Yang et al. (2001) also experimentally 

verified that 𝑘n𝑎 increases at low solid hold-up due to enhanced turbulence caused by 

the existence and movement of particles, whereas it decreases at low solid hold-up with 

enhanced apparent viscosity and bubble breakage. Zhang et al. (2015) have carried out 

studies of liquid-liquid mass transfer in a slug flow through circular capillaries based 

on computational fluid dynamics (CFD) and the flow field within individual slugs with 

interphase mass transfer with reactions between two consecutive slugs of the organic 



Chapter 1 | 49 
 

phase and aqueous phase was investigated (see Figure 1.52). The concentration field 

over the computational domain is governed by the general convective-diffusive 

equations given by Equations (1-54) and (1-55), 

 

8�%%
8:

+ 𝒖𝟏 ∙ 𝛻𝐶;; = 𝐷;;𝐶;;           (1-54) 

 

8�%#
8:

+∙ 𝛻𝐶;5 = 𝐷;5𝐶;5               (1-55) 

 

where u is the velocity field, and C11 and C12 are the concentrations of species 1 in 

phase 1 (organic phase) and phase 2 (aqueous phase), respectively. 

 

Thus, the volumetric mass transfer coefficient kLa is then given by Equation (1-56) 

involving the logarithmic-mean driving force, 

 

𝑘j𝑎 =
;
:
𝑙𝑛 :�#,="I%�#,IJ8

�#,="I%�#,IJI
;                 (1-56) 

 

where C2,sat is the saturated concentration of species A in phase 2 and C2,t=0  is the 

transient concentration at time t.  

 

The aqueous phase diffusivity can greatly affect the mass transfer process as shown in 

Figure 1.53 (a), which indicates that greater diffusivity makes species transfer easier in 

the aqueous phase (Zhang et al., 2015). Besides, the mass transfer performance varies 

greatly among different types of reactions. It can be seen from Figure 1.53 (b) that there 

are remains at very low concentrations in the aqueous phase during the reaction period 

at large reaction rate constants k2  = 650 m3/(kmol·s and k2 = 65 m3/(kmol·s) and it is 

regarded as a relatively fast reaction and mass transfer-dominated. For those slow 

reactions at k2 = 6.5m3/(kmol·s), k2 = 0.65m3/(kmol·s) and k2 = 0.325m3/(kmol·s), the 

concentration of the aqueous phase increases fast and it is the dominant chemical 
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reaction (Zhang et al., 2015). Lu et al. (2018) have simulated the mass transfer 

problems of a nine-sphere cuboid cluster and a random generated spherical cluster 

composed of active catalysts and inert particles via direct numerical simulation (DNS) 

and the mutual influence of particles on their mass transfer performance were 

investigated. The active ratio (AR) is defined as the ratio of the number of active 

particles to the total particle number as denoted by Equation (1-57). 

 

AR = p"/I'!K
pI>I"F

      (1-57) 

 
The results are shown in Figure 1.54 where clustering is found to have a negative 

influence on the mass transfer performance, which can be improved by dilution with 

inert particles and higher Reynolds numbers with the distribution of active/inert 

particles potentially leading to large variations in the cluster mass transfer performance 

and the individual particle deep inside the cluster may possess a high Sherwood number 

(Lu et al., 2018). 

 

Additionally, an attempt was made by Haugen et al. (2018) to correlate the effects of 

the turbulence on the droplet's mass transfer rate by using the Sherwood number. The 

expressions for the mass and heat transfer rate are similar and denoted by Equations (1-

58) and (1-59), respectively. 

 

𝜅 = ]�e
oL

                              (1-58) 

 
𝜅:� =

p9eIM
oL

                            (1-59) 

 

where 𝑑= is the particle radius, 𝑆ℎ is the Sherwood number; 𝑁𝑢 is the Nusselt number; 

𝐷 and 𝐷:� are the mass and thermal diffusivities. The 𝑆ℎ and 𝑁𝑢 numbers, expressed 
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by Equations (1-60) and (1-61), are related to the dimensionless Schmidt number (Sc) 

and Prandtl number (Pr) at low and medium Reynolds numbers.  

 

𝑆ℎ = 2 + 0.69𝑅𝑒=
; 5⁄ 𝑆𝑐; M⁄                                (1-60) 

 

𝑁𝑢 = 2 + 0.69𝑅𝑒=
; 5⁄ 𝑃𝑟; M⁄                                 (1-61) 

 

where the Schmidt number is the ratio of fluid viscosity and the mass diffusivity, 𝑆𝑐 =

𝜈 𝐷⁄ , and the Prandtl is the ratio of fluid viscosity and the heat diffusivity, 𝑃𝑟 = 𝜈 𝛼⁄ . 

 

Haugen et al. (2017) have used the Sherwood to define the reactant consumption rate 

as denoted by Equation (1-62), 

 

𝛼�!X = 𝑛=𝐴=�̅� = 𝑛=𝐴=
]�LLLLe
oL

                                (1-62) 

 

where np is the particle number density, Ap is the external surface area of the particles 

number density, and �̅� and 𝑆ℎ/// are the mass transfer coefficient and Sherwood number 

averaged over all particles, respectively.  

 

When particles are sufficiently small and the relative velocity can be neglected (Rep=0), 

the modelled reactant consumption can be expressed by Equation (1-63). 

 

𝛼]�,e) = lim
�→5,e)→D

𝛼 =𝑛=𝐴=
5e
oL

                          (1-63) 

 

Da, the Damköhler number, is defined as the ratio of the typical turbulent and chemical 

time scales and is expressed by Equation (1-64). 
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Da = �A
�/

                (1-64) 

 

Furthermore, the normalised reactant consumption rate can be expressed by Equation 

(1-65). 

 

𝛼§ = v
v3M,N"

= v/�A
v/�Aae)]�LLLL/5

]�LLLL

5
          (1-65) 

 

For diffusion-controlled reactions, the modified reactant decay rate is considered to be 

a measure of the relative modification to the mass transfer rate due to the effect of 

turbulence. This means that a modified Sherwood number that accounts for the effect 

of turbulence can now be defined as shown by Equation (1-66). 

 

𝑆ℎX!o = 2𝛼§ = 𝑆ℎ/// v/�A
v/�Aae)]�LLLL/5

        (1-66) 

 

For the limit of small Damköhler numbers, this expression reduces to 𝑆ℎX!o = 𝑆ℎ	, as 

expected (Haugen et al., 2017). 

 

Al-Sood and Birouk (2007) have also attempted to correlate the effect of the freestream 

turbulence on the droplet’s mass transfer rate by using the Sherwood number over a 

wide range of freestream temperatures. The general form of the correlation between the 

Sherwood number and Schmitt number is expressed by Equation (1-60) but a turbulent 

coefficient CT has been added into the original equation that considers the effect of 

turbulence, defined by Equation (1-67), 

 

𝑆ℎ = 𝐴4 + 𝐵′𝑅𝑒;/5𝑆𝑐;/M(𝐶A)            (1-67) 

 

where 𝐴4 and 𝐵4 are constants. 
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Previous research has considered different constants and turbulent coefficient based on 

different correlations. Yearling (1996) denoted the correlations as shown in Equation 

(1-68). 

 

𝑆ℎ = 2.0 + 𝑅𝑒
%
#𝑆𝑐

%
&(0.562 + 0.1807𝑑

%
# + 0.0672𝐼C(𝐼C + 0.05)𝑅𝑒C

;/5)     (1-68) 

    

Hiromitsu and Kawaguchi (1995) have developed the correlations by considering the 

influence of flow turbulence on the evaporation rate of the suspended droplet in a hot 

air flow as shown in Equation (1-69). 

 

𝑆ℎ = 0.549𝑅𝑒;/5𝑆𝑐;/M(𝑅𝑒𝐼)D.Dqq     (1-69) 

 

Birouk et al. (1996) have developed the correlations by considering the turbulence 

effects on the vaporisation of mono-component single droplets, as shown in Equation 

(1-70). 

 

𝑆ℎ = 2.0 + 0.52𝑅𝑒
%
#𝑆𝑐

%
&(1 + 3.397𝐼D.�NM)                 (1-70) 

 

Based on these previous studies, Al-Sood and Birouk (2007) have developed their 

correlations as shown in Equation (1-71). 

 

𝑆ℎ = 2.0 + 0.914𝑅𝑒
%
#𝑆𝑐

%
&(1 + 1.235𝐼D.M\5)         (1-71) 

   

From the results above, the effect of turbulence weakens as the freestream temperature 

increases although the freestream turbulence has an effect on the droplet mass transfer 

even at temperatures higher than the liquid boiling temperature. This can be attributed 

to the fact that as the temperature increases the molecular vapour diffusion increases as 

well, which reduces the residence time of the vapour around the droplet and thus 
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decreases the time for turbulence to act (Al-Sood and Birouk, 2007). Park and Farrell 

(1987) developed a two-dimensional numerical model to predict the effect of 

freestream turbulence on the evaporation of n-hexane droplet. Although Park’s 

numerical model lacked experimental validation, Park and Farrell (1987) concluded 

that the freestream turbulence enhances the evaporation rate particularly at elevated 

Reynolds numbers. This affects the turbulence on the mass transfer rate and surface 

reaction rates on both sides. The formation of particle clustering decreases the mass 

transfer rate owing to the quick consumption of gas reactant inside the cluster and few 

particles left outside the cluster. On the other hand, the increased difference of mean 

velocity between the particle and gas phase may potentially increase the overall mass 

transfer rate (Haugen et al., 2018).  

 

1.4 Fundamental methodologies of controllable synthesis of nano- and micro-sized 

particles and process intensification (PI) for multiphase flows 

 

1.4.1 Approaches to synthesise ultrafine particle synthesis 

 
The production of micro/nanoparticles of various morphologies like nanorods, 

nanowires, nanofibers, nanocubes, hexagonal nanoprisms, microspheres, submicrostars 

have been reported in nano-technological applications recently. The particles size, as 

well as other physical properties involving density, porosity, specific surface area, 

solubility, reactivity of synthesised particles are desired to be precisely controlled in 

the preparation process (Barnard, 2006). Various techniques have been employed in 

order to synthesise ultrafine particles such as combustion, sol-gel, solid state, vapor 

deposition method, template method, co-precipitation, solvothermal synthesis, 

hydrothermal synthesis, pulse laser ablation, microwave, ultrasound irradiation 

treatment and biological synthesis.  

 

Combustion and calcination 
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Combustion is the most direct way to prepare a stable powder product such as metallic 

oxide and ceramic with an intensive consumption of energy. An example is nanometer 

ceramics-structural alumina Al2O3 powder with a high melting point (~2050℃) and 

thermodynamic stable phase at high temperature. Zhang et al. (2012) have prepared 

Al2O3 of well-distributed in a narrow range (20~30nm) by combustion chemical 

deposition with a low concentration of reactants, proper detention time and fast cooling 

technology condition. However, the morphology of products are non-uniform with the 

majority being either spherically shaped or of an orthohexagonal columnar shape. Few 

of these products are of a rhombohedral shape (Zhang et al., 2012). Storozhev and 

Yermakov (2015) have carried out the combustion of gaseous nano-sized Al2O3 and its 

fast condensation. Lewis (2009) has invented technology for the application of metal 

oxide coatings onto substrates via combustion deposition, which is able to provide 

mixed or graded microstructure metal oxide coatings in addition to the situ nano-

particle matrix loading of metal oxide coatings. 

 

Calcination is solid-state combustion acting as post-process of which temperature also 

affects the morphology and texture of crystalized particles. Juibari and Tarighi (2020) 

have investigated the thermal effect on the framework of CuO@NiO nanocomposites 

at two different calcinated temperatures (400 and 500 °C) following the precipitation 

of copper nitrate by NaOH (Cu:Ni molar ratio of 1:2). The SEM images of CuO@NiO 

at 400 °C (CuO@NiO-400) and 500 °C (CuO@NiO-500) are presented in Figure 1.55 

and show that the calcination temperature dominates the morphology and texture of 

nanocomposites with more agglomeration occurring at higher calcination temperature 

(Juibari and Tarighi, 2020). By observing the results of nitrogen adsorption-desorption 

isotherms of CuO@NiO nanocomposites, it can be suggested that the calcination 

process at 500 °C destroys the porous structure of the nanoparticle where the surface 

area of CuO@NiO-500 and CuO@NiO-400 is 2.183 m2 g−1 and 94.02 m2 g−1, 

respectively as shown in Figure 1.56 (Juibari and Tarighi, 2020). Purnama et al. (2019) 
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have also discussed the calcination temperature dependence of the structural and 

magnetic properties of co-precipitated cobalt ferrite and found that the nanoparticle 

organisation changes from single particles separating from one another (calcination 

temperatures at 600 °C and 800 °C) to compact nanoparticle granules. This result 

demonstrates that the heat energy from the temperature calcination is used by the 

nanoparticles to conglomerate and then diffuse in order to form larger granular particles 

and for a greater distribution (Purnama et al., 2019). The calcination temperature also 

has a significant effect on the hysteresis of cobalt ferrite nanoparticles. Figure 1.57 

presents a hysteresis curve for cobalt ferrite nanoparticle samples at three different 

calcination temperatures (600°C, 800 °C and 1000°C). The typical SEM images and 

particles size distribution analysis (inset) for cobalt ferrite after calcination for six hours 

under three different temperatures are shown in Figure 1.58 (Purnama et al., 2019).   

 

The magnetisation, denoted by MS, is enhanced as the calcination temperature increases, 

which is attributed to the cation’s redistribution where the Fe3+ions migrate to 

octahedral sites with an increase in the calcination temperature (Purnama et al., 

2019). Similar work concerning the effects of calcination temperature on the phase 

formation and particle size of Zn2Nb34O87 powder was carried out by Xiang et al. 

(2019). They indicated that a continuous increment in crystallinity with broader 

diffraction lines as the calcination temperature increases (see Figure 1.59 (b)) and its 

morphology tends to regular and angular as shown in Figure 1.59 (a). 

 

Hydrothermal treatment 

 
Another thermal technique is hydrothermal and is considered to be an easy, clean and 

fast way of preparing the particles in an aqueous solution at moderate temperatures 

without producing hazardous waste. The hydrothermal method is a chemical reaction 

in water sealed in a pressure vessel with both high temperature and pressure. 

Janulevicius et al. (2020) have applied the hydrothermal route to produce stable 
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precursors material GdPO4·nH2O using tartaric acid as a chelating agent without 

surface modification. Zhang et al. (2019) have reported the preparation of silver 

nanoparticles-nanocellulose with improved high bactericidal efficiency via the 

hydrothermal method. Li et al. (2016) have displayed a novel, facile and eco-

friendly approach to synthesise nano-ZnO nanoflakes through a novel co-gelation and 

low-temperature hydrothermal synthesis with lamellar thickness of about 100 nm. 

Xiang et al. (2019) clearly illustrated that the particle growth process of Alumina 

(Al2O3) in hydrothermal reaction in autoclave signifies the great impact of raw material 

ratio, reaction temperature and filling factor on the properties of on thermal behaviour, 

functional groups, phase composition, microstructure and the specific surface of 

precursors (Figure 1.60). Figure 1.61 displays the SEM images of products prepared at 

different hydrothermal reaction temperatures of a) 120 °C; b) 140 °C; c) 160 °C; d) 

180 °C. Spherical particles are obtained at 120 °C with a particle size of about 2μm and 

turn into coral-like alumina particles, which become aggregated together when the 

temperature rises to 140 °C (Xiang et al., 2019). Products are alumina with acicular 

morphology as the temperature continually increases. 

 

It is found that the hydrothermal treatment can affect the physical-chemical structures 

of lignite and help lignite liquefaction through hydrothermal treatment at low 

temperatures (130℃~190℃). Habib et al. (2008) have investigated the effect of 

temperature and time on the particle characterisation of Barium titanate (BaTiO3) 

nanopowder using TiO2 powder precursors. XRD results show that the crystallite size 

of obtained BaTiO3 for the type-A precursor is in the range of 40–95 nm and the type-

B precursor is in the range 35–52 nm under different hydrothermal temperatures as 

shown in Figure 1.62. However, one of the drawbacks is that the process of crystal 

growth is invisible since the autoclaves are stainless steel. Furthermore, the amorphous 

and crystalline regions for BaTiO3 sample under temperatures of 60°C, 90°C and 

150 °C for 48 hours using type-B Ti precursor can be observed by HRTEM images 

(Figure 1.63) and the amorphous structure tends to be regularly crystallised as the 
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hydrothermal temperature increases from 60°C to 150°C (Habib et al., 2008). From the 

SEM images shown in Figure 1.64, the change can be seen from irregular to spherical 

and a final compact facetted shape for BaTiO3 is obtained using the type-B precursor 

(Habib et al., 2008). 

 

Sol-gel method 

 
The sol-gel method is another well-established synthetic approach to prepare novel 

metal oxide nanoparticles as well as mixed oxide composites and its schematic process 

is shown in Figure 1.65. It is considered to be a wet-chemical process involving the 

formation of colloidal suspension (Lefebvre and Sol) and gelation (gel) of the colloidal 

in the continuous liquid phase, followed by hydrolysis, condensation and the drying 

process. This method has achieved potential control over the texture by providing a 

highly entangled network of nanofibers and surface properties of the materials. Over 

the previous decade, sol–gel processing is finding applications ranging from new 

catalysts and separations media to the composites of inorganic and biological systems 

and complex hierarchical structures that mimic life itself (Loy, 2003). 

 

One of the most important applications of sol-gel treatment is coating with the most 

commonly reported coating material to be TiO2 and SiO2 (Uhlmann et al., 1997). It has 

been reported that SiO2, ZrO2, Al2O3, TiO2 and CeO2 are the most familiar coating 

materials due to their good protection and stability and can be used for metallic 

materials such as stainless steel, aluminium, copper and magnesium via sol-gel 

treatment (Wang and Bierwagen, Tian et al., 2017). Sol-gel treatment is also used for 

compounds with reinforced structure and matrix, such as SiC and alumina reinforced 

nanocomposites (Mo et al., 2005). The preparation of nanometre to millimetre-sized 

TiO2 nanostructure has been recorded by researchers recently using cellulose hydrogel 

nanofibers template via sol-gel, which demonstrate outstanding features of high surface 

area and improved photocatalytic activity (Habibi and Jamshidi, 2020, Gunji et al., 
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2016). However, compared with coating techniques, this method suffers from a slow 

process and inherently demonstrates cracks in the body of the solidified gel. Besides, 

most of the sol-gel materials like TEOS and TMOS have proven to be somewhat toxic 

and expensive to implement.   

 

The condensation of colloidal suspension is greatly affected by reaction circumstances 

such as reagent concentration, pH and temperature. Considering the hydrolysis and 

condensation reactions involving the net formation of a siloxane bond from a silanol 

and an alkoxysilane, the condensation rate is decisive by pH in the aqueous solution 

and the first condensation reaction of an alkyltriol only occurs at a minimum pH of 4.5. 

Varying pH changes are shown in Figure 1.66 (Loy, 2003). Baqiah et al. (2020) have 

prepared β-Bi2O3 films via sol-gel method process from solutions with varying 

precursor concentration and found that the contact angle (CA) of β-Bi2O3 films 

increases as the molarity increases from 0.05 to 0.20 and the corresponding contact 

angles are ~60° to ~101° as shown in Figure 1.67. Muthee and Dejene (2020) have 

examined structural and optical properties of titanium dioxide (TiO2) nanoparticles 

(NPs) via sol-gel method with variation of concentration of tetra isopropyl orthotitanate 

(TIP). The information about crystallite size, structure and lattice strain is given in 

Figure 1.68 as the ethanol volume ratios of 1:63 is suggested as the best volume ratio 

to obtain the smallest crystal size mostly preferred for the lower electron-hole 

recombination rate (Muthee and Dejene, 2020). 

 

Co-precipitation  

 
Co-precipitation is a technique used to synthesise composites from aqueous solutions 

by means of reduction from nonaqueous solutions, electrochemical reduction, and 

decomposition of metalorganic precursors with simultaneous particle nucleation, 

growth, coarsening, and/or agglomeration occurring in the process (Rane et al., 2018). 

Co-precipitation methods are mostly used to synthesize precursors fluoride-, oxide-, or 
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oxyfluoride-based nanophosphors and most precursors are in the form of chloride, 

nitrate, or acetate with a solvent such as distilled water, ethanol, cyclohexane or N, N-

dimethyl formaldehyde (Nair et al., 2018). Both metals and metal oxides are formed 

from aqueous solution and the metal chalcogenides are formed by reactions of 

molecular precursors. Li et al. (2020) have reported that the feasible and effective co-

precipitation of Fe2+, Cu2+, Zn2+, Cd2+ and Ni2+ mechanochemical activation with 

CaCO3 to stabilize metals in water with a neutral pH.  Buinachev et al. (2021) has found 

that the size, shape and porosity of hydrous zirconia particles are determined by the pH 

of precipitation and the effect of pH precipitation on the phase composition and 

crystallite size of calcined samples are also discussed. Mirzaee et al. (2020) have 

prepared Manganese doped Nickel ferrites nanoparticles by means of precipitation of 

Fe3+ and Ni2+ ions in an aqua solution of NaOH and modified the process by adding 

dopant ions after nucleation leading to enhanced strain in the structure and intensified 

orientation peak preferred. Cao et al. (2021) has demonstrated that potassium hydroxide 

is predominant to sphericity and dense structures to synthesise spherical carbon 

particles through a spray drying method.  

 

 

Furthermore, a reverse co-precipitation method has been reported to synthesise cobalt 

ferrite nanoparticles with perfect cubic spinel ferrite type structure by adding precursor 

ions into the precipitant solution in advance and ensuring precipitant in a supersaturated 

state and generation of nanoparticles of a smaller size (Huixia et al., 

2014). Conclusively, the coprecipitation process is readily controlled and provides 

possibilities to modify the particle surface state and the overall homogeneity at low 

temperatures without any organic solvent being involved. However, the coprecipitation 

process is time-consuming and does not work well with reactants of various 

precipitation rates (Rane et al., 2018). Massart (1981) has fabricated the iron oxides 

and metal ferrite nanoparticles by co-precipitation. Aqueous solutions of Fe(III) and 

M(II) salts are usually mixed in an alkaline solution leading to the formation of the 
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magnetic precipitate as shown in Figure 1.69. Massart (1981) also claimed that the 

control of the particle characteristics can be achieved through adjusting molar ratio 

between M(II) and Fe(III) cations, reaction temperature, pH value, and 

type/concentration of alkaline agent, resulting in difference nanoparticle 

characterization such as size, shape, and chemical composition. Xu et al. (2020a) have 

synthesised Na3GaF6:Mn4+ red phosphors through a mild co-precipitation method and 

the result of the XRD patterns of Na3GaF6:Mn4+ synthesised with different Mn4+ doping 

concentrations is shown in Figure 1.70. They indicated that doping small amounts of 

Mn4+ does not alter the crystal structure of Na3GaF6 at the diffraction peaks but it can 

change the crystallinity. Figure 1.71 displays the SEM images of Na3GaF6:Mn4+ 

samples prepared with different hydrofluoric acid concentrations and irregular 

polyhedron morphology of Na3GaF6:Mn4+ samples are affected when HF concentration 

increases from 10 wt% to 30 wt% (Xu et al., 2020a). Although sol-gel is considered to 

be a simple and effective approach to synthesis particles, previous research has 

attempted to modify the process and realise controllable synthesis through the alteration 

of reaction temperature, pH value and type/concentration in the sol-gel process. 

 

1.4.2 Process intensification (PI) for ultrafine particle synthesis in the 

multiphase system 

 
Process intensification has been put forward with the concept of “any chemical 

engineering development that leads to a substantially smaller, cleaner and more energy- 

efficient technology” (Stankiewicz and Moulijn, 2000). The aforementioned research 

on process intensification has ranged widely in microstructure reactors, multifunctional 

reactors, microwave/ultrasound-assisted processes, alternative energy sources 

involving laser and luminous energy (Pangarkar, 2017). The targets of process 

intensification can be specified as (1) high atom efficiency of sustainable processes, (2) 

eco-environment friendly, (3) low capital cost, (4) low energy requirement, (5) 
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elimination of reagents or catalysts, (6) low pressure/temperature and (7) safe operation 

(Pangarkar, 2017). 

 

Ultrasound irradiation 

 
Among these methods, ultrasound synthesis has been frequently applied and considered 

as facile and a fast approach for producing nanoparticles with controlled morphology. 

With the assistance of ultrasound irradiation, ultrasonic cavitation generates and 

produces cavitation micro-bubbles that undergo bubble growth, violent oscillations and 

finally collapse releasing energy with high local temperature and pressure and giving 

rise to acoustic streaming, liquid jets and shock waves (Dong et al., 2020).  

 

The general effect of ultrasound can be summarised into two aspects: acoustic 

streaming due to the impulse from shock wave produced by the ultrasound transducer 

and ultrasonic cavitation owing to the bubble collapse and burst as the result of the 

ultrasound irradiation. To investigate the cavitation effect induced by ultrasound, 

Lebon et al. (2017) have simulated the bubble behaviour below the sonotrode in water 

by a high-order acoustic model with validation of the measurement of pressure in liquid 

aluminium. It can be seen from Figure 1.72 that bubbles tend to be a cloud-like structure 

after an initial transient period (<100 μs), which develops into a stable cone-like 

structure below the sonotrode afterwards. Further investigation was carried on the 

position away from the sonotrode and its effect produced by the ultrasound transducer. 

In Lebon’s research, 5 points were selected to predict pressure in aluminium domain as 

shown in Figure 1.73 (a) and its acoustic pressure predicted is displayed in Figure 1.73 

(b). It shows that the pressure is dependent on the distance and the acoustic pressures 

predicted decrease dramatically with distance away from the sonotrode and away from 

the axis, with the point 2 cm below the sonotrode axis registering the highest pressure 

of 9.5 MPa (Lebon et al., 2017). Sajjadi et al. (2015) have analysed the fluid flow 

pattern and acoustic streaming under ultrasound irradiation with the power range of 
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100W-400W using Particle Image Velocimetry (PIV) and the experimental setup is 

shown in Figures 1.74 and 1.75. 

 

The employment of an ultrasound transducer can significantly enhance the mixing 

performance. Parvizian et al. (2011) have proved the improvement of both macro-

mixing and micro-mixing due to convection by its cavitation effect via employing a 

Dushman reaction coupled with a neutralisation reaction with the adoption of activation 

of piezoelectric transducers (PTZs) in the tank. The comparison between ultrasound-

activated system and the non-activated system is shown in Figure 1.76. Parvizian et al. 

(2012) also employed the Dushman reaction and the piezoelectric wave transducers at 

the same frequency in a novel continuous flow tubular sonoreactor (Figures 1.77 (a) 

and 1.77 (b)). In addition, the macromixing was examined through the residence time 

related to the location of piezoelectric transducers (PTZs) as shown in Figure 1.77 (c) 

and the effect of micromixing in terms of segregation index (XS) and micromixing time 

(tm).  

 

According to the PIV results, the velocity increases with power amplitude until the 

maximum jet-flow velocity of about 1.23 m/s in the system is reached and the velocity 

at the highest power (400 W) was almost 5 times greater than that of the lowest power 

setting which occurred at about 24 cm/s, indicating that the recirculation flow also 

increased slightly with power (Sajjadi et al., 2015). Consequently, the measured 

velocity behaved similarly as estimated one by CFD simulation, in which velocity also 

increased with ultrasound power.  

 

The combination of micro-channel and the ultrasound can provide a confined 

environment with merit of enhanced heat/mass transfer and intrinsic safety with high 

specific surface area and solving the clogging problem (Yue et al., 2007). Furthermore, 

it has been reported that the size-controlled gold nanoparticles can be optimised by the 

number of induced-ultrafine bubbles and the pulsed-off time of pulsed ultrasound 
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(Yasuda et al., 2020). It was shown that the presence of the ultrasound bubbles 

intensified the cavitation effect with ultrafine gold particle being adsorbed onto the 

surface of bubbles and the particle size decreasing with increasing ultrafine bubbles 

(Yasuda et al., 2020).    

 

With the assistance of ultrasound, the synthesis process is intensified, and the reaction 

rate achieved is high. However, this method is only feasible with heat-insensitive 

reactions and the process is difficult to scale up since the turbulent micro-streaming is 

complex and difficult to enlarge. 

 

Microwave 

 
The preparation of nanoparticle with the assistance of microwave has become a new 

method in recent years. The presence of microwave is used in an intensified and 

combined way with those fundamental processes for producing fine particles such as 

microwave-assisted hydrothermal synthesis, microwave-assisted hydrolysis, 

microwave-assisted and -precipitation as shown in Figure 1.78 (Komarneni and Katsuki, 

A.Gerbec et al., 2005). Goyal and Vlachos (2020) elucidated that the microwave takes 

effect through heating by resolving the electromagnetic field from the single particle to 

the entire cavity. Microwave-assisted routes have been applied for the one-pot synthesis of 

a large number of bimetallic nanoparticles and nanostructures such as Au, Ag, Pd, Pt, Cu, 

In, and combinations thereof in the solution (Polshettiwar et al., 2009). The microwave-

hydrothermal method provides access to a large variety of binary and ternary oxides such as 

ZnO, CuO, SnO2, BaTiO3, etc (Huang et al., 2008, Zhao et al., 2004, Nyutu et al., 2008). 

Nyutu et al. (2008) have proved that the particle size, phase purity and morphology of 

tetragonal BaTiO3 is susceptible to microwave frequency. A.Gerbec et al. (2005) hves 

proved that microwave heating not only enhances the rate of formation but also 

enhances the material quality and size distribution without suffering thermal gradient 

effects. Kheradmandfard et al. (2021) has argued the excellence of microwave-assisted 
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synthesis of high-entropy oxide nanoparticles for Li-ion battery applications, including 

ultrafast speed, low temperature, nanoscale and high-purity products, and low cost. 

 

Caminata et al. (2020) have argued that the employment of microwave is able to greatly 

reduce the synthesis duration to generate the polymeric precursor for nanometric 

powders of BaZr0.08Ti0.92O3 from 15 hours to 2 hours without increasing the reaction 

temperature. Another advantage pointed out by Caminata et al. (2020) is that 

microwave heating requires lower energies for the heat treatment of the crystallisation 

of BZT powders, making it possible to support the hypothesis that the high distribution 

of the binding sites between the polymer chains and the cations is promoted at a greater 

distance between the citrate groups, therefore generating more crystallisation nuclei. 

Except for the aforementioned merits, the application of the microwave is expected to 

enhance crosslinking reactions that produce more resistant structures within shorter 

synthesis timeframes and at a moderate temperature. In the process of microwave-

assisted acid-basic catalysed synthesis of silica gels, as shown in Figure 1.79, a gelled 

polymeric network is formed in a shorter time with a higher degree of cross-linking. A 

stronger structure during the gelation stage since microwave interactions with the polar 

functional groups produce vibrations that promote certain reactions to a greater extent 

than conventional methods. It increases the condensation rate between partial and total 

hydrolysed-molecules (Flores-López et al., 2020). The microwave-assisted synthesis 

of silica gels offers not only the clear advantage of reducing the synthesis time, but also 

the possibility of using moderate operating conditions of temperature and pressure with 

a preferred structure and texture. 

  

Bilecka and Niederberger (2010) have summarised the pros and cons of microwave 

technology. It plays a significant role in a future environmentally friendlier in the process 

intensification of chemical reactions especially in synthetic nanotechnology due to its simple 

operation, high heating rates, indirect contact between the heating source and the reactants, 

control of the reaction parameters, higher yields, better selectivity due to reduced side 
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reactions, improved reproducibility and automatisation, and high throughput synthesis. 

However, it suffers the defects of high cost and scale-up problems. 

 

1.4.3 Controllable synthesis of micro/nanoparticles via hydrodynamic 

interaction 

 
The whole process of particle synthesis can be summarised into the steps of reactant 

mixing, chemical reaction, particle formation (nucleation, growth, agglomeration and 

breakage), particle shaping. However, the well-known particles synthesis control 

approaches considering the crystallisation mechanism of nanostructures with classical 

models are overly simplistic, assuming constant surface and bulk energies while 

disregarding particle interactions, mass transfer effects, competing kinetics, and 

external forces. However, the hydrodynamic mechanisms should be considered into the 

particle synthesis control including flow pattern and liquid/particle interaction. It is the 

final but vital stage for growing properly sized and good quality crystals by controlling 

the shear-induced flow pattern that is controlled by hydrodynamics with the concepts 

of ‘hydrodynamic assembly’ and ‘shear controllable synthesis’. 

 

Experimental work and complementary simulations were completed to build a 

universal stability criterion, demonstrating that hydrodynamic interactions alone drive 

this process of pattern formation independent of the particle size, shape, and chemical 

composition (Varga et al., 2019). Attempts have been made by Jose et al. (2018) to 

mechanistically explain the effects of shear on nucleation, growth, and oriented 

assembly using insights gleaned from liquid transmission electron microscopy (LTEM), 

atomic force microscopy (AFM), powder X-ray diffraction (XRD) and shear-induced 

aggregation kinetic modelling. It has been found that the high shear rates accelerate the 

crystallisation of 2D nanoplatelets via oriented attachment and speed up mixing 

performance in a high shear microfluidic annular flow resulting in changes of particle 

size distribution (see Figure 1.80 (a)). In addition, the mixing region produced by 
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collision and hydrodynamics focuses on two-liquid annular flows, which stabilises into 

a wavy annular thin film and the film thickness remains unchanged resulting in a 

constant shear rate (see Figure 1.80 (b)) (Jose et al., 2018, Han et al., 2015). 

 

Conversely, Wessel and Ball (1992) have claimed that the suspended particles display 

weak attractive interactions resulting in the formation of clusters disrupted by the 

stresses induced underflow. Consequently, the overall behaviour of a suspension of 

weakly attractive particles is susceptible to a subtle competition between shear and 

attraction, shaping both the cluster size and cluster shape. The addition of ultrasound 

may produce cavitation bubbles and speed up the mixing, but it can also change the 

hydrodynamic behaviour.  

 

In a reactor with stator and rotor assembly, the characteristics of shear rate and pressure 

area are quite different based on the magnitude of the rotation velocity of the rotor and 

the bubble behaviour changes drastically under turbulent conditions where bubbles 

undergo transient turbulent condition and resembles the behaviour of a cavity under 

acoustic conditions (Pandit, 1997). Further modelling of hydrodynamic cavitation was 

conducted by Badve et al. (2015) indicating that the number of vortices is higher with 

strengthened turbulence being responsible for the generation of transient cavitation in 

the hydrodynamic cavitation reactor. The influence on particle could be attributed to 

the synergistic hydrodynamic effect of shear-induced flow and micro-streaming 

behaviour. The consecutive work done by Ferron et al. (2013) and Mao et al. (2019) 

has verified that the ultrasound-induced cavitation bubbles may impact the particle 

aggregation and shape modification processes.  

 

1.5 Scale-up of multiphase reactor on basis of similarity principle 

 
A bench-scale laboratory cannot satisfy the requirements of industrial processes, but 

upscaling to the full industrial scale is a complex and troublesome endeavour (Durán 
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Martínez et al., 2016). In particular, the scale-up of multiphase reactors is not only 

relevant to geometry size but closely associated with hydrodynamics and chemical 

conversion inside the multiphase reactor subject to many eventualities and pitfalls 

causing a drastic deterioration in the reactor's performance and economy. Furthermore, 

important design parameters especially in the multiphase flow are manifold, like 

particle properties, mass and heat transfer, bubble growth (Rüdisüli et al., 2012). 

Glicksman (1988) has put forward the full set of characteristic parameters by scaling 

of fluidised bed using two-fluid model via nondimensionalising the governing mass 

and momentum conservation equations. Those microreactors with excellent transport 

properties are expected to be embraced by researchers, however, scaling the benefits 

associated with the microenvironment has proven to be a daunting challenge (Dong et 

al., 2021). 

 

 

1.5.1 Scale-up process 

 
The procedure of the scale up a reactor to commercial size is based on proper 

simplifications and approximations and educated guesses. In this way, except for 

applying feasible and reasonable scaling-up laws, the successful scale-up relies on the 

combination of computer simulations and experimental models. Kelkar and Ng (2002) 

have given an example of scaling up the fluidised bed and summarised a referable 

process as shown in Figure 1.81. The screening procedure is the first step that the fluid 

regime should be implemented by considering the hydrodynamics of bubbling, 

turbulence and circulation. This is followed by the construction of the lab-scale reaction 

and the pilot-scale process before full-scale plant construction for the test. The final and 

most important step is to construct the full-scale plant referring to the scaling-up laws 

and modification. 
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1.5.2 Scaling laws  

 
The conventional scale-up is mostly based on the criterions of geometric similarity, 

thermal similarity and chemical similarity while more considerations of hydrodynamic 

effects have been put forward and applied. Rüdisüli et al. (2012) claimed that the most 

popular approach nowadays is to achieve hydrodynamic and reactive similarity in 

multiphase flow like two fluidised beds is to use sets of dimensionless numbers, which 

have to be kept constant at both scales. Nevertheless, there is an additional similarity 

should be taken into account such as bioreactors with consideration of physiological 

similarity (Pangarkar, 2015).  

 

Geometric similarity 

 
Generally, geometric similarity is the most direct way of maintaining similarity 

between two reactors (denoted as reactor 1 and reactor 2) that have corresponding 

points (Rane et al., 2018). The given coordinates satisfy the relationship expressed by 

Equation (1-72). 

 

$%
$#
= b%

b#
= �%

�#
= 𝑐𝑜𝑛𝑠𝑡                        (1-72) 

 

Except for the entire geometric ratios, multiple elements such as impeller and baffles 

and their dimensional relationship to the vessel diameter should ideally be the same as 

in the laboratory. For instance, the ratio of the impeller diameter to the vessel diameter 

and the ratio of the clearance of the impeller from the bottom to the vessel diameter are 

two important parameters that have an impact on the overall performance of the stirred 

vessel (Alfaro-Ayala et al., 2015).  

 

Mechanical similarity-dynamic, hydrodynamics and turbulence similarity 
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Mechanical similarity consists of three subseries: static similarity, kinematic similarity 

and dynamic similarity (Worstell, 2014). Static similarity is referred to deformations 

on two bodies and is relevant under a constant applied stress that is usually applicable 

in Civil Engineering. Dynamic similarity demands that the ratios of various forces 

affecting the motion are equal as shown in Equation (1-73). 

 

�%
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= �%

�#
= 𝑐𝑜𝑛𝑠𝑡                         (1-73) 

 

Another approach to realise the dynamic similarity is to require the ratios of different 

forces in the same system constant as shown in Equation (1-74). 
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= 𝑐𝑜𝑛𝑠𝑡                                 (1-74) 

 

An example is Reynolds number that is a ratio of parameters representing inertial and 

viscous forces. The similarity is shown in Equation (1-75). 

 

𝑅𝑒; = 𝑅𝑒5 = 𝑐𝑜𝑛𝑠𝑡                    (1-75) 

 

Although the gross assumptions were made to be empirically correlated to experimental 

data, they may deviate as the Re number varies due to the features of the structure. The 

force varies significantly in space in a given multi-phase reactor as is evident from 

Kolmogorov’s theory on the decay of turbulence from a large scale to the final stage 

where viscous dissipation is predominant (Pangarkar, 2015). For instance, the inertial 

energy is highest in the stream discharged from the impeller in the stirred reactor and 

decays as the fluid moves away from the impellers to the least and farthest point away 

from the impellers where the viscous forces dominate. In this case, the Reynolds 

number decreases from the highest to the lowest far from the impellers. With rigorous 

treatment, the representative Reynolds number should be a value obtained by the triple 
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integration of the local Reynolds number over the entire reactor space using the velocity 

that prevails at the various locations. Analogous common-used dimensionless groups 

pertinent to multiphase reactors are listed in Table 1.4. 

 

The final subcategory is the hydrodynamic similarity which is most complex and 

reliable on equipment geometry and operation conditions. It relates to scaling 

approaches where the sets of dimensionless groups are kept similar in reactors of 

different sizes. This ensures that the physical phenomena at the two scales are similar.  

 

Sanderson et al. (2007) have applied the full set and simplified scaling criteria to 

simulate 2D and 3D bubbling fluidised beds using a coupling of Computation Fluid 

Dynamics (CFD) and the Discrete Element Method and concluded that the simplified 

scaling criteria performed well at low velocities and performed poorly for 2D 

simulations. Link et al. (2009) have applied hydrodynamics similarity to the fluidised 

beds by keeping the similarity of Reynolds number and minimum fluidisation velocity 

in the base and scaled cases with the same geometry of a fluidised bed but with a lower 

computational time due to the smaller number of particles and larger time step. 

Unfortunately, the scaling factor has to be limited by the grid and the mesh size is 

required to be larger than the particle size in the case (Link et al., 2009). Qi et al. (2008) 

have modified the scaling parameter 𝐺Y �𝜌�𝑈��⁄  by adding the effect of Froude number 

as 𝐹𝑟e%D.M 𝐺Y �𝜌�𝑈��⁄  and fully developing the zone of the risers of the gas–solid flow, 

which achieves similarity under different operating conditions. 

 

Nevertheless, Shaikh and Al-Dahhan (2010) have argued that hydrodynamic similarity 

is a necessary but not sufficient condition in the case of gas holdup in bubble columns 

and have shown that mere hydrodynamic similarity on the global level does not yield 

similar mixing or turbulence structure. Besides, hydrodynamic similarity is inadequate 

to yield similar transport properties in the multiphase systems since some 

hydrodynamic regime similarity is based on global parameters that are indirectly related 
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to the local parameters as shown by several investigators (Nikhade and Pangarkar, 2007, 

Shaikh and Al-Dahhan, 2010). 

 

Therefore, a new concept of ‘turbulence similarity’ is induced to specify the level of 

turbulence experienced by the particles by tracing out similar paths. Besides, it is of 

vital importance to determine the heat and mass transfer (Pangarkar, 2015). It is defined 

by Nikhade and Pangarkar (2007), referring to particles in their path experiencing the 

same turbulence intensity related to the microscopic mixing. Chasnov (1996) has 

achieved turbulence similarity by developing three distinct high Reynolds number 

similarity states by means of invariance of the low wavenumber coefficients of the 

three-dimensional kinetic or potential energy spectrum considering the decay of 

statistically homogeneous velocity and density fluctuations in a stably stratified fluid. 

Cafiero and Vassilicos (2018) have developed the turbulence similarity by hypotheses 

of the dissipation scaling with the constant dissipation coefficient 𝐶R 	defined as the ratio 

of the turbulence dissipation rate to the rate of non-linear energy losses by the largest 

turbulent eddies. This was supported by the experimental data of self- similarity from 

18 to at least 54 nozzle sizes. The rate of energy losses is proportional to the 3/2 power 

of the turbulent kinetic energy k divided by a length-scale which characterises the size 

of the largest turbulent eddies (Cafiero and Vassilicos, 2018). Once the same inverse 

power-law relation of energy spectrum is applied, it does not matter that the Reynolds 

number changes. 

 

The combination of turbulence similarity with hydrodynamics similarity ensures that 

particles travel similar paths while experiencing similar local hydrodynamics. It should 

be noted that the principles of turbulence similarity are still vague and requires further 

discussion. 

 

Other similarities 
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Thermal similarity and chemical similarity are commonly used and work well with the 

aforementioned scaling laws in the industrial scaling up process. Thermal similarity 

demands that the ratio of the temperature difference at corresponding locations of a 

geometrically similar mechanism or process are equal and is usually assisted with 

geometric similarity and kinematic similarity (Pangarkar, 2015). 

 

Chemical similarity occurs when the ratio of concentration differences at all 

corresponding locations. This procedure is inefficient to predict the similar status of 

mass and heat transfer rates, hydrodynamic regime and turbulence similarity in a 

multiphase flow. Thus, the prerequisite is that geometrically and thermally similar 

systems, which also exhibit hydrodynamic regime and turbulence similarity, are 

chemically similar when the corresponding concentration differences bear a constant 

ratio to one another (Pangarkar, 2015). The concept has explicitly exhibited equality of 

the ratios of rate of product formation to the rate of bulk flow and rate of product 

formation to the rate of convective mass/heat transfer. 

 

However, the scale-up approaches applied nowadays from lab-scale to industrial scale 

is integrated with the consideration of mixing, chemical reaction, hydrodynamics, heat 

and mass transfer, and economic factors. Rehage et al. (2020) have successfully 

proposed a novel scale-up method based on complete similarity named “complete 

similarity approach” (CSA) through keeping the dominant mixing time scale equal by 

realising similarity of the Damköhler number (Da), Reynolds number (Re) and reactant 

concentration (see Figure 1.82).   

 

1.5.3 Validation of scaling 

 
After applying the scaling laws in multiphase flow reactor discussed above, the 

consecutive step is to validate the hydrodynamic or chemical behaviour by measuring 

and quantitatively comparing dependent hydrodynamic phenomena such as the flow 
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regime, turbulence intensity, vortex structure, bubble and particle characteristics, which 

are supposed to be identical at both scales (Pangarkar, 2015). However, the prerequisite 

to achieve hydrodynamic similarity is that the two reactors have equivalent geometrical 

properties and that all relevant physical quantities governing the particular physical 

problem are identical (Grace and Taghipour, 2004). Both direct and indirect 

experimental validation can be applied. The direct methods include the measurement 

of bubble properties like diameter, growth rate, size distribution, frequency and rise 

velocity through the technique of high-speed camera, particle image velocimetry, video 

analysis (Stein et al., 2002). Indirect experimental validation comprises the 

measurement of the fluctuations and calculation of validation quantity by means of time 

series analysis (Stein et al., 2002).  

 

The specific validation tools are introduced in this part. An example is to measure the 

pressure fluctuation inside non-reactive bed fluidized bed retrieve information on the 

hydrodynamic state of fluidised beds (van der Schaaf et al., 2002). Ommen et al. (2006) 

have reported an indirect approach to validate the enlarged bubbling fluidised beds via 

power spectral density (PSD) of which periodic wave signal yields the power carried 

by each frequency of the wave. Sanderson et al. have reported a similar approach 

applied to scale-up validation regarding circulating beds (Sanderson et al., 2004). Based 

on scaling-up principles, the pressure and frequency should be nondimensionalised as 

shown in Equations (1-76) and (1-77), respectively, 

 

𝑝∗ = =
<8��=

                              (1-76) 

 

𝑓∗ = ce
91O

                               (1-77) 

 

where p is the measured pressure (Pa), ρD is the packed bed bulk density (kg/m3), g is 

the acceleration due to gravity (m/s2),	𝐻Y is the settled bed height (m), 𝑓 is the measured 
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frequency (Hz), D is the bed diameter (m) and 𝑢Xc is the minimum fluidisation velocity 

(m/s). 

 

Another indicator to validate the scaling-up performance is the Probability Density 

Function (PDF) that is closely relevant to the superficial gas velocity. The particle size 

also depends on the fluidisation regime and the reactor geometry (Sanderson and 

Rhodes, 2005). Moreover, in the case of the bubble column or bubble-induced fluidised 

bed, the bubble characteristics can be used as validation tools such as the mean bubble 

volume fraction, the nondimensional mean bubble frequency, the mean pierced bubble 

length, the mean bubble rise velocity and the local mean visible bubble flow rate per 

unit area (Brown and Brue, 2001). Löfstrand et al. (1995) have derived the 

dimensionless drag coefficient (Equation (1-78)). Wiman and Almstedt verified that it 

serves as a good validation parameter as long as the particles do not respond to gas 

velocity fluctuations (Wiman and Almstedt, 1998). Nevertheless, the drag coefficient 

is an inadequate scaling parameter for comprehensively describing fluidisation.  
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Here,  

𝑅𝑒= =
oL�O%<H
�1O>H

			         (1-79)          

and        

  𝐴𝑟= =
oL&<L<H�

>H#
                    (1-80) 

 

where F�  is drag force acting on the individual particles (N), 𝑚=  is mass of single 

particle (kg); 𝑈c; is the superficial fluidisation velocity (m/s), 𝜌� is gas density (kg/m3), 

𝜌= is particle density (kg/m3),	𝜖 is the bed voidage, 𝜖Xc is the bed voidage at minimum 
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fluidisation, 𝜙 is the sphericity of particles, 𝐴𝑟= is the Archimedes number and 𝜇� is 

dynamic viscosity of gas (kg/ms). 

 

1.6 Concluding remarks and recapitulation 

 
It is challenging to accurately predict the behaviour of turbulent solid-liquid multiphase 

flow since (1) the wide spectrum of length scales and time scales are affected by the 

microscopic physics of particles and both the fine and large structures of turbulences; 

(2) the high resolution of the turbulence scale is due to the small-scale of particles; (3) 

the low universality of the turbulence model and highly reliable on experience (Octau 

et al., 2020). Consequently, it is of vital importance to understand the fundamentals 

behind the hydrodynamics of multiphase systems and the particle synthesis process. To 

achieve this, five criteria have been discussed and reviewed (1) multiphase reactors; (2) 

the mixing, chemical reaction and particle synthesis process; (3) the fluid dynamics 

effects; (4) controllable synthesis and process intensification; (5) reactor scale-up. 

 

Multiphase reactors are selected based on characteristics such as mixing performance, 

retention time, chemical reaction and hydrodynamic properties. Among the wide 

variety of multiphase reactors, the stirring tank reactor, the Taylor-Couette reactor and 

the impinging jet reactor have been introduced and their distinctive features analysed. 

Stirring tank reactors are the most conventional and widely used reactors with the 

merits of ease of use and maintenance under moderate conditions. In order to break part 

of the vortices and avoid dead zones in order to increase mixing efficiency, impellers 

are installed with the proper number, type, location and degree of baffling.  

 

In the multiphase reactor, the turbulent environment is of vital importance for particle 

synthesis. Therefore, the turbulence fundamentals and turbulence models are presented 

including Direct numerical simulation (DNS), Large-eddy simulation (LES), Reynolds 

averaged Navier-Stokes (Kurian and Fransson) and the hybrid method. To further 
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investigate the behaviour of turbulence in multiphase reactors, the turbulent energy 

spectrum is introduced, which refers to energy transfer on the basis of vortices size. 

 

After introducing multiphase reactors and their interiors, the process of mixing, 

chemical reactions and the particle synthesis process have been presented. For this 

research, the focus is on meso- and micro- mixing behaviour, quantitatively described 

by the mixing time and mixing quality factor. The chemical reactions were discussed 

based on gas-liquid two-phase reactions and gas-liquid-solid three-phase reactions. The 

gas-liquid two-phase reactions can be sub-categorised into 4 regimes based on the 

reactor rate with a different expression for the mass transfer rate. For gas-liquid-solid 

three-phase reactions where the intrinsic rate is afforded by a given catalyst, the mass 

transfer rate is determined by both gas–liquid and solid– liquid mass transfer steps. The 

particle synthesis process comprises particle nucleation, growth, aggregation, 

agglomeration and breakage. 

 

In part 1.3, the fluid dynamics effects and particle-fluid interactions mainly in the 

liquid-solid system were critically reviewed. Simulation work of computational fluid 

dynamics (CFD) has been reviewed and describe direct numerical simulations (DNS), 

Eulerian–Eulerian methods and the Eulerian–Lagrangian methods. The particle-fluid 

interactions were introduced via interfacial momentum transfer and interfacial mass 

transfer. 

 

The fundamental and intensified methodology of the particle synthesis process was next 

discussed. Techniques that comprise of combustion, hydrothermal, sol-gel method and 

co-precipitation have been employed. The process intensification has been put forward 

with the purpose of higher efficiency, better mixing performance, eco-environment 

friendly, low capital cost, and low energy requirement. Ultrasound irradiation is used 

for process intensification with intensified local turbulence caused by cavitation micro-

streaming. The microwave is usually coupled with other processes like microwave-
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assisted hydrothermal synthesis, microwave-assisted hydrolysis, microwave-assisted 

co-precipitation with high heating rates. Both of these techniques play a significant role 

in shaping an environmentally friendlier future in the process intensification of chemical 

reactions, especially in synthetic nanotechnology due to its simplistic operation. Regardless 

of the methodologies employed, the objective is to realise controllable synthesis and the 

mechanism of the hydrodynamics effect on particles should be further discussed. 

 

After achieving the bench-scale particles synthesis process, there is a need to upscale it 

to the full industrial scale. The subsequent process is the screening procedure, lab-scale, 

pilot-scale and full-scale. The entire scaling-up process is reliant on scaling laws 

especially geometric similarity. Hydrodynamic similarity and turbulence similarity are 

achieved by proportionality to the dimensionless number pertinent to multiphase 

reactors. Thermal similarity and chemical similarity are not used individually but assist 

with geometric similarity and hydrodynamic similarity. Considering the energy 

consumption, construction of concentration spectrum is done by Large-eddy-simulation 

(LES) simulation. After scaling up the reactor, the full-scaled plant is validated 

experimentally either through direct or indirect means by comparing the result with 

hydrodynamic effects. The scale-up of particle synthesis process is carefully designed 

in aspect of both efficiency and economy. 
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Figures and Graphs  

 

Figure 1.1 configuration of typical stirred tank reactor (Pangarkar, 2015). 

 

 

Figure 1.2 3D- and 2D-dimensional contour of solid volume fraction and the solid 

velocity-vector at impeller speed of 950rpm for (a) A310, (b) PBT, and (c) PF3 

(Kazemzadeh et al., 2019). 
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Figure 1.3 Homogeneity versus power consumption for different types of impellers 

(Kazemzadeh et al., 2019). 

 

 
Figure 1.4 Schematic diagram of Taylor-Couette reactor from side view and bottom 

view (Kim et al., 2013). 
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Figure 1.5 SEM images of calcium carbonate synthesised in (a) CTR at 	C�� =

5	mol/mM ; (b) STR at 	C�� = 5	mol/mM ; (c) CTR at 	C�� = 48	mol/mM ; (d) STR 

at	C�� = 48	mol/mM (Jung et al., 2010). 

 

 

Figure 1.6 Particle distribution at stationary region (left: 200 rpm, 5 mL/min) and 

moving region (right: 200 rpm, 60 mL/min) (Kim et al., 2013). 
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Figure 1.7 SEM images of copper sulfide nanoparticles with different morphology 

synthesized in CTR under different rotational speed. (a) 90 rpm; (b) 200 rpm; (c) 

500 rpm; (d) 1000 rpm; (e) 85 rpm; (f) 80 rpm; (e) 50 rpm, and (h) 5 rpm respectively 

(Tang et al., 2019). 

 

 

Figure 1.8 Morphology of latex aggregates experiencing alternative steps of high-shear 

rate and the low-shear rate (Guérin et al., 2017). 
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Figure 1.9 Cross-sectional of confined impinging jets reactor (Schwarzer and Peukert, 

2004). 

 

 

Figure 1.10 The yield of C2 (C2H2+ C2H4) of different diameter in Jet-In-Cross-Flow 

(JICF) reactor and Forward-Impinging-Back (FIB) Reactor (Luo et al., 2019). 
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Figure 1.11 Instantaneous flow field of confined impinging jet reactors on XZ planes 

with denote of vortex (the scale of arrow is 10 m/s) (Liu et al., 2014). 

 

Figure 1.12 Contour of velocity magnitude and turbulent kinetic energy of micro-

impinging stream reactor (MISR) at (a) Rej = 395; (b) Rej = 1500; (c) Rej = 3161 (Liu 

et al., 2014). 
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Figure 1.13 3D and 2D-dimensional particles trajectories without turbulent dispersion 

simulated by (a) RANS and (b) LES (Sadiki et al., 2017). 

 

Figure 1.14 Nusselt number Nu simulated from LES and RSM with experimental data 

(Zhou et al., 2017a). 

 



Chapter 1 | 117 
 

 

Figure 1.15 Iso-surface of pressure, visualizing the vortex rope simulated from models 

of (a) standard k−ε; (b) RNG k−ε; (c) DDES-SA; (d) LS (Javadi and Nilsson, 2015). 

 

 

Figure 1.16 Contours of vorticity magnitude at a horizontal plane simulated by (a) 

standard k−ε; (b) RNG k−ε; (c) DDES-SA; (d) LS (Javadi and Nilsson, 2015). 
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Figure 1.17 Mechanistic model of a binary tree of masses and springs (Bak and 

Kalmár-Nagy, 2018). 

 

Figure 1.18 Qualitative graph of the Kolmogorov-spectrum for 3D homogeneous 

turbulence (Pope, 2000). 
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Figure 1.19 Schematic representation of the path the drops following in the channel 

with a) D=3mm; b) D=2mm at low jet velocities (Tsaoulidis and Angeli, 2017). 

 

 

 

Figure 1.20 Photos of the liquid jet at (a) low and (b) high jet velocities (Tsaoulidis 

and Angeli, 2017). 
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Figure 1.21 Relationship between segregation index and micromixing time at various 

conditions (Rahimi et al., 2014). 

 

 

 

Figure 1.22 Configuration of streamlines inside a T-mixer at different mass flows 

(Engler et al., 2004). 
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Figure 1.23 Concentration field of a jet dyed with rhodamine in the confined impinging 

jet reactor under different Reynolds number (a) Re=103, (b) Re=111 and (c) Re=505 

(Brito et al., 2020). 

 

 

Figure 1.24 (a) Experimental flowchart for the iodide-iodate tests; (b) Schematic 

illustration of a single countercurrent-flow micro-channel reactor; (c) micromixing time 

tm versus Reynolds number Re (Cheng et al., 2019). 

 

 

 

(C) 
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Figure 1.25 Velocity magnitude vectors at horizontal intersecting face and various total 

flow rates (Rahimi et al., 2014). 

 

 

Figure 1.26 Contour plots of I3- mass fraction fields at horizontal intersecting face and 

various total flow rates (Rahimi et al., 2014). 
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Figure 1.27 Schematic of the different-types of microchannel reactors (a) Y-shape; (b) 

T-shape; (c) Lambda shape (Faryadi et al., 2014). 

 

 

Figure 1.28 (a) Pressure drop in microchannels of different geometry; (b) the 

performance ratio microchannels of different geometry (Faryadi et al., 2014). 

 
 

(a) (b) 
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Figure 1.29 The dimensionless mixing distance versus different thickness of injection 

ring and schematic diagram of moderated penetration model (Zhou et al., 2019). 

 

 

Figure 1.30 Typical concentration profiles for a gas–liquid reaction (Pangarkar, 2015). 
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Figure 1.31 Typical concentration profiles for solid-catalyzed gas–liquid reaction 

(Pangarkar, 2015). 

 

 

Figure 1.32 SEM images of YPO4 synthesized under hydrothermal treatment at 180 °C 

with different additives for different reaction time: (a, b, c) citric acid for 2 h, 6 h, and 

12 h, respectively; (d, e, f) oxalate for 2 h, 6 h, and 12 h, respectively; and (h, i, j) EDTA 

for 2 h, 6 h, 12 h, respectively (Lai et al., 2014). 
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Figure 1.33 LaMer curve describing the three stages of metal nanocrystal formation in 

solution system. Stage I: Atom-producing, stage II: nucleation, and stage III: seed 

formation and growth (You and Fang, 2016). 

 

 

Figure 1.34 (a) Schematic illustration of the effect of Ag+ ion concentration on the 

morphology of Ag mesoparticles. (b) Schematic diagram of 1D, 2D, and 3D 

morphologies have been prepared via particle-mediated growth (You and Fang, 2016). 
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Figure 1.35 Crystallisation of the GdPO4 into different morphology and size under 

different PO43− /Gd3+ ratio in the reaction mixture. 

 

 

Figure 1.36 A) Experimental set-up for synthesis of ZnO particles in a CFI. Dashed 

arrows represent the change of direction of the secondary flow (Dean flow) due to 90° 

bends; B) Different CFIs used for carrying out the ZnO synthesis at different residence 

times (Delgado-Licona et al., 2020). 
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Figure 1.37 Schematic representation of the ZnO formation mechanism by a change in 

hydrodynamics and reaction conditions: A) De ≤ 20 and [OH−/Zn2+] = 2 where mass 

transfer controls the nucleation rate and B) De ≥ 60 and [OH−/Zn2+] = 10, where the 

growth of the particle is favored due to a formation of Dean flow. Colour contours 

represents the concentration of each reactants, whereas the green interface represents 

the concentration of the formed ZnO. Bold black lines represent the velocity profile in 

axial direction; C)SEM images of Spindle-like ZnO particles obtained at 

[OH−/Zn2+] = 2; Flower-like ZnO particles obtained at [OH−/Zn2+] = 10 (Delgado-

Licona et al., 2020). 

 

C) 
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Figure 1.38 Predicted contour graph of the relationship between [OH−/Zn2+] molar 

ratios, Dean numbers and residence time on the particle size (Delgado-Licona et al., 

2020). 

 

Figure 1.39 Considerations for primary particles, aggregates and agglomerates. (A) 

synthesis approach of synthetic amorphous silica through a pyrogenic process; (B) 

aggregates and agglomerates of primary particles (Boverhof et al., 2015). 
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Figure 1.40 (a) Schematic aggregation process with possible test methods; (b) Relative 

decrease in total particle concentration for perikinetic and orthokinetic aggregation 

(Gregory, 2009). 

 

 

Figure 1.41 Schematic diagram of hybrid particle state and mass transfer between the 

gas-phase and the particle systems (Boje et al., 2019). 

 

(a) (b) 
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Figure 1.42 SEM images of aggregates with mobility diameters of (a) 30 nm, (b) 50 nm, 

and (c) 100 nm for (A) Original SEM images and (B) SEM images with sketched 

representative primary particle circles (Naseri and Thomson, 2019). 

 

 

Figure 1.43 (a) Structured boundary-fitted mesh (b) Unstructured boundary-fitted 

mesh around a circular particle (Feng and Michaelides, 2009). 

 

(A) 

(B) 
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Figure 1.44 Overview of gas-solid multiphase CFD models with an Eulerian-Eulerian 

and an Eulerian-Lagrangian approach (Hirche et al., 2019). 

 

 

 

Figure 1.45 (a) Eulerian-Eulerian and Eulerian-Lagrangian treatment for a 2D 

geometry with finite volume method (FVM) method; (b) Coupling overview of 

Eulerian and Lagrangian treatment and introduction of transformed Eulerian particles 

as pseudo Lagrangian particles (Hirche et al., 2019). 

 

(a) 

(b) 
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Figure 1.46 (a) Numerical observations of a two-dimensional fluidised bed formulated 

with a Eulerian–Eulerian approach (time interval Δt = 80 ms); (b) Numerical 

observations of a two-dimensional fluidised bed formulated with an Eulerian-

Lagrangian (EL) approach (Chiesa et al., 2005). 

 

 

Figure 1.47 Position of bubbles in fluidised bed as a function of time for both Eulerian-

Eulerian and Eulerian- Lagrangian approaches compared with experimental data 

(Chiesa et al., 2005). 

 

(a) (b) 



Chapter 1 | 134 
 

 

Figure 1.48 Structural grids for ventilation ducts (Xu et al., 2020b). 

 

 

Figure 1.49 Non-dimensional deposition velocity at different positions: (a) Lagrangian 

approach; (b) Eulerian approach (Xu et al., 2020b). 
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Figure 1.50 Variation of fouling mass on floor with time for dp = 5 μm: (a) Comparison 

of two approaches; (b) Eulerian approach (Xu et al., 2020b). 

 
 

 

Figure 1.51 Instantaneous gas volume fraction and velocity vectors (color snapshots 

for gas volume fraction, white vector for gas phase, and black vector for discrete 

particles of (a) EL model; (b) solid phase of  EE model; (c) Schematic of the  internally 

circulating fluidized bed) (Zhang et al., 2018). 
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Figure 1.52 Schematic diagrams of the computational domain and boundary conditions 

for mass transfer simulation (Zhang et al., 2015). 

 

 

Figure 1.53 (a) Effect of diffusivity on mass transfer coefficient at different residence 

times; (b) Dependence of concentrations of mass transfer species in aqueous phase on 

residence time for different types of reactions (Zhang et al., 2015). 

 

(a) (b) 
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Figure 1.54 Concentration distribution of the spherical cluster at different Reynolds 

number (Lu et al., 2018). 

 

 

Figure 1.55 SEM images of (a) Ni-MOF; (b) CuO@NiO-400(1:2); (c) CuO@NiO-500 

(1:2); (d) CuO@NiO-400 (1:1); (e)( CuO@NiO-500 (2:1); (f) NiO nanoparticles; (g) 

TEM image of CuO@NiO-400 (1:2); (i) AP Pure(AP0) (h) and AP1 samples (Juibari 

and Tarighi, 2020). 
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Figure 1.56 Adsorption–desorption isotherms of N2 on CuO@NiO-400(1:2) and 

CuO@NiO-500 (1:2) nanocomposites determined at 77.35 K (Juibari and Tarighi, 

2020). 

 

 

Figure 1.57 A typical hysteresis curve for co-precipitated cobalt ferrite nanoparticles 

at the three different calcination temperatures (600 °C, 800 °C and 1000 °C). The 

magnetisation step from the initial magnetised state (cobalt ferrite nano-magnetic 

particles) to saturated magnetisation, when a magnetic field of 5000 Oe is applied (Inset) 

(Purnama et al., 2019). 
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Figure 1.58 Typical SEM images and particles size distribution analysis (inset) for 

cobalt ferrite after calcination for six hours under three different temperatures: (a) 

600 °C, (b) 800 °C and (c) 1000 °C (Purnama et al., 2019). 

 

 

Figure 1.59 (a) SEM micrographs of the Zn2Nb34O87 powders calcined for 4 h with 

heating/cooling rates of 5 °C min−1 at (a) 900 °C, (b) 1000 °C, (c) 1100 °C (d) 1200 °C 

and (e) 1300 °C; (b) Enlarged zone of XRD patterns showing peak broadening as a 

function of calcination temperature (Xiang et al., 2019). 

 

(a) (b) 
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Figure 1.60 The schematic diagram of precursor growth process (Xiang et al., 2019). 

 

 

Figure 1.61 SEM images of products after calcining of precursors prepared at different 

hydrothermal reaction temperatures a) 120 °C; b) 140 °C; c) 160 °C; d) 180 °C (Xiang 

et al., 2019). 
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Figure 1.62 Description of Type A and Type B crystallite size of two TiO2 precursors 

and variation of BaTiO3 obtained using type-A and type-B Ti precursors with 

temperature and time (Habib et al., 2008). 

 

 

Figure 1.63 TEM micrograph for BaTiO3 sample obtained at 60, 90 and 150 °C for 

48 h using type-B Ti precursor (Habib et al., 2008). 
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Figure 1.64  SEM images of BT samples obtained at 90 °C for 48 h, 120 °C for 48 h 

and 150 °C for 24 h using type-A Ti precursor and BT samples obtained at 60 °C for 

16 h, 90 °C for 24 h and 150 °C for 24 h using type-B Ti precursor (Habib et al., 2008). 

 

 

 

Figure 1.65 Fabrication of sol-gel metal oxide films. (a) Typical sol-gel metal oxide 

reaction products (i.e., sol, gel, and nanoparticles) (Park et al., 2017). 
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Figure 1.66 Condensate rate-pH profile for an alkylsilanetriol and the average 

condensation rate for tetraethoxysilane (1/tgel) (Loy, 2003). 

 

 

Figure 1.67 Contact angle of β-Bi2O3 films with different concentration of the 

precursors (Baqiah et al., 2020). 
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Figure 1.68 (a) XRD pattern for TiO2 NPs prepared with different TIP: ethanol volume 

ratios of (f = 1:63, g = 1:21, h = 1:13, k = 1:9, m = 1:7). (b) XRD peak shift of the most 

intense peak (101) (Muthee and Dejene, 2020). 

 

 

 

Figure 1.69 Schematic representation of the synthesis of MFe2O4 MNPs by co-

precipitation (Massart, 1981). 
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Figure 1.70 (a) XRD patterns of Na3GaF6:Mn4+ synthesised with various Mn4+ doping 

concentrations; (b) XRD patterns of amplified (110) diffraction peaks (Xu et al., 2020a). 

 

 

Figure 1.71 SEM images of Na3GaF6:Mn4+ prepared with different (a) hydrofluoric 

acid concentrations; (b) solvents and (c) surfactants (Xu et al., 2020a). 
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Figure 1.72 Development of the bubble cloud below the sonotrode in aluminium. Light 

grey contours represent volume fractions of 0.1% and darker contours represent volume 

fractions of 0.5% (Lebon et al., 2017). 

 

 

Figure 1.73 (a) Schematic of aluminium treatment setup; (b) Acoustic pressure 

predictions at selected points in aluminium domain (Lebon et al., 2017). 

 

(a) (b) 
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Figure 1.74 Experimental setup used for ultrasound assisted transesterification (Sajjadi 

et al., 2015). 
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Figure 1.75 Liquid flow pattern induced by ultrasound irradiation presented by (1) PIV 

and (2) CFD, under power amplitude of (a) 100 W, (b) 200 W, (c) 300 W and (d) 400 

W (Sajjadi et al., 2015). 
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Figure 1.76 Ink dispersion in the tank at circumstance of (a) activated ultrasound with 

f=1.7MHz and Pelec = 60 W and (b) non-activated ultrasound (T = 298 K, P = 1 atm) 

(Parvizian et al., 2011). 

 

 

 

Figure 1.77 (a) Photograph of continuous tabular sonoreactor; (b) Details of tubular 

sonoreactor design parameters; (c) The effect of feed flow rate on mean residence time (T 

= 298 K, P = 1 atm, f = 1.7 MHz) (Parvizian et al., 2012). 

 

(c) 

(b) 

(a) 
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Figure 1.78 Possible combinations of microwave chemistry with well-established liquid-

phase synthesis routes (Komarneni and Katsuki). 

 

 

Figure 1.79 Hypothetical synthesis pathways of silica gels with (→) and without (---) 

microwave-assistance (Flores-López et al., 2020). 
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Figure 1.80 (a) Predicted and measured characteristic micromixing times using 

Villermaux–Dushman test reaction; (b) Measurements and model predictions of 

macromixing time and film thickness (bottom) of film thickness in annular flow as a 

function of shear rate (Jose et al., 2018). 

 

 

Figure 1.81 Scale-up procedure to establish an industrial full-scale reactor (Kelkar and 

Ng, 2002). 

  

(a) (b) 
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Figure 1.82 Schematic illustration of scale-up methods for predicting the product 

distribution of competitive chemical reactions (CCRs) (Rehage et al., 2020). 
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Tables  

Table 1.1 Theoretical model based on the N–S equations. 

 

 

 

 

 

Approaches Applicable cases Derivative models 

Direct 

numerical 

simulation 

(DNS) 

Those that analyse the unaveraged/ 

Unfiltered 3-D, unsteady N–S equations 

Large-eddy 

simulation 

(LES) 

Those that analyse spatially filtered, 3-

D, unsteady N–S equations 

Subgrid scales (SGS) 

model 

Reynolds 

averaged 

Navier–

Stokes 

(Kurian and 

Fransson) 

Those that analyse ensemble or density-

weighted ensemble, averaged N–S 

equations 

Differential Reynolds 

stress models (DSMs) 

Algebraic Reynolds stress 

models (ASMs) 

Nonlinear constitutive 

relations (NCRs) 

Eddy viscosity models 

(EVMs) 

Hybrid 

methods 

Those that analyse the turbulence field 

with different approaches 

Detached eddy simulation 

(DES) 
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Table 1.2 The comparison of Eulerian-Eulerian (EE) Lagrangian–Eulerian (EL) 

frameworks (Sardina et al., 2019) 

 

 

Table 1.3 The drag models and lift models of multiphase system (Zhou et al., 2020). 

 Eulerian-Eulerian (EE) 

framework 

Lagrangian–Eulerian (EL) 

framwork 

DRAG 

TERM 

𝑀�,oT)�

=	
3𝐶e𝜌n𝛼�𝛼n·𝒖𝒍 − 𝒖𝒈·

4𝑑t
(𝒖𝒍

− 𝒖𝒈) 

𝐹oT)� = 𝐶e
1
2𝜌n𝜋

𝑑t
5

4 ·𝒖𝒍

− 𝒖𝒈·(𝒖𝒍 − 𝒖𝒈) 

VIRTUAL 

MASS 

TERM 

𝑀�,oT)�=𝐶(X𝜌n𝛼�𝛼n(
e𝒖𝒍
e:
− e𝒖𝒈

e:
) 𝐹V_ = 𝐶(X𝑚n :

𝐷𝒖𝒍
𝐷𝑡 −

𝐷𝒖𝒈
𝐷𝑡 ; 

LIFT 

FORCE 

𝑀�,n?c:=𝐶j𝜌n𝛼�𝛼n�𝒖𝒍 − 𝒖𝒈� ×

(𝛻 × 𝒖𝒍) 

𝐹n?c:=𝐶j𝑚n�𝒖𝒈 − 𝒖𝒍� × (𝛻 ×

𝒖𝒍) 

 
MULTIPHASE 

SYSTEM 

GAS-

LIQUID 

LIQUID-

SOLID 
GAS-SOLID 

DRAG 

MODELS 
Model applied 

Tomiyama 

(PBM-

customized) 

model 

Schiller- 

Naumann 

(PBM-

customized) 

model 

Schiller-

Naumann 

(PBM-

customized) 

model 

LIFT 

MODELS 
Model applied 

Tomiyama 

model 
Moraga model / 
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Table 1.4 Dimensionless groups relevant to multiphase systems 

Dimensionless 

 number 
Symbol Formula Meaning 

Eötvös 

number 
Eo ¸

∆𝜌𝑔𝑙5

𝜎j
¹ 

Ratio of buoyancy 

force and surface 

tension force 

 (Liu et al., 2008)  

Froude 

number 
Fr ¸

𝑁5𝐷
g ¹ 

Ratio of inertial force 

and gravitational 

force 

 (Li and Ingason, 

2018)  

Hatta number Ha ¸
 2 (𝑝 + 1)⁄ 𝐷l𝑘=%k[𝐵S]k[𝐴∗]=%;

𝑘j
¹ 

Ratio of rate of mass 

transfer in the 

presence of a 

chemical reaction and 

that in the absence of 

a chemical reaction 

(La Rubia García et 

al., 2012) 

Morton 

number 
Mo ¸

g𝜇UN∆𝜌
𝜌U5𝜎M

¹ 

Ratio of viscous force 

and interfacial force  

(Weeks, 2001) 

Nusselt 

number  
Nu :

ℎ𝑙
𝑘U
; 

Ratio of heat transfer 

by convection and 

that by conduction  

(Kewalramani et al., 

2019) 
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Power 

number 
Np :

𝑃
𝜌𝑁M𝐷0; 

Ratio of drag force 

on impeller and 

inertial force 

 (Duroudier, 2016) 

Prandtl 

number 
Pr :

𝐶�𝜇
𝑘U
; 

Ratio of momentum 

and thermal 

diffusivity  

(Fregni et al., 2019) 

Reynolds 

number 
Re :

𝑙𝑢U𝜌
𝜇 ; 

Ratio of inertial and 

viscous force  

Schmidt 

number 
Sc :

𝜇
𝜌𝐷_

; 

Ratio of kinematic 

viscosity and 

molecular diffusivity 

Sherwood 

number  
Sh :

𝑘_𝑙
𝐷_

; 

Ratio of mass transfer 

by convection and 

that by molecular 

diffusion  

(Haugen et al., 2018) 

Weber 

number 
We ¸

𝑁5𝐷M𝜌j
𝜎 ¹ 

Ratio of inertial and 

surface tension force 
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CHAPTER 2 

 

EFFECT OF ULTRASONIC INTENSIFICATION ON SYNTHESIS 

OF NANO-SIZED PARTICLES WITH AN IMPINGING JET 

REACTOR  

 

 

SUMMARY 

 

This chapter presents a fast approach to the synthesis of nano-sized FePO4 in the 

impinging jet reactor (IJR). The nano-sized FePO4 is then used as a precursor to produce 

appealing cathode material LiFePO4 battery. Overall improved features of LiFePO4 

with high bulk density, discharge rate, and capacity, can be realised by controlling the 

crystal size, structure, morphology of FePO4. The preparation of FePO4 nanoparticles 

can be conducted in a more efficient way by intensifying the effect of micromixing due 

to the enhanced turbulence in an impinging jet Reactor (IJR) where two linear liquid 

jets are introduced into the IJR and collide at high velocity to diminish the segregation. 

However, micromixing is significantly affected by the existence of a stagnant region 

that may partially block/clog the reaction chamber. By imposing ultrasound to the IJR, 

micro-scale turbulent eddies generated as the result of the collapse of ultrasonically 

generated micro cavitation bubbles may generate a strong local shear. Such micro-scale 

turbulent vortices exert shear on the interface between the particles and surrounding 

fluid, resulting in uniform particle morphology and high surface area for chemical 

reaction. This chapter aims to optimise the ultrasonic intensification effect on the 

synthesis of nano-sized particles with the desired homogeneity, expound on the 

governing mechanisms and present a kinetic model to describe the multiphase flow 
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dynamics in the IJR. Both experimental and numerical analysis are conducted to 

demonstrate the impact of fluid dynamics on particle synthesis.  

 

2.1 Introduction 

 

With the gradual upgrading of standards and requirement in the aspect of environmental 

protection and safety control as well as the emergence of novel reactor technologies, 

many industrial fields are facing a crisis of washout and the urgently forced to renovate 

also as consequences of drawbacks including high energy consumption, low conversion 

rate, thermo-runaway, etc.  Under this circumstance, techniques like imping jet reactor 

and its process intensification have been developed rapidly. The modularity, flexible and 

customized production capacity, high efficiency and high safety performance of 

microreactor technology attract people's attention. The mixing performance of different 

reacting components can be promoted by using hybrid reactor systems. Among these 

reactors, impinging jet reactor (IJR) provides a facile and direct way of process 

intensification for microscale chemical precipitation reactions and nanoparticles 

synthesis (Abiev et al., 2017). In the IJR, two linear liquid jets collide with each other 

at relatively high velocity in the impingement zone, thus achieving better micromixing 

performance by means of diminishing the segregation and improving mass transfer rate 

(Nie et al., 2018, Ying et al., 2008). It has been reported that the use of IJR provides a 

homogeneous local environment for the formation of nanoparticles with high 

supersaturation in milliseconds or less time (Liu et al., 2013, Mahajan and Kirwan, 

1996). Due to the violent collision of two streams in the IJR, high dissipation of kinetic 

energy of the jets in a confined volume leads to local strong shear due to the generation 

of localized turbulent eddies. However, the mixing performance can be significantly 

affected by the existence of a stable separated regime and a stagnant region. Fonte et al. 

(2015) have shown that the imbalance of branch jet always has negative effects on 

mixing quality and the mixing efficiency in an IJR mainly depends on the scale of small 

eddy engulfment but not the amount of energy dissipation of the system.  
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Due to the particular geometry of IJR, the reaction chamber might be partially choked 

because of the precipitation process (Guo et al., 2017). In order to overcome this 

drawback and promote the mixing efficiency, ultrasound intensification was imposed 

to improve the mixing performance due to strong acoustic impact following the collapse 

of microbubbles characterized by occurrence of micro-streaming, shock waves and 

micro-scale turbulent eddies. The maximum volume fraction of cavitation bubbles 

takes up to 0.016% of the total sonoreactor and micro-bubble collapse may lead to 

intensive local heat (~5000 K), high pressure (~1000 atm), high-speed jet streams (~400 

km/h) and strong local shear (Mahajan and Kirwan, 1996, Hielscher, 2007, Sajjadi et 

al., 2017). Such energy transfer from acoustic streaming within the fluid at a localized 

scale exerts a shear force on the interface between the particles and surrounding fluid, 

resulting in narrower particle size distribution and high surface area for particle 

synthesis (Jamei et al., 2013). It has been recognized that acoustic cavitation affects 

nuclei growth in a liquid media under low-pressure cycles and contributes to micro-

bubble collapse under a high-pressure cycle, which may be responsible for mass 

transfer rates enhancement (Sajjadi et al., 2017).  

 

Most of the previous studies focus on the effect of ultrasonic energy dissipation while 

having overlooked the influence of flow dynamics caused by acoustic streaming and 

mixing zone (Zhao et al., 2007). In CFD modelling, this was compensated by either 

superposing the pressure field change or introducing a boundary vibration that is 

resonant to the ultrasonic field imposed. Based on the existing numerical studies on 

ultrasound, the acoustic streaming contributes to both the mass transfer and heat transfer 

improvement of reaction at low viscosity (Laugier et al., 2008, Monnier et al., 2000, 

Abolhasani et al., 2012). Moreover, the segregation index has reduced up to 20% with 

low ultrasound intensity (Rahimi et al., 2014). The numerical simulation initially 

conducted by Nyborg (1953) has demonstrated that the second-order nonlinear 

ultrasound wave propagation is responsible for acoustic streaming and the inertia term 
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can be neglected in the simulation. However, Lighthill (1954) argued that the 

elimination of the inertia term is acceptable only when the flow is in the regime of low 

Reynolds number (Re<1), known as “creeping motion”. Considering the inertial effect, 

Van Wijngaarden (1968) proposed a more complex model to reproduce the transient 

shock waves in a bubbly mixture. Based on Wijngaarden’s model, both Jamshidi et al. 

(2012) and Lebon et al. (2017) introduced acoustic cavitation into the fluid as a source 

term for the momentum transfer because micro-bubbles have an impact on wave 

propagation and bulk properties. Whereas, Sajjadi et al. (2017) investigated ultrasound 

effect in liquid bulk by introducing it as a boundary conditon in terms of pressure profile 

change. In addition, to investigate the ultrasound effect on mass transfer coefficient, 

Jiao et al. (2014) came up with a computational model to predict the ultrasonic 

enhancement on mass transfer coefficient and considered the effect of extrinsic factors 

such as temperature, transducer geometry and the distance between the transducer and 

ultrasound source. Xu et al. (2013) also quantitatively determined the flow field in a 

sonochemical reactor and found that average stream velocity increased with acoustic 

power increment. In addition, Niazi et al. (2014) have investigated the pressure and 

temperature distribution of liquid bulk in a sonoreactor and the collapse pressure and 

temperature of acoustic bubbles were predicted around 3040 bar and 3200 K.  

 

The ultrasound-assist impinging jet reactor has the characteristics of flexibility, 

customization, high efficiency and safety performance, widely used in the field of 

pharmaceutical manufacturing and gradually replacing the traditional stirring reactors 

owing to its small scale and high mixing performance. This chapter aims at 

investigating the intensified effects of low-frequency ultrasonic irradiation (20 kHz) on 

nano-sized FePO4 (FP) powder synthesis using an IJR system with the downstream 

sudden expansion chamber. Both experimental and computational analysis were 

conducted to explore the effect of ultrasound on synthesized nano-sized FP particles 

that can be used as precursor contributing to LiFePO4 (LFP) cathode materials with 
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excellent electrochemical performance for rechargeable lithium-ion batteries (De 

Castro and Priego-Capote, 2007). 

 

2.2 Experimental Methods 

 

2.2.1 Experimental setup and product characterization 

 

The experimental setup is shown in Figure 2.1 Solution A (1 mol L-1 Fe(NO3)3, 

Sinopharm Chemical Reagent Co., Ltd, 99%) and solution B (1 mol L-1 (NH4)2HPO4, 

Sinopharm Chemical Reagent Co., Ltd, 99% ) were introduced into two separated inlets 

of the IJR by peristaltic pumps with a flow rate of 85.74 ml min-1. In order to stabilise 

the pH value at 1.7, aqueous ammonia (1.5 mol L-1) was simultaneously pumped from 

the third inlet with automatic pH controller. In the mixing process, the IJR system was 

irradiated by ultrasound with a power of 360 W, 480 W, 600 W, 720 W and 960 W, 

respectively. Mixing was also carried out in the same system without imposing 

ultrasound for purpose of comparison. The samples prepared under different ultrasound 

intensities were analysed (herein referred to as FP-ultrasound power). FP precipitation 

was washed by deionized water (DI), filtrated and dried in air at 100	℃ for 12  h. Then 

the sample was calcined in air at 600℃ for 10 h to obtain anhydrous crystalline FePO4.  

 

The structures of synthesised FP powder were identified by X-ray diffraction (XRD, 

D8 ADVANCE DAVINCI, BRUKE) with Cu Kα radiation source (λ=1.5406Å) and 

scanning angle ranging from 10° to 90°. The morphology and microstructure were 

obtained using scanning electron microscope (SEM, sigma VP, ZEISS, Germany). The 

Brunauer-Emmett–Teller (BET) surface area was determined using ASAP 2020 

(Micrometrics, U.S.A). Thermal gravimetric was conducted by a thermal analyser (TG, 

NETZSCH STA 449 F3 Jupiter, Germany). 
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2.2.2 LFP/C preparation  

The electrochemical properties of the LFP/C synthesised from prepared FP at different 

ultrasound power were investigated by galvanostatic method using LFP/C half-cells. 

Anhydrous FP samples were mixed with Li2CO3 (Sinopharm Chemical Reagent Co., 

Ltd, 99%) and glucose (Sinopharm Chemical Reagent Co., Ltd, 99%) by ball-milled 

method of 500rpm for 5h. Then the mixture was calcined in nitrogen atmosphere at 

650℃ for 10h.  

 

Electrochemical measurements were performed using CR2032 coin-type cell 

assembled in an argon-filled glove box. Cathode electrodes were fabricated from the 

synthesised LFP/C, poluvinylidene fluoride (PVDF) binder and the acetylene black at 

a weight ratio of 80:10:10 and pasted on pure aluminum foil. Pure lithium foil was used 

as the counter electrode. The electrolyte is consisted of a solution of 1 M LiPF6 in 

ethylene carbonate and diethyl carbonate (EC+DMC, 1:1 volume ratio). The 

charge/discharge tests were carried out using a LAND Cell test CT2001A (Wuhan 

LAND Electronic Co.Ltd., China) between the voltage of 2.5V and 4.2V. 

 

2.2.3 Description on synthesis reaction 

 

On exposing to ultrasound irradiation, sonolysis of water is realised through 

sonochemical reductants such as H∙ radicals. Furthermore, these produced radicals are 

added to produce secondary radical species that may promote the reduction rate (Bang 

and Suslick, 2010). In the present work, the sonolysis of water is characterised by 

Kohno et al. (2011) as: 

 

H!O ↔ H" + OH#      (2-R1) 

 

Fe(NO3)3 and (NH4)2HPO4 were used to synthesise FePO4 precursor through the 

hydrolysis reaction of Fe3+ and HPO42- and the main reactions can be described by 
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Fe$" + OH# → Fe(OH)!"                   (2-R2) 

 

Fe(OH)!" + HPO%!# + xH!O → FePO% ∙ xH!O ↓           (2-R3) 

 

In addition, side reaction can be identified as: 

 

Fe(OH)!" + 2OH# → Fe(OH)$ ↓            (2-R4) 

 

Both FePO4∙xH2O and Fe(OH)3 are produced in precipitation and they are considered 

as parallel-competing reactions. In order to promote the occurrence of the main 

reactions, mixing is intensified via the impinging jets to increase the likelihood of ion 

collision between Fe3+ and PO43-. Adoption of acoustic streaming produced by 

ultrasound wave propagation helps to accelerate the particle migration, resulting in a 

higher ratio of n(Fe3+)/n(PO43-) in the solution (Dong et al., 2017). Although the 

solubility product constant of FePO4 is greater than that of Fe(OH)3 (Ksp (FePO4) = 

1.3×10-22, Ksp (Fe(OH)3) = 2.8×10-38), the side reaction may be ignored as the reaction 

condition is acidic. It should be noted here that with more Fe3+ ions being engaged into 

the complex reaction, the solution tends to be acidic due to Fe3+ hydrolysis and the 

precipitation dissolves. To keep the pH value around 1.7 with less induced-impurities, 

ammonia aqueous solution was added in the mixing process of Fe3+ and PO43-. 

 

2.3 Numerical simulation 

 

2.3.1 Mathematical modelling 

 

The impinge jet flow together with the flow in the expansion chamber with and without 

ultrasound irradiation was analysed at ultrasound frequency of 20 kHz and power 

ranging from 0 to 960W. Numerical study helps to analyse the intensified effect of 
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ultrasound on this solid-liquid system. The gas phase in this case is neglected as the 

volume fraction of cavitation bubbles induced by ultrasound is less than 1%. The 

governing equation for continuity, momentum and energy can be solved with a 

simplified model. The Rej for the confined impinge jet reactor is defined as 

 

𝑅𝑒& =	
'()
*

                  (2-1) 

 

where u is the mean velocity in the inlet of the T-shape junction and d is the hydraulic 

diameter of the circular tube inlet. The mean velocity is 0.2022 m/s based on the feed 

flow rate, corresponding to Rej of 606. However, it should be pointed out that it may be 

inappropriate to consider the flow to be laminar as the intensive mixing in the chamber 

of the confined impinge jet will generate small turbulent eddies and the flow will 

become highly turbulent although the Reynolds number is less than 2000. The 

ultrasound waves may lead to a sharp localised pressure reduction and the formation of 

local cavitation due to acoustic streaming (Rahimi et al., 2014). This will give rise to 

local turbulence with huge amounts of micro-cavitated bubble collapse in an extremely 

short time and in a very small volume. To describe the flow in the impinge jet system 

with a sudden expansion chamber, the following governing equations were employed. 

The general mass conservation equation for impressible fluid takes the following form, 

 

∇ ∙ 𝑢7⃗ = 0                             (2-2) 

 

where	𝑢7⃗  is the mass-average velocity and the momentum conservation equation in 3-D 

dimension is given by, 

 

x-Momentum equation, 

 

+
+,

(𝜌𝑢) + ∇ ∙ (𝜌𝑢𝑢7⃗ ) = − +-
+.
+ µ∇!u − >+/'(

!"000001
+.

+ +/'(!2!0000001
+3

+ +/'(!4!00000001
+5

?            (2-3)  
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y-Momentum equation, 

 

+
+,

(𝜌𝑣) + ∇ ∙ (𝜌𝑣𝑢7⃗ ) = − +-
+3
+ µ∇!u − A+/'2

!(!0000001
+.

+ +('2!"00000)
+3

+ +('2!4!0000000)
+5

B            (2-4) 

 

z-Momentum equation, 

 

+
+,

(𝜌𝑤) + ∇ ∙ (𝜌𝑤𝑢7⃗ ) = − +-
+5
+ µ∇!u − A+('(

!4!0000000)
+.

+ +('2!4!0000000)
+3

+ +('4!"00000)
+5

B            (2-5) 

 

where	𝜌 is the fluid density, 𝑢7⃗  is the velocity vector, µ is the dynamic viscosity and p 

is the pressure. The standard k-ε model is employed for liquid phase and it is proven to 

be appropriate to simulate the flow in the impinge jet based on Gavi’s work as follows 

(Gavi et al., 2007), 

 

8(9:)
8;

+ ∇ ∙ (ρk𝑢7⃗ ) 	= ∇ ∙ AFµ + <#
=$
GB ∆𝑘] + 𝐺> − 𝜌𝜀                 (2-6) 

 

8(9?)
8;

+ ∇ ∙ (ρε𝑢7⃗ ) 	= ∇ ∙ AFµ + <#
=%
GB ∆ε] + 𝐶@

?
>
𝐺> − 𝐶!𝜌

?"

>
                 (2-7) 

 

where 𝐺>  is the generation of turbulence kinetic energy due to the mean velocity 

gradients as shown in Equation (2-8), µ; is the turbulent dynamic viscosity and the 

coefficients used in this standard k-𝜀 model take the following values 𝐶*=0.09,	𝐶@=1.42, 

𝐶!=1.92, 𝜎>=1.0 and 𝜎A=1.3. 

 

𝐺> = µ;{2 ∗ >F
8B
8C
G
!
+ F8D

8E
G
!
+ F8F

8G
G
!
? + F8B

8E
+ 8D

8C
G
!
+ F8B

8G
+ 8F

8C
G
!
+ F8D

8G
+ 8F

8E
G
!
}     

(2-8) 
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Considering the chemical reaction in the IJR, species transport equation is shown in 

Equation (2-9) without considering the energy equation due to the constant value of 

kinetic constant k in the temperature range of 293 to 308 K (Guichardon et al., 2000).        

                                                                             

8(9H&)
8;

+ ∇ ∙ (ρ𝑢7⃗ 𝑐I) = ∇ ∙ [(ΓI + Γ,)∆𝑐I] − A
8/9(!J'!00000001

8C
+ 8/92!J'!00000001

8E
+ 8/94!J'!000000001

8G
B + 𝑆I  (2-9) 

 

In Equation (2-9), ci represents the concentration of the ith specie, Gi is the diffusion 

coefficient of the ith specie and Gt is the turbulent diffusion coefficient and Si is the 

formation rate of the ith specie. However, the species transport equation can be solved 

only if the Probability Density Function (PDF) is known.  

        

2.3.2 Numerical simulation 

 

The geometry and computational domain are schematically shown in Figure 2.2 and 

3D CFD simulation was conducted using the commercial code FLUENT 15.0. The 

computation domain contains a T-shaped impinging jet reactor with an ultrasonic 

transducer installed in the downstream sudden expansion chamber. The inner diameter 

of the inlet and the outlet are 3 and 8mm, respectively. Ultrasonic wave is generated 

and propagates from the tip of the ultrasonic transducer which has a length of 60 mm 

and diameter of 13mm. The location of boundary condition was at the tip of the 

ultrasonic transducer marked in blue in Figure 2.10, which is 18mm from the bottom 

of the expanded chamber. The mesh shown in Figure 2.3 was generated by using 

ANSYS ICEM with the feature of grid being orthogonal. Trial simulations were 

conducted and it was found that when the number of the meshes is greater than 160000, 

there is no noticeable change observed in the time-averaged concentration distributions 

in the IJR system. As such, all the simulations were conducted using this mesh setup 

throughout the present work. 
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In CFD modelling of the hydrodynamics in the confined impinge jet reactor, the 

pressure-velocity coupling was realised by SIMPLE algorithm with the second-order 

upwind discretisation scheme (Rahimi et al., 2014). Standard k-e model was employed 

as the mixing in the core of the confined impinge jet reactor could be highly turbulent 

although the calculated Reynolds number at the reactor inlet is smaller than 2000. 

Velocity inlet boundary condition has been imposed for both IJR inlets while the 

pressure outlet boundary condition was specified for the outlet of the IJR where the 

synthesised product was collected. The tip of the ultrasonic transducer was set as a 

pressure inlet. No-slip boundary condition was applied to all the walls. Numerical 

simulations were performed with and without ultrasonic exposure. 

 

Ultrasound of different amplitudes was imposed with a fixed ultrasound frequency of 

20 kHz. The solutions were treated as being converged when the residuals of all the 

variables are smaller than 1´10#K  since the time step used for CFD modelling to 

capture the ultrasound wave fluctuation should be at least smaller than a period of the 

ultrasound wave. The numbers of max iterations per time step are set to be 100 to ensure 

convergence. When considering the effect of ultrasound on the bulk flow, the cyclic 

sound pressure equation of ultrasound wave was induced to describe the distribution of 

sound field according to the following equation (Cai et al., 2009). 

 

         𝑝( = 𝑝L cos(2𝜋𝑓𝑡) +
@
!
𝜌𝑣!               (2-10) 

 

Where pa is the amplitude of the sound pressure (pa), f is the frequency (Hz), t is the 

time (s), r is the average density of liquid bulk (kg/𝑚$) and v is the velocity (m/s). 

 

𝑝L = a2𝐼𝜌𝐶                         (2-11) 

 

𝐼 = -()
M

            (2-12) 
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where I is the sound intensity (W/m!), pus is the ultrasonic power (W), A is the tip area 

of the ultrasonic transducer (m!) and C is the sound speed in the water (m/s). In the 

present work, synthesis was proceeded under different conditions by changing the input 

power of the ultrasound as listed in Table 2.1. 

 

2.4 Results and discussion 

 

2.4.1 Effect of ultrasound power intensity on crystallinity and morphology of FP 

precursors  

 

Thermal gravimetric analysis (TG) and Differential Thermal Analysis (DTA) were 

used to confirm the thermal properties of FP precursors and Figure 2.4 shows TG-DTA 

curves of sample FP-600 at a heating rate of 10 ˚C min-1 in the air. The TG curves 

indicated mass loss of samples. The absorbed water begins to lose at 100	℃ and there 

is a strong endothermic peak near 120℃  indicating the loss of crystallized where 

FePO4·xH2O transformed to anhydrous hexagonal FePO4 crystal residues. Therefore, x 

for FePO4·xH2O is calculated in the range of 0.73 to 2.50. In addition, the gradual 

weight loss from 200℃ to 600℃ is ascribed to the decay of hydroxide and thus 600℃ 

is considered to be the minimum temperature needed for the calcination process to 

obtain the product with high purity. 

 

The crystallinity and phase of FP specimens prepared under different ultrasound 

intensities were analysed by XRD as shown in Figure 2.5. The morphology and size of 

FP nano-particles were detected by SEM imaging as shown in Figure 2.6. It can be seen 

from the figures that the relative intensity of sample peaks is well consistent with that 

of hexagonal FePO4 crystal (JCPDS No.70-1793), which indicates high purity and 

crystallinity. The intensity of diffraction peaks has a noticeable change once ultrasound 

wave is imposed. A similar trend can be observed in Figure 2.5 (b), implying ultrasound 
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waves strengthen the crystal structure of LiFePO4 crystal (JCPDS No.81-1173). 

Noticeably at ultrasound power as high as 960W, the intensity of peaks for both FP and 

LFP specimens becomes smaller. From XRD patterns, the average crystallite size L can 

be calculated through the Scherrer equation (Liu and Fox, 2006).  

 

 𝐿 = NO
PQRST

        (2-13) 

 

where K is the crystallite shape factor or denoted as Scherrer’s constant equals to 0.9, 

𝜆  is the wavelength of X-ray taken as 0.145056 nm, 𝛽  is the peak width of the 

diffraction peak profile at half maximum height and θ  is the degree. The average 

crystallite size in nanometres of different samples is listed in Table 2.2. Sample 

prepared without applying ultrasound exposure has the largest average crystallite size 

of 191nm while that prepared under ultrasound power of 600 W has the smallest 

diameter of 107 nm. A similar appearance was also observed in a series of SEM images 

of FP samples as shown in Figure 2.6, indicating that higher intensity of ultrasound 

irradiation may cause a noticeable change in particles size and uniform microstructure. 

There may exist a threshold of the applied ultrasound intensity that is most optimum 

for particle synthesis with the most uniform microstructure and smallest particle size.  

 

2.4.2 Effect of ultrasound power on particle size and porosity of FP precursors  

 

Apart from crystallinity and morphology, ultrasound has an impact on particle size and 

porosity as well. The particle size distribution of FP precursors under different 

conditions are shown in Figure 2.6 It shows that the main peaks of the particle size 

distribution of FP samples have fallen into the range of 90 -130 nm. FP samples 

prepared without applying ultrasound present a broader size distribution and less than 

47 % of particles are in the range of 90 -130 nm. In contrast, samples for cases of FP-

600 and FP-720 exhibit a narrower particle size distribution, corresponding to a 
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percentage up to 77 % and 68 % of the particles falling into this size range. The broader 

size distribution is contributed by non-uniform products that is consistent with the 

average crystallite size of samples shown in Table 2.2. In addition, samples FP-600 and 

FP-720 give narrow particle size distribution but that of FP-960 is broader. The impact 

of ultrasound intensity on particle size and porosity can be also reflected by results of 

BET test as shown in Figure 2.7, verifying that product with smaller particle size in the 

presence of ultrasound irradiation can be obtained. As can be observed from Figure 2.7, 

the adsorption of N2 at very low pressure indicates that the micropores fill with nitrogen 

gas. At the knee monolayer formation is beginning and multilayer formation occurs at 

medium pressure. At the higher pressures, capillary condensation occurs. The plots of 

sample FP-0 and FP-360 are approximately fitted by type II (Bulliard-Sauret et al., 

2019). However, the gaps between the N2 adsorption and release curve of samples such 

as FP-600 and FP-960 demonstrate the existence of pores and the plots are well 

described by type IV. Brunauer et al (1940) claimed that BET surface area 

characterized by mesoporous materials with pore diameters between 2 - 50 nm gives 

such type of isotherm. Consequently, the porosity of the FP particles is increased with 

the adoption of the ultrasound irradiation compared with the samples synthesised 

without ultrasound. In specific, the sample of FP-600 is the most mesoporous among 

all the samples. This may be ascribed to micro-bubble collapse in an extremely short 

time to generate the bombarding on the particle surfaces to form the porous structures, 

leading to increment in porosity.  

 

The ultrasound irradiation in the IJR intensifies the reactant mixing and encourages 

rapid reaction to form the nuclei of FePO4 with smaller size, which have been shown 

from experimental results. The turbulent eddies induced by acoustic streaming may 

exert strong shear force on the nanoparticles to diminish and smooth its ragged surface. 

This can be interpreted as the fact that the synthesised micro-particles that are entrained 

by the turbulent eddies experience a higher local shear so that the particle size may be 

reduced due to surface rip-off. This can be also supported by turbulent kinetic energy 
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(k) distribution in the IJR system as shown in Figure 2.8. Figure 2.8 (a) shows the iso-

surface distribution of turbulent kinetic energy (k) under the ultrasound power of 960W 

in the IJR while Figure 2.8 (b) shows the turbulent kinetic energy (k) distribution under 

diverse ultrasound power.  It can be seen from Figure 2.9 that enhancement of the 

turbulent kinetic energy k in the vicinity of the tip of ultrasound transducer and the 

reactor outlet is observed as the acoustic streaming is introduced at 0.0023 s of 46 

periods of ultrasound wave. As an effect of ultrasound intensification, the pressure 

change gives rise to the change in the velocity field. Such velocity fluctuation would 

have an impact on the turbulent kinetic energy k due to the periodical fluctuation of 

acoustic wave. Consequently, it can be reasonably assumed that the application of 

ultrasound can strengthen the local turbulent shear as more small length scale turbulent 

eddies could be generated, which will enhance turbulent kinetic energy k (see Figure 

2.9). 

 

When the ultrasound power used is higher than its threshold, the aggregate of particles 

becomes prevalent and leads to larger particle size as can be seen from Figure 2.8 (b). 

An explanation is that small particles tend to agglomerate to diminish the high surface 

energy induced by ultrasound and regress to a steady state (Vollath et al., 2018). 

Another cause for aggregation is attributed to temperature impact. Larger ultrasound 

energy causes higher temperature change and this enlarges the enthalpy change with a 

negative value when it cools down. At room temperature however, enthalpy 

enhancement owing to the release of water drives aggregation process (Yu et al., 2007). 

Thus, temperature increment is the result of turbulence energy dissipation which 𝜀 can 

be estimated by the following equation (Burton et al., 2009), 

 

ε = UVW
9X

                (2-14) 

 



Chapter 2 | 16 
 

Flow in ultrasound-assisted IJR is pressure-driven since the solution is pumped into the 

IJR while the effect of ultrasound wave can be expressed in terms of pressure. From the 

numerical works, the total pressure distribution varies under different power of 

ultrasound as shown in Figure 2.10 (a). The pressure from the inlet is predominant and 

pressure drops as with flow upwards. From Equation (2-13), the large pressure drop is 

responsible for high-energy dissipation rate leading to intense temperature increase. 

Under the impact of ultrasound waves, the dynamic pressure profile was predicted 

theoretically to be the sectorial shape and was acoustically generated from a fictitious 

“orifice” as shown in Figure 2.10 (b). 

 

2.4.3 Effect of adoption of different ultrasound power intensities on the mixing  

 

There are generally two scales used to describe mixing performance, namely 

macromixing for blending and micro-mixing for turbulent mixing. In this case, acoustic 

streaming helps to intensify micro-mixing as a result of ultrasound wave propagation 

and mixing parameter 𝛾 is used to define the micromixing time as, 

 

𝑡Y =	 @
!Z

                           (2-15) 

 

𝛾 = H*
!
A
>
                                      (2-16) 

 

Where 𝐶[ is a function of local turbulent Reynolds number	Re, in Equation (2-17), k 

and 𝜀 are the turbulent kinetic energy and the turbulent dissipation rate that can be 

derived from numerical works. 

𝑅𝑒, =
>

(A\)+/"
                 (2-17) 

 

In this case, 𝐶[ ≈ 2 is used for turbulent flow and it is overestimated for this case (Liu 

and Fox, 2006).  The mixing time shown in Figure 2.11 reveals that the adoption of 
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ultrasound can noticeably reduce the mixing time up to 98.6%. In the presence of 

ultrasound, the mixing performance is intensified and an empirical relationship between 

Kolmogorov time scale F>
A
G and micromixing time 𝑡Y based on power law relation as 

follows, 

 

𝑡Y = 0.0005 F>
A
G
#].]!_`

                                       (2-18) 

 

From the velocity magnitude in Figure 2.11, the ultrasound waves lead to an “active” 

zone near the tip of ultrasound transducer where eddies are induced owing to ultrasound 

wave propagation. These turbulence-like micro-streams entrain the particles to convey 

with these eddies. The intensity of the vortices changes along with the amplitude of the 

ultrasound waves. In order to illustrate the effect of ultrasound on the mixing behaviour 

in the IJR, especially for the zone just downstream of the impinging jet, a special 

correlation between cross-section area average turbulent dissipation rate and cross-

section area average vorticity is proposed. The results of such correlation are shown in 

Figure 2.12. The RA,b  represents the correlation factor and it can be calculated by 

Equation (2-19) as given, 

 

RA,b =
?(c,,)|b(c"Uc,,)|0000000000000000000000000

eA(c,,)"0000000000eb(c,,)"00000000000
                                                  (2-19) 

 

ε(ℎ, 𝑡) = @
M ∫ 𝜀M] 	𝑑𝐴                                                     (2-20) 

 

Ω(ℎ, 𝑡) = @
M∫ |Ω|M

] 	𝑑𝐴                                                  (2-21) 

 

where ε	𝑖s the cross-section area-weighted average turbulent dissipation rate and Ω is 

the cross-section average area-weighted vorticity. Spatial correlation RA,b starts from 1 

since all the spatial correlation is corresponding to the first point at the tip of the 
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ultrasound transducer. Without adopting ultrasound, correlation factor gradually 

decreases where energy dissipation rate contributes less to the formation of vortices. 

On the other hand, RA,b approaches to 1.2 where vortices are strengthened in the core 

of impingement zone of T-junction with the assistance of sonication. It can be observed 

from Figure 2.12 that there exists a toroidal vortex just above the sudden expansion of 

the exit of the confined impinge jet reactor chamber when ultrasound is used. Thus, the 

correlation between turbulent energy dissipation and vorticity will be significantly 

affected by the existence of such a vortex. Generally speaking, high turbulent energy 

dissipation will take place at the core of such vortex. With ultrasound intensification, 

the dissipation will increase with increasing the ultrasound power. As the ultrasound 

power increases, the spatial correlation factor has a slower decline, indicating 

ultrasound has a significant impact on flow patterns. High correlation factor indicates 

the great contribution to intensified turbulence thus leading to enhanced mixing 

performance via inducing ultrasound waves. Simultaneously, intensified eddies may 

exert a strong shear force to shape the particles or carry the particles in circulation. Such 

correlation not only provides interpretation on the intensification of mixing 

performance as a result of the increment of ultrasound power, the correlation may also 

help to optimise flow conditions for particle preparation. Figure 2.13 shows that fluid 

near the ultrasound transducer has diverse pathway due to the impact of the ultrasound 

period (T = 5×10-5 s). It shows the streamline flow of the fluid in the peried from 44T 

to 45T (0.0022 s to 0.0023 s) and this verifies the vortices changes near the ultrasound 

transducer. 

 

2.4.4 Effect of ultrasound power on electrochemical performance 

 

The electrochemical performance of LFP/C prepared with FP-precursors under 

different ultrasound power is as shown in the Figure 2.14. The initial charge/discharge 

of LFP/C composites was performed at 0.1 C and the applied voltage is in the range of 
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2.5-4.2V. As can be seen from Figure 2.14 (a), the initial discharge specific capacities 

of samples synthesised with FP without ultrasound power is 141.02 mAh/g and the 

initial discharge specific capacities for battery samples synthesised under ultrasound 

power of 600W is 158.05 mAh/g. The electrochemical performance is enhanced up to 

10.78 % by when using ultrasonic prepared LFP as the battery precursor under 

ultrasound power of 600W. 6 groups of electrical tests have been carried out employing 

assembled batteries from LFP precursors synthesised under ultrasound power. The cell 

is being discharged with discharge rate from 0.1 C to 5 C. There exists an apparent 

trend that intensified ultrasound power in the synthesis process has a positive impact 

on the electrochemical performance of the LFP products. It is noticed that the LFP 

prepared under ultrasound power of 600 W and 960 W present higher discharge 

capacity than others at charging/discharging rate from 0.1 C to 5 C. 

 

The enhanced electrochemical performance by employing LFP precursors synthesised 

under the intensified ultrasound power may attribute to increased potential difference 

between the charge and discharge plateaus. Good performance of LFP under 600 W 

and 960 W can be explained by narrow potential polarization and other aspects such as 

degree of crystallization, particle size, porosity and purity. To be specific, ultrasound 

power has impact on LFP/C half-cell electrochemical performance by influencing the 

transport of lithium-ion (Doyle and Newman, 1995). The governing equation of 

transport of lithium-ion inside the electrolyte is related to concentration of lithium-ion 

and its flux as shown below, 

 

𝛼 +J-
+,
= +

+.
F𝐷fgg

+J-
+.
G + 𝑎-(1 − 𝑡"])         (2-22) 

 

where α is the electrode porosity;  𝑐f 	 is the concentration of lithium-ion inside 

electrolyte; 𝐷fgg  is effective diffusivity; 𝑎-  is the specific surface area which is 

interfacial surface area per unit volume of electrode; 𝑡"]  is the transference number of 
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the lithium-ion in the solution that is assumed to be constant (Newman and Tiedemann, 

1975).  

 

According to Newman and Tiedemann (1975), the enhanced electrochemical 

performance is reliant on a large interfacial area per unit volume porous electrode can 

compensate for this by providing a large interfacial area per unit that is decisive by the 

porosity ε and electrode particle size 𝑑-, as follows, 

 

𝑎 = $(@#A)
).

        (2-23) 

 

This theory has clearly explained the consistency of the tendency of particle size and 

electrochemical performance. It can be concluded that smaller particle size with narrow 

particles size distribution can enhance cycling stability with a high capacity leading to 

better electrochemical performance (Wu et al., 2018). 

 

2.5 Conclusions 

 

In this work, impinging jet reactor with a downstream sudden expansion chamber that 

is equipped with ultrasound transducer was employed to assess the effect of 

intensification of ultrasound on the synthesis of FePO4 particles. It was found that 

FePO4 particles could be obtained with higher crystallinity and uniformity, higher 

porosity and smaller size with ultrasound intensification. However, adoption of excess 

high ultrasound intensity may induce free radicals and generate other compounds due 

to local high temperature and pressures, leading to unpredictable changes in physical 

and chemical properties and excessive energy waste (Jambrak et al., 2014). However, 

the application of ultrasound can be still considered as an effective means for the 

synthesis of FP nanoparticles if the threshold of the applied ultrasound intensity is 

suitable. It has been clearly indicated that the ultrasound-assisted impinging jet reactor 
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system can effectively intensify micro-mixing as the result of enhancement on the local 

turbulent dissipation rate. The increase of the local turbulent dissipation rate gives rise 

to an increase of the local shear which can assist in the controllable synthesis of 

nanoparticles with desired characteristics. It has been demonstrated from experimental 

results that particles with expected characteristics such as smaller size and higher 

porosity can be obtained as the consequence of increase in the ultrasound power applied, 

which has reaffirmed that with ultrasonic intensification, the synthesized particles tend 

to aggregate due to the locally enhanced shear strain from the occurrence of high 

turbulent kinetic energy dissipation.  
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Figures and graphs 

 

 

Figure 2.1 Schematic diagram of the experimental setup of FePO4 synthesis in the IJR. 

 

 

Figure 2.2 Configuration of IJR with ultrasound transducer with scaled dimensions in 

millimetres. 

 

Unit: mm 
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Figure 2.3 3D view of the computational domain and mesh structure of IJR. 

 

 

Figure 2.4 TG-DTA curves of sample FP-600 before calcination at heating rate of 10 

˚C min-1 in air. 
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Figure 2.5 XRD patterns of (a) FePO4 and prepared (b) LiFePO4 from FePO4 in degree 

of from 10° to 90°. 

 

 

Figure 2.6 The SEM images of FePO4 synthesized under the conditions of applying 

different ultrasound powers and corresponding size distribution of FePO4 samples 

synthesized under the conditions of applying different ultrasound powers.  

 

(b) (a) 
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(a) 

 

(b) 

Figure 2.7 (a) N2 adsorption–desorption isotherm at 77 K and pore size distribution 

(the inset) calculated by the BJH method from the desorption branch of FePO4; (b) 

Average particles size and BET surface area of the sample prepared under different 

ultrasound power. 

 



Chapter 2 | 31 
 

 

(a) 

 

(b) 

Figure 2.8 (a) Iso-surface distribution of turbulent kinetic energy (k) in IJR under the 

ultrasound power of 960W at 0.0023s. (i) 5 m2/s2, (ii) 20 m2/s2, (iii) 50 m2/s2 and (iv) 

80 m2/s2;  (b) Turbulence Kinetic Energy (k) distribution of IJR under different power 

of ultrasound at 0.0023s. (i) 960W, (ii) 720W, (iii) 600w, (iv) 480W, (v) 360W and (vi) 

0W. 
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Figure 2.9 Cross-section averaged shear stress at the transducer surface under the 

conditions of applying different ultrasound powers. 

 

 

(a) 

（i）                          (ii)                         (iii)                             

(iv)                         (v)                         (vi)                             

Total pressure (pa) 
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(b) 

Figure 2.10 (a) Total pressure distribution (Pa) of x-z plane of IJR under different 

power of ultrasound at 0.0023s. (i) 960W, (ii) 720W, (iii) 600w, (iv) 480W, (v) 360W 

and (vi) 0W. (b) Dynamic pressure distribution (P) of x-z plane of IJR under different 

power of ultrasound at 0.0023s. (i) 960W, (ii) 600W, (iii) 360w, (iv) 0W.  

（i）                                                      (ii)                                                          

  （iii）                                                      (iv)                                                          
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Figure 2.11 Micromixing time 𝑡Y as a function of ultrasound power P and velocity 

Magnitude (m/s) of x-z plane of IJR under different power of ultrasound at 0.0023s. 

 

 

Figure 2.12 Spatial correlation RA,b along the reaction chamber from the tip of the 

ultrasound transducer (H=0) to the bottom of expansion (H=18mm) under different 

power of ultrasound at 0.0023s. 
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Figure 2.13 The streamline flow of the fluid in the peried from 44T to 45T (0.0022 s 

to 0.0023 s) in the IJR. 

 

t=44T t=44.2T t=44.4T t=44.5T 

t=44.7T t=45T t=44.75T t=44.9T 
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Figure 2.14 (a) Initial charge/discharge curves of the LFP/C composites at different 

ultrasound power at 0.1 C synthesized with anhydrous FePO4; (b) Cycle number of the 

LFP samples synthesized by different FP precursors. 
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Tables  

 

Table 2.1 Samples with different ultrasound power and intensity. 

Samples  Ultrasound Power Input 

(W)     

Ultrasound Intensity×106 

(W/m2)  

FP-0 0 0 

FP-360 360 2.713 

FP-480 480 3.617 

FP-600 600 4.521 

FP-720 720 5.426 

FP-960 960 7.234 

 

Table 2.2 The average crystallite size of samples under different conditions. 

Sample FP-0 FP-360 FP-480 FP-600 FP-720 FP-960 

Average crystallite 

size L (nm) 
191 184 149 107 121 134 
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CHAPTER 3 

 

TURBULENT MICROMIXING INTENSIFICATION IN THE 

IMPINGING JET REACTOR ASSISTED BY ULTRASOUND 

IRRADIATION AND CHARACTERISATION BY VILLERMAUX-

DUSHMAN REACTION 

 

 

SUMMARY 

 

In the previous chapter, hydrodynamics has been verified to have a significant impact 

on FePO4 fine particle synthesis. The particle synthesis in the impinging jet reactor has 

been verified to be intensified in the previous Chapter and the mixing has been 

correlated with the turbulence indicator. Study of hydrodynamic mechanism would be 

further performed down to the molecular level with consideration of chemical reaction 

taking place in the impinging jet reactor (IJR). This Chapter focuses on characterisation 

of the micromixing occurring in the IJR with and without applying the ultrasound 

irradiation. The ultrasound irradiation assisted turbulent micromixing intensification in 

the impinging jet flow in a T-junction mixer has been realised by imposing a frequency 

of 20 kHz ultrasound generator with different input power amplitudes. The effect on 

micromixing enhancement by applying ultrasound irradiation is quantitatively 

characterised and analysed based on the segregation index using the Villermaux-

Dushman reaction. Such turbulent micromixing intensification has been also studied 

using CFD modelling on various operating conditions such as the acid concentration in 

the Villermaux-Dushman reaction, turbulent Reynolds number and ultrasound 

irradiation power, and compared with the experimental measurements. It was found 

from both experiments and CFD simulation that the use of higher acid concentration of 
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Villermaux-Dushman reaction in the impinging jet flow can promote the conversion of 

side reactions and show a higher segregation index and poor mixing performance. The 

experimental results with the characterisation through Villermaux-Dushman reaction 

have clearly verified that the turbulent micromixing in the impinging jet flow T-

junction reactor can be significantly improved by applying the ultrasound irradiation. 

In particular, when the ultrasound irradiation with an input power amplitude up to 70 % 

(840 W) was applied, it was found that the segregation index has been significantly 

reduced to 54.9%. CFD simulation also confirmed such turbulent micromixing 

intensification in the impinging jet flow reactor by applying ultrasound irradiation.  

 

3.1 Introduction 

 
Turbulent mixing is important in process engineering by affecting chemical reaction 

and thus dominating product properties (Schwertfirm et al., 2007, Baldyga and Bourne., 

1999). According to the mixing concept proposed by Baldyga and Bourne (1999), 

mixing can be classified into (i) macro mixing, (ii) meso-mixing and (iii) micromixing 

mixing. Among them, micromixing is also known as “molecular-level mixing” as the 

result of laminar stretching to striation, turbulent erosion and shrinking and molecular 

diffusion (Baldyga and Bourne,1999, Villermaux and David, 1983). The segregation 

index Xs is used as an indicator to quantify the micromixing performance, ranging from 

0 to 1, and the mixing time tm is defined as the total time required to reduce the initial 

spatial segregation of the reactants until reaching a molecular contact. Segregation 

index Xs has been widely employed to estimate micromixing performance by adopting 

models such as the incorporation model (Fournier et al., 1996a), interexchange with the 

mean model (Villermaux and Devillon, 1972), the engulfment deformation diffusion 

model and the engulfment model (Baldyga and Bourne, 1990) and droplet erosion and 

diffusion model (Ou and Ranz, 1983).   
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IJR is used as a fast-mixing unit operation in chemical process and its turbulent mixing 

performance has been investigated with higher demand in heat and mass transfer rates, 

effective process control and on-demand or on-site synthesis in fields of chemical, 

biological and pharmaceutical industries (Kumar et al., 2011, Mills et al., 2007, Rahimi 

et al., 2014a). IJR consists of two opposing feeding streams leading to an impingement 

in a confined space, where the mixing is controlled by its geometry, inflow speed and 

flow field. The characteristic time scale of IJR is small and is capable to achieve rapid 

mixing (Kashid et al., 2011). It allows chemical reaction taking place at the high 

specific surface area with enhanced heat and mass transfer rates due to the improved 

diffusion and convection inside the impingement chamber.  

 

The mixing performance in the IJR is affected by factors such as flowrate (Nie et al., 

2018), reactor geometry (Kashid et al., 2011) and external field (Akbari et al., 2017). 

It can be further intensified by generating small-scale eddies via the adoption of an 

external field (Faryadi et al., 2014). The ultrasound irradiation is a promising intensified 

technique, contributing to heat and mass transfer enhancement through turbulence 

intensification (Zhang et al., 2021, Bulliard-Sauret et al., 2019, Chen et al., 2020). The 

ultrasound frequency has a significant influence on hydrodynamic phenomena. High-

frequency ultrasound irradiation (100 kHz–1 MHz) is mainly responsible for 

convective acoustic streaming while low-frequency ultrasound irradiation (20 to 100 

kHz) often induces major cavitation effect attributed to micro-jets, which are produced 

by strong shock waves due to cavitation bubble collapse (Bulliard-Sauret et al., 2019). 

Furthermore, high-frequency ultrasound irradiation can also be applied to the field of 

image detection, medical scanning, velocity measurement and low-frequency 

ultrasound irradiation due to its considerable mechanical and chemical effects (Smirnov 

et al., 2017, Karimi et al., 2014). It has been widely reported that turbulence can be 

triggered and enhanced by the adoption of ultrasound irradiation (Nomura et al., 2002, 

Bulliard-Sauret et al., 2015). Bulliard-Sauret et al. (2015) and Nomura et al. (2002) 

have argued that the turbulence can be intensified by acoustic effect. Therefore, 

improved mixing, mass and heat transfer performance can be expected with the assist 

of ultrasound. Zhang et al. (2021) have proved that the overall volumetric mass transfer 

coefficient for the gas-liquid mass transfer process in microreactors can be enhanced 
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by 22 times at an ultrasound frequency of 20 kHz with power intensity of 0.14 W/mL. 

It has been highlighted by Bulliard-Sauret et al. (2017) that the heat transfer coefficient 

can be enhanced by induced acoustic streaming and other researchers have 

experimentally verified the heat transfer enhancement up to 27% (Kurbanov and 

Melkumov, 2003, Duan et al., 2004, Yao et al., 2010). Mass transfer coefficient KLa 

enhancement has been improved about 50–110% in a base solution of oxygen transfer 

into pure water assisted by an ultrasound horn. Furthermore, it was reported by Dange 

et al. (2015) that the maximum time for equilibrium conversion (91.64%) in process of 

esterification of butyric acid with methanol in an isothermal batch reactor can be 

decreased from 180 min to 120 min with the presence of ultrasound. 

 

Although the micromixing for different types of reactors have been investigated and 

ultrasound is used as a technique to intensify the mixing process, rare works on 

modulation of ultrasound and validation by experimental performance have been 

reported. To demonstrate the hydrodynamics induced by ultrasound waves, the physical 

model of ultrasound wave propagation through numerical simulation have been 

proposed. The ultrasound effect was introduced in terms of sound pressure as a 

boundary condition based on Cai’s model (Cai et al., 2009) and it has been widely 

accepted and applied to CFD modelling on ultrasound (Sajjadi et al., 2017, Rahimi et 

al., 2014b, Abolhasani et al., 2012). In the present study, the efficient mixing 

performance was characterized via Villermaux-Dushman reaction in IJR in the range 

of Reynolds number from 2070 to 4461 under the conditions with and without the assist 

of ultrasound. Ultrasound effects are expressed as pressure waves produced by the 

ultrasound transducer in the flow domain in the following discussion. Both 

experimental and numerical approaches are employed to investigate the ultrasound 

effects on the mixing behaviour of two inlet streams. The mixing time is correlated with 

segregation index Xs based on models including incorporation model, drop erosion and 

diffusion model (Ou and Ranz, 1983), and engulfment model (Palmer et al., 1984). 

Among these approaches, the incorporation model is most widely used to estimate 

micromixing time tm. Moreover, the effect of turbulence on micromixing performance 

has been captured below the Kolmogorov scale via simulation work (Zhang et al., 

2020a). The objective of the study in this chapter is to investigate the ultrasound effects 

on the mixing behaviour in the impinging jet reactor in both experimental and numerical 
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approaches.  Further, the model of ultrasound wave propagation is validated and 

manipulated by the experimental results. 

 

3.2 Experimental 

 

3.2.1 Reaction descriptions  

 
For better characterisation of the effect on turbulent micromixing intensification with 

or without applying ultrasound irradiation to the impinging jet flow for the synthesis of 

nano/microparticles, parallel competing reaction system, Villermaux Dushman reaction 

which has been widely used to evaluate the impact of operating parameters on 

micromixing performance (Faryadi et al., 2014, Parvizian et al., 2012), was adopted in 

the present study due to its simplicity and low cost. The Villermaux /Dushman reaction 

includes three-step reactions as follows, 

 

𝐻!𝐵𝑂"# + 𝐻$ %!→𝐻"𝐵𝑂"         (Quasi-instantaneously) (3-R1) 

 

5𝐼# + 𝐼𝑂"# + 6𝐻$ %"→ 3𝐼! + 3𝐻!𝑂                          (Very fast) (3-R2) 

 

𝐼! + 𝐼#	
#$
%'(

#$)*	𝐼"#    (Equilibrium reaction) (3-R3) 

 

The reaction rate in the above reaction (3-R1) is dependent on reactants concentration. 

Guichardon et al. (2000) have proposed the reaction rate equation for Dushman 

reactions at the room temperature of 298 K to be given by 

 

𝑟+ = 𝑘+[𝐻$][𝐻!𝐵𝑂"#]     (3-1) 
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with 𝑘+ = 10++	l		mol#+s#+. The rate constant k2 in step (3-R2) depends on the ionic 

strength I that changes during the micromixing process (Rahimi et al., 2014a, 

Guichardon and Falk, 2000), which can be described by 

 

𝑟! = 𝑘![𝐻$]![𝐼#]![𝐼𝑂"#]    (3-2) 

 

If 𝐼 ≤ 0.166	M,                                     

 

𝑙𝑜𝑔+,𝑘! = 9.28 − 3.66√𝐼	     (3-3) 

 

If 𝐼 > 0.166	M, 

 

𝑙𝑜𝑔+,𝑘! = 8.38 − 1.51√𝐼 + 0.23𝐼       (3-4) 

 

 

The ionic strength I is calculated by following equations, 

 

I = ∑ c-z-!.
-/+       (3-5) 

 

where 𝑐0 is the ion concentration in the solution and 𝑧0 is the charge of the ion, z, to the 

power of 2. For reaction rate of reaction (3-R3), one has 

 

𝑟" = 𝑟"$ − 𝑟"# = 𝑘"
$[𝐼#][𝐼!] − 𝑘"

#[𝐼"#]         (3-6) 

 

with 𝑘"
$ = 5.9 × 101l		mol#+s#+ and 𝑘"

# = 7.5 × 102	s#+. 

 

In order to explicitly quantify the micromixing quality, segregation index XS was 

employed as an indicator, whose value lies between 0 and 1. Perfect mixing occurs only 
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when XS =0 and total segregation takes place when XS =1. XS is defined as follows 

(Guichardon and Falk, 2000, Fournier et al., 1996a, Guichardon et al., 2000), 

 

𝑋3 =
4
4&

                   (3-7) 

 

where Y is defined as the mole ratio of proton consumed by reaction (3-R2) to the total 

moles of acid fed in the case of complete segregation, Ys denotes the value of mole ratio 

of the Y in the poor mixing condition. Both Y and Ys can be calculated by the following 

relations, 

 

𝑌 =
!	(6'"$6'$()

6)*
= !	(8!$8")([:"]$[:$(])

8"[<*]+
= 2(1 + 𝑅) ([:"]$[:$

(])
[<*]+

          (3-8) 

and  

𝑌3 =
26',$(

26',$($6)"-,$(
= 2[:=$(]+

2[:=$(]+$[<">=$(]+
         (3-9) 

 

where	[𝐻$],,	[𝐼𝑂"#], and [𝐻!𝐵𝑂"#] represents the initial concentration at inlets. R is the 

flowrate ratio of 𝑄+ and 𝑄!. Accordingly, 𝑋3 can be written as follows,  

 

𝑋3 =
4
4&
= (+$?)([:"]$[:$(])

[<*]+
	P2	 + +

"
[<">=$(]+
[:=$(]+

Q          (3-10) 

 

where R is the specific flowrate ratio of inlet streams for IJR. The concentration of [𝐼"#] 

can be estimated from the absorbance test and the iodine concentration is determined 

via material balance equation as follows, 

   

[𝐼#] = [𝐼#], −
@
"
([𝐼"#] + [𝐼!]) − [𝐼"#]             (3-11) 

 

In addition, the equilibrium constant for reaction (3-R3) is calculated by the following 

equation: 
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𝐾AB =
[:$(]

[:"][:(]
                     (3-12) 

 

The equilibrium constant, 𝐾AB, depends on temperature T , which can be estimated 

using the following relationship: 

 

𝑙𝑜𝑔+,𝐾AB =
@@@
C
+ 7.355 − 2.575𝑙𝑜𝑔+,𝑇                    (3-13) 

 

Combing Equation (3-12) and (3-13), it reads, 

 

− @
"
[𝐼!]! + P[𝐼#], −

D
"
[𝐼"#]Q [𝐼!] −

[:$(]
E./

= 0                 (3-14) 

 

3.2.2 Calibration curve of UV spectrophotometer 

 
The concentration of 𝐼"#  served as an indicator of micromixing performance was 

measured by a UV spectrophotometer at a wavelength of 353 nm. To ensure the 

calibration to have high accuracy, the calibration curve was predetermined on basis of 

the Beer-Lambert equation for  [𝐼"#] < 10#" and the selected acid concentration was 

required to ensure the produced concentration of [𝐼"#] in a range of linear correlation 

with absorbance. The correlation between the concentration of 𝐼"# and absorbance gives 

(Guichardon et al., 2000), 

 

[𝐼"#] =
F$0$
G$0$H

      (3-15) 

 

where [𝐼"#] is the concentration of 𝐼"#, 𝜖"@" is the molar extinction coefficient, A is the 

absorbance of the solution; and L is the thickness of the quartz cell (0.01 m). The 
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calibration curve is obtained by evaluating the light absorption at various concentration 

of 𝐼"# as shown in Figure 3.1.  

 

3.2.3 Experimental setup and product characterisation  

 
Solution A which is composed of H3BO3 solution was mixed with KI and KIO3 

solutions together. NaOH was added to KI and KIO3 solution in advance as a buffer 

solution (Guichardon and Falk, 2000, Guichardon et al., 2000). The concentration of 

the reactants is as described in Table 3.1. Solution B was prepared by diluting the 

sulfuric acid with the concentration of 0.01, 0.02, 0.05 M. All reactants were purchased 

from Sinopharm Chemical Reagent Co., Ltd.   

 

The experimental setup in this work is shown in Figure 3.2. The IJR was mounted with 

an ultrasound transducer (20kHz, UH1200-T, Shanghai Ouhor Co., Ltd. China) with 

the sensor tip being pointing downwards to allow the ultrasound wave to propagate 

against the upflow in the part of the expansion chamber of the outlet of the impinging 

jet flow reactor. The ultrasonic horn with a diameter of 13 mm was inserted inside the 

chamber. The Villermaux-Dushman reaction was taking place in the IJR by pumping 

solution A (composed of H3BO3, NaOH, KI and KIO3) and B (dilute sulfuric acid) from 

the two inlets of the impinging jet flow reactor at the selected flow rate ratios as shown 

in Table 3.2. The concentration of the indicator ion 𝐼"#  was measured via UV 

spectrophotometer (UNICO SQ4802 UV/VIS Spectrophotometer, U.S.A) at the 

wavelength of 353 nm to ensure its stability. Both the experiments and the sample 

measurement were conducted at the room temperature of 25 ℃ by varying the acid 

concentration, and inlet velocities with the given flow rate ratios (R = 1~10) as listed in 

Table 3.2. For each absorption intensity test, 3 mL sample solution was collected for 

UV test from the outlet of the reactor. It should be mentioned that the given flow rate 

ratio R, defined as the ratio of the flowrate Q1 of the main solution A (KI, KIO3, NaOH 

and H3BO3) to the flowrate Q2 of solution B (diluted acid), covers a range of the 
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Reynolds number Re based on the inlet guide tube of the reactor Re=ρudi/μ from 2070 

to 4461 while different nominal ultrasound input powers (0 W~ 840 W) was applied. 

 

3.3 Numerical Modelling  

 

3.3.1 Governing equations 

 

In this study, a set of conservation equations of continuity, momentum and species 

transport were employed to model the solution flow motion and the mixing of the 

impinging jet flow. Also, the energy equation was considered as the temperature change 

has an impact on chemical kinetics of reaction (3-R2) as described by Equations (3-21) 

and (3-22). The turbulence in the reactor was modelled by the standard k-ε viscous 

model due to its successful applications in similar cases (Liu et al., 2014, Liu and Fox, 

2006, Woo et al., 2009). Notice that the turbulent dissipation rate in the T-junction 

impinging jet flow has a significant impact on the local shear and micromixing (Chen 

et al., 2020). The pressure boundary conditions are applied to the ultrasound probe 

modulating the ultrasound wave propagation as elucidated in section 3.4.2. 

 

Continuity, Momentum and Species transport equations 

 

Continuity equation: 

 

I
IJ
(𝜌) + 𝛻 ∙ (𝜌𝒖) = 0                                             (3-16) 

 

Momentum equation: 

      

I
IJ
(𝜌𝒖) + 𝛻 ∙ (𝜌𝒖𝒖) = −𝛻𝑝 + 𝛻 ∙ 𝜇AKK \(𝛻𝒖 + (𝛻𝒖)C) −

!
"
(𝛻 ∙ 𝒖)𝑰^ + 𝜌𝒈 + 𝑆LMJNOP  

(3-17) 
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Species transport equation： 

 

I
IJ
(𝜌𝑌0) + 𝛻 ∙ (𝜌𝒖𝑌0) = −𝛻 ∙ (𝑱𝒊) + 𝑅0 	                                  (3-18) 

 

where r, u, 𝒈 and p denote the density, instantaneous velocity vector gravitational 

acceleration and pressure respectively. 𝑌0 ,	𝐽0  and 𝑅0  are the mass fraction of species i, 

the diffusive mass flux and net rate of production of species i due to chemical reaction, 

respectively. Effective viscosity 𝜇AKK	 can be expressed as the sum of molecular 

viscosity and turbulent eddy viscosity, i.e. µeff=µ+µT. Concentration of individual 

species was determined using the species transport equation. A simplification on 

reaction Ri for the Villermaux-Dushman reaction has been made to predict the 

micromixing by using the concentration of I2 instead of I3-, which may be better to 

represent the actual segregation conditions. Considering the temperature can influence 

the kinetic rate constant k2, Equations (3-3) and (3-4) were modified following the 

suggestions (Guichardon and Falk, 2000) (Fournier et al., 1996b), which read 

 

𝑙𝑜𝑔+,k! = 9.28 − 3.66√ITR		 for I £ 0.166 M   (3-19) 

 

𝑙𝑜𝑔+,k! = 8.38 − 1.51√I + 0.23ITR  for I > 0.166 M  (3-20) 

 

where 𝐼 is the ionic strength and β is the temperature exponent. 

 

3.3.2 Turbulence modelling 

 

The standard k-ɛ turbulence model was used in CFD simulations as given by Equations 

(3-21) and (3-22) while turbulent eddy viscosity μt was estimated using the local 

turbulence kinetic energy k and the corresponding turbulent energy dissipation rate ɛ 

defined by Equation (3-27).  
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I
IJ
(𝜌𝑘) + 𝛻 ∙ (𝜌𝑢𝑘) = 𝛻 ∙ PS1

T#
𝛻𝑘Q + 𝐺% − 𝜌U𝜀 + 𝑆LMJNO% 	                  (3-21) 

 

I
IJ
(𝜌𝜀) + 𝛻 ∙ (𝜌𝑢𝜀) = 𝛻 ∙ PS1

T2
𝛻𝜀Q + V

%
(𝐶+𝐺% − 𝐶!𝜌𝜀) + 𝑆LMJNOW                 (3-22) 

 

𝐺% = 𝜇J(𝛻𝑢 + (𝛻𝑢)C)𝛻𝑢                                       (3-23) 

 

𝜇J =
X3Y%"

V
                                                   (3-24) 

 

where Gk represents the generation of turbulent kinetic energy due to the turbulent shear. 

With the caution, the coefficients in Equations (3-21) to (3-24) were still to adopt the 

widely used values, i.e.	𝐶S = 0.09, 𝐶+V = 1.44, 𝐺!V = 1.92,𝜎% = 1.0 and 𝜎V = 1.0.  

 

3.3.3 Modelling of ultrasound effect on boundary condition  

 

Following the previous studies (Cai et al., 2009, Sajjadi et al., 2017, Rahimi et al., 

2014b, Abolhasani et al., 2012), the perturbation to the turbulent shear flow in the 

impinging jet flow as the result of applying the ultrasound irradiation which causes the 

pressure changes in the field can be expressed as: 

 

𝑃LMJNO = 𝑃O𝑐𝑜𝑠m𝜔(𝑡 + 𝑦/𝑐)r               (3-25) 

 

where ω, t, y and c denote the angular frequency, elapsed time, distance between the 

location and tip of the ultrasound transducer but measured in vertical direction and local 

sound speed in the solution, respectively.  The amplitude of the ultrasound pressure Pa 

can be estimated by  
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𝑃O = s2𝐼L3𝜌𝑐             (3-26) 

 

where Ius represents the ultrasound intensity which can be estimated by Pus /A, where 

Pus is the ultrasound power while A is the area of tip of the ultrasonic transducer.   

 

3.3.4 Numerical Simulation  

 

In the present work, 3D CFD numerical simulations were conducted using the 

commercial code-FLUENT 18.0. The geometry and computational domain are 

schematically shown in Figure 3.3. The computation domain contains a T-junction 

impinging jet flow reaction chamber and a sudden expansion chamber where the 

ultrasonic transducer can be inserted and just mounted downstream of the sudden 

expansion. The domain also includes two circular tube inlets of diameter 3 mm and the 

outlet of diameter 8 mm. The ultrasound transducer with diameter of 13 mm generates 

ultrasound wave, propagating from the tip of ultrasound. The mesh shown in Figure 3.3 

was generated by using ANSYS ICEM to achieve the feature that the grids are 

orthogonally formed. Trial simulations were conducted and the mesh with 109800 cells 

can provide the mesh independent results. Further refinement of the mesh does not 

bring out any noticeable changes in the time-averaged concentration distributions in the 

IJR. Consequently, all the simulations were conducted using such mesh setup. In the 

simulations, the pressure-velocity coupling was realised by SIMPLE algorithm with the 

second-order upwind discretisation scheme. The mixing occurring in the core of the 

confined chamber of the T-junction impinge jet flow reactor is highly turbulent, judged 

by the calculated Reynolds number at the reactor inlet. Velocity inlet boundary 

condition was imposed for both impinging jet inlets while the pressure outlet boundary 

condition was specified for the outlet of the IJR where the synthesised product was 

collected. The tip of the ultrasonic transducer was set as a pressure inlet. No-slip 

boundary condition was applied to all the walls. Numerical simulations were performed 

with and without applying ultrasound irradiation. For cases of applying ultrasound 
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irradiation, different amplitudes of input powers were imposed with a fixed ultrasound 

frequency of 20 kHz. The CFD simulations were treated as being converged when the 

normalized residuals of all the variables are smaller than 1´10-5 and the time step 

adopted in the simulation is 1.0´10-6 s so as to capture the ultrasound wave fluctuation 

and satisfy the requirement that the time step should be smaller than a period of the 

ultrasound wave. 

 

3.4 Results and discussion 

 

3.4.1 Effect of H+ concentration on micromixing performance in the IJR 

 

Micromixing performance in the T-junction impinging jet flow reactor is characterised 

by Villermaux-Dushman reaction and the appropriate range of acid should be selected 

so as to ensure the proper amount of I3- generated for test. The experiments were 

conducted under the different acid concentrations of 0.02 M, 0.04 M, 0.1 M with the 

same flowrate of 6.43 mL/s for both inlet streams with an estimated inlet Reynolds 

number of 2714. The total acid concentration should be lower than the stoichiometric 

amount in reactions (3-R1) and (3-R2) to guarantee the acid being totally consumed. 

To investigate the effect of acid concentration, acid solution of different concentration 

(0.02 M, 0.04 M, 1 M) was used to react with the iodide-iodate solution as displayed in 

Table 3.2 (Sample 21-23). The experimental results have shown that the segregation 

index Xs increases as the acid concentration increases (see Figure 3.4 (a)) and the 

corresponding segregation index Xs under acid concentration of 0.02 M, 0.04 M, 0.1 M 

are Xs = 0.04, Xs = 0.09, and Xs = 0.12, respectively. The acid concentration was also 

changed by changing the volume flowrate ratio R (R = Q1/Q2), varying within the range 

from 0.13 m/s to 1.25 m/s. Q1 is the flowrate of mixed solution A composed of KI, KIO3, 

NaOH and H3BO3 and Q2 is the flowrate of acid solution B. As the volume ratio 

increases by increasing the mixed solution A, the acid solution will be definitely diluted 

and this can be seen from the estimation of the concentration of acid, defined by 
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𝐶! =
6"
Z"
= X)×8"

8!$8"
= X)

+$?
           (3-27) 

 

where 𝐶< is the initial acid concentration and R is the volume flowrate ratio. 

 

Figure 3.4 (b) has clearly shown a remarkable reduction of segregation index caused by 

dilution of acid solution owing to increasing the flowrate ratio. As the flowrate ratio 

increases from 1 to 10, the segregation index gradually drops from 0.105 to 0.017. The 

experiments have clearly indicated that at lower concentration of acid 𝐶<, micromixing 

in the core of the impinging jet flow reactor becomes intensified with increase of the 

flowrate ratio but this will bring out more H+ engulfed by turbulent eddies to create the 

locally enhanced acidic environment. Consequently, this may favour the occurrence of 

reaction (3-R2), thus delivering undesirable products. As the reaction rate of reaction 

(3-R2) is twice as high as that of reaction (3-R1) in terms of acid concentration as shown 

in Equations (3-1) and (3-2), the production of I2 and therefore I3- is more sensitive to 

acid concentration. With increasing in the concentration of acid introduced by Q2, more 

I3- may be trapped by smaller turbulent eddies. In contrast, a reduction in the acid 

concentration reduces the overall reaction due to Reaction (3-R2), thus having a lower 

segregation index as the micromixing occurring in the eddies can achieve a better 

engulfment so that the mass transfer between the solution slabs engulfed is much 

improved. Based on this consideration and the measurement capability and accuracy of 

the UV spectrophotometry approach, the acid concentration of 0.04 M was found to be 

suitable for characterisation of the micromixing in all the other experiments. 

 

3.4.2 Effect of local turbulence on mixing performance in the IJR 

 

As defined in Equation (3-16), the calculated Reynolds number Re based on the inlet 

diameter 𝑑0 covers the range from 2070 to 4461, which is safe to be considered as a 
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turbulent flow. The distribution of turbulent kinetic energy in the intersecting surfaces 

downstream of the impingement region is displayed in Figure 3.5. As marked in Figure 

3.5, the impinging stagnant point is centrally located since the flowrates of two 

impinging jets are equal and constant. It is obvious that the turbulent kinetic energy is 

intensified as Reynold number Re increases. The intensified turbulence is caused by the 

violent collision and engulfment effect at the impingement zone caused by strengthened 

impulse due to the increased inlet flowrate. Figure 3.6 shows the volumetric-averaged 

turbulent kinetic energy <k> versus different Reynolds numbers Re. At low Reynolds 

number Re=2070, the volumetric-averaged turbulent kinetic energy <k> is 0.018 m2/s2 

while this has been increased more than four times as Reynolds number Re increases to 

4461. The Kolmogorov length 𝜂 as defined in Equation (3-28) is calculated in the range 

of 1.49×10-5 m to 2.67×10-5 m (Pope, 2000) for the impinging jet flows in the present 

study: 

 

𝜂 = P\
$

〈V〉
Q
+/`

          (3-28) 

  

where ν is the specific molecular viscosity of the liquid phase and 〈𝜀〉 is the volumetric-

averaged turbulent energy dissipation, obtained from CFD simulation. To further 

discuss the impact of local turbulence level on mixing performance in the IJR, turbulent 

Reynolds number 𝑅𝑒C 	estimated from CFD simulation, defined by equation (3-29), was 

introduced. 

  

𝑅𝑒C =
〈%〉

(〈V〉a)!/"
      (3-29) 

 

where 〈𝑘〉 and 〈𝜀〉 are the volumetric-averaged turbulent kinetic energy and turbulent 

energy dissipation rate, respectively. 
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The calculated turbulent Reynolds number ReT versus the inlet Reynolds number Re is 

also shown in Figure 3.6, revealing that ReT increases from 12.6 to 17.4 as Re increases 

from 2070 to 4461. Their correlation can be fitted by the relationship of 𝑅𝑒C =

0.53	𝑅𝑒 	,.`!.  

     

It can be seen from the relationship that a monotonous rise in the curve demonstrates 

that the turbulence is intensified when Reynolds number increases. The intensified 

turbulence has a positive effect on micromixing. Figure 3.7 displays both the 

experimental and simulated results of segregation index Xs versus turbulent Reynolds 

number ReT under the conditions of inactive ultrasound irradiation (0 W) and active 

ultrasound power of 600W for a given constant flowrate ratio. As expected, there is a 

descending trend of segregation index Xs as the turbulent Reynolds number ReT 

increases. It can be found from experimental results that the segregation index Xs 

gradually drops from 0.105 to 0.076 while the ReT increases from 12.6 to 15.3. With 

continuous increases of ReT from 15.3 to 17.4, the corresponding Xs slowly reduces to 

0.07. The modelling results have shown a good agreement with the experimental results, 

however, the segregation indices obtained from the simulation results are nearly 10% 

lower than the experimental ones. The difference between the segregation index 

obtained from the experiments and the simulations may be attributed to the 

simplifications introduced in the model to describe the micromixing in CFD modelling. 

To be specific, finite-rate model was employed in this case, which means the 

turbulence-chemistry interaction is merely affected by the hydrodynamics and ion 

strength inside the impinging jet reaction as described in Equations (3-19) and (3-20). 

It is worth noting that the ignorance of Reaction (3-R3) in the simulations may result in 

a significant deviation of the segregation index. Although the segregation index is 

calculated from the concentration of 𝐼! rather than 𝐼"# for simplification, Reaction (3-

R3) is an equilibrium reaction with fixed conversion once equilibrium state is achieved. 

Consequently, the simplification of reaction steps in CFD modelling would not make a 

great difference on simulation results.  
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3.4.3 Effect of ultrasound amplitude on mixing performance in the IJR  

 

 

In order to investigate the effect of ultrasound irradiation on mixing performance, an 

indicator defining maximum capability of ultrasound irradiation, ultrasound amplitude 

Pa is expressed as follows: 

 

𝑃O =
c
c&
× 100	%                   (3-30) 

 

where Ps is the maximum ultrasound power applied (1200W). Both experiment and 

simulation works have quantitatively measured the micromixing efficiency. Imposing 

ultrasound wave propagation in CFD modelling was realised in terms of pressure 

profile as expressed in Equations (3-25) and (3-26). The experiments were carried out 

by comparing the segregation index Xs under different turbulent Reynolds numbers at 

ultrasound amplitude (𝑃O = 50	%) with constant acid concentration and flowrate ratio 

in the IJR. As shown in Figure 3.7, the segregation index Xs calculated from the 

experiment with activated ultrasound amplitude of 𝑃O = 50	%  is smaller than Xs 

without assist of ultrasound. The simulation results of Xs are in good agreement with 

the experiment results, especially at ReT = 13.3 and ReT = 17.6. 

Further work is to explore the ultrasound effect at constant turbulent Reynolds number 

by adopting different ultrasound amplitudes from 30 % to 70 %. The relationship of 

segregation index Xs against ultrasound amplitude 𝑃O	is shown in Figure 3.8. Generally, 

the segregation index calculated from experiments decreases with intensified 

ultrasound, where the simulation results display a similar trend. From the experimental 

data shown in Figure 3.8, the segregation index Xs is found to be around 0.096 and it 

then decreases to 0.081 when exposed ultrasound amplitude increases from 30 % to 

40 %. Its further enhancement to 70% leads to the segregation index Xs decreasing to 
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0.041. While the simulation results show some deviation from experimental results. 

That may be caused by the local turbulent effect generated by small eddies being 

challengeable to be captured by the current applied model. 

 

Such enhanced micromixing performance due to ultrasound irradiation might be 

attributed to local turbulence intensification caused by acoustic streaming from 

ultrasound wave propagation. It is recognised that the acoustic streaming is an intrinsic 

feature, which is strongly dependent on the ultrasound frequency (Bulliard-Sauret et al., 

2019). In this study, ultrasound transducer with frequency of 20 kHz was employed. 

The acoustic streaming is generated and intensified in the process of collision of two 

opposite inlet streams in IJRs assisted by ultrasound. Also, engulfment of fluid elements 

takes place and then triggers perturbation. Figure 3.9 displays the contour of velocity 

magnitude and streamlines under the ultrasound amplitude of 0%, 30%, 60% 

downstream of the impinging region where the acoustic streaming has notably affected 

the flow pattern. As shown in Figure 3.9 (a), the adoption of ultrasound significantly 

changes the flow pattern as well as velocity distribution. In the case without applying 

the ultrasound irradiation, the symmetric vortex rings are generated in the vicinity of 

the ultrasound horn because the jet flows exit the impingement region and are pulsed 

to the tip of ultrasound in the normal direction. When the ultrasound irradiation applied 

with an amplitude of 60 %, such annular vortex rings start to lose the original symmetry, 

deforming and twisting. Such acoustic streaming significantly affects the flow in the 

expanded chamber. As a result of the ultrasound irradiation, once the ultrasound 

amplitude is amplified to up to 60%, regular patterns of large vortices evolve into totally 

turbulent but are still affected by the periodical fluctuation of acoustic wave. In this 

way, the local turbulent kinetic energy is greatly enhanced. The small-scale eddies are 

generated due to the periodical fluctuation of acoustic wave. In order to explore such 

ultrasound-induced fluctuation on micromixing, the volumetric-averaged fluctuation 

degree 𝛼	(𝑡) as a function of time at downstream of impingement region is introduced, 

defined as follows (Zhang et al., 2019), 
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𝛼	(𝑡) = Xd(J)eeeeeee

Xdeee
              (3-31) 

 

where 𝐶′(𝑡) is the volumetric average standard deviation of concentration and 𝐶′|  is 

time average of 𝐶′(t) . It is thus possible to calculate the mixing degree by time 

averaging as follows, 

 

𝜃 = +
C ∫ s(1 − 𝛼	(𝑡))!C

, 	𝑑𝑡         (3-32) 

 

As can be seen from Figure 3.10, the volume-averaged concentration of I2 dramatically 

increases and then tends to be almost unchanged when the reaction proceeds for 2 

seconds, signifying that the reaction has reached an equilibrium state. It takes shorter 

time once ultrasound irradiation is applied (<1.5 s). Thus, it is reasonable to take 

samples after 2 seconds to ensure the accuracy and effectiveness of calculation of 

segregation index. The micromixing degree could be calculated from Equation (3-32). 

It was found that the ultrasound irradiation can cause the fluctuation on the 

concentration of produced iodine. Notice that the mixing degree is 0.016 when there is 

no ultrasound pulse. With the ultrasound amplitude of 30 %, 50 % and 70 %, the 

corresponding mixing degree 𝜃 calculated are 0.090, 0.096 and 0.131, respectively. 

This again affirms the finding that the ultrasound wave propagation with a higher 

amplitude can trigger micromixing to take place in turbulent eddies at an environment 

with small concentration fluctuations.  

 

To quantify the existence of turbulent vortex rings and the likely effect on micromixing, 

the time-averaged vorticity 𝛺 = ∇ × 𝒖 was also employed to describe the turbulence 

induced shear coupled with micromixing (Liu and Li, 2018). A correlation of between 

vorticity 𝛺  and mixing degree 𝜃  iwas proposed to quantitatively describe the 

turbulence effect on micromixing performance, defined by 
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Rf,h =
f5〈h〉5eeeeeeee

f678〈h〉678
                                                  (3-33) 

 

where	〈𝛺〉i is the volume average vorticity, subscript j denotes different conditions. 

 

Figure 3.11 displays the correlation factor 𝑅j,k versus the ultrasound amplitude Pa and 

iso-surface of vorticity magnitude distribution (50 s−1, 500 s−1, 1000 s−1 and 2000 s−1) 

in the impinging jet reactor at flow time t = 2.0 s from simulation. The correlation factor 

𝑅j,k = 1 for case without ultrasound as the reference point. As can be seen from the 

figure, the vorticity 𝛺 and mixing degree 𝜃 of concentration is highly correlated. The 

correlation factor 𝑅j,k  dramatically increases to thousands-fold compared with the 

reference value, once the ultrasound irradiation is applied. To be specific, when 

ultrasound amplitude increases to 70 % (840 W), the correlation factor 𝑅j,k increases 

to 7167. This indicates that high level of vorticity which greatly contributes to shear 

turbulence intensification, thus enhancing micromixing in the T-junction IJR as more 

small turbulence eddies will be generated. In addition, the distribution of vorticity is 

also shown in Figure 3.11. High vorticity level (𝛺 = 2000 s−1) is achieved especially in 

vicinity of the tip of ultrasound horn as acoustic streaming is periodically fluctuated. 

The effect of ultrasound irradiation intensification on the pressure change results can 

also bring out the changes in the vorticity, consequently reinforcing the micromixing. 

 

3.4.4 The mixing time scale in the T-junction IJR 

 

The turbulent mixing performance estimated by the segregation index and the 

corresponding timescales are discussed in this section. The micromixing time can be 

estimated based on the incorporation model developed by Villermaux and his co-

authors (Villermaux et al., 1992, Villermaux, 1990), assuming that the inlet stream (H+) 

is composed of several aggregates with initial volume 𝑉<+  which is immediately 
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invaded by the surrounding substance containing iodide and iodate from the other 

stream. An aggregate involves the complete occurrence of micromixing with chemical 

reaction taking place. Therefore, the characteristic incorporation time equates the 

micromixing time (Rahimi et al., 2014a). As the initial volume 𝑉<+  grows with the 

growth rate g(t), the new volume is calculated as follows (Kashid et al., 2011), 

 

𝑉< = 𝑉<+𝑔(𝑡)                (3-34) 

 

The growth rate is as a function of micromixing time tm, 

 

𝑔(𝑡) = 1 +	 J
J9

       (3-35) 

and 

𝑔(𝑡) = 𝑒𝑥𝑝	 P J
J9
Q      (3-36) 

 

Ultimately, the concentration change rate is presented as follows (Kashid et al., 2011), 

 

WX:
WJ
= m𝐶i,3 − 𝐶ir

+
U
WU
WJ
+ 𝑟i           (3-37) 

 

where 𝐶i,3 is the surrounding fluid concentration of the acid solution and 𝑟i is the total 

generation rate of the product j in the reaction. Linear growth rate function is assumed 

for this reaction and the Runge-Kutta method is used to solve conservation equations 

of component concentration by adopting the nomenclature for conciseness as outlined 

in appendix (Rahimi et al., 2014a). 

 

Figure 3.12 (a) shows the estimation results between the relevant micromixing mixing 

time J9
J;.<

 and Xs derived from the incorporation model based on the experimental 

conditions. The reference mixing time 𝑡?AK  refers to the micromixing time of cases 
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without ultrasound.  The applicable range of micromixing time tm is in the range of 0.05 

to 0.1 ms, where the results are fitted using a power, given by  

           

J9
J;.<

= 10.45𝑋3+.,@,2                  (3-38) 

 

Based on the above relationship, the results are plotted in Figure 3.12 (b) for different 

Reynolds number and ultrasound power. As indicated, the micromixing performance is 

poorest when the ultrasound transducer is not activated at turbulent Reynolds number 

ReT = 12.7 with micromixing time of 1.80×10-4 s. Compared with the condition without 

ultrasound irradiation, the micromixing time is reduced by 9.4 % once adopting an 

ultrasound amplitude of 50 % (600 W).  The micromixing time dramatically reduces to 

6.74×10-5 s once the intensification of ultrasound power is further increased to 70% 

(840 W). Consequently, a conclusion is drawn that the adoption of ultrasound 

considerably improves micromixing performance up to 62.5% and the micromixing can 

be enhanced by shear turbulence intensification.  

 

In order to achieve high selectivity in the fast reaction system, micromixing is expected 

to enhance the performance and subsequently the micromixing time tm is required to be 

smaller than the reaction time (tr) (Zhang et al., 2020b). The characteristic reaction time 

𝑡N is dependent on the intrinsic kinetics and consequently the rate of reaction. Since the 

reaction rate for reaction (3-R1) is constant, the rate of reaction is determined by 𝑘! 

which depends on the ionic strength involved in chemical reaction as described in 

Equations (3-3) and (3-4). The characteristic reaction time 𝑡N is then defined according 

to follows (Zhang et al., 2020b), 

 

𝑡N =
l06	($0[:

(]+,"[:=$(]+,
!
"
[<*]+)

(N")1=+
                   (3-39) 
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where (𝑟!)J/, is the reaction rate for reaction (3-R2) when t=0. For convenience, a 

dimensionless Damköhler number Da is introduced to characterise the significance of 

micromixing on the chemical reaction, defined as the ratio of the micromixing time 

scale (typical turbulent eddy time scale) to the chemical reaction time scale, expressed 

as 

 

𝐷𝑎 = J9
J>

             (3-40) 

 

The reaction rate (𝑟!)m/, is a constant at t=0 and it is equal to 0.017 mol·L-1s-1. Based 

on Equation (3-40), the estimated Damköhler number Da for all conditions is in range 

of  5.74 × 10#@	s to	1.53 × 10#`s, was found to be smaller than 1. This may indicate 

that Reaction (3-R2) is affected by micromixing occurring in the turbulent eddies as the 

micromixing time 𝑡P is much smaller than	𝑡N. It is thus concluded that the value of the 

Damköhler number Da can indicate the appropriateness of the use of Villermaux-

Dushman reaction to characterise micromixing performance in the T-junction 

impinging jet flow reactor. 

 

3.5 Conclusions 

 

In the present work, the micromixing performance in the impinging jet flow T-junction 

reactor with or without application of the ultrasound irradiation is characterised by 

means of a parallel competing reaction as described by the Villermaux-Dushman 

reaction system. Both experimental validation and CFD simulations have been carried 

out to further reveal the effect of shear turbulence intensification on the micromixing 

occurring in the impinging jet T-junction reactor by applying ultrasound irradiation. 

The micromixing performance can be well quantitatively indicated by the segregation 

index Xs and the local time-dependent fluctuation degree a. The experiments with the 

Villermaux-Dushman reaction were performed based on the conditions that different 
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acid concentrations (H+) and various turbulent Reynolds numbers together with the 

adoption of different ultrasound irradiation input power amplitudes were applied. The 

results drawn from this study can be summarised as follows: 

 

(1) Turbulent micromixing intensification can be realised by increasing the 

impinging jet flow reactor inlet flow rate, corresponding to an increase in the 

turbulent Reynolds number (ReT). Such micromixing intensification as the 

result of local shear turbulence intensification can be attributed to the stronger 

eddy engulfment effect due to the mixing occurring in the turbulent eddies that 

have the sizes down to the Kolmogorov scale. As an example, it was found that 

as the turbulent Reynolds number ReT increases from 12.7 to 17.4, the 

corresponding segregation index Xs obtained from the Villermaux-Dushman 

reaction experiments has reduced from 0.105 to 0.07, clearly indicating an 

improved micromixing being achieved. CFD simulation results were also in a 

good agreement with the experiment results, with a difference smaller than 10%. 

 

(2) The adoption of ultrasound irradiation has a significant favourable influence on 

micromixing performance. The implement of the ultrasound irradiation effect 

into CFD modelling has been realised by applying the pressure inlet boundary 

condition. CFD simulation results indicate that the turbulent eddy engulfment 

is enhanced with the application of ultrasound irradiation. When increasing the 

ultrasound amplitude, shear vortex rings in the chamber where the ultrasound 

transducer is inserted are deformed, twisted and smal turbulent eddies are 

generated as the result of acoustic streaming. The segregation index decreases 

as ultrasound amplitude increases. In addition, the corresponding mixing degree 

θ in terms of I2 concentration in the IJR is found to be enhanced from 0.016 to 

0.131 as ultrasound amplitude increases from 0 % to 70 %. Correlation between 

the vorticity 𝛺 and mixing degree 𝜃 has been proposed, which shows that the 

correlation coefficient dramatically increases with enhanced ultrasound 
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amplitude. A high level of vorticity greatly contributes to shear turbulence 

intensification, thus giving rise to a better micromixing due to the improved 

engulfment. 

 

(3) CFD simulation by implementing the incorporation model into the modelling 

has shown that the predicted micromixing time of the flow in the impinging jet 

flow reactor used in this study falls into the range of 1.7×10-4 to 2.3×10-5 s. It 

should be noted that the CFD model for ultrasound sonication process only 

accounts for the ultrasound irradiation effect by acoustic streaming in the CFD 

simulation, which is not able to reflect the impact of microbubble collapse 

induced turbulent small-eddies due to the cavitation on the local shear 

turbulence intensification. This becomes necessary to consider such effect in the 

model which should thoroughly consider the effect of ultrasound irradiation on 

turbulence generation and to improve the engulfment model proposed by 

Baldyga et al. (1999).  
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Figures and Graphs 

 

 

Figure 3.1 Calibration curve of  [I"#] concentration by a UV spectrophotometer at 

wavelength of 353 nm. 

 

 

Figure 3.2 Schematic diagram of experimental setup of micromixing in the impinging 

jet reactor with assist of ultrasound irradiation via Villermaux-Dushman reaction. 
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Figure 3.3 3D view and mesh of the computational domain and mesh structure of 

impinging jet obtained from ANSYS ICEM.  
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Figure 3.4 Experimental results of segregation index Xs under (a) different 

concentration CH of acid under the Reynolds number Re = 2714 and flowrate ratio R=1; 

(b) different flowrate ratio R (R=1 ~ R=10) with constant initial acid concentration CH.   

 
 

Figure 3.5 The 3D contour plot of turbulent kinetic energy (TKE) in the impinging jet 

reactor and the 2D plot of chamber downstream the impingement region the with 

different inlet flowrate without ultrasound irradiation. 
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Figure 3.6 (a) The volumetric-averaged turbulent kinetic energy k (m2/s2) and the 

turbulent Reynolds number ReT versus inlet Reynolds number Re. 

 

 

Figure 3.7 Experimental and simulation results of segregation index Xs versus turbulent 

Reynolds number without ultrasound (Exp (Pa = 0) and Sim (Pa = 0)) and ultrasound 

amplitude of 50 % (Exp (Pa = 50 %) and Sim (Pa = 50 %)) at constant acid concentration. 
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Figure 3.8 Experimental and simulated results of segregation index Xs versus 

ultrasound amplitude under different ultrasound amplitude at turbulent Reynolds 

number ReT = 14.0 and constant acid concentration.  

 

Figure 3.9 (a) Contour of velocity magnitude and (b) streamlines under the ultrasound 

amplitude of 0%, 30%, 60% at downstream of impingement region at flow time t = 2.0 

s from simulation. 
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Figure 3.10 The volumetric-averaged concentration of I2 and fluctuation degree α in 

impinging jet reactor versus flow time t under the conditions of ultrasound amplitude 

of (a) Pa = 0 %; (b) Pa = 30 %; (c) Pa = 50% and (d) Pa = 70% at constant acid 

concentration at flow time t = 2.0 s from simulation. 

 

 

Figure 3.11 The correlation factor Rf,h versus ultrasound amplitude Pa and iso-surface 

distribution of various vorticity magnitude of 50 s−1, 500 s−1, 1000 s−1 and 2000 s−1 in 

the imping jet reactor with constant inlet flowrate at flow time t = 2.0 s from simulation.  
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Figure 3.12 (a) Relationship between micromixing time tm and segregation index Xs 

based on Incorporation model; (b) Relationship between micromixing time tm and 

segregation index Xs at various experimental conditions. 
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Tables 

 

Table 3.1 The concentration of reactants 

Reactant Range 

H3BO3 (mol/L) 0.1818 

NaOH (mol/L) 0.0909 

KI (mol/L) 0.0116 

KIO3 (mol/L) 0.00233 

H2SO4 (mol/L) 0.01-0.02-0.05 

 

Table 3.2 Samples prepared under different conditions 

No. 

Conc. of 

[H+] 

(mol/l) 

Q1  

(ml/s)  

Q2 

(ml/s)  

v1 

 (m/s) 

v 2  

(m/s) 

Flowrate  

ratio R 
Re 

Ultrasound  

amplitude  

(%) 

under different flowrate without ultrasound power 

1 0.04 4.91 4.91 0.69 0.69 1 2070 0 

2 0.04 6.43 6.43 0.91 0.91 1 2714 0 

3 0.04 7.96 7.96 1.13 1.13 1 3357 0 

4 0.04 9.27 9.27 1.31 1.31 1 3909 0 

5 0.04 10.57 10.57 1.50 1.50 1 4461 0 

under different flowrate with constant ultrasound power 

6 0.04 4.91 4.91 0.69 0.69 1 2070 50 

7 0.04 6.43 6.43 0.91 0.91 1 2714 50 

8 0.04 7.96 7.96 1.13 1.13 1 3357 50 

9 0.04 9.27 9.27 1.31 1.31 1 3909 50 

10 0.04 10.57 10.57 1.50 1.50 1 4461 50 

under different ultrasound power at constant flowrate 

11 0.04 6.43 6.43 0.91 0.91 1 2714 30 
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12 0.04 6.43 6.43 0.91 0.91 1 2714 40 

13 0.04 6.43 6.43 0.91 0.91 1 2714 50 

14 0.04 6.43 6.43 0.91 0.91 1 2714 60 

15 0.04 6.43 6.43 0.91 0.91 1 2714 70 

under different flowrate ratio without ultrasound power 

16 0.04 4.91 4.91 0.69 0.69 1 - 0 

17 0.04 7.36 2.45 1.04 0.35 3 - 0 

18 0.04 8.18 1.64 1.15 0.23 5 - 0 

19 0.04 8.72 1.09 1.23 0.15 8 - 0 

20 0.04 8.92 0.89 1.25 0.13 10 - 0 

with different acid concentration at constant flowrate without ultrasound power 

21 0.02 6.43 6.43 0.91 0.91 1 2714 0 

22 0.04 6.43 6.43 0.91 0.91 1 2714 0 

23 0.1 6.43 6.43 0.91 0.91 1 2714 0 
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Appendix  

 

Runge-Kutta method is used to solve conservation equations of component 

concentration by adopting the following nomenclature for conciseness as following 

steps, 

 

A = H2BO3-, B = H+, C = I-, D = IO3-, E = I2, F = I3-. 

 

On basis on concentration change rate presented as Equation (3-41), the mass 

conservation of each components can be calculated as follows (Yang et al., 2005), 

 

no?
nm

= − o?
m@
+ R+      (3-a1) 

noA
nm
= − oA

m@
− R+ − 6R!      (3-a2) 

noB
nm
= oB,D#oB

m@
− 5R! − R" + R`   (3-a3)   

noE
nm

= oE,D#oE
m@

− R!      (3-a4) 

noF
nm
= − oF

m@
+ 3R! − R" + R`    (3-a5) 

noG
nm
= − oG

m@
+ R" − R`     (3-a6) 

 

In order to simplify the Equations (3-a1) to (3-a6), method of transformation is used by 

rearrangement (Baldyga and Bourne, 1984). 

 

Let W = Cp − Cq, Z = Cp − Cr and U = Co − Cs. Then the rate of concentration for 

components can be rewritten as, 

nt
nm
= − t

m@
− 6R!	      (3-a7) 

nu
nm
= oB,D#u

m@
− 8R!	      (3-a8) 
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nv
nm
= oB,D#v

m@
− 5R!	      (3-a9) 

noE
nm

= oE,D#oE
m@

− R!	               (3-a10) 

 

The segregate index can be rewritten as, 

 

Xw =
x
xD
= (+$y)(v#u)

[z*]+
	P2	 + +

"
[z"p{$(]+
[|{$(]+

Q               (3-a11) 

 

By using Runge-Kutta method to solve the problem, the initial conditions are given as 

follows, 

 

W = Cz,,,	Z = 0,  U = 0 and C} = 0. 

 

The iteration ends up once the concentration of acid approaches to 0. For 

equilibrium constant K~�  as described in Equation (3-13), substituted by the 

following equation: 

K~� =
oG
oBoF

           (3-a12) 

 

where Cs and Cr can be substituted with U − Co and Co − Z. A 2th-order equation can 

be obtained as follows, 

C�! + (1 Kp⁄ − Z)C� − U Kp⁄ = 0      (3-a13) 

 

By solving the equation, the C� can be solved as, 

 

C� =
u#+ �A$�(u#+ �A⁄ )"$`v �A⁄⁄

!
                   (3-a14) 

Thus, 

R! = k![H$],
! \u#+ �A$�(u#+ �A⁄ )"$`v �A⁄⁄

!
^
!
C}       (3-a15) 
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CHAPTER 4 

 

SHEAR TURBULENCE CONTROLLABLE SYNTHESIS OF 

AGGREGATED NANO-PARTICLES USING A SWIRLING 

VORTEX FLOW REACTOR ASSISTED BY ULTRASOUND 

IRRADIATION 

 

 

SUMMARY 

 

In Chapter 2 and 3, the hydrodynamic characteristics and mixing performance in the 

impinging jet reactor has been discussed. Considering the narrowly confined 

impingement region for mixing in the impinging jet reactor and the limitation of the 

enhancement of the electrochemical performance of FePO4 precursor by turbulence 

intensification，this chapter concerns another type of fine particle synthesis process 

using a proposed novel type of structured mixer, so-called ‘swirling vortex flow reactor 

(SVFR)’. The shear controllable synthesis process especially mass transfer in SVFR is 

investigated. This type of reactor is able to generate a strong ‘Rankine vortex-like’ flow 

with a great shear gradient in the radial direction, trapping the synthesised SiO2 

aggregated nanoparticles into the vortex core to form enhanced engulfment for particle 

aggregation. The aggregated particles are further agglomerated to form larger particles 

with high uniformity under the action of turbulent shear and subsequent mass transfer 

due to engulfment occurring in the turbulent eddies. The mass transfer is enhanced by 

engulfment between the slabs of the liquid streams tangentially entering into the reactor 

while the local shear in the turbulent eddies with the length scales down to the 

Kolmogorov scale shape the particles, yielding well spherical morphology and 

narrower size distribution. In addition, the mass transfer performance can be further 
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improved by intensifying the local turbulent shear by applying the ultrasound to the 

synthesis process. The instantaneous collapse of cavitation bubbles in the vortex due to 

the introduction of ultrasound results in intensified micro-turbulent streaming. The 

particle characteristics, chemical reaction and mass transfer performance are found to 

be correlated with the local turbulence characteristics in the vortex. The mass transfer 

can be characterised using the film surface renewal model via the Sherwood number by 

considering the agglomerated particles response to the turbulent eddies. Both numerical 

simulation and experimental results clearly indicate the existence of the correlation in 

synthesis of aggregated nano-particles in swirling vortex reactor between the mass 

transfer and turbulence shear by using ultrasound irradiation. 

 

4.1 Introduction 

 

A so-called SVFR has been proposed as a high-shear mixer used for synthesis of 

nanoparticles, due to its unique hydrodynamic characteristics of mixing and mass 

transfer (Usune et al., 2019, Shoukry and Shemilt, 1985). This swirling vortex reactor 

consists of two fast tangential inlet streams strongly recirculating and evolving in a 

swirling chamber with engulfment of two inlet streams presenting a rotating vortex 

structure in the core. Pressure in the central part of the swirling turbulence vortex 

reduces owing to centrifugal forces pushing the liquid and particles to the outside when 

particles’ density is higher than the solution. Kockmann et al. (2003) proposed 

engulfment flow in a T-shaped mixer and attributed the enhanced mass transfer to the 

emergence of vortices as the result of energy dissipation. The vortex structure in 

engulfment flow was numerically simulated by Mariotti et al. (2019) and quantified by 

vortex indicator λ2, which is susceptible to the tilt angle of inlets. Shoukry and Shemilt 

(1985) have illustrated the enhancement of the mass transfer coefficient of up to 320% 

in swirling annular pipe flow compared with developed axial flow. The decay of the 

swirl leads to a reduction in the mass transfer augmentation along the flow path. 

Legentilhomme et al. (1993) have further increased the mass transfer coefficient up to 
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550% by the modification of geometric factors in annular swirling flow. Contigiani et 

al. (2018) illustrated that the mass-transfer enhancement factor of recirculating flow 

increases due to intensive forced convection and the sudden expansion at the inlet of 

tangential streamflow. The SVFR presents a deviation of mass transfer in a wide range 

of Re numbers of two streams in both symmetrical and asymmetrical scenarios.  

 

It has been recognised that acoustic cavitation affects nuclei growth in a liquid medium 

under low-pressure cycles and contributes towards micro-bubble collapse under high-

pressure cycles, which may be responsible for the enhancement in mass transfer rates. 

The adoption of ultrasound acts as an active enhancing approach by inputting external 

energy with oscillation and swirling of vortices resulting in the folding and stretching 

of the interface, which improves the mixing and mass transfer performance (Zhang et 

al., 2019). Conversely, ultrasound irradiation in terms of shock waves induces a 

cavitation effect, which triggers oscillation and the collapse of microbubbles producing 

micro-streaming and turbulent eddies (Sajjadi et al., 2015a, Hielscher, 2007). Sajjadi et 

al. (2017) have numerically simulated ultrasound pressure via an inhomogeneous 

Helmholtz equation as a boundary condition by claiming that the ultrasound helps to 

produce extra turbulence that overcomes the mass transfer restriction. They also proved 

that the propagation of acoustic streaming doubles the turbulent intensity of the 

mechanical stirring. In addition to the intense turbulence driving the mass transfer 

process, particles are modified while they are pushed and engulfed at the core of 

vortices with strong local shear that is responsible for particles of high uniformity. 

Pioneering studies have also claimed that ultrasound intensity has a significant 

influence on particle morphology, particles size distribution (PSD) and tap density with 

a threshold existing for the effect on PSD instead of being monotonous (Zhang et al., 

2009, Jeevanandam et al., 2001, Jordens et al., 2015). Jordens et al. (2015) have 

experimentally verified that lower frequencies and higher intensities of ultrasound may 

contribute towards particles with higher sphericity. Rahimi et al. (2014) have simulated 

the Villermaux-Dushman reactions in a T-type microreactor assisted by ultrasound 
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waves and indicated that the segregation index can be increased up to 10-20% by the 

employment of a piezoelectric transducer at 42 kHz.  

 

Mesoporous silica dioxide (SiO2) nano-particles were explored as stable supporters and 

synthesised in the swirling reactor with its outstanding properties including high 

mechanical strength and non-interference effectivity (Dai et al., 2020). The 

functionalised agents are immobilised on mesoporous SiO2 as composite materials 

enable a high rate of mass transfer and are potentially beneficial to the adsorption 

process with their high-cost effectiveness and are widely applied in catalysts (Wang et 

al., 2019), carriers (Hafizi et al., 2019), surfactants (Tian et al., 2020), stabilizers 

(Morita et al., 2017, Keyvanloo et al., 2014, Gobinath et al., 2020) and biosensor 

(Harpaz et al., 2020). The polymerisation of hydrous silicon dioxide is able to result in 

the complex branching of polymers due to the tetra-functional hydrolysed monomer 

Si(OH)4 (Brinker and Scherer, 2013). The synthesis of porous SiO2 microspheres in 

the presence of organic templates and/or additives has also been intensively 

investigated in recent years. Yu et al. (2006) have prepared monodispersed microporous 

SiO2 microspheres of high porosity up to 61.4% in the range of 0.52 to 1.25 µm by 

adjusting the amount of dodecylamine (DDA). These hydrolysis catalysts through the 

hydrolysis of TEOS in water-ethanol mixture suggest that the concentration of silicon 

source and DDA play significant roles in the size and porosity control of SiO2 synthesis. 

Yano and Fukushima (2003) controlled the size and porosity of monodispersed 

particles by synthesising the temperature and the ratio of methanol and water in solvent 

to the silica source, with the particle size ranging from 0.52 to 1.25 µm. 

 

It should be noted that the morphology of amorphous SiO! particles can be modified 

owing to its amorphous nature, the various coordination states of Si-O pairs (Gurav et 

al., 2009) and the controllable kinetics of the silica sol-gel process (Kim et al., 2002). 

Thus, based on the above reviews and discussion on synthesis of nano-sized particles 

using the turbulence engulfment or ultrasound irradiation assisted processes, it can be 



Chapter 4 | 5 
 

postulated that the mesoporous silica material synthesised and controlled by a sol-gel 

process can be affected by local turbulence embedded in the swirling vortex flow, 

which may change the characteristics of the mesoporous silica particle in both structure 

and morphology. 

 

In this Chapter, SVFR is used for the intensified reaction manufacturing process to 

synthesis value-added and productive products of various scales. To overcome the 

drawbacks of discontinuous production, nonuniformity, low conversion rate, thermo-

runaway and so on. The present study aims to investigate the hydrodynamics and mass 

transfer in the process of SiO! synthesis using a SVFR, focusing on the liquid-solid 

mass transfer coefficient and particle characteristics such as particle morphology and 

particle size distribution in a wide range of Reynolds number of inlet streams. The mass 

transfer enhancement is also explored with the employment of ultrasound ranging from 

120 W to 600 W at a constant frequency of 20 kHz. 

 

4.2 Experimental 

 

4.2.1 Solution preparation 

 

SiO2 floccule was synthesised by adding 1 g of Cetyltrimethyl Ammonium Bromide 

(CTAB) and 3.5 ml of NaOH solution (2 M), purchased from Sinopharm Chemical 

Reagent Co., Ltd., into 480 ml of deionised water. After the CTAB was fully dissolved 

at the constant temperature of  80	℃, 5 ml of tetraethyl orthosilicate (TEOS > 28.5 %), 

purchased from Sinopharm Chemical Reagent Co., Ltd., was added into the mixture 

solution as mentioned in order to prepare mixture A. 

 

4.2.2 Experimental setup and product characterization 
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The experimental setup is shown in Figure 4.1. The simulated SVFR consists of a short 

circular cylindrical chamber (D = 20 mm, H =10 mm) embedded in a stainless-steel 

block with two guided introduction thin pipes that allow the solution to tangentially 

enter the chamber to form the so-called Rankine vortex flow. An ultrasound probe (D 

= 20 mm) (UH1200, 20 kHz, Ouhor Shanghai Co., Ltd) was imposed as the ultrasonic 

source immersed into the solution from the top of reactor chamber. Sample S-0 was 

obtained without assist of ultrasound irradiation at a constant flow rate of 5.75 ml/s for 

each inlet, circulating in the SVFR for 30 min at 80 ºC.  Samples S-1 to S-5 were 

obtained at a constant flow rate of 5.75 ml/s from introducing mixture A into the two 

inlet streams of swirling vortex reactor via peristaltic pumps and were circulated for 30 

min under ultrasonic powers of 0 W, 120 W, 240 W, 360 W, 480 W and 600 W, 

respectively. Samples S-6 to S-10 were obtained with the inlet flow rate of 1.92 ml/s, 

3.83 ml/s, 5.75 ml/s, 7.66 ml/s and 9.58 ml/s Reynolds number ranging from 2620 to 

13196 under the ultrasound power level of 240 W. Samples S-11 to S-15 were obtained 

by altering the ratio of volumetric flow rate of two inlet streams from 1 to 5 under the 

ultrasound power level of 240 W. All the samples synthesised under different 

conditions are listed in Table 4.1 After the sample flocs were collected from the outlet 

of the reactor to cool down to the room temperature, the flocs were then filtered by a 

vacuum circulating pump and washed 3 times with the deionised water. The obtained 

gel was dried for 5 hours at 100 ºC in the oven and then transferred to a muffle oven 

for calcination of 6 hour at 550 ºC. After free cooling, the white powdery solid product, 

i.e. SiO2 particles, were obtained. 

 

The stability of synthesised SiO2 particles was investigated using thermogravimetric 

analysis (TGA) from 20°C to 600°C，NETZSCH STA 449 F3 Jupiter, Germany, 

10 °C/min, in synthetic air (20	vol%	O!  and 80	vol%  N2). The morphology and 

microstructure were investigated by a scanning electron microscope (SEM), Sigma VP, 

ZEISS, Germany and the Brunauer-Emmett–Teller analysis (BET), ASAP 2020 
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Micrometrics, United States. The aggregated particle size was measured from SEM 

images using software ImageJ 6.5. 

 

 4.2.3 Description of synthesis reaction 

 

The silicate was prepared through a sol-gel approach and the hydrolysis process 

proceeds in the presence of a NaOH solution acting as a homogenising agent (Brinker 

and Scherer, 2013). When TEOS was added into the solution containing NaOH and 

CTAB, it could be rapidly hydrolysed to produce Si(OH)4 under alkaline environments 

on the basis of multi-step chemical reactions that can be described by the following 

equations (De et al., 2000, Zhao Rui-Yu, 1995) : 

 

𝑆i(OC!H")# + 4H!O	
$!→ Si(OH)# + 4C!H"OH      (4-R1) 

 

Si(OH)#
$"→ SiO! + 2H!O          (4-R2) 

 

𝑆i(OC!H")# + 	Si(OH)#
$#→ 	2SiO! + 4C!H"OH     (4-R3) 

 

where reaction (4-R1) involves a homogenous hydrolysis reaction, reaction (4-R2) is a 

heterogeneous condensation reaction by converting aqueous silicate into silica and 

reaction (4-R3) is the condensation of alcohol. The parameters	𝑘%,	𝑘! and 𝑘& represent 

the reaction rate constant of hydrolysis, main step of condensation and condensation of 

alcohol, respectively. Practically, the process of hydrolysis and condensation occurs 

concurrently. There are two limiting cases: hydrolysis reaction is predominant and 

complete when the hydrolysis reaction rate constant is much greater than that of 

condensation ( 𝑘! ≫ 𝑘&) ; condensation occurs once after hydrolysis and the 

condensation rate is proportional to the hydrolysis reaction rate when the hydrolysis 

reaction rate constant is smaller than that of condensation (𝑘! < 𝑘& ) (Brinker and 
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Scherer, 2013). Water is excessive and sufficient to complete the hydrolysis reaction, 

thereby the hydrolysis can be assumed to be dominant in this particular case. The 

overall hydrolysis–condensation reaction rate followed the first-order reaction with the 

rate constant (k),  

 

𝑟′ = − '[)*(,-".$)%]
'1

= 𝑘[𝑆i(OC!H")#]                             (4-1) 

 

Here, the rate constant k of hydrolysis-condensation reaction is presumed to be 

3.6 × 102&𝑠2% (Zhao Rui-Yu, 1995). 

 

4.3 Numerical simulation 

 

4.3.1 Governing equations 

 

The approach employed during this investigation is based on Euler-Euler fully coupled 

two-fluid model. The liquid is set as a continuous primary phase and solid phase is 

considered as the dispersed phase. The continuity equation for liquid phase (l) and solid 

phase (s) are expressed as 

 

Liquid phase:   

                         3
34
(𝛼5𝜌5) + ∇ ∙ (𝛼5𝜌5𝒖𝒍) = − �̇�5→8     (4-2) 

Solid phase: 

                             3
34
(𝛼8𝜌8) + ∇ ∙ (𝛼8𝜌8𝒖𝒔) = �̇�5→8        (4-3) 

 

where 𝒖𝒍 is the velocity of the liquid phase and �̇�5→8 is the mass transfer source term 

from liquid to the solid phase. The conservation equations for momentum for both 

phases take the following form: 
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Liquid phase:      

 

 3
34
(𝛼5𝜌5𝒖𝒍) + ∇ ∙ (𝛼5𝜌5𝒖𝒍𝒖𝒍) = −𝛼5∇p + ∇ ∙ 𝝉𝒍 + 𝛼5𝜌5𝒈 + 𝑹𝒔𝒍                (4-4) 

 

Solid phase:    

 

    3
34
(𝛼8𝜌8𝒖𝒔) + ∇ ∙ (𝛼8𝜌8𝒖𝒔𝒖𝒔) = −𝛼8∇p + ∇ ∙ 𝝉𝒔 + 𝛼8𝜌8𝒈 + 𝑹𝒔𝒍  (4-5) 

 

where 𝜇5 and 𝜆5 are the shear and bulk viscosity of liquid phase l, 𝑹𝒔𝒍 is the interaction 

force between phases. The interaction term is expressed in the following form: 

 

𝑹𝒔𝒍 = 𝐾85(𝒖𝒔 − 𝒖𝒍)       (4-6) 

 

where 𝐾85 	is the interphase momentum exchange coefficient. In the present study, drag 

force derived from the model of Wen and Yu has been adopted which is appropriate for 

the description of the dilute system (Wen, 1966). The fluid-solid exchange coefficient 

takes the following form: 

 

𝐾85 =
&
#
𝐶:

;&;'<'|𝒖𝒔2𝒖𝒍|
?&

𝛼52@.!B"        (4-7) 

and   

𝐶: =
!#

;'CD*
[1 + 0.15(𝛼5𝑅𝑒))@.BEF]          (4-8) 

 

where 𝑅𝑒)	relative Reynolds number.  

 

𝑅𝑒) =
<'?+|𝒖𝒔2𝒖𝒍|

G'
            (4-9) 
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Eulerian dispersed turbulence model has been chosen for this case. It is suitable when 

there is clearly one primary continuous phase and the other is dispersed dilute secondary 

phase. For the current case, the mass fraction of particles is smaller than 1% and it is 

assumed to be granular in the simulation. The turbulent prediction for continuous phase 

l has been modified with the term considering interphase turbulent momentum transfer 

as follows, 

 

3
34
(𝛼5𝜌5𝑘5) + ∇ ∙ (𝛼5𝜌5𝒖𝒍𝑘5) = ∇ ∙ V𝛼5

G,,'
H.
∇𝑘5W + 𝛼5𝐺$,5 − 𝛼5𝜌5𝜀5 + 𝛼5𝜌5Π$'  (4-10) 

 
and 

 

J
J1
(αKρK𝜀5) + ∇ ∙ (𝛼5𝜌5𝒖𝒍𝜀5) = ∇ ∙ V𝛼5

G,,'
H.
∇𝜀5W + 𝛼5

L'
$'
]𝐶%L𝐺$,5 − 𝐶!L𝜌5𝜀5^ + 𝛼5𝜌5ΠL'  

 (4-11) 

 
where Π$'  and ΠL'  are the source terms representing the influence of the dispersed 

phase s on the continuous phase l, and 𝐺$,5 is the production of turbulent kinetic energy. 

The terms Π$' and ΠL' take the following form, 

 

Π$' = 𝐶8 ∑
M&'
;'<'

𝑋85(< 𝒖NN𝒍 ∙ 𝒖NN𝒔 > +(𝒖𝒔 − 𝒖𝒍) ∙ 𝒖?O)P
QR%       (4-12) 

 

which can be simplified as  

 

Π$/ = 𝐶8 ∑
M&'
;'<'

𝑋85(𝑘′85 − 2𝑘5 + 𝒖𝒔𝒍 ∙ 𝒖𝒅𝒓)P
QR%   (4-13) 

 

where  𝐶8 is the model constant (𝐶8=1 as default); 

𝑘′85 	is the covariance of the velocities of the continuous phase q and dispersed phase p;  

𝒖𝒔𝒍 is the relative velocity; 

𝒖𝒅𝒓 is the drift velocity; 
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𝑋85 =
<'

<'UV01<'
 for granular flows, 𝑋85~1. 

 

ΠL' can be modelled based on the work by Elghobashi and Abou-Arab (1983): 

 

ΠL' = 𝐶&L
L'
$'
Π$'     (4-14) 

 

where 𝐶&L = 1.2. The turbulent viscosity 𝜇4,W is written in terms of the turbulent kinetic 

energy of liquid phase l: 

𝜇4,5 = 𝜌5𝐶G
$'"

L'
     (4-15) 

 

4.3.2 Mass transfer models 

 

The mass transfer from aqueous silicate to solid silicon dioxide floccule driven by the 

diffusion process is from saturated solution to the surface of particles. The general mass 

fraction transport equation in multiphase flow is expressed by Equation (4-16) (Zhou 

et al., 2020): 

 

3
34
]𝛼5𝜌5𝐶5,)X^ + ∇ ∙ ]𝛼5𝜌5𝜈5𝐶5,)X − 𝛼5Γ5,)X𝐶5,)X^ = −𝑆5→8           (4-16) 

 

where 𝐶5,)X and 𝐶5,)X∗  represent concentration and of saturated concentration of silicon 

source (Si(OH)# ), Γ5,)X  is the dynamic viscosity of Si(OH)#  and 𝑆5→8  is the mass 

transfer source term of SiO2. The diffusional mass transfer source term can be written 

as Equation (4-17) (Bong et al., 2015), 

 

−𝑆5→8 = 𝑘85𝑎Q]𝐶5,)X∗ − 𝐶5,)X^                 (4-17) 

 



Chapter 4 | 12 
 

where 𝑘85 is the solid-liquid mass transfer coefficient and 𝑎Q is the interfacial area per 

unit volume. The saturation concentration of silicate, 𝐶5,)X∗ , is calculated on the basis of 

Henry’s law and 𝐶5,)X  represents the silicate concentration in liquid phase. The 

volumetric mass transfer coefficient, 𝑘85𝑎Q , can be obtained from the change of 

concentration of silicate via the Equation (4-18) (Kato et al., 1998, SCREEN et al., 

1972),  

 

ln h ZV',*2[
ZV',*2[3

i = −𝑘85𝑎Q𝑡         (4-18) 

 

where k𝐶5,)Xl  and k𝐶5,)Xl@  are the silicate concentrations at time 𝑡 = 0  and 	𝑡 = 𝑡% , 

respectively. The value of 𝑘85𝑎Q can be obtained by the slope of ln Vk𝐶5,)Xl k𝐶5,)Xl@m W 

against time t. The solid-liquid mass transfer coefficient, ksl, can be obtained by dividing 

the interfacial area of solid particles,	𝑎Q , which is estimated using Equation (4-19) 

(Sajjadi et al., 2017, Bong et al., 2015), 

 

𝑎Q =
BV4
?+

               (4-19) 

 

where 𝐶\ is the volume fraction of dispersed phase and 𝑑Q is the Sauter mean diameter 

of particles. 

 

4.3.3 Numerical Simulation 

 

To model the swirling vortex flow in the reactor, the Eulerian-Eulerian two-fluid fully 

coupled model was adopted to simulate the hydrodynamics and the mass transfer 

characteristics in the confined geometry as shown in Figure 4.2. The grid was generated 

using the software ANSYS ICEM 15.0. Grid sensitivity trial simulation was carried out 

and it was found that the adoption of a total amount of about 304,000 cells was 



Chapter 4 | 13 
 

appropriate. Further refining of the mesh has little impact on the simulation results, 

especially on the turbulence kinetic energy and turbulent dissipation rate.  

 

The governing equations were solved by using commercial software FLUENT 18.0. 

The modelling approach to simulate hydrodynamics and mass transfer for particle-

liquid multiphase system is based on Eulerian-Eulerian two-fluid fully coupled model 

by treating liquid and particles as two independent pseudo-continuum phases. In the 

simulation, liquid is set as a continuous primary phase while particles (solid phase) is 

considered as dispersed phase. The properties of dispersed phase are shown in Table 

4.2 Two phases are interpenetrated and interacted with each other. The dominant 

interphase force is drag force (Wen-yu model). As the swirling flow in the reactor is 

highly turbulent, RNG k-ε model has been adopted. Phase coupled SIMPLE algorithm 

has been used for velocity-pressure coupling. The first-order upwind scheme was used 

for momentum and species transport equation spatial discretization while QUICK 

scheme was used in continuity discretisation to ensure better estimation of phase 

volume fraction. For transient simulation, a maximum number of iterations was set to 

100 each time step. The solutions were considered to be converged when the residuals 

of all the variables were less than 10-5. The boundary conditions for inlet 1 and inlet 2 

were set to velocity inlet and the outlet of the SVFR was set as the pressure outlet with 

the static pressure there being specified to be the atmospheric one. This is consistent 

with the actual experimental condition as the samples are collected from the outlet. 

Modelling of chemical reaction and ultrasound irradiation was implemented into the 

simulation once the simulated turbulent flow field in the reactor had been well 

established. Ultrasound irradiation with a fixed frequency of 20 kHz was imposed as 

the boundary condition of cyclic sound pressure at the probe tip surface in terms of 

pressure amplitude 𝑝] and was evaluated based on Equations (4-20) and (4-21) (Sajjadi 

et al., 2017, Roohi et al., 2019, Sajjadi et al., 2015b), 

 

Pressure amplitude: 
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𝑝] = q2𝐼 8𝜌𝐶       (4-20) 

 
Pressure: 

𝑝 = 𝑝] cos(2𝜋𝑓𝑡) +
%
!
𝜌𝑣!           (4-21) 

 

where C is the sound velocity (m/s),	𝑓 is the frequency (Hz), t is the time (s), r is the 

average density of liquid bulk (kg/m3) and v is the velocity of liquid phase due to 

propagation of ultrasound waves (m/s). 

 

4.4 Results and discussions 

 
4.4.1 Synthesised particle characterisation 

 

As the result of shear turbulence controllable synthesis of nano-sized particles in the 

SVFR and intensification by applying ultrasound irradiation, the morphology of nano-

sized mono particles and aggregated particle size distribution of SiO2 were detected by 

SEM as shown in Figure 4.3 In fact, all the mono particles are visualised 

morphologically spherical-like shaped and it can observe that the average aggregated 

particle size and its distribution is somewhat affected by hydrodynamic conditions. 

Particle size distribution of all samples are similarly shaped and exhibit their secondary 

peak in the range of 5 µm to 10 µm. Mono particle aggregates and the main peak of 

size are located in the range of 30	µm to 50	µm with a sharp decline indicating particles 

stop growing due to exerting shear force. Moreover, the Sauter mean diameter (d32) of 

aggregated particles counted from sufficient sample in SEM images is as large as 18.42 

µm and the Sauter mean diameter is almost monotonically changeable as the ultrasound 

power increases as well as local turbulent Reynolds number with identical and non-

identical inlet velocity of SVFR. As the Reynolds number 𝑅𝑒_ increases from 2620 to 

13196, the Sauter mean diameter, dp, decreases from 18.42 µm to 10.94 µm and the 

size distribution becomes narrower with a reduced coefficient of variation (CV). Here, 
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coefficient of variation (CV), also recognised as relative standard deviation (RSD), is 

defined as the ratio of the standard deviation σ to the mean of parameters particle 

diameters μ (CV = σ/μ), used to standardise measure of dispersion of a probability 

distribution. It is very interesting to note that as there is two times ratio of the inlet, the 

Sauter mean diameter, dp, falls from 13.26 μm to 12.04 μm with a narrower distribution. 

Continuous increases in R leads to larger particle sizes and broader distribution. This 

may be attributed to the local mixing behaviour where two swirling streams with 

different inlet velocities meet and the engulfment is weakened due to the retarding 

action from the slower stream to the faster stream. 

 

The product before filtration is a colloidal suspension of solid particles in the mixture 

solution and is small enough to be dominated by the short-range force without 

consideration of the gravitational forces (Brinker and Scherer, 2013) and these nano-

sized particles tend to aggregate in aqueous circumstance as shown in Figure 4.4 (a). It 

can be seen from the TEM images shown in Figures 4.4 (b), 4.4 (c) and 4.4 (d) that the 

edge of particles coalesces and overlaps due to aggregation. The sphericity and 

crystalline microstructure have been magnified under enlargement. Figures 4.5 (a) and 

4.5 (b) reveal correlations between the average aggregated particle size and coefficient 

of variation (CV) as a function of turbulent Reynolds number and ultrasound amplitude. 

The particles are the smallest with the narrowest size distribution (𝑑Q/〈h〉 	< 0.36, 

CV < 0.68) produced when ultrasound amplitude applied reaches 50% (600W) and the 

Reynolds number, 𝑅𝑒_, based on the vortex core radius is 7859. In contrast, the largest 

size particles are synthesised and obtained with a wide size distribution when 

ultrasound is abandoned at 𝑅𝑒_ 	= 7859 and 𝑅𝑒_ is defined as 

 

𝑅𝑒_ =
!`C4"

a
        (4-22) 
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where 𝜔 is the angular velocity calculated on basis of flowrate of inlet 1 and vortex 

characteristic length 𝑅\	 is approximately equal to (D-2d)/2. To examine the 

relationship between the particle size distribution and the turbulent shear rate and the 

intensification of ultrasound irradiation, the ratio of particle diameter to the mean 

Kolmogorov scale, 𝑑Q/〈h〉 is introduced. In general, the characteristic particle length 

ratio 𝑑Q/〈h〉 changes from 0.24 to 0.41 when the ultrasound amplitude increases from 

0 to 50% and it varies as Reynolds number 𝑅𝑒_  based on the vortex characteristic 

length 𝑅\. Here, D is the diameter of the reactor and d is the dimeter of the inlet tube. 

The local turbulence level can be estimated from the CFD simulation by a turbulent 

Reynolds number defined as 

 

𝑅𝑒b =
〈$〉

(〈L〉a)!/"
      (4-23) 

 

where 〈𝑘〉 and 〈𝜀〉 are the volumetric averaged turbulent kinetic energy and turbulent 

energy dissipation rate, respectively. The correlations of characteristic particle length 

ratio 𝑑Q/〈h〉 and CV with ReT and the strength of applied ultrasound are found to be 

well represented by using Equations (4-24) and (4-25) while the correlations are plotted 

in Figures 4.5 (a) and 4.5 (b), 

?+
〈e〉
= 0.58𝑅𝑒b2@.%&𝑃f@.%%      (4-24) 

 

CV = 0.87𝑅𝑒b2@.@%𝑃f2@.@E           (4-25) 

 

where dp is actually obtained from the proportion of particle size d32 of arbitrary 

samples under the condition of ultrasound amplitude from 𝑃f = 0 to 𝑃f = 50%	and 

𝑅𝑒_=7859. PA is defined by 

𝑃f =
g
g&

                 (4-26) 
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where Ps is the maximum ultrasound power that can be applied (1200W for ultrasound 

processor in this case). As the synthesised particle size is highly influenced by the local 

turbulent eddy shear �〈L〉
a

, the Reynolds number, ReT, which is characterised by 〈𝜀〉 can 

be associated with the Reynolds number 𝑅𝑒_. It can be seen from Figure 4.6 that the 

flow in the SVFR can be well approximated by the turbulent Rankine vortex model 

with 

 

𝑢h = 𝑟𝜔									𝑟 ≤ 𝑅\
3^6
3O

= 0											𝑟 = 𝑅\
                  (4-27) 

 

The mean turbulent energy dissipation rate 〈𝜀〉 for the turbulent Rankine vortex is as a 

function of core radius, i.e. e = e(r). It can be assumed that when the swirling flow in 

the reactor is turbulent and in dynamic equilibrium, the formed turbulent Rankine 

vortex is spatially filled with the turbulent eddies with all the scales. Thus, 〈𝜀〉DiQ in the 

experiment can be estimated by the following relation: 

 

〈𝜀〉DiQ = 2𝜈Djj𝜔! = 2𝜈Djj h
k!Uk"
7
"?3

"C0
i
!
= 2𝜈Djj �

k"(%UC)
7
"?3

"C0
�
!
               (4-28) 

 

where Q1 and Q2 are the volumetric flow rates of the faster inlet stream and the slower 

inlet stream, respectively. The epsilon generated from ultrasound irradiation is 

estimated from actual ultrasound power 𝑃 8′. 

  

The nitrogen adsorption/desorption isotherms for SiO2 samples has been used to 

characterise the porosity of material by using the Barrett–Joyner–Halenda (BJH) 

equation. The adsorption average pore width of samples is shown in Figure 4.7. It can 

be seen from the figure that the application of ultrasound has an impact on particle 

porosity. When an increase in the ultrasound power was applied, it was observed that 
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the porosity of SiO2 particles monotonically changes together with the average pore 

diameter varying from 65.9 m2/g to 193.0 m2/g and the corresponding average pore 

diameter changing from 8.9 nm to 11.7 nm. When the Reynolds number, 𝑅𝑒_ , is 

increased from 2620 to 13196, it was found from the tests that the BET surface area 

gradually increases from 78.9 m2/g to 92.9 m2/g, then suddenly increases to 116.5 m2/g 

once 𝑅𝑒_ reaches 13196 with the pore width being significantly reduced from 15.4 nm 

to 9.0 nm. For the cases of imbalanced inlet velocity, i.e. R>1, the BET surface area of 

particles experiences a significant increase, varying from 84.2 m2/g to 112.6 m2/g, while 

the pore width decreases from 10.7 nm to 6.1 nm, indicating more pore cavities have 

formed in the particle. However, when R increases to 5, this trend is reversed with the 

corresponding BET surface area of 87.4 m2/g and pore width of 12.3 nm. This is likely 

due to the weak aggregation caused by the reduced local turbulent eddy induced shear. 

 

The synthesised particle characterisation has revealed an important fact that the upturn 

of Reynolds number 𝑅𝑒_  indicates a reduction in the particle size but with higher 

porosity. This is strongly associated with local turbulence. This varies when the 

volumetric flowrate ratio increases and the small particles with higher porosity are 

synthesised when R is around 2~3. However, the effect of ultrasound irradiation on 

particle size and porosity is conspicuous and consistent. Higher intensity of ultrasound 

leads to reduced particles sizes with a narrower distribution and higher porosity with 

larger pore diameters. 

 

4.4.2 Effect of turbulent intensity and vorticity strength on the synthesis 

 

As can be seen from the previous sub-sections, the synthesis is strongly influenced by 

the local turbulence level while the turbulence level can be associated with the turbulent 

intensity in the SVFR. To better quantify the turbulent intensity and structure of the 

“Rankine vortex” inside the SVFR, the following definition for the turbulent intensity 

is introduced, given by 
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𝐼 = √$
`C0

 .     (4-29) 

 

The tangential velocity is calculated based on the simulation and is shown in Figure 4.6 

The overall distribution of tangential velocity can be well fitted and divided into three 

segments along the radial direction (Wu et al., 2014). The quasi-forced Rankine vortex 

core is formed at the centre of the chamber with	|𝑟/𝑅| ≤ 0.6, while the quasi-free 

vortex zone is located at the outer layer of the core (0.6 < |𝑟/𝑅| ≤ 0.9). A very thin 

boundary layer zone is found in the vicinity of the wall with	|𝑟/𝑅| > 0.9. The simulated 

tangential velocity distribution, uq, of the reactant solution along the radial direction in 

the SVFR under different ultrasound power levels and Reynolds number are nearly 

symmetrical due to identical inflow rates. As the ultrasound power level is increased, 

the gradient of the tangential velocity,	𝑑𝑢h 𝑑𝑟⁄ , increases with the maximum tangential 

velocity that takes place at around r/R = 0.6. When the Reynolds number 𝑅𝑒_  increases, 

a very similar trend is observed. However, the velocity distribution becomes 

asymmetrical as the volumetric flowrate ratio R changes. The inlet stream with fast 

flow engulfs the weaker one to form a swirling vortex but with the deformed vortex 

core. 

 

The volumetric average turbulence intensity has been obtained based on the simulation 

and the results are displayed in Figure 4.8. It can be seen that the turbulence intensity 

has been dramatically intensified by the adoption of ultrasound irradiation of higher 

power, changing from 120W to 600W via adjusting ultrasound amplitude (PA) from 10% 

to 50%. However, the turbulence intensity with different Reynolds number 𝑅𝑒_ 

gradually increases from 15.41% to 15.67% for the given ultrasound irradiation 

condition and turbulence intensity varies in the range of 15.57% to 15.64% for different 

volumetric flowrate ratio R. This may suggest that the increase of the applied ultrasound 

power level is more effective than the increase of the inlet stream flow rate 
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(characterised by the increase in the Reynolds number	𝑅𝑒_). This may be attributed to 

the fact that when increasing the inlet stream speed, the turbulent kinetic energy 

increases but the turbulent dissipate rate also increases. However, as can be seen from 

Equation (4-28), the increase in 〈𝜀〉 will be confined by the swirling vortex core. 

 

To further investigate the effect of ultrasound power on turbulence, turbulent kinetic 

energy distribution in the reactor chamber under different ultrasound power is shown 

in Figure 4.9 As the ultrasound power increases, the turbulent kinetic energy at the 

upper layer tends to reduce and turbulent kinetic energy tends to increase at lower part 

in the chamber. This may attribute to acoustic streaming imposing in form of pressure 

impulsing ‘Rankine vortex’ towards away from the tip of ultrasound transducer. In 

addition, as the intensified effect of ultrasound, the strengthened ‘Rankine vortex’ may 

centrifuge liquid in upper layer. 

 

Figure 4.10 displays the iso-surface contours of vorticity at 100 s-1 in the reactor 

chamber when imposing different ultrasound power levels. It can be seen from the 

figure that with increasing the ultrasound irradiation level, the larger scale vortex 

structures have been broken into smaller scale vortex structures in the SVFR for the 

given 𝑅𝑒_. This is very likely to indicate that the ultrasound waves generate the acoustic 

streaming in the flow in terms of the local static pressure change while such local static 

pressure fluctuation may cause the local vortex stretching and deformed so as to break 

down the original structure with high irregularity, forcing the core of vorticity to a lower 

position and increasing the overall turbulent dissipation rate in the synthesis process. 

 

4.4.3 Effects of the interaction between turbulence-induced shear and reaction 

characteristics on the synthesised particles 

 

In addition to the effect of the local turbulence-induced shear on the synthesised 

particles, the interaction between the local turbulence and the particle nuclei growth 
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dominated by reaction process can be characterised by using the Damköhler number, 

Da, as discussed below. The particle synthesis process can be considered to consist of 

two-step reactions (i) homogenous hydrolysis reaction transforming TEOS to Si(OH)#, 

and (ii) heterogeneous condensation reaction transforming Si(OH)#  to 	SiO! . The 

hydrolysis reaction is predominant in the present study case. Following (Baḱldyga et 

al., 1995), the Damköhler number is introduced to characterise the interaction of the 

local turbulence shear and the chemical reaction, defined as the ratio of the typical 

turbulent eddy time scale to the chemical reaction time scale, which is expressed as 

 

𝐷𝑎 = m,
m8
=

%!n 9
〈;〉

V’
𝑟′                     (4-30) 

 
where the Damköhler number, Da, is volumetric averaged. The estimated Da as well 

as mean turbulent energy dissipation rate varying with different Reynolds number 𝑅𝑒_ 

are displayed in Figure 4.11 (a). The chemical reaction time scale τc is proportional to 

the reciprocal of reaction constant k as described in Equation (4-1) and mixing time 

(𝜏4=12�
a
〈L〉

) is proportional to the Kolmogorov time scale is calculated by τ = (ν/ε)1/2  

(Pope, 2001). In consequence, Da number is found in the order of 10-7 to 10-5 since the 

rate of hydrolysis-dominant reaction is comparably slower than the normal precipitation 

process, slightly decreasing from 7.77×10-7 to 7.73×10-7 in the range of Reynolds 

number from 2620 to 13196 when the ultrasound power level of 240W was applied as 

shown in Figure 4.11 (b), with respect to turbulent time scale from 1.80×10-5 to 

1.79×10-5. It is noted that the Da number has decreased as the 𝑅𝑒_   number increases 

from 2620 to 10479, indicating the chemical reaction effect becomes less contributed 

compared with the effect of the turbulence-induced shear. As continuous increment of 

𝑅𝑒_   number from 10479 to 13196, the Da number has slightly increased from 7.727 

×10-7 to 7.732 ×10-7, indicating that the effect of chemical reaction may be still 

dominated. An increased 𝜀 value with a greater ReT value indicates that the greater local 

turbulence level is caused by the stronger swirling turbulent vortex flow with the two 
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higher inlet velocity streams. Consequently, this leads to an enhanced turbulent mixing, 

producing higher local turbulent shear stresses and enhancing the local mass transfer. 

It can be seen from Figure 4.11 (c) that the changes in the volumetric flowrate ratio of 

two inlet streams R has an unpredictable impact on the interaction between the 

turbulence and the synthesis reaction as the Da number fluctuates in range of 7.75×10-

7 to 7.78×10-7, with the turbulent eddy time scale from 1.79×10-5 to 1.81×10-5. 

Nevertheless, the adoption of ultrasound has a remarkable influence as the Da number 

has reduced significantly from 7.22×10-5 to 5.40×10-7. The corresponding turbulent 

eddy time scale is 7.52×10-4 without ultrasound power and it decreases to 5.63×10-6 

when ultrasound power of 600 W is applied. It is indicated that the mass transfer rate is 

approximately 200 times larger than the reaction rate when the ultrasound power level 

reaches 600 W compared with cases without adoption of ultrasound irradiation. As the 

ultrasound power level increases, the local turbulence is intensified due to the 

turbulence induced by imposing the ultrasound waves and the acoustic streaming 

results in the generation of the turbulent eddies that will be superimposed on the 

existing turbulence shear field, thus leading to the intensified reaction rate.  

 

4.4.4 Effect of turbulence-induced shear on mass transfer rates of the synthesised 

aggregate particles 

 

As discussed in the previous subsections, the synthesis of aggregated nano-particles is 

significantly affected by the local turbulence, implying that the local turbulence has an 

impact on the mass transfer between the reactant solutions and embedded growing 

nano-particle aggregates due to the reactions. The Sherwood number (Sh) is employed 

to describe the ratio of the mass transfer to mass diffusion, as defined by Equation (4-

31): 

 

𝑆ℎ = $&'?+
:=

                                                    (4-31) 
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The aggregated nano-particle has been assumed to be a sphere with the equivalent 

diameter of dp. In the synthesis, the Sherwood number is a function of the Reynolds 

number based on the diameter of the aggregate particle, Rep, and the Schmidt number, 

Sc, based on the correlation described by Armenante and Kirwan (1989) and Miller 

(1971), which can be written as 

 

 

𝑆ℎ = 2.0 + 𝐴𝑅𝑒Q@."𝑆𝑐@.&&                              (4-32) 

 
where Rep and Sc is given by 

 

𝑅𝑒Q =
p𝒖'2𝒖+p?+

a
     (4-33) 

 

𝑆𝑐 = a
:=

          (4-34) 

 

As the synthesised aggregated nano-particle size is small, typically around 1.5´10-5 m 

from the experimental observation, the corresponding Stokes number, 𝑆𝑡e =
<+?+"√L
%Ea# "⁄ <?

	, 

based on the volume average turbulent energy dissipation rate and Kolmogorov scale, 

falls into the range from 0.02 to 2.91 when the ultrasound irradiation power is increased 

from 0 to 600 W. This clearly indicates that the aggregated particles respond well to the 

local turbulent eddies with the size down to the Kolmogorov scale and are subject to 

the shear owing to large swirling turbulent eddies without adoption of the ultrasound 

irradiation. However, the size of the turbulent eddies that have a strong interaction with 

the aggregated particles will reduce when the ultrasound irradiation is imposed, but the 

particles will be subjected to the shear action contributed from a wide-ranging size of 

turbulent eddies. In this case. the local particle velocity may be estimated by Pope (2001) 

as follows, 
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𝑢Q = 2.0]𝜀𝑑Q^
%/&       (4-35) 

 

Considering the impact of turbulence on mass transfer process, Hiromitsu and 

Kawaguchi (1995) and Abou Al-Sood and Birouk (2007) made an attempt on 

correlating the effect of the freestream turbulence on the mass transfer rate by 

introducing the turbulence coefficient C(I). Introducing a similar modification to take 

the turbulence intensification into account, Equation (4-36) can be modified, expressed 

as 

 

𝑆ℎ = 2.0 + 𝐴′𝑅𝑒Q@."𝑆𝑐@.&&C(𝐼)	                                    (4-36) 

 

Equation (4-37) can be further rewritten by relating to the Reynolds number 𝑅𝑒_ as 

 

𝑆ℎ = 2.0 + 𝐴′𝑅𝑒_@."𝜑@."𝑆𝑐@.&&C(𝐼)        (4-37) 

 

where 𝜑 represents the aggregated nano-particle size against the Rankine vortex core 

characteristic length of reactor Rv, defined by 

 

𝜑 = p𝒖'2𝒖+p?+
!`C0

"   .                 (4-38) 

 

The coefficient 𝐴′  can be obtained by observing the relationship between 

(𝑆ℎ − 2) 𝑅𝑒_@."𝜑@."𝑆𝑐@.&&⁄  against turbulence intensity I based on the experimental 

data shown in Figure 4.12 (a). The product of constant 𝐴′ and turbulent coefficient 

C(𝐼)	 is found to be well fitted by the following relationship: 

  

𝐴NC(𝐼) = a(𝐼 − b)r                             (4-39) 
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where parameters a, b, c are found from the fitting of the calculated data to be: a =

0.07 ± 0.0053; b = 13.40 ± 0.32; c = 0.27 ± 0.02. In this case, the coefficient of 

determination R2 = 0.99967 (perfect fit when R2=1). The turbulence coefficient C(𝐼) as 

a function of turbulence intensity I is plotted in Figure 4.12 (b) and the deviation is 

shown as error bars. We thus obtain the Sherwood number for description of the mass 

transfer in the synthesis of aggregated nano-particle in the SVFR, given by 

 

𝑆ℎ = 2.0 + 0.07𝑅𝑒_@."𝜑@."𝑆𝑐@.&&(𝐼 − 13.4)@.!F.              (4-40) 

 

Figure 4.13 shows the Sherwood number changing as characteristic length ratio 𝜑 and 

turbulence intensity I at Reynolds number 𝑅𝑒_ =7859. Higher Sherwood number 

(Sh>3.5) occurs when 𝜑 is larger than 1×10-3 where the intensification of ultrasound 

irradiation enhances the turbulence so that the mass transfer between the particles and 

the reactant solution is enhanced. In contrast, Sh number tends to be smaller as the 

turbulence intensity decreases contributing less to the mass transfer with 𝜑 smaller than 

1×10-3. To further investigate the correlation between the mass transfer and local 

turbulent shear in the swirling turbulent flow, a correlation coefficient RG,Sh between 

the predicted local reactant consumption rate and the volume average local turbulent 

shear rate is proposed, which is defined by 

 

Rs,)t =
〈s〉@〈)t〉@uuuuuuuuuuuuu

〈s〉ABC〈)t〉ABC
                                         (4-41) 

 

where	〈𝐺〉v  is the volume average turbulent shear rate, subscript j denotes different 

cases. They are estimated by 

 

〈𝐺〉v =
%
_ ∫ 𝐺_@ 	𝑑𝑉 = %

_ ∫ �L
a

_
@ 	𝑑𝑉                                     (4-42) 
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〈𝑆ℎ〉v =
%
_ ∫ 𝑆ℎ_

@ 𝑑𝑉                                              (4-43) 

 

Figure 4.14 shows the correlation coefficient RG,Sh  change in the SVFR on the 

conditions of adoption of different ultrasound power for the given v and variation of 

𝑅𝑒_  for the given adopted ultrasound irradiation. The change of the correlation 

coefficient in the SVFR chamber has the following trend. Considering the case without 

applying ultrasound irradiation as the reference, the correlation RG,Sh equals one. It 

increases monotonically when increasing the applied ultrasound power for the given 

𝑅𝑒_ , indicating that the mass transfer process is strongly affected by the local 

turbulence intensification due to the turbulence generation by acoustic screaming. It is 

postulated that the effect of ultrasound irradiation may significantly enhance the 

turbulent eddy fluctuations so that the local turbulent shear stresses are increased. When 

the ultrasound power increases from 0 W to 600 W, the correlation RG,Sh for the given 

𝑅𝑒_  are almost increased up to 2.5 times greater than that without applying the 

ultrasound irradiation as can be observed from Figure 4.14 (a). The consequence of the 

acoustic streaming of ultrasound irradiation is to intensify the local turbulence, resulting 

in the enhancement of the mass transfer between the particles and the reactant. It can 

be seen from Figure 4.14 (b) that RG,Sh also increases up to around 1.4 times with 

increasing 𝑅𝑒_ for the given ultrasound irradiation of 240 W. It is noted here that as 〈𝜀〉 

= 2nw2, an increase in 𝑅𝑒_  means the increase in the rotational angular velocity or 

vorticity in the Rankine vortex core, thus giving out an increase in the local turbulent 

shear. As the 𝑅𝑒_  increases, higher dissipation takes place, which results in the 

improved mass transfer and reactant consumption for the particle growth. However, the 

Sherwood number and the shear rate are highly correlated when volumetric flowrate 

ratio R=2~3, it has an unpredictable correlation as volumetric flowrate ratio increases. 

 

4.5 Conclusions 
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Shear turbulence controllable synthesis of nano-sized particles using a SVFR assisted 

by ultrasound irradiation has been investigated using both CFD modelling and 

experimental validation. The effects of the intensification of turbulence by applying 

ultrasound irradiation and turbulence level in the Rankine vortex core characterised by 

using the Reynolds number ReT on particle synthesis are studied. Characterisation of 

the synthesised particle morphology, porosity and size distribution are correlated with 

the local turbulence generated in the SVFR. The conclusions derived from the present 

study can be summarised as follows: 

 

(1) It was found that when the Reynolds number 𝑅𝑒_ and the adopted ultrasound 

power increase, the average synthesised SiO2 particle size is reduced, accompanied by 

a narrower particle size distribution and higher porosity. When increasing the inlet 

reactant solution volumetric flowrate ratio R, smaller size SiO2 particles with higher 

porosity are obtained only when R is around 2 to 3. The effect of change in the 

volumetric flowrate ratio on the synthesised SiO2 particle characteristics is weak due to 

the enhancement of the turbulence shear stresses acting on the particles being restricted 

by the variation of the turbulent Rankine vortex formed in the SVFR. 

 

(2)  It has been affirmed that increasing the Reynolds number 𝑅𝑒_ and the adopted 

ultrasound power leads to the reduction of Da number, indicating that the effect of 

turbulence-induced shear on the synthesised particles increases compared with the 

effect of hydrolysis in the synthesis process. The adoption of ultrasound irradiation can 

significantly enhance the intensity of turbulence embedded in the turbulent Rankine 

vortex formed in the SVFR and change the local turbulent energy dissipation rate as 

characterised by the local turbulent shear�L
a
. 

 
 

(3) By introducing the modified Sherwood number, the correlation of the mass 

transfer in the interface of the aggregated nanoparticles and the reactants with the local 
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turbulent shear stresses has been demonstrated. It has been proved that the 

intensification of ultrasound will enhance the local turbulence and turbulent shear 

stresses. As a result, the mass transfer has been enhanced. Such spatial correlation can 

be used to predict the mass transfer for the particles in the synthesis process. 
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Figures and Graphs 

 

 

Figure 4.1 Schematic diagram of the experimental setup of 𝐒𝐢𝐎𝟐 synthesis using SVFR 

assist by ultrasound processor. 

 

Figure 4.2 The experimental rig and scaled dimensions of SVFR in millimetres. 
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   (a) 

 

   

 

(b)  
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(c)  

 

Figure 4.3 SEM images and the corresponding particle size distribution measured 

Laser particle size analyzer (LPSA) by of sample SiO2 synthesised under different 

condition of (a) Ultrasound power P at Reynolds number 𝑹𝒆𝑽 = 7859; (b) Reynolds 

number 𝑹𝒆𝑽  under the ultrasound power of 240 W; (c) Volumetric flowrate ratio R 

under ultrasound power of 240 W. 

 

Figure 4.4 (a) Schematic diagram of SiO2 nanoparticles aggregation; TEM images of 

samples synthesised under the ultrasound power of 600 W at Reynolds number 𝑹𝒆𝑽	= 

7859 under the proportional scale of (b) 100 nm; (c) 50 nm; (d) 20 nm. 
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Figure 4.5 (a) 2D-contour of characteristic particle length ratio 𝒅𝒑/〈h〉		 versus 

ultrasound amplitude PA (W) and turbulent Reynolds number 𝑹𝒆𝑽 ; (b) 2D-contour of 

coefficient of variation (CV) versus ultrasound amplitude PA (W) and turbulent 

Reynolds number 𝑹𝒆𝑽. 
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Figure 4.6 CFD Predicted tangential velocity distribution  uq (m/s) of continuous phase 

in the SVFR along radial direction at the surface of z = 5 mm for the cases (a) Effect of 

variation of ultrasound power P at Reynolds number 𝑹𝒆𝑽  = 7859; (b) Effect of  

Reynolds number 𝑹𝒆𝑽  at ultrasound power of 240 W; (c) Effect of variation of 

volumetric flowrate ratio R for the given ultrasound power of 240 W; (d) The tangential 

velocity distribution in radial direction in the Rankine vortex of the SVFR for Reynolds 

number 𝑹𝒆𝑽= 7859 and the applied ultrasound power of 240 W. 

 

(b)                     

(c)                             (d)                     

(a)                             
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Figure 4.7 Brunauer-Emmett-Teller (BET) surface area (m2/g) and Average pore width 

(nm) versus (a) Ultrasound power P at Reynolds number 𝑹𝒆𝑽 = 7859; (b) Reynolds 

number 𝑹𝒆𝑽  under ultrasound power of 240 W; (c) Volumetric flowrate ratio R under 

ultrasound power of 240 W.  

 

(a)                            

(b)                     

(c)                        
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Figure 4.8 Turbulence intensity versus (a) Ultrasound power P at Reynolds number 

𝑹𝒆𝑽  = 7859; (b) Reynolds number 𝑹𝒆𝑽	 under ultrasound power of 240 W; (c) 

Volumetric flowrate ratio R under ultrasound power of 240 W. 

 

(c)                        

(a)                            

(b)                     
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Figure 4.9 Turbulent kinetic energy distribution in the reactor chamber under 

ultrasound power of (a) 0 W (b) 120 W (c) 240 W (d) 360W (e) 480 W (f) 600 W at 

Reynolds number 𝑹𝒆𝑽 = 7859 at flow time t = 2.0 s. 

 

(a) (b) 

(c) (d) 

(e) (f) 
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Figure 4.10 Iso-surface of vorticity at 100 s-1 in the reactor chamber under ultrasound 

power of (a) 0 W (b) 120 W (c) 240 W (d) 360 W (e) 480 W (f) 600 W at Reynolds 

number 𝑹𝒆𝑽 = 7859 at flow time t = 2.0 s. 

 

(a) (b) 

(c) 
 

(d) 

(e) (f) 
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Figure 4.11 Damköhler number and the mean turbulent energy dissipation rate 〈𝜺〉 

versus (a) Ultrasound power P at Reynolds number 𝑹𝒆𝑽= 7859 ; (b) Reynolds number 

𝑹𝒆𝑽under the ultrasound power of 240 W ; (c) Volumetric flowrate ratio R under the 

ultrasound power of 240 W.                                                                                                

 

(a)                            

(c)                        

(b)                     
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Figure 4.12 (a) 	(𝑺𝒉 − 𝟐) 𝑹𝒆𝑽𝟎.𝟓𝝋𝟎.𝟓𝑺𝒄𝟎.𝟑𝟑⁄  versus turbulence intensity I (%) by 

adoption of ultrasound power from 0W to 600W and (b) the plot of turbulence 

coefficient C(I) as a function of turbulence intensity I (%) with the error bar of 

turbulence coefficient. 

Figure 4.13 3D-plot of Sherwood number Sh versus characteristic length ratio 𝝋 and 

turbulence intensity I (%). 

(a) (b) 
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Figure 4.14 Correlation factor 𝑹𝑮,𝑺𝒉 between the predicted Sherwood number and 

local shear rate under (a) Ultrasound power P at Reynolds number 𝑹𝒆𝑽 = 7859; (b) 

Reynolds number 𝑹𝒆𝑽; (c) Volumetric flowrate ratio R under ultrasound power of 

240 W. 

  

(a) 

(b) 

(c) 
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Tables  

 
Table 4.1 Samples with different ultrasound power and intensity. 

Samples 

no. 

Ultrasound 

intensity 

(W) 

Ultrasound 

Amplitude 

(%) 

Reynolds 

number  

𝑹𝒆𝑽 for 

inlet 1 

Volumetric 

flowrate of 

inlet 1 

(ml/s) 

Volumetric 

flowrate of 

inlet 2 

(ml/s) 

Volumetric 

flowrate 

ratio R 

Sample Group 1 -Different ultrasound power 

S-0 0 0 

7859 5.75 5.75 1 

S-1 120 10 

S-2 240 20 

S-3 360 30 

S-4 480 40 

S-5 600 50 

Sample Group 2-Different inlet Reynolds number 

S-6 

240 20 

2620 1.92 1.92 1 

S-7 5240 3.83 3.83 1 

S-8 7859 5.75 5.75 1 

S-9 10479 7.66 7.66 1 

S-10 13196 9.58 9.58 1 

Sample Group 3 -Different volumetric flowrate 

S-11 

240 20 -  

5.75 5.75 1 

S-12 7.66 3.83 2 

S-13 8.62 2.87 3 

S-14 9.2 2.3 4 

S-15 9.58 1.92 5 

 

] 
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Table 4.2 Properties of dispersed phase. 

Granular viscosity Gidaspow 

Granular bulk viscosity Lun et al. 

Frictional viscosity Schaeffer 

Granular temperature Algebraic 

Solids pressure Lun et al. 

Radial distribution Lun et al. 
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CHAPTER 5 

 

SHEAR CONTROLLABLE SYNTHESIS OF MESOPOROUS 

SILICA SPHERICAL PARTICLES USING SWIRLING FLOW 

REACTORS AND POST-HYDROTHERMAL TREATMENT 

 

 

SUMMARY 

 
Chapter 4 has investigated the shear turbulence controllable synthesis of nano-sized 

particles using a SVFR assisted by ultrasound irradiation using both CFD modelling 

and experimental validation. The properties of aggregated SiO2 nanoparticles 

synthesised in SVFR can be further modified by hydrothermal post-treatment that is 

discussed in Chapter 5. Unlike IJR and SVFR, the shear force in hydrothermal 

autoclave driven by natural convection is steady and gentle in laminar flow regimes 

indicated by Rayleigh number. The precipitated SiO2 particles were firstly prepared in 

the swirling flow reactor and then were introduced into the autoclave for a period of up 

to 1-4 hours subjected to a Rayleigh-Bernard vortex-induced shear. The Rayleigh-

Bernard convection in the autoclave using the Rayleigh number characterisation both 

experimentally and numerically indicates the induced shear flow falls into the regime 

of laminar shear flow. The post-hydrothermal treatment of the primary particles in the 

autoclave has clearly indicated that such particles are experiencing the consistent shear 

owing to the Rayleigh-Bernard induced vortex shear flow driven by the temperature 

gradient. CFD modelling has reproduced the symmetric vortex flow structure in the 

hydrothermal autoclave. The particle interactions with such shear flow are modelled 

using the Euler–Lagrange two-way coupling approach. The particle growth is also 

investigated based on different hydrothermal conditions for different applied nominal 

temperatures, treatment duration and the primary particle sizes. The impact of the 
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exerted shear rate on the particles is particularly studied, focusing on the crystallinity, 

particle size distribution and porosity. It was found that as the applied nominal 

temperature surrounding the autoclave increases, the Rayleigh-Bernard convection 

induced shear is enhanced. A correlation between the Raleigh convection induced shear 

rate and aggregated-particle size was proposed to highlight the effect of Rayleigh-

Bernard convection induced shear on particle aggregation.  

 

5.1 Introduction 

 
Hydrothermal synthesis has been widely adopted to synthesise high-quality single 

crystal growth and solid-state oxides compounds, as an attractive approach for its 

simplicity, sustainability and low cost (Hu et al., 2010, Schäfer, 1985, Byrappa and 

Yoshimura, 2012). Under hydrothermal conditions, the relatively insoluble substances 

are dissolved and recrystallized from the aqueous solvent under the circumstance of 

high pressure and temperature gradient (lower than the freezing point at atmospheric 

pressure) in hydrothermal growth process where a crystal grows under relatively mild 

shear force and thermal strain producing lower dislocation density compared to the 

growth under larger temperature gradients (Zunger and Hurle, 1994). The typical 

hydrothermal system consists of a cylindrical Teflon container and thick wall made 

from low carbon stainless steel (16.3 W m-1 K-1, 390 K), vertically placed and designed 

to maintain good thermal conductivity through the enclosure walls, subjected to 

pressure and temperature as high as 10 Mpa and 200 °C (Laudise, 1970, Hasany et al., 

2012). The aqueous solution inside the hydrothermal vessel reacted in a closed system 

with air above serving as a thermal insulation layer, leading to buoyancy-driven flow 

due to the temperature gradient (Ma et al., 2020).  

 

Temperature distribution in the hydrothermal vessel or the temperature gradient applied 

to the hydrothermal vessel is a decisive factor controlling the particle size and its 

morphology, which affects the nucleation and grain growth in hydrothermal treatment. 
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Fu and Ravindra (2012) have studied the thermal effect on the speed of crystal 

nucleation and growth process, claiming that higher temperature leads to faster 

nucleation than crystal growth process. Thus, fabrication of smaller sized particles and 

control of grain growth may be realised by adopting a prolonged reaction duration. 

Similar conclusions were also drawn from the works done by Habib et al. (2008), which 

indicates crystallite size of BaTiO3 to decrease at higher temperature and that the treated 

BaTiO3 particles are porous irregularly shaped at 90 °C. Consequently, the particles 

turn to present a compact facetted shape at 150 °C. Another example is BiVO4 particles 

preparation via a hydrothermal process by using cetyltrimethyl ammonium bromide 

(CTAB) as a template-directing reagent. The experimental results have clearly shown 

the BiVO4 particles have changed from the shape of the microsphere with mixed 

tetragonal and monoclinic phases at a relatively low hydrothermal temperature (≤ 

160 °C) to the lamellar shape with a pure monoclinic phase at temperature around 

200 °C (Ke et al., 2009). Furthermore, owing to the temperature difference in a vessel, 

‘Rayleigh-Bénard vortex’ describing annular convection motion in forms of the 

hexagonal pattern is produced where flows are driven by buoyancy due to the 

temperature gradient caused by uneven heat conduction (Wesfreid, 2017, Ma et al., 

2020). Both thermal impact and hydrodynamics caused by temperature difference were 

evaluated and analysed in these papers. Other conditions such as solvent type, viscosity, 

pressure, reaction duration and reactor geometry are also found to affect the particle 

synthesis, especially for crystal nucleation and growth (Denkbaş et al., 2016, Wesfreid, 

2017, Yu et al., 2007, Kolen'ko et al., 2004). The aforementioned studies have shown 

the fact that the particle product characteristics such as morphology, size distribution, 

porosity, microstructures, phase composition, surface chemical properties even 

photocatalytic activity and magnetism could be modified by manipulating and 

optimising the operations used in hydrothermal treatment (Yu et al., 2007, McDonnell 

et al., 2018).  

 

The present study attempts to explore the impact of hydrothermal post-treatment on the 
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fabrication of silica dioxide particles that have been pre-prepared using a SVFR (Guo 

et al., 2020). The reactants were mixed and the primary silica dioxide particles were 

prepared in the SVFR, assisted by applying ultrasound irradiation. The hydrodynamics 

of post-synthesis using the hydrothermal treatment on modifying the shape of the 

particles and porosity are investigated by experimental means and CFD modelling 

approach, focusing on the hydrodynamic conditions in the hydrothermal vessel. It 

should be noted that hydrothermal methods have been adopted for the synthesis of 

silica-related micro-/nanomaterials (Yu et al., 2011, Galarneau et al., 2006, Yu et al., 

2012). Specifically, the hydrothermal synthesis and post-treatment were found to be 

effective to improve the hydrothermal stability, mesoscopic regularity and extended 

pore size (Pan et al., 2009, Sayari, 2000). Martin et al. (2002) have developed an 

approach via alkaline hydrothermal treatment for better controlling the mesoporosity in 

the pre-formed silica in the dissolution/regrowth kinetics in the range of temperature 

373 K to 423 K. Optimization on controlling the particle shape and mesophase self-

assembly that is applicable in chromatography applications was also realised as 

reported in the literature (Galarneau et al., 2006). Bettermann and Liebau (1975) have 

studied the transformation of amorphous silica in the forms of cristobalite and keatite 

to crystalline silica on different hydrothermal conditions. Their results have revealed 

that the routes of the silica transformation process are strongly associated with the 

pressure, temperature, reaction duration and the starting chemicals in the hydrothermal 

treatment.  

 

The challenges encountered to conduct the experiment in hydrothermal autoclaves 

comprise not only extreme operation conditions of high temperature and pressure but 

also its invisibility. Most importantly, the lack of a clear understanding of the 

correlations between the hydrodynamics and particle growth mechanism in a 

hydrothermal vessel is the most obstacle for the application of the hydrothermal 

approach. Consequently, the CFD simulation approach is usually adopted to investigate 

the hydrodynamics inside the autoclaves. Li et al. (2003) have carried out a series of 
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numerical simulation to investigate particle crystallisation influenced by Rayleigh 

natural convections in the hydrothermal autoclaves with different aspect ratios. Their 

results on the characterisation of bulk flow and particle growth have indicated that an 

increased aspect ratio would contribute to alternation of Rayleigh instability induced 

velocity field and likely temperature reduction in the core, giving out a relatively 

uniform growth of crystals. They have also indicated that buoyancy-driven convection 

in the hydrothermal autoclave can take place due to the temperature variation in 

different parts of the autoclaves. Klipov and Shmakov (1991) have claimed that there 

exists a strong correlation between the fluid flow and the crystal characteristics on its 

shape, morphology, growth rate, macroscopic defects and inclusion density. 

 

The present work aims to further look into the shear controllable synthesis process in 

the hydrothermal vessel for silica particle synthesis based on the correlation between 

the particle characteristics such as particle size distribution, porosity and crystallinity 

and hydrodynamic conditions used in the hydrothermal treatment. SiO2 particles were 

synthesised via a pre-step swirling flow reactor followed by using a post-hydrothermal 

treatment, where the primary particles or SiO2 flocs were further subjected to the shear 

influence through the Rayleigh convection in a hydrothermal autoclave. The 

hydrodynamics in the autoclave is modelled using the CFD modelling and the 

correlation between the hydrodynamics and particle properties such as particle diameter, 

morphology, uniformity and porosity are particularly sought. Section 5.2 presents the 

experimental details while Section 5.3 presents the theoretical and CFD modelling of 

the Rayleigh convection in the autoclave for looking into the local shear experienced 

by SiO2 particles and the particle dispersion in the autoclave. Section 5.4 presents the 

results and discussion, especially for the correlation between the local shear and those 

synthesised SiO2 particle properties, and finally, Section 5.5 summarises the 

conclusions derived from the study. 
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5.2 Experimental 

 
5.2.1 Chemicals 

 
Cetyltrimethyl Ammonium Bromide (CTAB), NaOH solution (2 M) and tetraethyl 

orthosilicate (TEOS > 28.5 %) were all purchased from Sinopharm Chemical Reagent 

Co., Ltd. 1g CTAB was required to be fully dissolved in 480 ml of deionised water with 

3.5 ml of NaOH solution (2 M) together, which forms the mixture A. After the CTAB 

was fully dissolved at the constant temperature of 80	℃, 5 ml of tetraethyl orthosilicate 

(TEOS > 28.5 %) was added into the mixture A dropwise to prepare for SiO2 floccule. 

 

5.2.2 Silica sources preparation 

 
Primary particles were synthesised in the SVFR which consists of a short circular 

cylindrical chamber (D = 20 mm, H =10 mm) embedded in a stainless-steel block with 

two guided introduction thin pipes that allow the solution to tangentially flow to enter 

the chamber. Samples of the primary particles were obtained, respectively, by applying 

the ultrasound irradiation with ultrasound power 120 W, 360 W and 600 W at a constant 

flow rate of 5.75 ml/s for each inlet, circulating in the SVFR for 30 min at 353 K. The 

labelling of samples of primary particles synthesised with different experimental 

conditions are listed in Table 5.1.  

 

5.2.3 Hydrothermal post-treatment of the silica sources 

 
The experimental setup and processes are shown in Figure 5.1. After the sample flocs 

were collected from the outlet of the pre-step swirling flow reactor, these prepared 

sample flocs with the flocculent solution were dispersed and the 75 ml formed mixture 

(containing ~0.21 g primary SiO2 particles) was then transferred to an autoclave. The 

autoclave was closely sealed, placed in an oven and hydrothermally heated to the 

nominally measured temperature in the range of 373 K to 413 K for the different 
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duration as listed in Table 5.1. After finishing this step, the silica particles were obtained 

by filtering flocs via a vacuum circulating pump and washed 3 times with the deionised 

water. The obtained flocs were then dried for 5 hours at 100 ºC in the oven. The white 

powdery SiO2 particles were obtained after free cooling. 

 

5.2.4 Characterisation 

 

The prepared white powdery SiO2 particles were subjected to X-ray diffraction (XRD) 

characterisation. The X-ray diffraction (XRD) patterns were collected by Bruker AXS 

D8 ADVANCE using Cu Kα radiation (λ=1.5406 Å) in a range of 10° to 90°. Chemical 

compositions were verified with Fourier-transform infrared spectroscopy (FT-IR) 

measurements, Bruker V70, U.S.A. The size distribution and morphology of silica 

particles were determined by scanning electron microscope (SEM), Sigma VP, ZEISS, 

Germany and transmission electron microscope (TEM), Hitach H-7500. The Brunauer-

Emmett–Teller (BET) surface area was detected by carrying out the nitrogen adsorption 

experiments using ASAP 2020 (Micrometrics, U.S.A) and thermal gravimetric was 

conducted by thermogravimetry and differential scanning calorimetry (TG-DSC, 

NETZSCH STA 449 F3 Jupiter, Germany). 

 

5.3 Mathematical Modelling  

 
5.3.1 Governing equations  

 
In order to get physical insight into the mechanism of SiO2 particle growth in the 

hydrothermal autoclave, a two-dimensional volume of fluid (VOF) coupled with 

discrete particle motion (DPM) modelling approach has been adopted. It has been 

assumed that the Rayleigh convection caused by the applied temperature gradient on 

the autoclave is axisymmetric on the major axis of the hydrothermal autoclave. As there 

exists an interface between the SiO2 floc solution and the air inclusive in the autoclave, 

the VOF is used to model the Rayleigh convection induced vortex flow (van Sint 
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Annaland et al., 2005) (Brackbill et al.) while the DPM model is used to track the SiO2 

particle dispersion in such flow. 

 

Rayleigh convection in the hydrothermal autoclave  

 

The VOF model describing the flow of the SiO2 floc solution inside the hydrothermal 

autoclave was adopted, coupling with the energy conservation to consider the effect of 

the temperature gradient imposed to the hydrothermal autoclave outer-surface. The 

governing equations to describe such a flow in the hydrothermal autoclave are given by 

 

Continuity equation:  

 

!"
!#
+ 𝛻 · (𝝆𝒖) = 0      (5-1) 

 

Momentum equation: 

 

!("𝒖)
!#

+ ∇ · (𝝆𝒖𝒖) = −∇𝑝 + [𝜇(∇𝒖 + (∇𝒖)')]∇(𝒖 + 𝝆𝒈 + 𝑭𝑫 + 𝑭𝒃    (5-2) 

 

Volume fraction equation: 

 

!
!#
(𝛼+𝜌+) + ∇ · (𝛼+𝜌+𝒖) = 0      (5-3) 

 

Energy equation: 

 

!"!'
!#

+ ∇ · (𝜌+𝒖𝑇) =
,
-"
∇(𝑇     (5-4) 
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where u is the velocity vector, and aL is the solution phase fraction. The volume fraction 

of the air and solvent liquid phases should sum to be unity, one can calculate the volume 

fraction of the air phase (ag) based on the following equation: 

 

𝛼+ + 𝛼. = 1      (5-5) 

 

The volume-fraction-averaged density and viscosity are described by: 

 

𝜌 = 𝛼+𝜌+ + (1 − 𝛼+)𝜌.    (5-6) 

 

𝜇 = 𝛼+𝜇+ + (1 − 𝛼+)𝜇.    (5-7) 

 

Due to the existence of temperature gradient, the induced buoyancy force, Fb, on basis 

of Boussinesq approximation considering density variation in the autoclave can be 

estimated by 

 

𝑭𝒃 = 𝜌+𝒈𝛽(𝑇 − 𝑇/)                     (5-8) 

 

As the solvent solution in the hydrothermal autoclave is treated as incompressible fluid, 

the solution density appeared in the above equations is evaluated using the Boussinesq 

approximation to consider the buoyancy effect (Li et al., 2006, Scott and Richardson, 

1997), given by 

 

𝜌+ = 𝜌+,/[1 − 𝛽(𝑇 − 𝑇/)]           (5-9) 

 

where 𝛽 is the thermal expansion coefficient; 𝑇/ is the reference temperature based on 

the average over the temperatures of 𝑇1  and 𝑇( . With the hydrothermal autoclave 

reactor adopted in the present study, the Rayleigh number based on the characteristic 
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length of the reactor, RaD = gbDT L 3/n2Pr, is estimated to be with magnitude of 106. 

The flow with such a Rayleigh number should be in the unsteady laminar regime, since 

the previous studies have indicated that the flow becomes turbulent when Rayleigh 

number is in the order of 1.0´108 (Li et al., 2005, Li et al., 2006). Numerical simulation 

results presented in the latter section of this paper also affirm that the flow is in the 

unsteady laminar regime. The boundary condition imposed for the sidewall of the 

autoclave has been treated as no-slip with constant temperature. For top and bottom 

walls, it is no-slip and adiabatic conditions.  

 

SiO2 particle dispersion 

 

In order to reveal the effect of Rayleigh convection induced shear on the particle 

dispersion, the trajectories of SiO2 particles in the hydrothermal autoclave were 

calculated by integrating the equation of motion using the Lagrangian approach, where 

the forces acting on the particles through the interactions between the particles and the 

floc solution are mainly the drag and thermophoretic forces (Xu et al., 2013). The 

equation of motion can be written as 

 

2𝒖𝒑
2#

= 𝑓3;𝒖𝒍 − 𝒖𝒑< +
𝒈(""7"$)

""
+ 𝑭'               (5-10) 

 

where 𝑓3;𝒖𝒍 − 𝒖𝒑< is the drag force per unit mass and the factor fD is defined by 

 

𝑓3 =
189
""2"%

∙ -&:'"
(;

      (5-11) 

 

where Rep is the particle Reynolds number, estimated by 𝑅𝑒< =
"!2"=>$7>"=

9!
. 

Considering the pre-prepared SiO2 from the SVFR may possess irregular shapes, the 

drag coefficient 𝐶3 is defined as: 
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𝐶3 = 𝑎1 +
?%
:@
+ ?(

:@%
              (5-12) 

 

where 𝑎1 , 𝑎(  and 𝑎A  are constants when the particle is assumed to be spherical 

according to Morsi and Alexander (1972). In addition, as the movement of SiO2 

particles in the floc solution is subjected to a steady temperature gradient, the 

thermophoresis phenomenon may have a major impact on particle dispersion, such 

force is also accounted in the modelling, given by  

 

𝑭' = −𝐷'
1

B"'
∇𝑇      (5-13) 

 

The trajectories of SiO2 particles were tracked by solving Equation (5-10) coupling with 

the solution of Equation (5-2) in an Eulerian frame for the velocity distribution in the 

floc solution in the hydrothermal autoclave. 

 

5.3.2 Numerical modelling  

 
To better specify the thermal boundary conditions applied to the outer surfaces of the 

hydrothermal autoclave, the temperature distribution around the hydrothermal 

autoclave which was placed in the muffle furnace was measured and validated by CFD 

modelling. The CFD simulation has adopted a simplified 2D muffle furnace model, 

which the actual temperature field in the muffle furnace is generated in an enclosure 

with the double-wall housing and a well-sealed front door as shown in Figure 5.2 (d). 

The hydrothermal autoclave is placed at the bottom centre of the enclosure wall. The 

heating is digitally controlled by a temperature sensor, which is located at the top of the 

autoclave where the feedback regulation can be achieved with the required nominal 

temperature Ts (see Figure 5.2). The temperature at the enclosure chamber walls made 

of polycrystalline alumina fibres, Tm1, was also measured. As can be seen from Figure 

5.2, the temperature distribution on the surface of the hydrothermal autoclave since the 
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free convection taking place in the muffle furnace enclosure will generate a temperature 

gradient along the surface of the autoclave in the vertical direction. 2D CFD modelling 

of temperature distribution are displayed in Figures 5.2 (a), 5.2 (b) and 5.2 (c) while the 

CFD results are also validated by the measurement. Based on the simulation and 

measurement, the thermal boundary conditions for the hydrothermal autoclave are 

determined as listed in Table 5.2 and the floc solution properties are given in Table 5.3 

(Denys et al., 2003). It should be noted that as the temperature gradient along the 

hydrothermal autoclave in the vertical direction has been simplified by the temperature 

difference ∆𝑇 = 𝑇( − 𝑇1 between the lower part of the autoclave with the temperature 

T2, where the SiO2 floc solution is filled, and the upper part with the temperature T1, 

where the air is enclosed. This approximation is acceptable as checked from CFD 

modelling results and the effect is found to be marginal. 

 

CFD modelling for three cases has been conducted under different conditions that the 

measured temperature Ts was 373 K, 393 K and 413 K, corresponding to Tm1 with 571 

K, 592 K and 615 K. It can be seen from the CFD simulation results as shown in Figures 

5.2 (a), 5.2 (b) and 5.2 (c) that the temperature profiles in the vicinity of the autoclave 

along the height exhibit gradual variation with the highest temperature occurs at the 

bottom of the hydrothermal autoclave wall and lower temperature around the top of the 

autoclave. Thus, the temperature difference ∆T=T2-T1 for cases 1 to 3 with 34 K, 43 K 

and 54 K as the thermal boundary condition applied to the hydrothermal autoclave will 

be used in the CFD simulation in the present work. 

 

CFD simulation has adopted the commercial CFD software ANSYS Fluent 15.0 with 

the computational mesh (orthogonal-structured grids) generated by using Gambit 2.4.6 

as shown in Figure 5.3. Grid independence check by trial simulation has been conducted 

by comparison of the wall shear stress 〈𝜏C〉 = 𝜇 2>
2D
G
DE:

 among four different mesh 

setups as listed in Table 5.4. It can be seen from Table 5.4 that the adoption of Grid 3 



Chapter 5 | 13 
 

with a total of 15,200 cells gives shear stress of 0.227 Pa while further refinement on 

the mesh (Grid 4) has little impact on the predicted wall shear stress. Grid 3 mesh setup 

was thus employed in all the CFD simulations. The Rayleigh number based on the 

radius of the hydrothermal autoclave is estimated around 2´106 and it is safe to assume 

that the Rayleigh convection established in the hydrothermal autoclave is well falling 

into the laminar regime. The CFD simulations were run in a transient mode in order to 

catch up with the Rayleigh convection induced vortex flow. Since the volume fraction 

of SiO2 particles is smaller than 5%, the particle trajectories were obtained using the 

DPM model embedded in the CFD code with a time step of 10-5 s. 

 

5.4 Results and Discussion 

 
5.4.1 Effects of Rayleigh convection in the hydrothermal autoclave on induced 

shear flow and temperature distribution 

 
The temperature difference occurring between the floc solution and the enclosed air 

will induce the Rayleigh convection. Such convection will generate a vortex shear flow. 

The particles suspended in the solution will be consequently subjected to such induced 

shear. The employed hydrothermal autoclave is a 100 ml hydrothermal Teflon reactor 

with an inner diameter of 48.5 mm and 95 mm height as shown in Figure 5.3. The 

evolution of the temperature and the velocity distribution in the autoclave for Case-1, 

predicted by CFD modelling, is shown in Figure 5.4. It can be seen from the figure that 

at the initial stage of the heating process, there exists a large temperature difference 

(~120K) between the wall and the surrounding in the hydrothermal autoclave, which 

leads to high temperature gradient, inducing an upward flow with a greater velocity 

near the wall. As revealed from the simulation as shown in Figure 5.4 (a), the Rayleigh 

convection causes symmetric circulating flow pattern which may be appropriately 

described as a non-strict Rayleigh–Bénard convection (Yigit et al., 2020). As such 

convection promotes heat transfer significantly in the hydrothermal autoclave but 
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gradually weakens the temperature gradient both the air and the floc solution, the 

induced buoyancy force will gradually reduce while a new equilibrium state will be 

established, the temperature in the autoclave consequently becomes uniformly 

distributed as can be seen clearly from Figure 5.5 (a). This process can be evidenced by 

the CFD simulation results that the velocity near the wall, observed at location p1 and 

p2, increases initially in the first 10 seconds when heating is applied but temperature 

steadily decreases afterwards and gradually approaches a constant value when the 

heating reaches 200 s, e.g. 0.1 m/s for Case-1. However, the velocities recorded in the 

locations, p4 and p5, at the centreline of the hydrothermal autoclave are almost zero, 

indicating the induced vortex circulation being weak here. In the air zone, the velocity 

for Case-1 near the wall is observed to be as high as 0.03 m/s. The predicted velocity 

and temperature evolution at location p2 are displayed in Figures 5.5 (c) and 5.5 (d) for 

all the cases. Higher temperature difference induces higher velocities in the vicinity of 

the autoclave wall. To be specific, the largest temperature difference DT = T2-T1 and 

induced velocity were found for Case-3 with nominal temperatures of 413 K when the 

simulation time reaches 200 s with and the corresponding velocity is 0.026 m/s.  

 

To quantitatively characterise the effect of the Rayleigh convection on the induced 

shear, Grashof number (Gr) was adopted, defined by the ratio of the buoyancy to 

viscous force acting on a fluid particle which is given by 

 

𝐺𝑟 = 𝛽𝑔∆𝑇𝑅A/𝜈(        (5-14) 

 

where 𝛽  is the coefficient of thermal expansion and R denotes the radius of the 

hydrothermal autoclave reactor. For convenience, Rayleigh number (Ra) as described 

in the previous section was also adopted, a product of Grashof number (Gr) and Prandtl 

number Pr, where Pr refers to as the ratio of the solution viscosity to thermal diffusivity, 

i.e. 𝑃𝑟 = F
G
= -"9

,
 .  
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The strength of the induced shear is described by introducing the volumetric average of 

the local induced shear rates	〈𝐺〉N , defined by 

 

〈𝐺〉N = 1
H:%I ∫ ∫ PQ2 ST!J)

!D
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(5-15) 

 

The experiments have been conducted for all the cases loaded with the same primary 

particles obtained from the pre-preparation using the SVFR with different temperature 

setup by controlling the temperature difference between the upward and downward 

parts of the hydrothermal autoclave. The changes of corresponding Rayleigh number 

for all the cases was estimated based on CFD modelling for 200 s are shown in Figure 

5.6. As can be seen from Figure 5.6, the Rayleigh convection induced shear strengths 

reduces with the time due to the temperature difference gradual reduction. A higher 

applied temperature difference leads to an increased Rayleigh convection induced shear. 

It was also noticed that as the Rayleigh number increases, the Rayleigh convection 

induced vortex shear flow takes place in the region closer to the wall, indicating that 

the SiO2 particles may be subjected to stronger shear applied to the particles than the 

other regions. When heating reaches 180 s, the Rayleigh numbers were found to be 

2×106, 2.52×106 and 3.17×106 for the setup nominal temperature of 373 K, 393 K and 

413 K at the top of the hydrothermal autoclave.  

 

5.4.2 Effect of Rayleigh convection induced shear flow in the hydrothermal 

autoclave on synthesised characteristics 

 
In order to affirm the properties of the synthesised particles that have been included in 

the floc solution especially the chemical compositions, FT-IR spectroscopy 

measurements have been carried out and the results are shown in Figure 5.7 (a). The 
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absorption bonds at 1080 cm-1 and 450 cm-1 imply the presence of Si-O bonds. The 

occurrence of the absorption bonds at 2923 cm-1 and 2856 cm-1, however, represent the 

existence of -CH2- bonds because of the formation of the bonding between CTAB and 

SiO2. The extra CTAB can be fully removed after calcination at 550 °C after 8 h (Zhang 

et al., 2017). X-Ray diffractometer (XRD) analysis was also performed in the range of 

2θ from 0º to 90º. The results of XRD pattern analysis of synthesised SiO2 particles 

using the hydrothermal post treatment are shown in Figure 5.7 (b). A broad peak 

appears at the Bragg angles between 21º to 22º, indicating synthesised SiO2 particle 

samples have presented the amorphous phase (Pavlenko et al., 2018). As only one peak 

was observed, this indicates the product a has high degree of purity while this becomes 

remarkable as the hydrothermal temperature increases, i.e. Rayleigh number increases. 

These experimental observations have clearly indicated that the hydrothermal treatment 

leads to the crystallization of the SiO2 flocs in the floc solution so that the pre-prepared 

SiO2 particles are further aggregated. Although the agglomeration and morphology of 

the synthesised particles can be controlled due to such one-step crystallization, the step 

of calcination is still needed to remove the impurities. 

 

The morphology of a primary silica mono-particle exhibits spherical shape, identified 

by the transmission electron microscope (TEM), which is shown in Figure 5.7 (c). It 

can be seen from the TEM image that the size of the primary particle is in the range 

around 100 nm. To further determine the size at its aggregated state, the scanning 

electron microscope (SEM) was also used to measure the particle size 

distributions under different setup nominal temperature and primary particles by taking 

5 different sample groups as listed in Table 5.1. It can be observed from Figure 5.8 (a) 

that for sample group, a-373, the pre-prepared silica particles at the first hour of 

hydrothermal-treatment were loosely distributed with 89.52% of aggregated-particles 

having the size in the range of 1 to 100 μm and the surface-weighted average particle 

size d32 = 17.77 μm. As the hydrothermal treatment proceeds, aggregated nano-particles 

start to become smaller and compact in the structure, having a smaller diameter of d32. 
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When the particles were hydro-treated in the hydrothermal autoclave at the setup 

nominal temperature of 373 K (a-373), the aggregated particle size d32 was found to 

decrease from 17.177 to 14.947 μm. For sample groups a-393 and a-413, the particles 

sizes were found to decrease from 17.575 to 16.693 μm and 18.419 to 15.711 μm, 

respectively. A 3D-contour of the particle diameter dp for different hydrothermal 

treatment durations and setup nominal hydrothermal treatment temperatures are 

displayed in Figures 5.9 (a) and 5.9 (b). For comparison, the primary particle size 𝑑M is 

also displayed in the figure. It can be observed from Figure 5.9 (a), the product particles 

size tends to reduce as the hydrothermal treatment time is getting longer and the 

hydrothermal treatment temperature, i.e. the temperature difference ∆T = 𝑇( − 𝑇1  is 

increased. It should be noted that the primary particles in sample groups a, b and c (see 

Table 5.1), have the initial sizes of 18.42, 13.26 and 12.52 μm, respectively while the 

corresponding final synthesised SiO2 particles after undergoing the hydrothermal 

treatment have the sizes of 16.70, 12.33 and 10.94 μm. This is very likely to indicate 

that the primary particles under the action of Rayleigh convection induced shear will 

yield the smaller-sized aggregated particles. In other words, this is likely the 

consequence that the Rayleigh convection induced shear force acting on the particle 

surfaces may surpass the aggregation bonding force so that the morphology of the SiO2 

particles can be modified. 

 

To further look into the impact of the Rayleigh convection induced shear on the surface 

area and porosity of the particles, the nitrogen adsorption-desorption experiments were 

carried out at 77 K with the synthesised SiO2 particle samples that were pre-treated at 

473 K for 2 hours to expose to the nitrogen before conducting the measurements. The 

average surface area and mesoporous-size distribution were calculated from Barrett-

Joyner-Halendas (BJH) method and the results are shown in Figure 5.10. It can be seen 

from the figure that the average pore diameter of the aggregated particles decreases 

from 25.36 nm to 18.85 nm after 60-minute hydro-treatment and subsequently 

decreases from 15.02 nm to 13.31 nm after performing a 240-minute treatment as the 
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setup nominal hydrothermal temperature increases from 373 K to 413 K. In contrast, 

the BET surface area was also found to reduce from 69.51 m2/g to 56.42 m2/g after the 

240-minute hydrothermal treatment. As a result, the tapped density of the silica powder 

that consists of the synthesised SiO2 particles is also affected by such a process. The 

tapped density of the powder here is defined as the ratio of the mass of the powder to 

the volume occupied by the powder after being tapped, representing the capability of 

random dense packing. It can be seen from the histogram as shown in Figure 5.11 (a) 

that the silica particles synthesised under the condition of Case-1 with the setup nominal 

temperature 373 K have shown an enhanced tapped density compared with those pre-

prepared SiO2 particles from the SVFR. After tapping, the smaller-sized particles tend 

to have a compact structure. Consequently, it is speculated that the adoption of higher 

hydrothermal temperature, i.e. the particles that are exposed to the Rayleigh convection 

induced shear may be beneficial to the production of the dense silica powder as such 

shear are very likely to encourage aggregation rather than disaggregation. This is 

consistent with the observation results of the SEM images as shown in Figure 5.8.  

 

To ensure to have the correct conclusion, the thermal behaviour of SiO2 powder was 

also evaluated using the TG-DSC measurement at the temperatures ranging from the 

room temperature, about 20 °C, to 100 °C and then increasing to 600 °C with slow a 

heating rate 5 °C /min (Ek et al., 2001), shown in Figure 5.11 (b). The TG curve shown 

in the figure clearly indicates that the weight loss can be divided into two stages, one 

characterized by the occurrence of a broad endothermic peak and the other marked by 

a sharp exothermic one on the DSC curve. It should be noted that the initial weight loss 

of 40% taking place at 280 °C can be ascribed to the removal of physisorbed water, 

CTAB, and base from the silica while the mass reduction of less than 10% but with an 

exothermic DSC peak takes place between 500 °C to 600 °C, which may be caused by 

the decomposition of dehydration. In fact, decomposition rarely occurs to withstand the 

working condition at higher temperatures that are approaching 600 °C. 
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As previously discussed, Rayleigh convection induced shear in the hydrothermal 

autoclave plays an important role in affecting the synthesised SiO2 particle properties. 

The reduction in the synthesised SiO2 particle size can be attributed to the result that 

the Rayleigh convection induced shear acting on the particle surface supersedes the 

aggregation. To evaluate such effect on the synthesised SiO2 particle size, correlations 

between the particle size d32 and Rayleigh convection induced shear rate <G>, and the 

Rayleigh number Ra have been proposed, defined by 

 

𝑅N,2 =
∑ 〈N〉+	2(%,+-
.

〈N〉)'/	2(%)'/
                                               (5-16) 

 

𝑅N,:?	 =
∑ 〈N〉+	:?+-
.

〈N〉)'/	:?)'/	
                     (5-17) 

 

where	〈𝐺〉R is the volumetric average shear rate which can be obtained from Equation 

(5-15), and subscript j denotes different cases.  

 

Figure 5.12 shows the correlation coefficients 𝑅N,2 and RG,Ra obtained using different 

setup nominal hydrothermal temperatures in the hydrothermal autoclave, where Case-

1 with the setup nominal temperature of 373 K has been chosen as the reference. It can 

be seen from the figure that both the correlation coefficients, RG,d and RG,Ra, increase as 

the Rayleigh number increases. Their values change quite significantly from 1.0 to 1.44 

for RG,d and 1.0 to 2.57 for RG,Ra, respectively. This clearly demonstrates that the particle 

aggregation during the hydrothermal treatment is strongly affected by the Rayleigh 

convection induced shear. As the result, the higher induced shear with a greater 

Rayleigh number may bring out the particle size reduction and promote the compact 

aggregation, illustrating by reducing the particle diameter d32 (Bubakova et al., 2013). 

This suggests that the Rayleigh convection induced shear can affect the aggregation 

process and such induced shear can be modulated by controlling the temperature 

difference or the setup nominal temperature in the present study (Ehrl et al., 2009). 
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5.4.3 SiO2 particle dispersion in the hydrothermal autoclave   

 
It can be seen from the previous discussion that the SiO2 particles pre-prepared from 

the SVFR will still experience the shear-induced by Rayleigh convection. Such induced 

shear is generally mild compared with the turbulence-induced shear generated in the 

SVFR. From materials synthesis point of view, the particle properties such as sphericity 

and porosity may undergo certain changes in the action of the local shear. Thus, the 

particle dispersion in the hydrothermal autoclave can be correlated with the synthesised 

particle property parameters. From the SEM and TEM experimentally obtained images 

of SiO2 samples, the sphericity of the synthesised particles in the hydrothermal 

autoclave can be characterised by introducing the ratio of the surface area of the 

synthesised particles to that of the spherical particles with the same volume.  The SiO2 

particle dispersion in the floc solution can be characterised by the particle trajectories 

obtained by integrating Equation (5-6) but with the assumption that the particles are not 

shear-deformed but can be size-changed. In the present study, such size change is not 

concerned and it will be explored in our further study. The SiO2 particle dispersion 

behaviour can be evaluated by considering the radial dispersion in the hydrothermal 

autoclave. To quantify radial dispersion, an “effective particle diffusion coefficient”, 

based on the chaotic advection of a large number of SiO2 particles injected in the flow 

field, was derived from Lagrangian transient simulations. A radial dispersion 

coefficient is defined by 

 

𝐷D(𝑡) = lim
#→T

U.1∑ D"2(#)
1
23. 7.1∑ D"2(/)

1
23. V

%

(#
        (5-18) 

 

where rpi(t) is the radial position of the ith particle at time t, rpi(0) is the initial position 

and N the total number of SiO2 particles seeded in the flow. The particles were advected 

by the Rayleigh convection induced vortex flow. Transport within the induced vortices 

supplemented by increasing Rayleigh number results in enhanced radial dispersion so 
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that particles undergo a slightly stronger shear. The mixing property can be also 

compared with momentum diffusion through the dispersion-based Schmidt number 

defined as Sc = ν/Dr. Figure 5.13 reveals the particle dispersion 𝐷D(𝑡) in the radial 

direction as a function of time under different setup nominal temperature. As can be 

found that the dispersion of particles decreases fast in the first 200 s of hydrothermal 

treatment and finally keep constant. As the setup nominal temperature increases, 

particle dispersion tends to larger compared with the others at the same condition and 

the dispersion ultimately approaches 2.08×107, 2.30×107 and 3.65×107 m2/s 

respectively for cases under setup nominal temperature of 373 K, 393 K and 413 K. 

Figure 5.14 (a) shows the initial SiO2 particle injection positions (t=0). The particles 

are assumed to be uniformly distributed in the solution and to be immediately entrained 

by Rayleigh convection in the hydrothermal autoclave. It can be seen from Figure 5.14 

that at t=50 s, the instantaneous distribution of the particles has presented an almost 

symmetric pattern with only a few particles escaping from the trapping by Rayleigh 

convection induced vortex flow. The particles seem to disperse steadily after 100 s to 

form a distribution to coincide with the Rayleigh–Bénard vortex. In this way, the SiO2 

particles expose to the Rayleigh convection induced shear, which impacts the particle 

structure and porosity can be seen from Figure 5.10. Comparing Case-1 (Figure 5.14 

(b)) and Case-2 (Figure 5.14 (c)), it can be seen clearly that particles at higher Rayleigh 

number have undergone an enhanced shear as shown in Figure 5.14 (d). Such enhanced 

shear acting on the particles may also be attributed to the thermophoresis effect that 

mobile SiO2 particles tend to transport from the hotter region to the cold region as a 

response to the temperature gradient (Glensvig et al., 2013). However, the impact of 

the thermophoresis compared with the buoyancy force due to the Rayleigh convection 

on the particle dispersion can be disregarded.   
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5.5 Conclusions 

 
The effects of hydrothermal post-treatment of SiO2 in a hydrothermal autoclave with 

different temperature boundary conditions and initial primary particle sizes on the final 

synthesised SiO2 particle properties have been investigated both experimentally and 

numerically. In the experimental studies, the primary particles obtained from the 

upstream SVFR assisted by ultrasound were selected according to the particle size and 

porosity. Consequently, these particles were introduced into a hydrothermal autoclave 

subjected to the Rayleigh convection induced shear, operating at a nominal scaled 

temperature range of 373 K to 413 K. The finally synthesised particles were 

characterised with crystallinity, size distribution, porosity and tapped density. In the 

modelling aspect, the temperature boundary condition which is applied to the autoclave 

has been obtained by a 2-D CFD modelling of actual temperature profiles surrounding 

the autoclave that has been placed inside a muffle furnace. The Rayleigh convection of 

the solution phase that contains the primary SiO2 particles was modelled using the 

Volume of Fluid (VOF) method so as to obtain the velocity and temperature distribution 

in the autoclave. The dispersion of the synthesised particles was estimated by tracking 

the particle trajectories based on the Euler-Lagrange approach. The main conclusions 

reached as the results from the present study are summarised as follows: 

  

(1) CFD modelling results have revealed that the Rayleigh convection in the autoclave 

generates a symmetric annular flow pattern that can be regarded as Rayleigh–Bénard 

convection due to the applied temperature profiles around the autoclave. The 

temperature difference between the up-part region filled with the air and the down-part 

region filled with the floc solution with pre-prepared primary particles induces the 

Rayleigh convection induced shear flows inside the autoclave. The Rayleigh number 

can be used to quantitatively characterise the intensity of the Rayleigh convection. 
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(2) From the experimental results, the structure and composition of the synthesised SiO2 

particles are affirmed by the FT-IR spectroscopy measurement. Based on the XRD 

patterns observed for SiO2 particles, it has been found that although the hydrothermal 

treatment can lead to better crystallization of the SiO2 so that one-step particle synthesis 

control for required particle size without calcination and the impurity removal is 

necessary via the step of calcination. However, the SEM results show that the 

synthesised SiO2 particle sizes become smaller with a prolonged hydrothermal 

treatment time and an enhanced setup nominal hydrothermal treatment temperature, 

consequently contributing to a more compacted structure with a higher tapped density. 

 

(3) The calculated particle dispersion coefficient obtained from CFD simulation but 

based on the experimental thermal conditions imposed to the hydrothermal autoclave 

has clearly indicated that the SiO2 particles are dispersed towards the wall with the 

increment of Rayleigh number. As the consequence, the particles are affected to more 

extents by Rayleigh convection induced shear in the induced flow in the hydrothermal 

autoclave. Correlation coefficients, 𝑅N,2 and	𝑅N,:? can be used to indicate the effects 

on the synthesised SiO2 particle properties such as particle size and morphology, and 

aggregation behaviour by the Rayleigh convection induced shear. 
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Figures and Graphs 

 

 

 

 

Figure 5.1 Schematic diagram of experimental setup and post-hydrothermal treatment 

process of SiO2 particles following a pre-swirling flow reactor synthesis. 
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Figure 5.2 2-D CFD modelling of the temperature distribution surrounding the 

hydrothermal autoclave placed inside a muffle furnace under different operation 

conditions. (a) Case-1; (b) Case-2; (c) Case-3 (as shown Table 5.2); (d) Photos of 

placement of the hydrothermal autoclave in the muffle furnace. 

 

 

(a) (b) 

(c) (d) 



Chapter 5 | 31 
 

 

(a) 

 

 

Figure 5.3 (a) Numerical domain and thermal boundary conditions of 2D autoclave 

model; Temperature profile and boudary conditon (T1 and T2) for autoclave obtained 

from simulation of muffle furnance for (a) Case-1; (b) Case-2; (c) Case-3 (as shown 

Table 5.2). 
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Figure 5.4 CFD modelling of time-dependant Rayleigh convection induced velocity 

and temperature distribution in a hydrothermal autoclave, obtained at the time t=10 s, 

30 s, 50 s, 100 s, 200 s for case-1. (a) Velocity distribution and (b) temperature profiles. 

 

 

 

 

 

 

 

t=10 s t=30 s t=50 s t=100 s t=200 s 

(a) 

(b) 
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Figure 5.5 (a) Temperature and (b) velocity of specific points as a function of time 

under condition of case-1; (c) Temperature and (d) velocity at p2 as function of time 

under different conditions of case-1, case-2 and case-3. 

 

 

Figure 5.6 Rayleigh number Ra versus hydrothermal treatment duration (min) under 

condition of case-1 at setup temperature of 373 K, 393 K and 413 K. 

 

(a) (b) 

(c) (d) 
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Figure 5.7 (a) FTIR spectrograms and (b) XRD analysis of SiO2 synthesized with 

hydrothermal post-treatment from primary particle a at different temperature a-373 at 

240 min, a-393 at 240 min and a-413 at 240 min; (c) TEM images of primary particle 

of sample a-1 under scale of 20 nm and 50 nm. 

 

 

 

 

 

(b) 

(a) 

(c) 
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Figure 5.8 SEM images and particle size distribution of sample SiO2 samples 

synthesised after hydrothermal treatment under different condition with different 

primary particles from sample group (a) a-390, a-410 and a-430; (b) b-390 and (c) c-

390. 

 

(a) 

 

 

 

(b) 

 

(c) 
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Figure 5.9 3D-contour of (a) product particle diameter dp versus hydrothermal 

treatment duration and hydrothermal temperature; (b) product particle diameter 

dp versus primary particle diameter and hydrothermal treatment duration. 

 

 

 
Figure 5.10 N2 adsorption–desorption isotherm at 77 K and pore size distribution (the 

inset) calculated by the BJH method from the desorption branch of presented SiO2 

samples at average particles size and BET surface area of the sample prepared at 

different hydrothermal temperature. 

 

(a) (b) 
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Figure 5.11 (a) Tapped density of samples under different conditions and (b) TG-DSC 

for samples of a-373. 

 

 

 

Figure 5.12 Correlation factor 𝑅N,2 and	𝑅N,:? between the shear rate 〈𝐺〉 and Rayleigh 

number Ra with the particle size d32 under different setup hydrothermal temperature. 

 

(a) (b) 
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Figure 5.13 Particle dispersion Dr (t) versus hydrothermal treatment duration (s) under 

condition of case-1 at setup temperature of 373 K, 393 K and 413 K. 
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Figure 5.14 (a) Particle distribution in the hydrothermal autoclave at different time with 

boundary conditions of case-1; Particle trajectory in the hydrothermal autoclave under 

different conditions of (b) case-1; (c) case-2; (d) case-3. 
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Tables  

 
Table 5.1 Samples synthesized with different primary particles and post-hydrothermal 

treatment conditions. 

 

 

 

 

Primary particles Post-hydrothermal treatment 

Sample Group 

No. 

Ultrasound 

power Sample No. 

Hydrothermal 

temperature 

Hydrothermal 

duration 

(W) (K) (min) 

a-373 0 

a-1 390 60 

a-2 390 120 

a-3 390 240 

a-393 0 

a-4 410 60 

a-5 410 120 

a-6 410 240 

a-413 0 

a-7 430 60 

a-8 430 120 

a-9 430 240 

b-373 120 

b-1 390 60 

b-2 390 120 

b-3 390 240 

c-373 120 

c-1 390 60 

c-2 390 120 

c-3 390 240 
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Table 5.2 Boundary condition of the muffle furnace and hydrothermal autoclave. 

Boundary 

Condition  

Muffle furnace Hydrothermal autoclave 

Ts (K) 
Tm1 

(K) 
top  bottom  T1 (K) 

T2 

(K) 
bottom 

Case-1 373 571 

Adiabatic Adiabatic 

482 516 

Adiabatic Case-2 393 592 494 537 

Case-3 413 615 514 568 

 

Table 5.3 Physical properties of the fluid used in model. 

Properties Water Air 
Stainless 

steel 
Unit 

Density (ρ) 
Boussinesq 

approximation 

4.8078- 

0.0257T+7× 10−5T2- 

9×10−8T3+4× 

10−11T4 

7930 kg/m3 

Thermal 

conductivity (k) 

-0.731652 + 0.007321T-

9.492 ×10-6T2 

-1740.2+16.619T-

0.0134T2 
16.2 W/m·K 

Specific heat 

(Cp) 

3.9912 ×104-423.1844T+ 

1.8799T2-0.0037T3 + 

2.7617 ×10−6T4 

1002.3+0.0012T- 

0.0189T2+0.0101T3 500 J/kg·K 

Viscosity (μ) 
0.0054-0.2 ×10−4T + 0.2 

×10−7T2 

6×10−7+8×10−7T- 

7×10-10T2 
- Pa·s 

Thermal 

expansion 

coefficient (β) 

0.0002 

 

0.0033676 - 1/K 
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Table 5.4 Grid independence test for the numerical model. 

Grid Grid size 
Shear stress rate 

(pa) (Tw,i) 

Difference (%) 

|Tw,i - Tw,i+1 |/ Tw,i+1 

Grid (1) 1200 0.015 85.57692308 

Grid (2) 7600 0.104 54.18502203 

Grid (3) 15200 0.227 0.873362445 

Grid (4) 19000 0.229 - 
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CHAPTER 6 

 

RECAPITULATION AND RECOMMENDATIONS 

 

 

6.1 Shear controllable synthesis of fine particles 

 

This thesis aims to investigate hydrodynamics and complicated transport phenomena 

involved in the processes of synthesis of fine particles using different multiphase 

reactors so as to realise the shear controllable synthesis of fine particles. The studies 

conducted have attempted to provide an insight into the detailed fine particle synthesis 

processes. CFD modelling of the hydrodynamics in two new types of multiphase 

reactors (IJR and SVFR) and the actual synthesis of FePO4 and SiO2 aggregated 

particles through the experiments using both types of reactors were conducted. Assisted 

by externally ultrasound irradiation with a frequency of 20 kHz, the mass transfer 

generated by turbulent eddy engulfment in the IJR and SVFR was found to be 

intensified, thus having a remarkable impact on chemical reaction and micro-mixing in 

the reactors. In addition, this thesis has particularly discussed the effects of turbulence 

induced shear in the IJR and SVFR on aspects of mixing performance, heat transfer and 

mass transfer and chemical reactions. Such effects on the synthesized particle properties 

have been carefully investigated and elucidated based on the designed experiments 

while the obtained experimental results include crystallites, particle morphology, size 

and size distribution. In order to enhance these concerned properties and improve the 

production efficiency, fine particles were synthesized by shear controlling approach, 
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focusing on the eddy turbulence-induced shear impact on the synthesis process while 

such turbulence-induced shear can be modulated by applying the turbulence 

intensification measures. To further improve and modify the synthesized particle 

properties, the pre-prepared particles obtained from the SVFR were also subjected the 

hydrothermal post-treatment in a hydrothermal autoclave and the hydrodynamics in the 

hydrothermal autoclave was analysed. CFD modelling has been employed to assist for 

the acquirement of the hydrodynamic parameters such as shear induced turbulent 

energy dissipation rate, turbulent kinetic energy distribution and particle-eddy 

interactions occurring in the IJR and SVFR. Lagrangian tracking of the synthesized 

particles in the hydrothermal autoclave was conducted to reveal the dynamic process 

of the particle dispersion in the hydrothermal autoclave.  

 

The investigations conducted in this PhD thesis have made it possible to build the 

correlations of the hydrodynamics with the synthesised fine particle characteristics and 

to achieve shear controllable synthesis of fine particles with the required properties. 

This would benefit the design, upgrade and scale-up of multiphase reactors for particle 

synthesis process. As the outcomes of the present studies, the main accomplishments 

of this project can be summarised as: 

 

(1) A fast way of preparation of nano-sized FePO4 in the IJR with the assistance of 

ultrasound irradiation has been proposed. It was found that FePO4 particles could be 

obtained with higher crystallinity and uniformity, higher porosity and smaller size with 

ultrasound intensification. These characteristics are of vital importance for synthesised 

FePO4 nanoparticles as precursor materials in the fabrication of lithium-ion batteries to 
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have the features of high capacity and recycling numbers on assembly, where high 

porosity is particularly important. Both experimental studies and CFD simulations have 

been carried out for validation of the effectiveness of this approach. The results have 

clearly indicated that the ultrasound-assisted IJR system can effectively intensify the 

micro-mixing as the result of enhancement on the local turbulent dissipation rate. 

However, the application of ultrasound is only effective for the synthesis of FePO4 

nanoparticles when the threshold of the applied ultrasound intensity is reasonable.  

 

(2) The turbulent micromixing in the IJR assisted by ultrasound has been investigated 

and the micromixing performance was quantitatively analysed by segregation index via 

the Villermaux-Dushman reaction. The chemical reaction was considered and analysed, 

validated experimentally and has also been implemented into CFD modelling. A series 

of experiments have been carried out under different acid concentrations (H+) and 

various turbulent Reynolds numbers. It was found that higher acid concentration leads 

to higher segregation index and poor mixing performance. The experimental results 

also clearly indicate that the intensification of local turbulence would give rise to an 

increase in micromixing efficiency. In addition, the adoption of ultrasound irradiation 

can have a significant influence on the micromixing as more very small-scale turbulent 

eddies will be generated, consequently enhancing the turbulence dissipation. The time-

scale analysis based on the incorporation model for micromixing has revealed that the 

estimated micromixing time is in the range of 1.7×10-4 to 2.3×10-5 s. 

 

(3) A new type of structured mixer, so called ‘swirling vortex flow reactor (SVFR)’, 

has been proposed and used in the synthesis process for SiO2 fine particles. The 
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experimental data have indicated that such reactor is suitable to synthesize the 

aggregated SiO2 nano-particles due to its enhanced eddy engulfment feature, which is 

beneficial to local mass transfer. From both experimental observation and simulation 

results, the SVFR reactor was found to be able to generate a strong ‘Rankine vortex-

like’ flow with a great velocity gradient in the radial direction. Such ‘Rankine vortex’ 

could trap the synthesised aggregated SiO2 nanoparticles into the vortex core to form 

enhanced engulfment for particle aggregation. In this process, the mass transfer 

characterised by Sherwood number on basis of film refresh model, was found to be 

enhanced by engulfment and the local shear, which may re-shape the SiO2 nanoparticles, 

yielding well spherical morphology and narrower size distribution. Both CFD 

simulation and experimental results have manifested that the adoption of the ultrasound 

irradiation assisted SVFR can remarkably enhance the mass transfer due to the 

intensified micro-turbulent eddy engulfment. 

 

(4) The post-hydrothermal treatment of synthesised aggregated nano-sized SiO2 

particles has been performed in the hydrothermal autoclave. After being synthesised in 

the SVFR, the SiO2 primary particles were introduced into the autoclave. These 

particles are experiencing consistent shear owing to the Rayleigh-Bernard induced 

vortex shear flow driven by the exerted temperature gradient in the solution held in the 

hydrothermal autoclave. These synthesized SiO2 particles were characterised by 

applying different applied nominal temperature, treatment duration and primary 

particle sizes. It was found from the study that the Rayleigh-Bernard convection 

induced shear is enhanced once the applied nominal temperature surrounding the 

autoclave increases, leading to shear aggregation to supersede the Brownian 
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aggregation. A correlation of Raleigh number with the shear rate and aggregated-

particle size was suggested to highlight the effect of Rayleigh-Bernard convection 

induced shear on the particle aggregation. In the meantime, CFD modelling has 

reproduced the symmetric vortex flow pattern occurring in the hydrothermal autoclave 

and has also indicated that the synthesized SiO2 particles are dispersed on the action of 

Rayleigh convection induced vortex shear flow. 

 

6.2 Specific realisations 

 

6.2.1 The hydrodynamic effect on synthesis of nanosized FePO4 in an impinging 

jet reactor  

 

The hydrodynamic effect of ultrasound-assisted imping jet reactor on synthesis process 

of FePO4 nanoparticles and micromixing efficiency was quantified and analysed in 

Chapters 2 and 3, respectively. The governing mechanisms of shear turbulence 

controllable particle synthesis in the impinging jet reactor were proposed, presenting a 

correlation to assess the properties of FePO4 particles synthesised in the impinging jet 

reactor. The particle properties such as crystallinity, particle morphology and particle 

size distribution have been characterised and analysed in detail as reported in Chapter 

2. The XRD results show that the peaks of the relative intensity of synthesized FePO4 

samples are well consistent with typical characteristics of hexagonal FePO4 crystal, 

indicating the high purity and crystallinity and the intensity of diffraction peaks 

becoming noticeably stronger for the synthesis of FePO4 particles when imposing 

ultrasound irradiation to the turbulent impinging jet flow. Based on the average 
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crystallite size L that is calculated through the Scherrer equation (𝐿 = !"
#$%&'

 ) (Liu and 

Fox, 2006), FePO4 particle samples prepared in the impinging jet reactor without 

applying the ultrasound irradiation has an average crystallite size of 191 nm while those 

prepared with applying the ultrasound irradiation with the input power of 600 W present 

an average size of 107 nm. The narrower particle size distribution and more uniform 

microstructure were also observed from a series of SEM images of FePO4 samples 

caused by applying higher intensity of the ultrasound. Except for crystallinity and 

morphology, the applied ultrasound power was also found to have an impact on the 

porosity of the synthesized FePO4 particles. The BET test further affirmed that FePO4 

samples have a smaller particle size with higher porosity when applying ultrasound 

irradiation. The enhanced porosity may be attributed to the ultrasound-induced micro-

bubbles collapse which takes place in an extremely short time and the generated tiny 

eddies bombard the particle surface to form the porous structure. In addition, the 

uniformity of the particle shapes is improved as the result of local turbulent eddies 

induced shear while this shear action by acoustic streaming will be likely to have 

brought an instant strong shear force acting on the nanoparticles to diminish and smooth 

the ragged surfaces.  

 

To explore such effect, 3D-CFD modelling was conducted to verify the experimental 

results that the synthesized nanosized particles entrained by the turbulent eddies 

experience the local shear and the shear stresses. The sstandard k-e model was 

employed as the mixing in the core of the confined impinge jet reactor is highly 

turbulent. Considering the effect of ultrasound on the bulk flow, the periodic pressure 

change of the applied ultrasound irradiation as a boundary condition was introduced 



Chapter 6 | 7 
 

into the CFD modelling to describe the perturbation to the turbulent impinging jet flow 

field (Cai et al., 2009). The tip of the ultrasonic horn was set as a pressure inlet. The 

ultrasound intensification results in even strong eddy fluctuations, enhancing the 

turbulent kinetic energy k. It was observed from the iso-surface contour distribution of 

turbulent kinetic energy (k) with various applied ultrasound power conditions, the 

enhancement of the turbulent kinetic energy k was found to occur in the vicinity of the 

tip of the ultrasound transducer and the region of the reactor outlet. It was postulated 

that the ultrasound irradiation intensifies the reactant mixing and encourages rapid 

reaction to form the nuclei of FePO4 with smaller size, caused by enhanced interactions 

between the turbulent eddies and the nuclei of FePO4. The micromixing efficiency was 

also approximately estimated in terms of the micromixing time as a function of 

turbulent dissipation rate (Liu and Fox, 2010). An empirical relationship was derived 

from the experiments based on the power-law as	𝑡( = 0.0005ε)*.,-.. The use of this 

empirical relationship has indicated that the micromixing time is in the order of 

magnitude of 10-4 s and the micromixing time can be reduced up to 98.6% once the 

ultrasound irradiation with an input power of 960 W is applied compared with the cases 

without introducing ultrasound irradiation.  

 

An in-depth illustration of the effect of ultrasound irradiation on the micromixing 

behaviour in the IJR was shown in Chapter 3. In Chapter 3, investigations on the 

micromixing performance in the impinging jet reactor were performed by employing 

Villermaux-Dushman reaction with variables of acid concentration, variations in inlet 

Reynolds number and amplitude of the ultrasound irradiation. In this chapter, the 

chemical reaction was considered and analysed through experiments and CFD 
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simulation. The micromixing performance is quantified by segregation index Xs and by 

the local time-dependent fluctuation degree (α ). To investigate the effect of acid 

concentration, acid solution of different concentration (0.02 M, 0.04 M, 1 M) was used 

to react with iodide-iodate solution and the calculated segregation indexed were found 

to be Xs = 0.04, Xs = 0.09, and Xs = 0.12, respectively. The experimental results clearly 

indicate that the excessive acid concentration could trigger the occurrence of Reaction 

(R-2) leading to more I3- generation and a higher segregation index, resulting in poor 

micromixing. The micromixing efficiency was also found to be enhanced with an 

increase in Reynolds number (ReT) when increasing the inlet flow rate. The turbulence 

intensification at the impingement zone can be attributed to the stronger engulfment 

effect and turbulent eddies with the sizes down to the Kolmogorov scale. As the 

turbulent Reynolds number ReT increases from 12.7 to 17.4, the corresponding 

segregation index Xs obtained from the experimental data changes from 0.105 to 0.07 

while the micromixing time is significantly reduced up to 66.7% when the ultrasound 

power increases 50% (P = 840 W).  

 

CFD simulation results were found to be consistent with the experimental data with a 

difference of less than 10 %. The micromixing degree defined by 𝜃 = 1 − 𝛼.  was 

found to enhance from 0.298 to 0.396 as ultrasound amplitude was increased from 30 % 

(P = 360 W) to 60 % (P = 720 W). The vorticity (Ω) obtained from CFD simulation 

results, which may be used to describe the local induced shear, is correlated with the 

mixing degree θ  to quantitatively explain the effect of turbulence shear on the 

micromixing performance. The CFD modelling results indicate that the correlation 

factor R',0 dramatically increases when the ultrasound amplitude applied increases. 
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A high level of vorticity greatly contributes to turbulence intensification thus enhances 

the micromixing performance in the impinging jet reactor. The mixing time was also 

estimated as a function of segregation index Xs based on the theory of incorporation 

model implemented in the CFD modelling (Fournier et al., 1996). To be specific, the 

micromixing time calculated based on CFD modelling was found to be in the range of 

1.7×10-4 to 2.3×10-5 s when the applied ultrasound power amplitude changes from 0 % 

to 70 % (0 W to 840 W), which is consistent with the micromixing time estimation 

according to Liu and Fox (2010). In addition, Damköhler number Da was also found to 

be far smaller than 1, indicating the appropriateness of adopting the Villermaux-

Dushman reaction for evaluation of the micromixing performance in CFD modelling. 

 

6.2.2 The hydrodynamic effect on synthesis of aggregated SiO2 nanoparticles in a 

swirling vortex flow reactor and post-treatment in a hydrothermal autoclave 

 

Further studies concentrated on the other new type of structured mixer, so-called 

‘swirling vortex flow reactor (SVFR)’. The hydrodynamic effects of SiO2 synthesis of 

aggregated nanoparticles in the SVFR and the post-treatment in a hydrothermal 

autoclave were assessed and analyzed in Chapters 4 and 5. The SVFR consists of two 

fast tangential inlet streams that strongly mix to form a vortex in the swirling chamber, 

where the engulfment between the reactants introduced from the two inlet streams can 

enhance the mass transfer. The strong ‘Rankine vortex-like’ flow generated in the 

SVFR can have a large shear gradient in the radial direction. The SiO2 floccule was 

prepared in such a reactor through a modified sol-gel approach and the hydrolysis 

process proceeded in the presence of a NaOH solution acting as a homogenising agent. 
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The overall hydrolysis–condensation reaction rate was assumed to follow the first-order 

reaction with the rate constant (k) as 𝑟′ = − 1[34(67!8")#]
1;

= 𝑘[𝑆i(OC<H=).]  in the 

CFD modelling. The work done as reported in these two chapters has investigated the 

hydrodynamics and mass transfer in the process of SiO< synthesis using the SVFR for 

the pre-preparation of SiO2 particles, focusing on the liquid-solid mass transfer effect 

on the synthesized particle characteristics such as particle morphology and particle size 

distribution in the condition of a wide range of Reynolds numbers. Considering the 

swirling-vortex structure of reactor, Reynolds number ReV, was defined based on the 

vortex characteristic length	𝑅>, as	𝑅𝑒? =
<@A$!

B
.  

 

The morphology of the synthesized nanosized SiO2 mono size particles was detected 

by the SEM and the size distribution was measured by a laser particle size analyzer. It 

was observed that all the mono size particles were visualized to present a 

morphologically spherical shape and the aggregation of such mono size particles were 

found to be affected by the local turbulence-induced shear. The Sauter mean diameter 

(dp) of aggregated particles is as large as 18.42 µm and the Sauter mean diameter is 

almost monotonically changeable when both the ultrasound power imposed to the 

SVFR and the local turbulent Reynolds number are increased. When the Reynolds 

number ReV and the adopted ultrasound power increase, the average synthesized SiO2 

particle size is reduced, accompanied by a narrower particle size distribution and higher 

porosity. Turbulent Reynolds number, defined as  𝑅𝑒C =
〈E〉

(〈G〉B)%/!
 , was also 

employed to quantify the local turbulence level, which was obtained from CFD 

modelling. 
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In the CFD modelling of the flow in the swirling vortex flow in the reactor, Eulerian-

Eulerian two-fluid model approach was adopted to predict the turbulent shear flow and 

the mass transfer characteristics in the SVFR. In the simulation, the floc solution and 

SiO2 particles were treated as two independent pseudo-continuum phases but interacted 

with each other. RNG k-ε model was adopted as the flow in the reactor is strongly 

swirling and highly turbulent. Modelling of the chemical reaction and ultrasound 

irradiation were implemented into the simulation once the turbulent flow field in the 

reactor has been well established when the simulation without considering these two 

conditions has been observed to asymptote the steady solution. Ultrasound irradiation 

with a fixed frequency of 20 kHz was imposed as the boundary condition of cyclic 

sound pressure at the probe tip surface in terms of pressure amplitude based on Cai’s 

model (Cai et al., 2009) the same as the way mentioned in Chapters 2 and 3. 

Furthermore, the mass transfer from aqueous silicate to solid silicon dioxide floccule, 

dominated by diffusion, was described by solving the mass fraction transport equation. 

A modified Sherwood number Sh (Al-Sood and Birouk; 2007) was introduced to 

indicate the correlation between the mass transfer in the interface of the aggregated 

nanoparticles and the local turbulent shear stresses. It has been proved that ultrasound 

irradiation intensification can enhance the local turbulence and turbulent shear stresses, 

resulting in the enhanced mass transfer. The spatial correlation between the mass 

transfer in the interface of the aggregated nanoparticles and the local turbulent shear 

stresses can be used to predict the mass transfer for the particles in the synthesis process. 

Moreover, the interaction between the local turbulence and the particle nuclei growth 

dominated by the reaction process was highlighted by Damköhler number, Da. It was 

also affirmed that increasing the Reynolds number ReV and the adopted ultrasound 
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power can lead to a reduction in Da number, indicating that the effect of turbulence-

induced shear on the synthesised particles is reinforced compared with the effect of 

hydrolysis in the synthesis process.  

 

The prepared SiO2 nanoparticles synthesised in the SVFR have the features of narrower 

particle size distribution and higher porosity and such features can be further modified 

by the adoption of the hydrothermal post-treatment. Chapter 5 focuses on the effect of 

Rayleigh-Bernard induced shear on the particle properties in the synthesis of 

mesoporous spherical SiO2 particles by post-hydrothermal treatment using the SVFR 

for pre-preparation of the SiO2 particles. Unlike the IJR and SVFR, the shear generated 

in a hydrothermal autoclave due to the Rayleigh convection is generally mild, thus 

being beneficial to the improvement of the properties of the synthesised particles that 

have been obtained from a pre-synthesis process using the IJR or SVFR reactors. The 

study proposed the synthesis route for SiO2 particles preparation in the SVFR and then 

particles were introduced into the autoclave for a period of up to 1-3 hours subjected to 

a shear driven by the Rayleigh-Bernard convection in the autoclave. The particle 

growth is also investigated based on different hydrothermal conditions for different 

applied nominal temperature, treatment duration and primary particle sizes. The 

Rayleigh convection, driven by a temperature gradient, is characterised by Rayleigh 

number Ra. Both experimental and CFD simulation results have indicated that the 

induced shear flow falls into the regime of laminar shear flow. Consequently, it applied 

a steady and almost constant shear force on the pre-synthesised particles, ensuring to 

better control the morphology of the synthesised particles. From the XRD patterns of 

SiO2 particles, it can be concluded that the hydrothermal treatment can effectively 
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improve the crystallization of the SiO2, making one-step particle shear controllable 

synthesis possible without calcination. As can be found from the statistical results of 

the SEM, the synthesized SiO2 particle size tends to be smaller with prolonging 

hydrothermal treatment in the hydrothermal autoclave and an increase in the applied 

temperature gradient on the hydrothermal autoclave may generate more compacted 

structures but with higher tapped densities. 

 

CFD modelling results have also reproduced the symmetric vortex flow structure in the 

hydrothermal autoclave and have shown the particle interactions with such shear flow 

using the Euler–Lagrange two-way coupling approach. The Rayleigh convection 

induced shear flow in the floc solution phase was predicted by solving the momentum 

equation with the Volume of Fluid (VOF) method while the SiO2 particle dispersion 

was modelled by tracking the particles using Eulerian-Lagrangian approach, i.e. the use 

of the DPM model incorporated in the ANSYS Fluent code. The impact of Rayleigh 

convection induced shear on the size of synthesized particles was illustrated the 

correlation of Raleigh number with the shear rate and the aggregated particle size. The 

correlation factor was proposed to highlight the effect of shear-induced by Rayleigh-

Bernard convection on particle aggregation. It was found that the shear is greatly 

enhanced as the applied nominal temperature surrounding the autoclave increases, 

resulting in shear aggregation to supersede the Brownian aggregation.  
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6.3 Recommendation of future work 

 

This PhD work has attempted to demonstrate the effects of hydrodynamics in the two 

multiphase reactors, i.e. IJR and SVFR, on the synthesized particle properties, thus 

realising the shear controllable synthesis of fine particles for the given particle 

characteristics using shear modulation technology, including shear turbulence 

intensification and Rayleigh convection induced shear flow. The adoption of these two 

fast-mixers with assisted ultrasound irradiation for micro/nano-particle synthesis has 

been proved to be able to achieve shear turbulence intensification, consequently 

enhancing the eddy engulfment for better mass transfer between the reactant solution 

and the synthesized particles so as to circumvent the drawbacks of traditional 

multiphase reactors such as the mixing tank, that are typically recognized to have the 

features of high energy consumption, low conversion rate, poor mixing and long 

reaction time. The revealed correlations between turbulence-induced shear and the 

properties of the fine particles synthesized in such a reactors may be beneficial to the 

design of the new types of the reactors and scale-up of the reactors in the industry for 

better control particle synthesis process. Although ultrasound-assisted IJR and SVFR 

reactors have been demonstrated to have some important hydrodynamic features in 

fine-particle synthesis processes, which have significant influences on involved 

chemical reaction, micromixing and mass transfer taking place in the synthesis, there 

are remaining several problems needed to be addressed. On basis of the 

accomplishment of present work, recommendations for future work are summarized as 

follows: 
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(1) In the present study, both FePO4 and SiO2 fine particles synthesised by using the 

IJR and SVFR, based on the SEM images of the primary mono-particles of the products, 

were found to be quite spherical and the analysis and CFD modelling have not 

considered the variances in shapes among individual particles. Nevertheless, such 

assumption has actually deviated from reality as there still exists a certain amount of 

irregular shape synthesised particles. It can be envisaged that the shear stresses exerted 

on the particle surfaces due to the local turbulence-induced shear or the instant pressure 

changes caused by a sudden collapse of the microbubbles induced by ultrasound 

irradiation may not be uniformly distributed. This may bring out a noticeable effect on 

the actual shapes of the particle. As a result, the drag force experienced by the particles 

may have remarkable changes so that the application of the equation of particle motion 

in CFD modelling for particle trajectory prediction may yield different results. So far, 

it is a widely accepted practice in CFD modelling to use the ‘equivalent’ diameter to 

account for the effect of both shape and size for non-spherical particles on the drag 

coefficient. The effects of the irregularity and nonuniformity of particles in CFD 

simulation on the particle dispersion, mass transfer and chemical reaction (especially 

surface reaction) are still not appropriately addressed. Thus, one of the recommended 

future studies is to invetigate on the effect of turbulence-induced shear on the drag force 

acting on non-spherical shaped particles such as micro/nano-sheet, micro/nanotube, 

tetrahedral-shaped and hexahedral-shaped particles. This may require DNS simulation. 

Also, in the CFD modelling, the effect of roundness and aspect ratios of the individual 

particle for particle trajectory prediction can be considered through the trial simulations 

to obtain the drag coefficient. This method can be then applied to the studies for a better 
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description of the turbulence-induced shear hydrodynamic effects on the synthesised 

particle properties that are synthesized in various reactors. 

 

(2) To intensify the turbulence-induced shear in the particle synthesis process, external 

ultrasound irradiation with a frequency of 20 kHz was used in the present study and the 

adoption of such ultrasound irradiation to induce so-called acoustic streaming in the 

flow to partially realise the turbulence intensification has been confirmed to be effective. 

Bulliard-Sauret et al. (2019) have argued that the strong disturbance induced by 

ultrasound irradiation is caused by both convective acoustic streaming and cavitation 

effects. Acoustic streaming is a generic term defining a liquid or a gas flow driven by 

acoustic waves while acoustic cavitation contributes to the growing, oscillating and 

collapsing phenomenon of gas and vapor cavities induced by ultrasound propagation 

within a liquid. The present study has only considered acoustic streaming to be the 

predominant mechanism for turbulence shear intensification in CFD modelling, thus 

implemented the ultrasonic wave propagation in terms of time-dependent pressure 

profile into the CFD simulation based on Cai’s model (Cai et al., 2009). Further work 

on CFD modelling should consider the ultrasound irradiation effect thoroughly by 

introducing the cavitation effect in the model. Consequently, a source term to represent 

the ultrasound irradiation acoustic effect on turbulence-induced shear is proposed to be 

implemented into the k-e model to account for the ultrasound irradiation modulation on 

the turbulence intensification in the flow occurring in the synthesis process. 

 

(3) Both CFD simulations and experiments were conducted in the present study to 

verify the hydrodynamic effect on particle characteristics in the synthesis process, 
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especially the turbulence-induced shear. Although it has been found that the turbulence-

induced shear closely correlates with the synthesised particle properties such as particle 

size and porosity, the parameters that can be used to characterise the turbulence-induced 

shear were not directly obtained in the conducted experiments instead obtained by CFD 

modelling. This will give rise to many limitations as the models implemented in the 

CFD modelling may not well reflect the hydrodynamic effects. A more direct and 

simple approach to verify the hydrodynamic effect on particles properties in the 

multiphase reactor is thus to employ advanced visualization techniques such as 

holographic PIV, tomographic PIV, 3D PTV or defocusing PIV for measuring and 

analysis of the turbulence shear in the flows. 

 

(4) Both the IJR and SVFR adopted in the present study can be classified as 

microreactors with relatively small reactor chamber. They can be used alternatively for 

semi-batch or continuous synthesis of fine particles coupled with chemical reactions. 

Owing to their small size, these two reactors have exhibited the advantages of fast 

mixing, enhanced mass transfer and economical applicability. In spite these advantages, 

their low throughput will be difficult for industrial scale application. Future studies will 

seek the scale-up of the two reactors using the CFD modelling and experimental 

validation. A key step is to identify the law for scaling-up. The turbulence-induced 

shear, especially based on the local turbulent energy dissipation rate, will be further 

investigated, focusing on the synthesis processes occurring in the reactors. The 

turbulent kinetic energy spectra for the turbulent shear flow in these two types of 

reactors will be studied using the large-eddy simulation (LES), which will be better for 
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revealing the turbulent eddy induced shear in the reactors so that the interactions 

between the synthesized particles and such induced shear can be clearly indicated. 
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H I G H L I G H T S

• Shear turbulence generated in a turbulent swirling Rankine vortex flow reactor.

• Damkӧhler number Da describing particle synthesis strongly correlated with the ReT.• Mass transfer of synthesis enhanced by shear turbulence and ultrasound irradiation.

A R T I C L E I N F O

Keywords:
Mass transfer
Vortex flow reactor
Engulfment
Nanoparticle preparation
Ultrasonic intensification

A B S T R A C T

The mass transfer in the shear controllable synthesis process of nano-sized particles using a swirling vortex flow
reactor is investigated. This type of a reactor is able to generate a strong ‘Rankine vortex-like’ flow with a great
shear gradient in the radial direction, trapping the synthesised aggregated nano-particles into the vortex core to
form aggregation. The aggregated particles are further agglomerated to form larger particles with high uni-
formity under the action of turbulent shear and subsequent mass transfer due to engulfment occurred in the
turbulent eddies. The mass transfer is enhanced by engulfment between the slabs of the liquid streams tan-
gentially entering into the reactor while the local shear in the turbulent eddies with the length scales down to the
Kolmogorov scale shape the particles, yielding well spherical morphology and narrower size distribution. In
addition, the mass transfer performance can be further improved by intensifying the local turbulent shear by
applying the ultrasound to the synthesis process. The instantaneous collapse of cavitation bubbles in the vortex
due to the introduction of ultrasound results in intensified micro-turbulent streaming. The particle character-
istics, chemical reaction and mass transfer performance are found to be correlated with the local turbulence
characteristics in the vortex. The mass transfer can be characterised using the film refresh model via the
Sherwood number by considering the agglomerated particles response to the turbulent eddies. Both numerical
simulation and experimental results clearly indicate the existence of the correlation in synthesis of aggregated
nano-particles in swirling vortex reactor between the mass transfer and turbulence shear by using ultrasound
irradiation.

Nomenclature

ap [m2] Interfacial area of particles
C [m/s] The sound speed in the water
Cv [–] Volume fraction of dispersed phase
Cl Si, [mol/m3] Concentration ofSi(OH)4
Cl Si, [mol/m3] Saturated concentration ofSi(OH)4

dp [m] Particle diameters
do [m] Diameter of the reactor chamber
D [m2/s] Diffusion coefficient

Nomenclature (continued)

[m2/s3] Energy dissipation rate
f [Hz] Frequency of the ultrasound wave
k [s−1] Rate constant
ksl [m2/s] Solid-liquid mass transfer coefficient
k [m2/s2] Averaged turbulent kinetic energy

I [–] Turbulence intensity
Ius [W/m2] Ultrasound intensity

[kg/m3] Density

(continued on next page)
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Nomenclature (continued)

p [pa] Sound pressure
pa [pa] Amplitude of the sound pressure
P [W] Ultrasound power
PA [%] Ultrasound amplitude
Ps [W] Specified ultrasound power
Q [m3/s] Volumetric flow rates
r’ [mol/s] Reaction rate
Rv [m] Radius of vortex
Sl s [–] Mass transfer source term of SiO2
t [s] Time
ul [m/s] Velocity of liquid phase
up [m/s] Velocity of particles
µL [pa s] Dynamic viscosity
µeff [pa s] Effective dynamic viscosity
u [m/s] Tangential velocity of Rankine

vortex.
v [m/s] Velocity
V [m3] Volume of reactor chamber

l [–] Volume fraction of liquid phase
[m2/s3] Averaged energy dissipation rate

c [s] Chemical time scales
l [–] Stress strain of liquid phase
t [s] Turbulent time scale
l Si, [pa s] Dynamic viscosity of Si(OH)4

[m2/s] Molecular viscosity
eddy [m2/s] Eddy viscosity

[s−1] Angular velocity of vortex
[m] Kolmogorov scale
[–] Characteristic length ratio

1. Introduction

A so-called swirling vortex flow reactor has been proposed as a high-
shear mixer used for synthesis of nanoparticles, due to its unique hy-
drodynamic characteristics of mixing and mass transfer [1,2]. This
swirling vortex reactor consists of two fast tangential inlet streams -
strongly recirculating and evolving in a swirling chamber with en-
gulfment of two inlet streams presenting a rotating vortex structure in
the core. Pressure in the central part of swirling turbulence vortex re-
duces owing to centrifugal forces pushing the liquid and particles to the
outside when particles’ density is higher than solution. Kockmann et al.
[3] proposed engulfment flow in a T-shaped mixer and attributed the
enhanced mass transfer to the emergence of vortices as the result of
energy dissipation. The vortex structure in engulfment flow was nu-
merically simulated by Mariotti et al. [4] and quantified by vortex in-
dicator λ2, which is susceptible to the tilt angle of inlets. Shoukry and
Shemilt [5] have illustrated the enhancement of the mass transfer
coefficient of up to 320% in swirling annular pipe flow compared with
developed axial flow. The decay of swirl leads to a reduction in the mass
transfer augmentation along the flow path. Legentilhomme et al. [6]
have further increased the mass transfer coefficient up to 550% by the
modification of geometric factors in annular swirling flow. Contigiani
et al. [7] illustrated that the mass-transfer enhancement factor of re-
circulating flow increases due to intensive forced convection and the
sudden expansion at the inlet of tangential stream flow. The swirling
vortex flow reactor presents a deviation of mass transfer in a wide range
of Re numbers of two streams in both symmetrical and asymmetrical
scenarios.

It has been recognised that acoustic cavitation affects nuclei growth
in a liquid medium under low-pressure cycles and contributes towards
micro-bubble collapse under high-pressure cycles, which may be re-
sponsible for the enhancement in mass transfer rates. Adoption of ul-
trasound acts as an active enhancing approach by inputting external
energy with oscillation and swirling of vortices resulting in the folding
and stretching of the interface, which improves the mixing and mass
transfer performance [8]. Conversely, ultrasound irradiation in terms of
shock waves induces a cavitation effect, which triggers oscillation and

the collapse of microbubbles producing micro-streaming and turbulent
eddies [9,10]. Sajjadi et al. [11] have numerically simulated ultrasound
pressure via an inhomogeneous Helmholtz equation as a boundary
condition by claiming that the ultrasound helps to produce extra tur-
bulence that overcomes the mass transfer restriction. They also proved
that the propagation of acoustic streaming doubles the turbulent in-
tensity of the mechanical stirring. In addition to the intense turbulence
driving the mass transfer process, particles are modified while they are
pushed and engulfed at the core of vortices with strong local shear that
are responsible for particles of high uniformity. Pioneering studies have
also claimed that ultrasound intensity has a significant influence on
particle morphology, particles size distribution (PSD) and tap density
with a threshold existing for the effect on PSD instead of being mono-
tonous [12–14]. Jordens et al. [14] have experimentally verified that
lower frequencies and higher intensities of ultrasound may contribute
towards particles with higher sphericity. Rahimi et al. [15] have si-
mulated the Villermaux-Dushman reactions in a T-type microreactor
assisted by ultrasound waves and indicated that the segregation index
can be increased up to 10–20% by the employment of a piezoelectric
transducer at 42 kHz.

Mesoporous silica dioxide (SiO2) nano-particles were explored as
stable supporters and synthesised in the swirling reactor with its out-
standing properties including high mechanical strength and non-inter-
ference effectivity [16]. The functionalised agents are immobilised on
mesoporous SiO2 as composite materials enable a high rate of mass
transfer and are potentially beneficial to the adsorption process with
their high cost effectiveness and are widely applied in catalysts [17],
carriers [18], surfactants [19], stabilizers [20–22] and biosensor [23].
The polymerisation of hydrous silicon dioxide is able to result in the
complex branching of polymers due to the tetra-functional hydrolysed
monomer Si(OH)4 [24]. The synthesis of porous SiO2 microspheres in
the presence of organic templates and/or additives has also been in-
tensively investigated in recent years. Yu et al. [25] have prepared
monodispersed microporous SiO2 microspheres of high porosity up to
61.4% in the range of 0.52 to 1.25 µm by adjusting the amount of
dodecylamine (DDA). These hydrolysis catalysts through the hydrolysis
of TEOS in water–ethanol mixture suggest that the concentration of
silicon source and DDA play significant roles in the size and porosity
control of SiO2 synthesis. Yano and Fukushima [26] controlled the size
and porosity of monodispersed particles by synthesising the tempera-
ture and the ratio of methanol and water in solvent to the silica source,
with the particle size ranging from 0.52 to 1.25 µm.

It should be noted that the morphology of amorphous SiO2 particles
can be modified owing to its amorphous nature, the various coordina-
tion states of Si-O pairs [27] and the controllable kinetics of the silica
sol–gel process [28]. Thus, based on the above reviews and discussion
on synthesis of nano-sized particles using the turbulence engulfment or
ultrasound irradiation assisted processes, it can be postulated that the
mesoporous silica material synthesised and controlled by a sol–gel
process can be affected by local turbulence embedded in the swirling
vortex flow, which may change the characteristics of the mesoporous
silica particle both in structure and in morphology.

The aim of the present study is to investigate the hydrodynamics
and mass transfer in the process of SiO2 synthesis using a swirling re-
actor, focusing on the liquid–solid mass transfer coefficient and particle
characteristics such as particle morphology and particle size distribu-
tion in a wide range of Reynolds number of inlet streams. The mass
transfer enhancement is also explored with the employment of ultra-
sound ranging from 120 W to 600 W at a constant frequency of 20 kHz.

2. Experimental

2.1. Solution preparation

SiO2 floccule were synthesised by adding 1 g of Cetyltrimethyl
Ammonium Bromide (CTAB) and 3.5 ml of NaOH solution (2 M),
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purchased from Sinopharm Chemical Reagent Co., Ltd., into 480 ml of
deionised water. After the CTAB was fully dissolved at the constant
temperature of 80 °C, 5 ml of tetraethyl orthosilicate (TEOS > 28.5%),
purchased from Sinopharm Chemical Reagent Co., Ltd., was added into
the mixture solution as mentioned in order to prepare mixture A.

2.2. Experimental setup and product characterization

The experimental setup is shown in Fig. 1. The simulated swirling
vortex flow reactor (SVFR) consists of a short circular cylindrical
chamber (D = 20 mm, H= 10 mm) embedded in a stainless-steel block
with two guided introduction thin pipes that allow the solution to
tangentially enter the chamber to form the so-called Rankine vortex
flow. An ultrasound probe (D = 20 mm) (UH1200, 20 kHz, Ouhor
Shanghai Co., Ltd) was imposed as the ultrasonic source immersed into
the solution from the top of reactor chamber. Sample S-0 was obtained
without assist of ultrasound irradiation at a constant flow rate of
5.75 ml/s for each inlet, circulating in the SVFR for 30 min at 80 °C.
Samples S-1 to S-5 were obtained at a constant flow rate of 5.75 ml/s
from introducing mixture A into the two inlet streams of swirling vortex
reactor via peristaltic pumps and were circulated for 30 min under
ultrasonic powers of 0 W, 120 W, 240 W, 360 W, 480 W and 600 W,
respectively. Samples S-6 to S-10 were obtained with the inlet flow rate
of 1.92 ml/s, 3.83 ml/s, 5.75 ml/s, 7.66 ml/s and 9.58 ml/s Reynolds
number ranging from 2620 to 13,196 under the ultrasound power level
of 240 W. Samples S-11 to S-15 were obtained by altering the ratio of
volumetric flow rate of two inlet streams from 1 to 5 under the ultra-
sound power level of 240 W. All the samples synthesised under different
conditions are listed in Table 1. After the sample flocs were collected
from the outlet of the reactor to cool down to the room temperature, the
flocs were then filtered by a vacuum circulating pump and washed 3
times with the deionised water. The obtained gel was dried for 5 h at
100 °C in the oven and then transferred to a muffle oven for calcination
of 6 h at 550 °C. After free cooling, the white powdery solid product, i.e.
SiO2 particles, was obtained.

The stability of synthesised SiO2 particles were investigated using

thermogravimetric analysis (TGA) from 20 °C to 600 °C, NETZSCH STA
449 F3 Jupiter, Germany, 10 °C/min, in synthetic air (20vol%O2 and
80vol% N2). The morphology and microstructure were investigated by a
scanning electron microscope (SEM), Sigma VP, ZEISS, Germany and
the Brunauer-Emmett–Teller analysis (BET), ASAP 2020 Micrometrics,
United States. The aggregated particle size was measured by laser
particle size analyser, Bettersize 2000, adopted the technology of
single-beam dual-lens with size range 0.02–2000 μm.

2.3. Description on synthesis reaction

The silicate was prepared through a sol–gel approach and the hy-
drolysis process proceeds in the presence of a NaOH solution acting as a
homogenising agent [24]. When TEOS was added into the solution
containing NaOH and CTAB, it could be rapidly hydrolysed to produce
Si(OH)4 under alkaline environments on the basis of multi-step che-
mical reactions that can be described by [29,30]:

+ +Si(OC H ) 4H O Si(OH) 4C H OH
k

2 5 4 2 4 2 5
1 (R-1)

+Si(OH) SiO 2H O
k

4 2 2
2 (R-2)

+ +Si(OC H ) Si(OH) 2SiO 4C H OH
k

2 5 4 4 2 2 5
3 (R-3)

where R-1 involves a homogenous hydrolysis reaction, R-2 is a het-
erogeneous condensation reaction by converting aqueous silicate into
silica and R-3 is the condensation of alcohol. The parametersk1, k2 and k3
represent the reaction rate constant of hydrolysis, main step of con-
densation and condensation of alcohol, respectively. Practically, the
process of hydrolysis and condensation occurs concurrently. There are
two limiting cases: hydrolysis reaction is predominant and complete
when the hydrolysis reaction rate constant is much greater than that of
condensation (k k )2 3 ; condensation occurs once after hydrolysis and
the condensation rate is proportional to the hydrolysis reaction rate
when the hydrolysis reaction rate constant is smaller than that of
condensation ( <k k2 3) [24]. Water is excessive and sufficient to com-
plete the hydrolysis reaction, thereby the hydrolysis can be assumed to

Fig. 1. Schematic diagram of the experimental setup.
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be dominant in this particular case. The overall hydrolysis–condensa-
tion reaction rate followed a first order reaction with the rate constant
(k),

= =r S k Sd[ i(OC H ) ]
dt

[ i(OC H ) ].' 2 5 4
2 5 4 (1)

here, the rate constant k of hydrolysis-condensation reaction is pre-
sumed to be × s3.6 10 3 1 [30].

3. Numerical simulation

3.1. Governing equations

The approach employed during this investigation is based on Euler-
Euler fully coupled two- fluid model. Liquid is set as a continuous
primary phase and solid phase is considered as dispersed phase. The
continuity equation for liquid phase (l) and solid phase (s) are expressed
as

Liquid phase:

+ =u
t

m( ) ( )ll l l l l s (2)

Solid phase:

+ =u
t

m( ) ( )ss s s s l s (3)

where ul is the velocity of liquid phase and ml s is the mass transfer
source term from liquid to solid phase. The conservation equations for
momentum for both phases take the following form:

Liquid phase:

+ = + + +u u u g R
t

( ) ( ) pl l l l sll l l l l l l (4)

Solid phase:

+ = + + +u u u g R
t

( ) ( ) ps s s s sls s s s s s s (5)

where µl and l are the shear and bulk viscosity of liquid phase l, Rsl is
the interaction force between phases. The interaction term is expressed
in the following form:

=R u uK ( )sl s lsl (6)

where Ksl (is equal to Kls) is the interphase momentum exchange
coefficient. In the present study, drag force derived from the model of

Wen and Yu (Wen, 1966) has been adopted which is appropriate for
description of the dilute system. The fluid–solid exchange coefficient
takes the following form:

=
u u

K C
d

3
4

| |s l
sl D

s l l

s
l

0.265
(7)

and

= +C
Re

Re24 [1 0.15( ) ]D
l S

l S
0.687

(8)

where ReSrelative Reynolds number.

=
u u

Re
d

µ
| |s l

S
l p

l (9)

Eulerian dispersed turbulence model has been chosen for this case.
It is suitable when there is clearly one primary continuous phase and
the other is dispersed dilute secondary phase. For the current case, the
mass fraction of particles is smaller than 1% and it is assumed to be
granular in the simulation. The turbulent prediction for continuous
phase l has been modified with the term considering interphase tur-
bulent momentum transfer as follows,

+ = + +u
t

k k
µ

k G( ) ( )ll l l l l l l
t l

k
l l k l l l l l l k

,
, l

(10)

and

+ = + +u
µ

k
C G C

t
( ) ( ) ( )ll l l l l

t l

k
l l

l

l
k l l l l

l

l l
,

1 , 2

l (11)

where kl and l are the source terms representing the influence of the
dispersed phase s on the continuous phase l, andGk l, is the production of
turbulent kinetic energy.

The terms kl and l take the following form,

= < > +
=

u u u u uC K X ( ( ) )l s s lk s
p

M
sl

l l
sl dr

1

'' ''
l

(12)

which can be simplified as

= +
=

u uC K X k k( ' 2 )sl drk s
p

M
sl

l l
sl sl l

1
q

(13)

Table 1
Samples with different ultrasound power and intensity.

Samples no. Ultrasound intensity
(W)

Ultrasound Amplitude
(%)

Reynolds number Rev
for inlet 1

Volumetric flowrate of inlet
1 (ml/s)

Volumetric flowrate of inlet
2 (ml/s)

Volumetric flowrate
ratio R

Sample Group 1 – Different ultrasound power
S-0 0 0 7859 5.75 5.75 1
S-1 120 10
S-2 240 20
S-3 360 30
S-4 480 40
S-5 600 50

Sample Group 2 – Different inlet Reynolds number
S-6 240 20 2620 1.92 1.92 1
S-7 5240 3.83 3.83 1
S-8 7859 5.75 5.75 1
S-9 10,479 7.66 7.66 1
S-10 13,196 9.58 9.58 1

Sample Group 3 – Different volumetric flowrate
S-11 240 20 – 5.75 5.75 1
S-12 7.66 3.83 2
S-13 8.62 2.87 3
S-14 9.2 2.3 4
S-15 9.58 1.92 5
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where Cs is the model constant (Cs = 1 as default);
k'slis the covariance of the velocities of the continuous phase q and

the dispersed phase p;
usl is the relative velocity;
udr is the drift velocity,

= +Xsl C
l

l VM l
for granular flows, X 1sl .

l can be modelled based on the work by Elghobashi and
Abou‐Arab [31]:

= C
k

l

l
k3l l (14)

where =C 1.2.3 The turbulent viscosity µt q, is written in terms of the
turbulent kinetic energy of liquid phase l:

=µ C k
t l l µ

l

l
,

2

(15)

3.2. Mass transfer models

The mass transfer from aqueous silicate to solid silicon dioxide
floccule driven by the diffusion process is from saturated solution to the
surface of particles. The general mass fraction transport equation in
multiphase flow is expressed by Eq. (16) [32]:

+ =
t

C C C S( ) ( )l l l Si l l l l Si l l Si l Si l s, , , , (16)

where Cl Si, and Cl Si, represent concentration and of saturated con-
centration of silicon source (Si(OH)4), l Si, is the dynamic viscosity of
Si(OH)4 and Sl s is the mass transfer source term of SiO2. The diffu-
sional mass transfer source term can be written as Eq. (17) [33],

=S k a C C( )l s sl p l Si l Si, , (17)

where ksl is the solid-liquid mass transfer coefficient and ap is the in-
terfacial area per unit volume. The saturation concentration of silicate,
Cl Si, , is calculated on the basis of Henry’s law and Cl Si, represents the
silicate concentration in liquid phase. The volumetric mass transfer
coefficient, k asl p, can be obtained from the change of concentration of
silicate via the Eq. (18) [34,35],

=
C
C

k a tln
[ ]
[ ]

l Si

l Si
sl p

,

, 0 (18)

where C[ ]l Si, and C[ ]l Si, 0 are the silicate concentrations at time =t 0
and =t t1, respectively. The value of k asl p can be obtained by the slope
of C Cln([ ]/[ ] )l Si l Si, , 0 against time t. The solid-liquid mass transfer coef-
ficient, ksl, can be obtained by dividing the interfacial area of solid
particles, ap, which is estimated using equation (19) [11,33],

=a C
d

6
p

v

p (19)

where Cv is the volume fraction of dispersed phase and dp is the Sauter
mean diameter of particles.

3.3. Numerical simulation

To model the swirling vortex flow in the reactor, the Eulerian-
Eulerian two-fluid fully coupled model was adopted to simulate the
hydrodynamics and the mass transfer characteristics in the confined
geometry as shown in Fig. 2. The grid was generated using the software
ANSYS ICEM 15.0. Grid sensitivity trial simulation was carried out and
it was found that the adoption of a total amount of about 304,000 cells
was appropriate. Further refining of the mesh has little impact on the
simulation results, especially on the turbulence kinetic energy and
turbulent dissipation rate.

The governing equations were solved by using commercial software
FLUENT 18.0. The modelling approach to simulate hydrodynamics and
mass transfer for particle-liquid multiphase system is based on Eulerian-

Eulerian two-fluid fully coupled model by treating liquid and particles
as two independent pseudo-continuum phases. In the simulation, liquid
is set as a continuous primary phase while particles (solid phase) is
considered as dispersed phase. The properties of dispersed phase is
shown in table 2. Two phases are interpenetrated and interacted with
each other. The dominant interphase force is drag force (Wen-yu
model). As the swirling flow in the reactor is highly turbulent, RNG k-
model has been adopted. Phase coupled SIMPLE algorithm has been
used for velocity-pressure coupling. The first-order upwind scheme was
used for momentum and species transport equation spatial discretiza-
tion while QUICK scheme was used in continuity discretisation to en-
sure better estimation of phase volume fraction. For transient simula-
tion, a maximum number of iterations was set to 100 each time step.
The solutions were considered to be converged when the residuals of all
the variables were less than 10−5. The boundary conditions for inlet 1
and inlet 2 were set to velocity inlet and the outlet of the swirling vortex
flow reactor was set as the pressure outlet with the static pressure there
being specified to be the atmospheric one. This is consistent with the
actual experimental condition as the samples are collected from the
outlet. Modelling of chemical reaction and ultrasound irradiation was
implemented into the simulation once the simulated turbulent flow
field in the reactor had been well established. Ultrasound irradiation
with a fixed frequency of 20 kHz was imposed as the boundary con-
dition of cyclic sound pressure at the probe tip surface in terms of
pressure amplitude pa and was evaluated based on Eqs. (20) and (21)
[11,36,37],

Pressure amplitude:

=p I C2a us (20)

Pressure:

= +p p ft vcos(2 ) 1
2a

2
(21)

where C is the sound velocity (m/s), f is the frequency (Hz), t is the
time (s), ρ is the average density of liquid bulk (kg/m3) and v is the
velocity of liquid phase due to propagation of ultrasound waves (m/s).

4. Results and discussion

4.1. Synthesised particle characterization

As the result of shear turbulence controllable synthesis of nano-sized
particles in the swirling vortex flow reactor and intensification by ap-
plying ultrasound irradiation, the morphology of nano-sized mono
particles and aggregated particle size distribution of SiO2 were detected
by SEM as shown in Fig. 3. In fact, all the mono particles are visualised
morphologically spherical-like shaped and it can observe that the
average aggregated particle size and its distribution is somewhat af-
fected by hydrodynamic conditions. Particle size distribution of all
samples are similarly shaped and exhibit their secondary peak in the
range of 5 µm to 10 µm. Mono particle aggregates and the main peak of
size are located in the range of 30µm to 50µm with a sharp decline
indicating particles stop growing due to exerting shear force. Moreover,
the Sauter mean diameter (d32) of aggregated particles is as large as
18.42 µm and the Sauter mean diameter is almost monotonically
changeable as the ultrasound power increases as well as local turbulent
Reynolds number with identical and non-identical inlet velocity of
SVFR. As the Reynolds number ReV increases from 2620 to 13196, the
Sauter mean diameter, dp, decreases from 18.42 µm to 10.94 µm and
the size distribution becomes narrower with a reduced coefficient of
variation (CV). Here, coefficient of variation (CV), also recognised as
relative standard deviation (RSD), is defined as the the ratio of the
standard deviation σ to the mean of parameters particle diameters μ
(CV = σ/μ), used to standardise measure of dispersion of a probability
distribution. It is very interesting to note that as there is two times ratio
of the inlet, the Sauter mean diameter, dp, falls from 13.26 μm to
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12.04 μm with a narrower distribution. This may be attributed to the
local mixing behaviour where two swirling streams with different inlet
velocities meet and the engulfment is weakened due to the retarding
action from the slower stream to the faster stream. Continuous increases
in R leads to larger particle sizes and a broader distribution.

The product before filtration is a colloidal suspension of solid par-
ticles in the mixture solution and is small enough to be dominated by
the short-range force without consideration of the gravitational forces
[24] and these nano-sized particles tends to aggregate in aqueous cir-
cumstance as shown in Fig. 4 (a). It can be seen from the TEM images
shown in Fig. 4 (b), (c) and (d) that the edge of particles coalesces and
overlaps due to aggregation. The sphericity and crystalline micro-
structure have been magnified under enlargement. Fig. 5 (a) and (b)
reveal correlations between the average aggregated particle size and
coefficient of variation (CV) as a function of turbulent Reynolds number
and ultrasound amplitude. The particles are smallest with the narrowest
size distribution ( <d / 0.36p , <CV 0.68) produced when ultrasound
amplitude applied reaches 50% (600 W) and the Reynolds number, ReV,
based on the vortex core radius is 7859. In contrast, the largest size
particles are synthesised and obtained with a wide size distribution
when ultrasound is abandoned at ReV = 7859 and ReV is defined as

=Re R2
V

v
2

(22)

where is the angular velocity calculated on basis of flowrate of inlet 1
and vortex characteristic length Rvis approximately equal to (D-2d)/2.
To examine the relationship between the particle size distribution and
the turbulent shear rate and the intensification of ultrasound irradia-
tion, the ratio of particle diameter to the mean Kolmogorov scale, d /p
is introduced. In general, the characteristic particle length ratio d /p
changes from 0.24 to 0.41 when the ultrasound amplitude increases
from 0 to 50% and it varies as Reynolds number ReV based on the vortex
characteristic length Rv. Here, D is the dimeter of the reactor and the d

is the dimeter of the inlet tube. The local turbulence level can be esti-
mated from the CFD simulation by a turbulent Reynolds number de-
fined as

=Re k
( )T 1/2 (23)

where k and are the volumetric averaged turbulent kinetic energy
and turbulent energy dissipation rate, respectively. The correlations of
characteristic particle length ratio d /p and CV with ReT and the
strength of applied ultrasound are found to be well represented by using
equations (24) and (25) while the correlations are plotted in Fig. 5 (a)
and (b),

=
d

Re P0.58p
T A

0.13 0.11
(24)

= Re PCV 0.87 T A
0.01 0.08 (25)

where dp is actually obtained from the proportion of particle size d32 of
arbitrary samples under the condition of ultrasound amplitude from

=P 0A to =P 50%A and ReV = 7859. PA is defined by

=P P
PA

s (26)

where Ps is the maximum ultrasound power can be applied (1200 W for
ultrasound processor in this case). As the synthesised particle size is
highly influenced by the local turbulent eddy shear , the Reynolds
number, ReT, which is characterised by can be associated with the
Reynolds number ReV. It can be seen from Fig. 6 that the flow in the
SVFR can be well approximated by the turbulent Rankine vortex model
with

=
= =

u r r R
r R0

v
u
r v (27)

The mean turbulent energy dissipation rate for the turbulent
Rankine vortex is as a function of core radius, i.e. ε = ε(r). It can be
assumed that when the swirling flow in the reactor is turbulent and in
dynamic equilibrium, the formed turbulent Rankine vortex are spatially
filled with the turbulent eddies with all the scales. Thus, exp in ex-
periment can be estimated by the following relation:

= = + = +Q Q
d R

Q R
d R

2 2 2 (1 )
exp eff eff

V
eff

V

2 1 2

2 0
2

2
2

2 0
2

2

(28)

Fig. 2. The experimental rig and dimensions of swirling vortex reactor.

Table 2
Properties of dispersed phase.

Granular viscosity Gidaspow
Granular bulk viscosity Lun et al.
Frictional viscosity Schaeffer
Granular temperature Algebraic
Solids pressure Lun et al.
Radial distribution Lun et al.
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Fig. 3. SEM images and particle size distribution of sample SiO2 synthesised under different condition of (a) Ultrasound power P at Reynolds number ReV= 7859; (b)
Reynolds number ReV under the ultrasound power of 240 W; (c) Volumetric flowrate ratio R under ultrasound power of 240 W.
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Fig. 3. (continued)

Fig. 4. (a) Schematic diagram of SiO2 nanoparticles aggregation; TEM images of samples synthesised under the ultrasound power of 600 W at Reynolds number
ReV = 7859 under the proportional scale of (b) 100 nm; (c) 50 nm; (d) 20 nm.
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where Q1 and Q2 are the volumetric flow rates of faster inlet stream and
the slower inlet stream, respectively. The epsilon generated from ul-
trasound irradiation is estimated from actual ultrasound power P 'us .

The nitrogen adsorption/desorption isotherms for SiO2 samples has
been used to characterise the porosity of material by using the
Barrett–Joyner–Halenda (BJH) equation. The adsorption average pore

width of samples is shown in Fig. 7. It can be seen from the figure that
the application of ultrasound has an impact on particle porosity. When
an increase in the ultrasound power was applied, it was observed that
the porosity of SiO2 particles monotonically changes together with the
average pore diameter varying from 65.9 m2/g to 193.0 m2/g and the
corresponding average pore diameter changing from 8.9 nm to

Fig. 5. (a) 2D-contour of characteristic particle length ratio d /p versus ultrasound amplitude PA (W) and turbulent Reynolds number ReV; (b) 2D-contour of
coefficient of variation (CV) versus ultrasound amplitude PA (W) and turbulent Reynolds number Rev.

Fig. 6. CFD Predicted tangential velocity distribution uθ (m/s) of continuous phase in the SVFR along radial direction at the surface of z = 5 mm for the cases (a)
Effect of variation of ultrasound power P at Reynolds number ReV= 7859; (b) Effect of Reynolds number ReV at ultrasound power of 240 W; (c) Effect of variation of
volumetric flowrate ratio R for the given ultrasound power of 240 W; (d) The tangential velocity distribution in radial direction in the Rankine vortex of the SVFR for
Reynolds number ReV = 7859 and the applied ultrasound power of 240 W.
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11.7 nm. When the Reynolds number, ReV, is increased from 2620 to
13196, it was found from the tests that the BET surface area gradually
increases from 78.9 m2/g to 92.9 m2/g, then suddenly increases to
116.5 m2/g once ReV reaches 13,196 with the pore width being sig-
nificantly reduced from 15.4 nm to 9.0 nm. For the cases of imbalanced
inlet velocity, i.e. R > 1, the BET surface area of particles experiences
a significant increase, varying from 84.2 m2/g to 112.6 m2/g, while the
pore width decreases from 10.7 m2/g to 6.1 m2/g, indicating more pore
cavities have formed in the particle. However, when R increases to 5,
this trend is reversed with the corresponding BET surface area of
87.4 m2/g and pore width of 12.3 nm. This is likely due to the weak
aggregation caused by the reduced local turbulent eddy induced shear.

The synthesised particle characterisation has revealed an important
fact that the upturn of Reynolds number ReV indicates a reduction in the
particle size but with higher porosity. This is strongly associated with
the local turbulence. This varies when the volumetric flowrate ratio
increases and the small particles with higher porosity are synthesised
when R is around 2–3. However, the effect of ultrasound irradiation on
particle size and porosity is conspicuous and consistent. Higher in-
tensity of ultrasound leads to reduced particles sizes with a narrower
distribution and higher porosity with larger pore diameters.

4.2. Effect of turbulent intensity and vorticity strength on the synthesis

As can be seen from the previous sub-sections, the synthesis is
strongly influenced by the local turbulence level while the turbulence
level can be associated with the turbulent intensity in the SVFR. To
better quantify the turbulent intensity and structure of “Rankine
vortex” inside the SVFR, the following definition for the turbulent in-
tensity is introduced, given by

=I k
R

.
V (29)

The tangential velocity is calculated based on the simulation and is
shown in Fig. 6. The overall distribution of tangential velocity can be
well fitted and divided into three segments along radial direction [38].
The quasi-forced Rankine vortex core is formed at the centre of the
chamber with r R| / | 0.6, while the quasi-free vortex zone is located at
the outer layer of the core ( < r R0.6 | / | 0.9). A very thin boundary
layer zone is found in the vicinity of the wall with >r R| / | 0.9. The si-
mulated tangential velocity distribution, uθ, of the reactant solution
along the radial direction in the SVFR under different ultrasound power
levels and Reynolds number are nearly symmetrical due to identical
inflow rates. As the ultrasound power level is increased, the gradient of
the tangential velocity, du dr/ , increases with the maximum tangential
velocity that takes place at around r/R = 0.6. When the Reynolds
number ReV increases, a very similar trend is observed. However, the
velocity distribution becomes asymmetrical as the volumetric flowrate
ratio R changes. The inlet stream with fast flow engulfs the weaker one
to form a swirling vortex but with the deformed vortex core.

The volumetric average turbulence intensity has been obtained
based on the simulation and the results are displayed in Fig. 8. It can be
seen that the turbulence intensity has been dramatically intensified by
the adoption of ultrasound irradiation of higher power, changing from
120 W to 600 W via adjusting ultrasound amplitude (PA) from 10% to
50%. However, the turbulence intensity with different Reynolds
number ReV gradually increases from 15.41% to 15.67% for the given
ultrasound irradiation condition and turbulence intensity varies in the
range of 15.57% to 15.64% for different volumetric flowrate ratio R.
This may suggest that the increase of the applied ultrasound power
level is more effective than the increase of the inlet stream flow rate
(characterised by the increase in the Reynolds number ReV). This may
be attributed to the fact that when increasing the inlet stream speed, the
turbulent kinetic energy increases but the turbulent dissipate rate also
increases. However, as can be seen from Eq. (28), the increase in will
be confined by the swirling vortex core.

Fig. 7. Brunauer-Emmett-Teller (BET) surface area (m2/g) and Average pore width (nm) versus (a) Ultrasound power P at Reynolds number ReV = 7859; (b)
Reynolds number ReV under ultrasound power of 240 W; (c) Volumetric flowrate ratio R under ultrasound power of 240 W.
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Fig. 8. Turbulence intensity versus (a) Ultrasound power P at Reynolds number ReV = 7859; (b) Reynolds number ReV under ultrasound power of 240 W; (c)
Volumetric flowrate ratio R under ultrasound power of 240 W.

Fig. 9. Turbulent kinetic energy distribution in the reactor chamber under ultrasound power of (a) 0 W (b) 120 W (c) 240 W (d) 360 W (e) 480 W (f) 600 W at
Reynolds number ReV = 7859 at flow time t = 2.0 s.
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To further investigate the effect of ultrasound power on turbulence,
turbulent kinetic energy distribution in the reactor chamber under
different ultrasound power is shown in Fig. 9. As the ultrasound power
increases, the turbulent kinetic energy at the upper layer tends to re-
duce and turbulent kinetic energy tends to increase at lower part in the
chamber. This may attribute to acoustic streaming imposing in form of
pressure impulsing ‘Rankine vortex’ towards away from the tip of ul-
trasound transducer. In addition, as the intensified effect of ultrasound,
the strengthened ‘Rankine vortex’ may centrifuge liquid in upper layer.

Fig. 10 displays the iso-surface contours of vorticity at 100 s−1 in
the reactor chamber when imposing different ultrasound power levels.
It can be seen from the figure that with increasing the ultrasound ir-
radiation level, the larger scale vortex structures have been broken into
smaller scale vortex structures in the SVFR for the given ReV. This is
very likely to indicate that the ultrasound waves generate the acoustic
streaming in the flow in terms of the local static pressure change while
such local static pressure fluctuation may cause the local vortex
stretching and deformed so as to break down the original structure with
high irregularity, forcing the core of vorticity to a lower position and
increasing the overall turbulent dissipation rate in the synthesis pro-
cess.

4.3. Effects of the interaction between turbulence induced shear and
reaction characteristics on the synthesised particles

In addition to the effect of the local turbulence induced shear on the
synthesised particles, the interaction between the local turbulence and

the particle nuclei growth dominated by reaction process can be char-
acterised by using the Damköhler number, Da, as discussed below. The
particle synthesis process can be considered to consist of two-step re-
actions (i) homogenous hydrolysis reaction transforming TEOS to
Si(OH)4, and (ii) heterogenous condensation reaction transforming
Si(OH)4 toSiO2. The hydrolysis reaction is predominant in the present
study case. Following [39], the Damköhler number is introduced to
characterise the interaction of the local turbulence shear and the che-
mical reaction, defined as the ratio of the typical turbulent eddy time
scale to the chemical reaction time scale, which is expressed as

= =Da
C

r
12

't

c (30)

where the Damköhler number, Da, is volumetric averaged. The esti-
mated Da as well as mean turbulent energy dissipation rate varying
with different Reynolds number ReV are displayed in Fig. 11 (a). The
chemical reaction time scale τc is proportional to the reciprocal of re-
action constant k as described in Eq. (1) and mixing time ( t = 12 )
is proportional to the Kolmogorov time scale is calculated by τ = (ν/
ε)1/2 [40]. In consequence, Da number is found in the order of 10−7 to
10−5 since the rate of hydrolysis-dominant reaction is comparably
slower than the normal precipitation process, slightly decreasing from
7.77 × 10−7 to 7.73 × 10−7 in the range of Reynolds number from
2620 to 13,196 when the ultrasound power level of 240 W was applied
as shown in Fig. 11 (b), with respect to turbulent time scale from
1.80 × 10−5 to 1.79 × 10−5. It is noted that the Da number has

Fig. 10. Iso-surface of vorticity at 100 s−1 in the reactor chamber under ultrasound power of (a) 0 W (b) 120 W (c) 240 W (d) 360 W (e) 480 W (f) 600 W at Reynolds
number ReV = 7859 at flow time t = 2.0 s.
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decreased as the ReV number increases from 2620 to 10479, indicating
the chemical reaction effect becomes less contributed compared with
the effect of the turbulence-induced shear. As continuous increment of
ReV number from 10,479 to 13,196, the Da number has slightly in-
creased from 7.727 × 10−7 to 7.732 × 10−7, indicating that the effect
of chemical reaction may be still dominated. An increased value with
a greater ReT value indicates that the greater local turbulence level is
caused by the stronger swirling turbulent vortex flow with the two
higher inlet velocity streams. Consequently, this leads to an enhanced
turbulent mixing, producing higher local turbulent shear stresses and
enhancing the local mass transfer. It can be seen from Fig. 11 (c) that
the changes in the volumetric flowrate ratio of two inlet streams R has
an unpredictable impact on the interaction between the turbulence and
the synthesis reaction as the Da number fluctuates in range of
7.75 × 10−7 to 7.78 × 10−7, with the turbulent eddy time scale from
1.79 × 10−5 to 1.81 × 10−5. Nevertheless, the adoption of ultrasound
has a remarkable influence as the Da number has reduced significantly
from 7.22 × 10−5 to 5.40 × 10−7. The corresponding turbulent eddy
time scale is 7.52 × 10−4 without ultrasound power and it decreases to
5.63 × 10−6 when ultrasound power of 600 W is applied. It is indicated
that the mass transfer rate is approximately 200 times larger than the
reaction rate when the ultrasound power level reaches 600 W compared
with cases without adoption of ultrasound irradiation. As the ultra-
sound power level increases, the local turbulence is intensified due to
the turbulence induced by imposing the ultrasound waves and the
acoustic streaming results in the generation of the turbulent eddies that
will be superimposed on the existing turbulence shear field, thus
leading to the intensified reaction rate.

4.4. Effect of turbulence induced shear on mass transfer rates of the
synthesised aggregate particles

As discussed in the previous subsections, the synthesis of aggregated

nano-particles is significantly affected by the local turbulence, implying
that the local turbulence has an impact on the mass transfer between
the reactant solutions and embedded growing nano-particle aggregates
due to the reactions. The Sherwood number (Sh) is employed to de-
scribe the ratio of the mass transfer to mass diffusion, as defined by Eq.
(31):

=Sh
k d

D
sl p

A (31)

The aggregated nano-particle has been assumed to be a sphere with
the equivalent diameter of dp. In the synthesis, the Sherwood number is
a function of the Reynolds number based on the diameter of the ag-
gregate particle, Rep, and the Schmidt number, Sc, based on the cor-
relation described by Armenante and Kirwan [41] and Miller [42],
which can be written as

= +Sh ARe Sc2.0 p
0.5 0.33 (32)

where Rep and Sc is given by

=
u u

Re
d| |

p
l p p

(33)

=Sc
DA (34)

As the synthesised aggregated nano-particle size is small, typically
around 1.5 × 10−5 m from the experimental observation, the corre-

sponding Stokes number, =St
d

18
p p

L

2

3/2 , based on the volume average
turbulent energy dissipation rate and Kolmogorov scale, falls into the
range from 0.02 to 2.91 when the ultrasound irradiation power is in-
creased from 0 to 600 W. This clearly indicates that the aggregated
particles respond well to the local turbulent eddies with the size down
to the Kolmogorov scale and are subject to the shear owing to large
swirling turbulent eddies without adoption of the ultrasound

Fig. 11. Damköhler number and mean turbulent energy dissipation rate versus (a) Ultrasound power P at Reynolds number Rev= 7859; (b) Reynolds number Rev
under ultrasound power of 240 W; (c) Volumetric flowrate ratio R under ultrasound power of 240 W.
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irradiation. However, the size of the turbulent eddies that have a strong
interaction with the aggregated particles will reduce when the ultra-
sound irradiation is imposed, but the particles will be subjected to the
shear action contributed from a wide-ranging size of turbulent eddies.
In this case. the local particle velocity may be estimated by [40]

=u d2.0( )p p
1/3 (35)

Considering the impact of turbulence on mass transfer process,
Hiromitsu and Kawaguchi [43] and Al-Sood and Birouk [44] made an
attempt on correlating the effect of the freestream turbulence on the
mass transfer rate by introducing the turbulence coefficient C(I). In-
troducing a similar modification to take the turbulence intensification
into account, Eq. (36) can be modified, expressed as

= +Sh A Re Sc I2.0 ' C( )p
0.5 0.33 (36)

Equation (37) can be further rewritten by relating to the Reynolds
number ReV as

= +Sh A Re Sc I2.0 ' C( )V
0.5 0.5 0.33 (37)

where represents the aggregated nano-particle size against the
Rankine vortex core characteristic length of reactor Rv, defined by

=
u u d

R
| |

2
l p p

V
2 (38)

The coefficient A' can be obtained by observing the relationship
between Sh Re Sc( 2)/ V

0.5 0.5 0.33 against turbulence intensity I based on
the experimental data shown in Fig. 12 (a). The product of constant A'
and turbulent coefficient IC( ) is found to be well fitted by the following
relationship:

=A I IC( ) a( b)c' (39)

where parameters a, b, c are found from the fitting of the calculated
data to be: = ±a 0.07 0.0053; = ±b 13.40 0.32; = ±c 0.27 0.02. In this
case, the coefficient of determination R2 = 0.99967 (perfect fit when
R2 = 1). The turbulence coefficient IC( ) as a function of turbulence
intensity I is plotted in Fig. 12 (b) and the deviation is shown as error
bars. We thus obtain the Sherwood number for description of the mass
transfer in the synthesis of aggregated nano-particle in the SVFR, given
by

= +Sh Re Sc I2.0 0.07 ( 13.4)V
0.5 0.5 0.33 0.27 (40)

Fig. 13 shows the Sherwood number changing as characteristic
length ratio and turbulence intensity I at Reynolds number
ReV = 7859. Higher Sherwood number (Sh > 3.5) occurs when is
larger than 1 × 10−3 where the intensification of ultrasound irradia-
tion enhances the turbulence so that the mass transfer between the
particles and the reactant solution is enhanced. In contrast, Sh number
tends to be smaller as the turbulence intensity decreases contributing
less to the mass transfer with smaller than 1 × 10−3. To further
investigate the correlation between the mass transfer and local turbu-
lent shear in the swirling turbulent flow, a correlation coefficient RG,Sh
between the predicted local reactant consumption rate and the volume
average local turbulent shear rate is proposed, which is defined by

=
G Sh

G Sh
RG Sh

j j

ref ref
,

(41)

where G j is the volume average turbulent shear rate, subscript j de-
notes different cases. They are estimated by

= =G
V

GdV
V

dV1 1
j

V V

0 0 (42)

=Sh
V

ShdV1
j

V

0 (43)

Fig. 14 shows the correlation coefficient RG,Sh change in the SVFR
on the conditions of adoption of different ultrasound power for the
given ReV and variation of ReV for the given adopted ultrasound irra-
diation. The change of the correlation coefficient in the SVFR chamber
has the following trend. Considering the case without applying ultra-
sound irradiation as the reference, the correlation RG,Sh equals one. It
increases monotonically when increasing the applied ultrasound power
for the given ReV, indicating that the mass transfer process is strongly
affected by the local turbulence intensification due to the turbulence
generation by acoustic screaming. It is postulated that the effect of ul-
trasound irradiation may significantly enhance the turbulent eddy
fluctuations so that the local turbulent shear stresses are increased.
When the ultrasound power increases from 0 W to 600 W, the corre-
lation RG,Sh for the given ReV are almost increased up to 2.5 times
greater than that without applying the ultrasound irradiation as can be
observed from Fig. 14 (a). The consequence of the acoustic streaming of
ultrasound irradiation is to intensify the local turbulence, resulting in
the enhancement of the mass transfer between the particles and the

Fig. 12. (a) Sh Re Sc( 2)/ V
0.5 0.5 0.33 versus turbulence intensity I (%) by adoption of ultrasound power from 0 W to 600 W and (b) the plot of turbulence coefficient C(I)

as a function of turbulence intensity I (%) with the error bar of turbulence coefficient.
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reactant. It can be seen from Fig. 14 (b) that RG,Sh also increases up to
around 1.4 times with increasing ReV for the given ultrasound irradia-
tion of 240 W. It is noted here that as = 2νω2, an increase in ReV
means the increase in the rotational angular velocity or vorticity in the
Rankine vortex core, thus giving out an increase in the local turbulent
shear. As the ReV increases, higher dissipation takes place, which results
in the improved mass transfer and reactant consumption for the particle
growth. However, the Sherwood number and the shear rate are highly
correlated when volumetric flowrate ratio R = 2–3, it has an un-
predictable correlation as volumetric flowrate ratio increases.

5. Conclusions

Shear turbulence controllable synthesis of nano-sized particles using
a swirling vortex flow reactor assisted by ultrasound irradiation has
been investigated using both CFD modelling and experimental valida-
tion. The effects of the intensification of turbulence by applying ultra-
sound irradiation and turbulence level in the Rankine vortex core
characterised by using the Reynolds number ReT on particle synthesis
are studied. Characterisation of the synthesised particle morphology,
porosity and size distribution are correlated with the local turbulence
generated in the SVFR. The conclusions derived from the present study
can be summarised as follows:

(1) It was found that when the Reynolds number ReV and the adopted
ultrasound power increase, the average synthesised SiO2 particle
size is reduced, accompanied by a narrower particle size distribu-
tion and higher porosity. When increasing the inlet reactant solu-
tion volumetric flowrate ratio R, smaller size SiO2 particles with
higher porosity are obtained only when R is around 2 to 3. The
effect of change in the volumetric flowrate ratio on the synthesised
SiO2 particle characteristics is weak due to the enhancement of the
turbulence shear stresses acting on the particles being restricted by
the variation of the turbulent Rankine vortex formed in the SVFR.

(2) It has been affirmed that increasing the Reynolds number ReV and
the adopted ultrasound power leads to the reduction of Da number,
indicating that the effect of turbulence induced shear on the syn-
thesised particles increases compared with the effect of hydrolysis
in the synthesis process. The adoption of ultrasound irradiation can
significantly enhance the intensity of turbulence embedded in the
turbulent Rankine vortex formed in the SVFR and change the local
turbulent energy dissipation rate as characterised by the local tur-
bulent shear .

(3) By introducing the modified Sherwood number, the correlation of
the mass transfer in the interface of the aggregated nanoparticles
and the reactants with the local turbulent shear stresses has been
demonstrated. It has been proved that the intensification of ultra-
sound will enhance the local turbulence and turbulent shear

Fig. 13. 3D-plot of Sherwood number Sh versus
characteristic length ratio and turbulence in-
tensity I (%).

Fig. 14. Correlation factor RG Sh, between the predicted Sherwood number and local shear rate under (a) Ultrasound power P at Reynolds number ReV = 7859; (b)
Reynolds number ReV; (c) Volumetric flowrate ratio R under ultrasound power of 240 W.
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stresses. As a result, the mass transfer has been enhanced. Such
spatial correlation can be used to predict the mass transfer for the
particles in the synthesis process.
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A B S T R A C T   

LiFePO4 particles has been widely recognised as a promising positive electrode material for rechargeable li-
thium-ion batteries due to its excellent properties. Confined impinging jet reactor was recently proposed to 
replace the stirring reactor for synthesising LiFePO4 nanoparticles. It has been recognised that the use of im-
pinging jet reactor can provide higher mixing intensity and shorter residence time for the reaction so as to 
improve the synthesis efficiency. The present work conducts CFD simulations to gain a better understanding of 
the mechanism of LiFePO4 synthesis in an impinging jet reactor, focusing on the effects of local turbulent kinetic 
energy and turbulence dissipation rate distributions in the impinging core region on the mixing of two reactant 
streams and reaction kinetics. Compared with the experimental results, it is revealed that larger turbulent kinetic 
energy in the impinging centre region can effectively promote the mixing of reactant streams but the reaction 
completeness will be reduced due to shortening of reaction time if a large turbulence dissipation rate occurs in 
the impinging core region. It is also indicated from the simulations that the reaction completeness of LiFePO4 

synthesis significantly depends on the turbulent mixing and turbulent kinetic energy distribution but less on 
reaction kinetics.   

1. INTRODUCTION 

Mixing of reactants plays an important role in the chemical process. 
Usually the mixing, based on the scales, can be classified into micro-, 
meso- and macro mixing while micro-mixing usually determines the 
selectivity and quality of the final products in the chemical process 
especially when a rapid reaction process is concerned, for example, 
precipitation and crystallisation [1–4]. The adoption of confined im-
pinging jet reactor (CIJR) has attracted more and more attentions in the 
nanoparticle production as it can provide a better micro-mixing of the 
reactants with higher feed rate than stirred tanks for the mixing-sen-
sitive reactions [5,6] where continuous production and high product 
quality of particles are required. Within an impinging jet reactor, a high 
turbulent-energy dissipation region is generated by two head-on im-
pinged coaxial jets, intensifying the mixing of two reactant flows dra-
matically. However, the residence time in CIJR is quite short due to the 
high feed velocities and small reactor volume. 

Schwarzer and Peukert [7] experimentally and numerically studied 
the sulfate nanoparticle precipitation and successfully predicted the 
mean particle size of the precipitated nanoparticles by CFD simulations 

where the precipitation model has been coupled with the global mixing 
model. It was found particle size distributions was underestimated and 
that considering the effects of back-flow zones and large eddies on the 
resident time could significantly improve the predictions of particle size 
distributions by this model. Marchisio et al. [8] investigated the effects 
of turbulent precipitation on the nanoparticle production in CIJRs and 
found the turbulent mixing played an important role in the reactor scale 
up based on the results of CFD and precipitation models and that the 
characteristic time scales for mixing and reaction extracted from CFD 
simulations could provide more reliable and accurate supports for the 
reactor scale-up than those from simple algebraic correlations. Norbert 
et al. [9] examined the convective micro-mixing in different micro- 
channels at high Reynolds numbers and revealed that under the con-
dition of relatively high Reynolds number, the mixing performance in 
the micro-structures can be enhanced and a better mixing than the use 
of stirred vessels can be obtained. Siddiqui et al. [6] investigated the 
characterisations of CIJR through the evaluation of energy dissipation 
rate, micro-mixing efficiency of a homogeneous reaction and particle 
size of a heterogeneous precipitation reaction. It was found that the 
energy dissipation in CIJR could reach 100 times greater than that in 
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traditional stirred tanks and that the mixing performance of the CIJR 
was more sensitive to the concentration than the inlet flow rate. These 
authors indicated that CIJR presents higher sensitivity to the mixing 
conditions at high concentrations compared to the stirred tank. Florian 
et al. [10] have studied the behaviours of CIJR at a low Reynolds 
number using direct numerical simulation (DNS), revealing that a stable 
vortex exists in the main mixing duct and dominates the flow. In ad-
dition, a monomodal probability density function (PDF) is obtained in 
the main impinging zone while a biomodal PDF is identified in the cross 
sections downstream the impinging zone. Jiang et al. [11] investigated 
the effects of jet velocity on crystal size distribution of pharmaceutical 
ingredients with a dual impinging jet mixer. They obtained the drug 
products with smaller sizes and aspect ratios comparing with the case of 
applying traditional batch process. Meanwhile, it was revealed that the 
particle size and the distribution width as well as the distribution 
modality highly depend on the inlet jet velocity. Tari et al. [12] em-
ployed CIJR to investigate the anti-solvent crystallisation of glycine and 
found the particle size obtained in the CIJR was an order of magnitude 
smaller than that obtained by employing the conventional crystal-
lisation approach. 

As one of the promising positive electrode material of rechargeable 
lithium-ion batteries, LiFePO4 has excellent characteristics such as 
nontoxicity, high structural stability at high temperature, relatively 
cost-effective price of raw material and high theoretical specific capa-
city [13,14]. It has been recognised that the adoption of traditional 
stirring reactor for synthesising LiFePO4 particles may be an ineffective 
approach where the poor mixing and mass transfer performance dra-
matically limits the production of LiFePO4 particles [5,15]. In order to 
provide a more rapid and better micomixing of feeding streams during 
the production of LiFePO4, the adoption of CIJR is very likely more 
favourable option than the use of stirring reactor. Compared with the 
traditional stirred tank, the CIJR can realise the mixing intensity several 
orders of magnitude higher than the stirring tank though having a 
shortening residence time with steady feeding streams due to its fixed 
and confined volume [16,17]. To best knowledge of the authors, only 
few studies on the preparation of LiFePO4 in CIJR have been docu-
mented. Thus, the main purpose of this paper aims to reveal the effects 
of turbulent mixing behaviours on the preparation process of LiFePO4 

in the CIJR, gaining a better understanding for facilitating the process 
optimisation. To provide instantaneous variations of local velocity field 
and local concentrations of chemical species, CFD modelling coupled 
with the relevant chemical reaction kinetics has been conducted, fo-
cusing on the effects of turbulence intensification due to the impinge-
ment of the streams in CIJR on the synthesis of LiFePO4 particles. In the 
meantime, the experimental results are used to validate the CFD mod-
elling. 

2. MATHEMATICAL MODELLING 

2.1. Governing equations 

The governing equations for CFD modelling in this study can be 
expressed by a set of continuity, momentum and species transport 
equations. The energy equation has been ignored as the temperature 
variation during the chemical reaction in the synthesis of LiFePO4 is not 
significant and has less impact on chemical kinetics involved. The liquid 
solution flow is also assumed to be incompressible and k-ε two equation 
model is employed for modelling the turbulence in the CIJR reactor 
following its successful applications to the cases of similar studies 
[18–20]. Equations (1) and (2) present the continuity and momentum 
equations, respectively. Species transport equation coupled with ‘Direct 
Quadrature Method of Moments-Interaction by Exchange with the 
Mean Model’ (DAMOM-IEM) (Equations (9)–(12)) is used to model the 
micro-mixing behaviour of the impinging flow. The reaction kinetics is 
modelled by an empirical equation based on the experimental results. 

2.2. Continuity Equation 

+ u
t

( ) (1)  

2.3. Momentum Balance Equation 

+ = + +u uu g
t

p( ) ( ) (2) 

where ρ, u, are the density and instantaneous velocity respectively. g 
denotes the gravity and p stands for the pressure. Constitutive closure 
model for shear stresses is adopted for closuring equation (2). 

= +u u u Iµ (( ( ) ) 2
3

( )g
T

(3) 

where μ is the dynamic viscosity and I is the unit tensor. 
To account for the effect of turbulence, the liquid phase viscosity is 

expressed as 

= +µ µ µl (4) 

whereμl is the liquid phase dynamic viscosity for laminar flow and μt µt
is the eddy viscosity which is modelled by a standard k-ε turbulence 
model as briefly discussed below. 

Nomenclature  

Cp [Mol/m3] Concentration of species p 
Da [-] Damköhler number 
Dm [m2/s] Diffusion coefficient for species p in the mixture 
G [m/s2] Acceleration due to gravity 
Gk [kg/(ms3)] Generation of turbulent kinetic energy 
I [-] Unit tensor 
Jp [kg/m2] Diffusive mass flux 
ks [m3/(kmol s)] Reaction rate constant 
mFePO4 [kg/m3] Mass concentration of FePO4 

mFePO4,0 [kg/m3] Theoretical mass concentration of FePO4 

Re [-] Renolds number 
Rhe [kmol/m3s] Reaction rate 
Sct [-] Turbulent Schmidt number 
Ti [-] Turbulent intensity 
u [m/s] Instantaneous velocity 

X [-] Completeness of the reaction 
Yp [-] Mass fraction of species p 

Special characters 

κ [m2/s2] Turbulent kinetic energy 
ε [m2/s3] Turbulent dissipation rate 
ρ [kg/m3] Density 
ρm [mol/m3] Molar density of the particle 
μ [N.s/m2] Dynamic viscosity 
μl [N.s/m2] liquid phase dynamic viscosity for laminar flow 
μt [N.s/m2] Eddy viscosity 
υ [m2/s] Kinematic viscosity 
τ [N/m2] Stress tensor 
τc [s] Characteristic time scale of chemical reaction 
τt [s] Characteristic time scale of eddy engulfment   
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2.4. Standard k-ε turbulence model 

In order to evaluate the eddy viscosity of liquid phase μt in Equation  
(4), the standard k-ε turbulence model has been used in the CFD 
modelling in this study. The turbulence kinetic energy k and its dis-
sipation rate ε in the CIJR are estimated by Equations (6) and (7), re-
spectively. The eddy viscosity is then estimated in terms of k and ε using 
equation (5) 

Fig. 1. The experimental rig of the impinging jet reactor and mesh setup for 
CFD modelling. (a) The snapshot of the impinging jet reactor internal structure; 
(b) Grid setup of the cross section of the vertical channel of the reactor outlet; 
(c) Grid setup of the cutting plane of the imping jet reactor; (d) Grid setup of 
cross sectional cutting plane of the imping jet reactor at the level of the im-
pinging stream centre; (e) Computational domain with boundary conditions. 

Fig. 2. Validation of the model conducted through predicting X at different 
Reynolds number [18]. 

Fig. 3. Comparison between experimental and predicted X at the outlet of the 
reactor. 

Table 1 
Experimental and simulation results at different cases.        

Re Experimental 
results (X) 

Simulation 
results (X) 

Errors ks Damkohler 
number 
(volume 
average)  

278.059 0.835 0.837 0.204% 10 0.119 
556.119 0.798 0.799 0.159% 13.5 0.135 
834.016 0.862 0.857 0.572% 30 0.070 
1112.076 0.763 0.759 0.564% 20 0.128 
1390.135 0.835 0.835 0.019% 40 0.065 
2085.203 0.862 0.866 0.541% 76.5 0.037 
2780.271 0.834 0.838 0.495% 80 0.038 
3475.338 0.783 0.775 0.921% 66 0.049 
4170.406 0.805 0.798 0.934% 90 0.035 

Fig. 4. Variation of Damköhler number with the Reynolds number and pre-
dicyed X at the impinging zone of the impinging jet reactor. 
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= +G µ u u u( ( ) ):k t
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Gk is the generation of turbulent kinetic energy in equation (8). The 
constants involved in Equations (5)–(8) are: Cμ = 0.09, C1 = 1.44, 
C2 = 1.91, σk = 1.0 and σε = 1.0 [18]. We cautiously note here that as 
the local turbulence dissipation rate in the CIJR strongly affects the 
local shear and local micro-mixing, the estimation of turbulence dis-
sipation rate becomes crucial. Compared with the other turbulence 
model, k-ε turbulence model has the feature of being reliable and 
simple for application. For CIJR, the typical length scale of turbulence 
can be well defined. 

2.5. Species transport 

The synthesis of LiFePO4 particles can be described by the transport 
of species, which is given by 

+ = +u J
t

Y Y R( ) ( ) ( )p p p he (9) 

where Yp denotes the mass fraction of species p, Jp for the diffusive 
mass flux and Rhe Rhe for the reaction rate. Jp can be expressed as: 

= +J D
µ

Sc
Yp m

t

t
i

(10) 

where Dm Dm is the diffusion coefficient for species p in the mixture. Sct 

is the turbulent Schmidt number with the value in the range of 0.7-1.0 
and it is estimated by 

=Sc
µ
Dt
t

g t (11) 

where Dt is the turbulent diffusivity. In the present study, the joint- 
composition Probability Density Function (PDF) is solved by a pre-
sumed PDF method ‘Direct Quadrature Method of Moments-Interaction 
by Exchange with the Mean Model’ (DAMOM-IEM) to close equation (9) 
[21]. 

The DQMON-IEM employs the summation of multidimensional Ne 

delta functions to represent the joint-composition PDF as expressed in 
equation (12)[18]. 

=
= =

f x t p x t( ; , ) ( , ) [ ]
n

N

n
a

N

a a n
1 1

,

e

(12) 

where pn represents the probability in each Ne delta function (or mode). 
a n, denotes the conditional mean composition of a in the nth mode 

while a for the composition space variable of species a. is the delta 
function. 

2.6. Experimental description 

Fig. 1a represents the meshed geometry. The dimensions of the re-
actor are also indicated in the figure. In order to interpret the results 
more clearly, Regions A and B which are highlighted by red and black 
dash lines are named as impinging core and impinging region. In the 

Fig. 5. Time evolution of the concentrations of (a) FeNO3 and (b) FePO4; and (c) Turbulent kinetic energy in the cutting plane (x-y) of the impinging jet reactor at 
Reynolds number Re = 278. 
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experiment, Fe(NO3)3 and (NH4)2HPO4 solutions were, respectively, 
pumped into two inlets, marked as Streams A and B. The main chemical 
reaction involved in the impinging stream reactor can be described by 
equation (15). It should be noticed that side reactions exist during the 
synthesis of FePO4, whose reaction rates are quite low compared with 
the synthesis reaction. For simplicity, the side reactions were ignored. 
Equation (16) is employed to model the chemical kinetics as defined by 
equation (15). 

In the preparation of the materials for the experiment, 408.1 g Fe 
(NO3)3·9H2O (Sinopharm Chemical Reagent Co., Ltd, 99%) was dis-
solved in DI water, and the volume of mixed solution contained Fe 
(NO3)3·9H2O and DI water was adjusted to 1.0 L. As the molar weight 
of Fe(NO3)3·9H2O is 404.0 g/mol, the concentration of Fe(NO3)3 so-
lution is: 

= ×
×

=C g
g mol L

mol L408.1 99%
404 / 1.0

1.0 /Fe NO( )3 3 (13)  

Similarly, 133.4 g (NH4)2HPO4 (Sinopharm Chemical Reagent Co., 
Ltd, 99%) was dissolved in DI water, and adjusted the total solution 
volume to 1.0 L by adding DI water. As the molar weight of (NH4) 
2HPO4 is 132 g/mol, the concentration of (NH4)2HPO4 solution is: 

= ×
×

=C g
g mol L

mol L133.4 99%
132 / 1.0

1.0 /NH PO( )4 2 4 (14)  

The atom ratios between Fe ion and P ion (nFe/nP) of synthesized 
FePO4 product prepared via impinging jet reactor, and the concentra-
tion of Fe3+ and PO43- at the outlet are measured by plasma mass 

spectrometry (ICP-MS). Based on the measurement results, the nFe/nP 
is 0.997, indicating that FePO4 sample prepared in this work has high 
purity. Therefore, the side reaction can be disregarded accordingly. The 
details of experimental setup and reaction mechanism have been re-
ported in Dong et al. [22]. The suspension density of the aqueous so-
lution after reaction was measured to be 1144.4 kg/m3 with a viscosity 
of 0.001005Pas. 

+ =+Fe (aq) PO (aq) FePO (s)3
4
3

4 (15)  

= +k Fe POR [ ][ ]she
3

4
3 (16) 

where Rhe denotes the reaction rate, while ks for the reaction rate 
constant of Equation (16) +Fe[ ]3 and PO[ ]4

3 represent the molar con-
centration of +Fe3 and PO4

3 , respectively. 

2.7. Numerical Modelling 

In this study, 3D CFD simulations were conducted with the same 
configuration and size as the experimental reactor. The nono particle 
loaded impinging flow is assumed to be regarded as a single-phase flow 
for convenience since both the mass fraction and volume fraction of 
LiFePO4 nanoparticles in the flow are too small to affect its properties 
and hydrodynamics. Fig. 1b, 1c and 1d presents the grid imposed in the 
simulation for the impinging reactor. A grid independence check with 
different mesh numbers was conducted and a model consisting of 0.6 
million mesh cells was eventually selected. Velocity inlet and pressure 
outlet boundary conditions were applied to the inlets and outlet, where 

Fig. 6. Time evolution of the concentrations of (a) FeNO3 and (b) FePO4; and (c) Turbulent kinetic energy in the cutting plane (x-y) of the impinging jet reactor at 
Reynolds number Re = 1390. 
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Streams A and B were introduced from two inlets, respectively. The 
mass fraction of FePO4 was measured at the outlet to determine the 
value of X. The inlet velocities of Streams A and B varied in the range of 
0.16 to 2.44 m/s with the corresponding inlet Reynolds number from 
278 to 4175. The inlet Reynolds number is calculated by u d

µ
inlet inlet with 

the diameter of the inlet port as the characteristic length. No slip wall 
boundary condition was adopted on the wall of the reactor. 

Transient RANS simulations were conducted using the commercial 
CFD software ANSYS FLUENT 17.0 in the double precision model. The 
reacting flow was assumed as the single-phase flow of an in-
compressible fluid. The second order scheme was employed for calcu-
lation of those convective terms while the pressure-velocity coupling 
was achieved by PRESTO scheme. The time step employed in the si-
mulations was set 0.0002 s. 

3. RESULTS AND DISCUSSION 

The study of Liu et al. [18] was used as a benchmark to validate the 
CFD modelling. The Villermaux-Dushman parallel competing reaction 
system in the impinging stream reactor was modelled by CFD simula-
tions based on the models described in Section 2. The predictions of the 
segregation index Xs at different Reynolds numbers are shown in Fig. 2. 
It is clear that compared to the experimental results as reported in the 
literature the CFD modelling conducted in this study is well to predict 
the reaction kinetics with a maximum error of 2.7%. 

3.1. Effects of local turbulent kinetic energy and dissipation rate distribution 
on the reaction kinetics 

A factor X which represents the ratio of the actual production of 
FePO4 to the theoretical one is defined to indicate the completeness of 
synthesis reaction, given by equation (17): 

=X
m

m
FePO

FePO o,

4

4 (17)  

The value of X measures the completeness of the synthesis of FePO4 

with 0  <  X  <  1. mFePO4 and mFePO o,4 are the actual mass concentration 
and theoretical mass concentration of FePO4 at the outlet. X = 1.0 in-
dicates that the production of FePO4 reaches theoretical upper limit. 
The experimental observations and results have illustrated that the 
reaction rate can be affected by many factors such as the micro-mixing 
time, turbulent intensity in the reactor, velocities of the feeding streams 
plus side reactions. Fig. 3 shows the comparisons of the experimental 
and numerical simulation results of factor X at the outlet. It can be seen 
from Fig. 3 that reasonable predictions have been achieved for X with 
an appropriate coefficient ks as listed in Table 1. The simulation results 
have a maximum deviation smaller than 1% as compared with the 
experimental results. In order to characterise the interaction between 
the synthesis reaction kinetics and turbulence generated in the reactor, 
Damköhler number is introduced as defined by 

= =D
c

r
12

a
t

c (18) 

Fig. 7. Time evolution of the concentrations of (a) FeNO3 and (b) FePO4; and (c) Turbulent kinetic energy in the cutting plane (x-y) of the impinging jet reactor at 
Reynolds number Re = 3475. 
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where Da is the Damköhler number, ε is the turbulent dissipation rate 
and C the molar concentration of the product. The stretching process of 
the turbulent eddies is strongly related to the incorporation or engulf-
ment of the reactants into the turbulent eddies. Following Baldyga et al. 
[18], it has been assumed the characteristic time scale for micro-mixing 
by such eddy engulfment can be estimated based on 12t . 

Fig. 4 shows the variations of Da and X against different Reynolds 
numbers. It can be seen from the figure that the trend of variation of 

volume-averaged Damköhler number in the impinging reactor is totally 
opposite to that of X. A decrease in Da indicates an enhanced effect of 
diffusive mass transport rate caused by turbulent mixing on the 
synthesis reaction kinetics. Thus, it can be extrapolated that the overall 
performance of the synthesis reaction will significantly affected by the 
turbulence generated due to the impinging streams. It also indicates 
that micro-mixing have significant effects on the selectivity and quality 
of the final products. 

Fig. 8. The contours of predicted mass fractions of the reactants and products. (a) Mass fraction of FeNO3; (b) Mass fraction of NH4HPO4; and (c) Mass fraction of 
FePO4. The contours of prediction for (d) Turbulent kinetic energy; (e)Velocity vector; (f) Velocity Streamline and (g) Magnified velocity vector at the impinging 
centre on the cutting plane (x-y) at Reynolds number Re = 278. 
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3.2. Qualitative descriptions of FePO4 synthesis kinetics under the condition 
of different Reynolds numbers 

Figs. 5–7 show the time evolution of the mass fraction of Fe(NO3)3 

and FePO4 and turbulent kinetic energy obtained on the x-y cross sec-
tion plane at three different Reynolds numbers, Re = 278, 1390 and 
3475. Their contours at pseudo-steady state are plotted in Figs. 8–10. It 
can be seen from Figs. 5–7, the product FePO4 is firstly generated in the 
region just below the impingement centre and then extended to the 

region with ‘V’ shape above the impingement zone rather than the re-
gion where two incoming streams impinge against each other with the 
highest turbulent kinetic energy. One likely reason is that the intensive 
turbulent mixing immediately transport the reaction species down-
stream. In addition to the impinging centre, high turbulent kinetic en-
ergy was also observed to take place surrounding the walls of the en-
largement section of the horizontal channel. Four eddies can be seen 
clearly near the walls of horizontal channel in the reactor centre zone as 
shown in Figs. 8g, 9  g and 10  g. The formation of ‘V’ shape region 

Fig. 9. The contours of predicted mass fractions of the reactants and products. (a) Mass fraction of FeNO3; (b) Mass fraction of NH4HPO4; and (c) Mass fraction of 
FePO4. The contours of prediction for (d) Turbulent kinetic energy; (e)Velocity vector; (f) Velocity Streamline and (g) Magnified velocity vector at the impinging 
centre on the cutting plane (x-y) at Reynolds number Re = 1390. 
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results from the interactions of two eddies near the upper wall region of 
the horizontal channel where sufficient reaction between Fe(NO3)3 and 
NH4(HPO4)2 occurs as evidenced by existence of high FePO4 mass 
fraction. By comparing the contours of turbulent kinetic energy and the 
mass fraction of FePO4 as shown in Figs. 8–10, it can be found that the 
size of ‘V’ shape region depends much on the strength of the corre-
sponding eddies. The strength of these eddies is also affected by the 
impinging streams which is characterised by the Reynolds number 
based on the length scale of the inlet tubes of the reactor. It is inter-
estingly noted that as can be seen from Figs. 8d, Fig.9d and Fig.10d, the 

relative turbulent kinetic energy carried by these eddies decreases with 
the increase of Reynolds number when comparing the relative turbu-
lence strength in the impinging centre. 

3.3. Effect of turbulence generated by impinging jets on the synthesis 

As discussed in the previous section, the impinging centre and the 
downward flowing channel are the most important regions that have 
dominated the synthesis kinetics of FePO4 where the turbulence 
strength due to the collision of two impinging streams is found to be 

Fig. 10. The contours of predicted mass fractions of the reactants and products. (a) Mass fraction of FeNO3; (b) Mass fraction of NH4HPO4; and (c) Mass fraction of 
FePO4. The contours of prediction for (d) Turbulent kinetic energy; (e)Velocity vector; (f) Velocity Streamline and (g) Magnified velocity vector at the impinging 
centre on the cutting plane (x-y) at Reynolds number Re = 3475. 
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much higher than the other regions. It has been manifested that the 
turbulence has significantly affected the synthesis reaction. Fig. 11 
shows the area-averaged turbulence intensity at different cross-sections 
along the downward flowing channel of the reactor. The turbulence 
intensity is the normalised turbulent velocity fluctuations defined by 

=T t
d U

rdr( ) 1 2i
E

RE

in4
2 0

2
3

(19) 

where Ti is the cross-sectional area-averaged turbulence intensity. 
It can be seen clearly from Fig. 11 that the turbulence intensity 

increases with increase in Re but it decreases along with the downward 
stream towards the outlet. However, it is noticed that compared with 
surrounding regions, the impinging centre has lower reaction rate as 

can be seen from Fig. 12. This may be attributed to the strong turbu-
lence transport which results in the reaction between two impingement 
reactant streams to take place slightly downstream of the impinging 
centre. By contrasting Figs. 11 and 12, it can be extrapolated that the 
turbulence due to the impingement provides an environment that is 
very rich in the mixture of the reactants in the region just below the 
impinging centre where the highest reaction rate in the reactor is 
achieved. Although a great reaction rate occurs along for the condition 
of a large Re as shown in Fig. 12, it doesn’t imply that a good reaction 
performance has been obtained. Fig. 13 shows the reaction perfor-
mance, characterised by parameter X, along the downward flowing 
channel. It is noted that the largest X in the reactor occurs at Re = 2085 
other than 4750, especially in the impinging centre region. The possible 
reason is that the reaction performance is determined by both the re-
action rate and the mixture residence time. For case of Re = 4750, the 
turbulence transports so quickly that the residence time is not long 
enough for those turbulent eddies that carry the reactant mixtures to 
complete the reaction in the reactor. By contrasting Figs. 12 and 13, it is 
found that a high X with low reaction rate takes place in the lower 
portion of the downward flowing channel, resulted from the accumu-
lation of FePO4 from the upper portion of the reactor. Fig. 14 presents 
the area-averaged Damköhler number along the downward flowing 
channel in impinging region at different Re. The highest value is ob-
served in the impinging centre region for case of Re = 278 and Da 
gradually decreases with the increase in Re. This is clearly indicated 
that high turbulent strength can be beneficial to the synthesis reaction 
process. The effect of sudden expansion of the downstream flowing 
channel of the impinging stream reactor on both turbulence generation 
and chemical kinetics of synthesis can also be observed as “steeper” and 
sudden changes in the gradients of the plots in Figs. 12–14. 

4. CONCLUSIONS 

The effects of the local turbulence due to the impinging streams on 
the reaction kinetics of LiFePO4 synthesis in an impinging jet reactor 
have been studied. Compared with the experimental results, it has been 
demonstrated that the CFD modelling is able to provide reasonable 
predictions on the synthesis reaction kinetics of LiFePO4. Damköhler 
number was employed to characterise the correlation between reaction 
kinetics and the local turbulence behaviour. The conclusions reached as 
the results of the current study are as follows: 

1 Higher turbulent kinetic energy in the impinging core, corre-
sponding to a higher feeding flux, i.e a larger Re, can effectively 
promote the mixing of reactant streams in the reactor. 
Consequently, the reaction kinetic rate in the region just below the 
impinging core is remarkably enhanced.  

2 The CFD simulation results suggest that to control the feeding 

Fig. 11. The cross-sectional area-averaged turbulence intensity variation along 
the vertical channel of the impinging jet reactor. 

Fig. 12. The cross-sectional area-averaged synthesis reaction rate along the 
vertical channel of the impinging jet reactor. 

Fig. 13. The cross-sectional area-averaged synthesis reaction completeness X 
along the vertical channel of the reactor in the impinging region. 

Fig. 14. The cross-sectional area-averaged Damköhler number variation along 
the vertical channel of the impinging jet reactor. 
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reactant stream flux with a moderate range of Re can improve the 
synthesis reaction as too higher turbulent kinetic energy or turbu-
lent dissipation rate in the impinging core may reduce the residence 
time of the mixing of two reactant streams, leading to a lower re-
action completeness.  

3 The correlation obtained for Damköhler number against the reaction 
completeness at different Reynolds numbers clearly indicates that 
the synthesis performance is significantly controlled by the local 
turbulent kinetic energy and turbulent dissipation rate distribution 
in the reactor. 
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The preparation of nanoparticles can be conducted in a fast way by intensifying the micromixing due to the
enhanced turbulence in an impinging jet Reactor (IJR) where the two linear liquid jets collide with high velocity
to diminish the segregation. However, themicromixing is significantly affected by the occurrence of the stagnant
region which may partially choke the reaction chamber. By imposing the ultrasound to the IJR, micro-scale
turbulent eddies generated as the result of collapse of ultrasonically generatedmicro cavitation bubblesmay gen-
erate a strong local shear. Such micro-scale turbulent vortices exert shear on the interface between the particles
and surrounding fluid, resulting in uniform particle morphology and high surface area for chemical reaction. The
paper aims to optimize the ultrasonic intensification effect on synthesis of nano-sized particles with desired
homogeneity, reveal the governing mechanisms and present a kinetic model to describe the multiphase flow
dynamics in the IJR. Except for the experimental method, numerical method was also used to demonstrate the
impact of fluid dynamics on particle synthesis.
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1. Introduction

The mixing performance of different reacting components can be
promoted by using hybrid reactor systems. Among these reactors,
impinging jet reactor (IJR) provides a facile and directway of process in-
tensification for microscale chemical precipitation reactions and nano-
particles synthesis [1]. IJR consisted of two linear liquid jets collides
with relatively high velocity each other in the impingement zone,
which can achieve better micromixing performance by means of
diminishing the segregation and improving mass transfer rate [2,3]. It
has been reported that the use of IJR provides a homogeneous local en-
vironment for the formation of nanoparticles with high supersaturation
in milliseconds or less time [4,5]. Due to the violent collision of two
streams in the IJR, high dissipation of kinetic energy of the jets in a con-
fined volume leads to local strong shear due to generation of the local-
ized turbulent eddies. However, the mixing performance can be
significantly affected by the existence of a stable separated regime and
a stagnant region. Foute et al. [6] have shown that the imbalance of
branch jet always have negative effects on mixing quality and the
mixing efficiency in an IJRmainly depends on the scale of small eddy en-
gulfment but not the amount of energy dissipation of the system.

Due to the particular geometry of IJR, the reaction chambermight be
partially choked as a consequence of precipitation process [7]. In order
to overcome this drawback and promote the mixing efficiency,
. Yang).
ultrasound intensification was imposed to improve the mixing perfor-
mance due to strong acoustic impact as the result of micro-bubble col-
lapse characterized by occurrence of micro-streaming, shock waves
and micro-scale turbulent eddies. The maximum volume fraction of
cavitation bubbles takes up to 0.016% of the total sonoreactor and
micro-bubble collapse may lead to intensive local heat (~5000 K), high
pressure (~1000 atm), high-speed jet streams (~400 km/h) and strong
local shear [5,8,9]. Such energy transfer from acoustic streaming within
the fluid at a localized scale exerts a shear force on the interface be-
tween the particles and surroundingfluid, resulting in narrower particle
size distribution and high surface area for particle synthesis [10]. It has
been recognized that acoustic cavitation affects nuclei growth in a liquid
media under low-pressure cycles and contributes to micro-bubble col-
lapse under high-pressure cycle, which may be responsible for mass
transfer rates enhancement [9].

Most of the previous studies focus on the effect of ultrasonic energy
dissipation while overlook the influence of flow dynamics caused by
acoustic streaming and mixing zone [11]. In CFD modelling, this was
compensated by either superposing the pressure field change or intro-
ducing a boundary vibration that is resonant to the ultrasonic field im-
posed. Based on the existing numerical studies on ultrasound, the
acoustic streaming contributes to both themass transfer and heat trans-
fer improvement of reaction at low viscosity [12–14] and to the en-
hancement of segregation index up to 20% with low ultrasound
intensity [15]. The numerical simulation initially conducted by Rayleigh
and Nyborg [16] has demonstrated that the second-order nonlinear ul-
trasound wave propagation is responsible for acoustic streaming and
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the inertia term can be neglected in the simulation. However, Lighthill
[17] argued that the elimination of the inertia term is acceptable only
when the flow is in the regime of low Reynolds number (Re b

1), known as “creeping motion”. Considering the inertial effect,
Wijngaarden [18] proposed a more complex model to reproduce the
transient shock waves in a bubbly mixture. Based on Wijngaarden's
model, both Jamshidi et al. [19] and Lebon et al. [20] introduced acoustic
cavitation into the fluid as a source term for themomentum transfer be-
cause micro-bubbles have impact on wave propagation and bulk prop-
erties. Whereas, Sajjadi et al. [9] investigated ultrasound effect in liquid
bulk by introducing it as a boundary conditon in terms of pressure pro-
file change. In addition, to investigate the ultrasound effect on mass
transfer coefficient, Jiao et al. [21] came up with a computational
model to predict the ultrasonic enhancement on mass transfer coeffi-
cient and considered the effect of the extrinsic factors such as tempera-
ture, the transducer geometry and the distance between the transducer
and ultrasound source. Xu et al. [22] also quantitatively determined the
flow field in a sonochemical reactor and found that average stream ve-
locity increased with acoustic power increment. In addition, Niazi et al.
[23] have investigated the pressure and temperature distribution of liq-
uid bulk in a sonoreactor and the collapse pressure and temperature of
acoustic bubbles were predicted around 3040 bar and 3200 K.

This paper aims at investigating the intensified effects of low-
frequency ultrasonic irradiation (20 kHz) on nano-sized FePO4 (FP)
powder synthesis using a IJR system with the downstream sudden ex-
pansion chamber. Both experimental and computational analysis were
conducted to explore the effect of ultrasound on synthesized Nano-
sized FP particles that can be used as precursor contributing to LiFePO4

(LFP) cathodematerials with excellent electrochemical performance for
rechargeable lithium-ion batteries [24,25].

2. Experimental

2.1. Experimental setup and product characterization

The experimental setup is shown in Fig. 1. Solution A (1 mol L−1 Fe
(NO3)3, Sinopharm Chemical Reagent Co., Ltd., 99%) and solution B
(1 mol L−1 (NH4)2HPO4, Sinopharm Chemical Reagent Co., Ltd., 99%)
were introduced into two separated inlets of the IJR by peristaltic
pumps with a flow rate of 85.74 ml min−1. In order to stabilize the cir-
cumstance and keep a constant pH value at 1.7, aqueous ammonia
(1.5mol L−1) was simultaneously pumped from the third inlet with au-
tomatic pH controller. In the mixing process, the IJR system was irradi-
ated by ultrasound with a power of 360, 480, 600, 720 and 960 W,
Fig. 1. Schematic diagram of
respectively. The mixing was also carried out in the same system
without imposing ultrasound for purpose of comparison. The samples
prepared under different ultrasound intensities were analyzed (herein,
referred to as FP-ultrasound power). FP precipitation was washed by
deionized water (DI), filtrated and dried in air at 100 °C for 12 h. Then
the samplewas calcined in the air at 600 °C for 10 h to obtain anhydrous
crystalline FePO4.

The structures of synthesized FP powder were identified by X-ray
diffraction (XRD, D8 ADVANCE DAVINCI, BRUKE) with Cu Kα radiation
source (λ = 1.5406 Å) and the scanning angle is ranged from 10° to
90°. Themorphology and microstructure were obtained using scanning
electron microscope (SEM, sigma VP, ZEISS, Germany). The Brunauer-
Emmett–Teller (BET) surface area was determined using ASAP 2020
(Micrometrics, U.S.A). Thermal gravimetric was conducted by thermal
analyzer (TG, NETZSCH STA 449 F3 Jupiter, Germany).
2.2. LFP/C preparation and electrochemical properties test

The electrochemical properties of the LFP/C synthesized from pre-
pared FP at different ultrasound power were investigated by galvano-
static method using LFP/C half-cells. Anhydrous FP samples were
mixed with Li2CO3 (Sinopharm Chemical Reagent Co., Ltd., 99%) and
glucose (Sinopharm Chemical Reagent Co., Ltd., 99%) by ball-milled
method of 500 rpm for 5 h. Then the mixture was calcined in nitrogen
atmosphere at 650 °C for 10 h.

Electrochemical measurements were performed using CR2032 coin-
type cell assembled in an argon-filled glove box. Cathode electrodes
were fabricated from the synthesized LFP/C, poluvinylidene fluoride
(PVDF) binder and the acetylene black at a weight ratio of 80:10:10
and pasted on pure aluminum foil. Pure lithium foil was used as the
counter electrode. The electrolyte is consisted of a solution of 1 M
LiPF6 in ethylene carbonate and diethyl carbonate (EC + DMC, 1:1 vol-
ume ratio). The charge/discharge tests were carried out using a LAND
Cell test CT2001A (Wuhan LAND Electronic Co.Ltd., China) between
the voltage of 2.5 and 4.2 V.
2.3. Description on synthesis reaction

On exposing to ultrasound irradiation, sonolysis of the water is
realised through sonochemical reductants such as H∙ radicals. Further-
more, these produced radicals are added to produce secondary radical
species that may promote the reduction rate [28]. In the present work,
the experimental setup.



Fig. 2. Configuration of impinging jet reactor with ultrasound transducer.

Fig. 3. 3D view of the computational domain and mesh structure.
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Table 1
Samples with different ultrasound power and intensity.

Samples Ultrasound power input (W) Ultrasound intensity×106 (W/m2)

FP-0 0 0
FP-360 360 2.713
FP-480 480 3.617
FP-600 600 4.521
FP-720 720 5.426
FP-960 960 7.234
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the sonolysis of the water can be characterized by [29]:

H2O↔Hþ þ OH−

Fe(NO3)3 and (NH4)2HPO4 were used to synthesise FePO4 precursor
through the hydrolysis reaction of Fe3+ and HPO4

2− and the main reac-
tions can be described by

Fe3þ þ OH−→Fe OHð Þ2þ

Fe OHð Þ2þ þ HPO4
2− þ xH2O→FePO4∙xH2O↓

In addition, side reaction can be identified as:

Fe OHð Þ2þ þ 2OH−→Fe OHð Þ3↓

Both FePO4∙xH2O and Fe(OH)3 are produced in precipitation and
they are considered as a parallel-competing reactions. In order to pro-
mote the main reactions, the mixing is intensified via the impinge jets
to increase the likelihood of ion collision between Fe3+ and PO4

3−. Adop-
tion of acoustic streaming produced by ultrasound wave propagation
helps to accelerate the particle migration, resulting in a higher ratio of
n(Fe3+)/n(PO4

3−) in the solution [30]. Although the solubility product
constant of FePO4 is greater than that of Fe(OH)3 (Ksp (FePO4) = 1.3
× 10−22, Ksp (Fe(OH)3) = 2.8 × 10−38), the side reaction may be ig-
nored as the reaction circumstance is acidic. It should be noted here
that with more Fe3+ ions being engaged into the complex reaction,
the solution tends to be acidic due to Fe3+ hydrolysis and the precipita-
tion dissolves. To keep the pH value around 1.7 with less induced-
impurities, ammonia aqueous solution was added after the mixing
process of Fe3+ and PO4

3− was fully realised.”
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3. Numerical simulation

3.1. Mathematical modelling

The impinge jet flow together with the flow in the expansion cham-
ber with and without the action of ultrasound was analyzed with the
conditions of the frequency of 20 kHz and power ranging from 0 to
960 W. Numerical study helps to analyse the intensified effect of ultra-
sound on this solid-liquid system. The gas phase in this case is neglected
as the volume fraction of cavitation bubbles induced by ultrasound is
b1%. The governing equation for continuity, momentum and energy
can be solved by the simplified model. The Re for the confined impinge
jet reactor is defined by

Rej ¼
ρud
μ

where u is themean velocity in the inlet of the T-shape junction and d is
the hydraulic diameter of the circular tube inlet. The mean velocity is
0.2022 m/s based on the feed flow rate, corresponding to Rej of 606.
However, it should be point out that it may be inappropriate to consider
the flow to be laminar as the intensive mixing in the chamber of the
confined impinge jet will generate small turbulent eddies and the flow
will become highly turbulent although the Reynolds number is b2000.
The ultrasound waves may lead to a sharp localized pressure reduction
and the formation of local cavitation due to acoustic streaming [15]. This
will give rise up the local turbulence with huge amounts of micro-
cavitated bubble collapse in an extremely short time and in a very
small volume. Todescribe theflow in the impinge jet systemwith a sud-
den expansion chamber, the following governing equations were
employed. The general mass conservation equation for impressible
fluid takes following form

∇∙ u!¼ 0 ð1Þ

where u! is themass-average velocity and themomentum conservation
equation in 3-D dimension is given by,

x-Momentum equation,

∂
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Fig. 5. XRD patterns of (a) FePO4 and (b) LiFePO4.
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y-Momentum equation,

∂
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z-Momentum equation,
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Fig. 6. The SEM images of FePO4 synthesized under the conditions of applying different ultraso
conditions of applying different ultrasound powers.
where ρ is thefluid density, u!is the velocity vector, μ is the dynamic vis-
cosity, p is the pressure and Su, Sv, Sw represent the source terms of mo-
mentum conservation equation induced by the ultrasound. The
standard k-ε model is employed for liquid phase and it is proved to be
appropriate to simulate the flow in the imping jet based on Gavi's
work as following [31].

∂ ρkð Þ
∂t

þ ∇∙ ρk u!
� �

¼ ∇∙ μ þ μ t

σk

� �� 	
Δk� þ Gk−ρε ð5Þ

∂ ρεð Þ
∂t

þ ∇∙ ρε u!
� �

¼ ∇∙ μ þ μ t

σε

� �� 	
Δε� þ C1

ε
k
Gk−C2ρ

ε2

k
ð6Þ

where Gk is the generation of turbulence kinetic energy due to themean
und powers and corresponding size distribution of FePO4 samples synthesized under the



Table 2
The average crystallite size of samples under different conditions.

Sample FP-0 FP-360 FP-480 FP-600 FP-720 FP-960

Average crystallite size L (nm) 191 184 149 107 121 134
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velocity gradients as shown in Eq. (7), μt is the turbulent dynamic vis-
cosity and the coefficients used in this standard k-εmodel take the fol-
lowing values Cμ=0.09, C1=1.42, C2=1.92, σk=1.0 and σε=1.3.

Gk ¼ μ t 2 � ∂u
∂x

� �2

þ ∂v
∂y
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þ ∂w
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� �2
" #

þ ∂u
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� �2

þ ∂u
∂z

þ ∂w
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� �2

þ ∂v
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þ ∂w
∂y

� �2
( )

ð7Þ

Considering the chemical reaction, species transport equations is
shown in eq. (8) without considering the energy equation due to the
constant value of kinetic constant k in the temperature range of 293 to
308 K [32].
Fig. 7. (a) N2 adsorption–desorption isotherm at 77 K and pore size distribution (the inset) calc
and BET surface area of the sample prepared under different ultrasound power.
∂ ρCið Þ
∂t

þ ∇∙ ρ u!ci
� �
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þ ∂ ρv0ci 0
� �
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þ ∂ ρw0ci 0
� �
∂z

" #
þ Si ð8Þ

In Eq. (8), ci represents the concentration of species i, Γi is the diffu-
sion coefficient of the species i and Γt is the turbulent diffusion coeffi-
cient and Si is the formation rate the species i. However, the species
transport equation can be solved only if the Probability Density Function
(PDF) is known.

3.2. Numerical simulation

The geometry and computational domain are schematically shown in
Figs. 2 and 3D CFD simulationwas conducted using the commercial code
FLUENT15.0. Thecomputationdomain contains aT-shaped impinging jet
reactor with an ultrasonic transducer installed in the downstream
ulated by the BJH method from the desorption branch of FePO4; (b) Average particles size
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suddenexpansionchamber. The innerdiameter of the inlet and theoutlet
are 3 and 8mm, respectively. The ultrasonicwave is generated andprop-
agates from the tip of the ultrasonic transducer which has the length of
60 mm and the diameter of 13 mm. The location of boundary condition
was at the tip of the ultrasonic transducer marked as blue in the Fig. 10,
which is 18 mm from the bottom of expanded chamber. The mesh
shown in Fig. 3 was generated by using ANSYS ICEMwith the feature of
grid being orthogonal. The trial simulations were conducted and it was
found that when the number of themeshes is N160,000, there is not no-
ticeable changes observed in the time averaged concentration distribu-
tions in the IJR system. As such, all the simulations were conducted
using this mesh setup throughout the present work.
Fig. 8. (a) Iso-surface distribution of turbulent kinetic energy (k) in IJR under the ultrasound
(b) Turbulence Kinetic Energy (k) distribution of IJR under different power of ultrasound at 0.0
In CFD modelling of the hydrodynamics in the confined impinge jet
reactor, the pressure–velocity coupling was realised by SIMPLE algo-
rithm with the second-order upwind discretisation scheme [15]. Stan-
dard k-ε model was employed as the mixing in the core of the
confined impinge jet reactor could be highly turbulent although the cal-
culated Reynolds number at the reactor inlet is smaller than 2000. Ve-
locity inlet boundary condition has been imposed for both IJR inlets
while the pressure outlet boundary condition was specified for the out-
let of the IJR where the synthesized product was collected. The tip of the
ultrasonic transducer was set as pressure inlet. No-slip boundary condi-
tionwas applied to all thewalls. Numerical simulationswere performed
with and without ultrasonic exposure.
power of 960 W at 0.0023 s. (i) 5 m2/s2, (ii) 20 m2/s2, (iii) 50 m2/s2 and (iv) 80 m2/s2

023 s. (i) 960 W, (ii) 720 W, (iii) 600 W, (iv) 480 W, (v) 360 W and (vi) 0 W.
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Ultrasound of different amplitudes was imposed with a fixed ultra-
sound frequency of 20 kHz. The solutions were treated as being con-
verged when the normalized residuals of all the variables are smaller
than 1×10−7 since the time step used for CFD modelling to capture
the ultrasoundwave fluctuation should be at least smaller than a period
of the ultrasound wave. The numbers of max iterations per time step is
set to be 100 to ensure the convergence.”When considering the effect of
ultrasound on the bulk flow, the cyclic soundpressure equation of ultra-
sound wave was induced to describe the distribution of sound field ac-
cording to the following equation [33].

pu ¼ pa cos 2πf tð Þ þ 1
2
ρv2 ð9Þ

where pa is the amplitude of the sound pressure (pa), f is the frequency
(Hz), t is the time (s), ρ is the average density of liquid bulk (kg/m3) and
v is the velocity (m/s).

pa ¼
ffiffiffiffiffiffiffiffiffiffi
2IρC

p
ð10Þ

I ¼ pus
A

ð11Þ

where I is the sound intensity (W/m2), pus is the ultrasonic power (W),
A is the tip area of the ultrasonic transducer (m2) and C is the sound
speed in the water (m/s). In the present work, synthesis were
proceeded under different conditions by changing the input power of
the ultrasound as listed in Table 1.

4. Result and discussion

4.1. Effect of ultrasound power intensity on crystallinity and morphology of
FP precursors

Thermal gravimetric analysis (TG) and Differential Thermal Analysis
(DTA) technologies was used to confirm the thermal properties of FP
precursors and Fig. 4 shows TG-DTA curves of sample FP-600 at a
heating rate of 10 °C min−1 in the air TG curves indicating the mass
loss of samples. The absorbed water begin to lose at 100°C and the
there is a strong endothermic peak near 120 °C indicating the loss of
crystallized where FePO4·xH2O transformed to anhydrous hexagonal
FePO4 crystal residues. Therefore, x is calculated in the range of 0.73 to
2.50. In addition, the gradual weight loss from 200 to 600 °C is ascribed
to the decay of hydroxide and thus 600°C is considered to be the
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Fig. 9. Cross-section averaged shear stress at the transducer surface
minimum temperature needed for the calcinations process to obtain
product with high purity [26].

The crystallinity and phase of FP specimens prepared under different
ultrasound intensities were detected by XRD as shown in Fig. 5. The
morphology and size of FP nano-particles were detected by SEM
image as shown in Fig. 6. It can be seen from the figure that the relative
intensity of sample peaks is well consistent with that of hexagonal
FePO4 crystal (JCPDS No.70-1793), which indicates its high purity and
crystallinity. The intensity of diffraction peaks became noticeably stron-
ger when imposing ultrasoundwave. A similar trend can be observed in
Fig. 5 (b), implying ultrasoundwaves strengthen the crystal structure of
LiFePO4 crystal (JCPDS No.81-1173). It is noticed that when ultrasound
power is as high as 960 W, the intensity of peaks for both FP and LFP
specimens becomes smaller. From XRD patterns, the average crystallite
size L can be calculated through Scherrer equation [27,34].

L ¼ Kλ
βcosθ

ð12Þ

where K is the crystallite shape factor or denoted as Scherrer's constant
equals to 0.9,λ is thewavelength of X-ray taken as 0.145056 nm,β is the
peak width of the diffraction peak profile at half maximum height and θ
is the degree. The average crystallite size in nanometres of different
samples are listed in Table 2. Sample prepared without applying ultra-
sound exposure has the largest average crystallite size of 191 nm
while that prepared under ultrasound power of 600W has the smallest
diameter of 107 nm. A similar appearance was also observed in a series
of SEM images of FP samples as shown in Fig. 6, indicating that higher
intensity of the ultrasoundmay cause smaller particles size and uniform
microstructure.

4.2. Effect of ultrasound power on particle size and porosity of FP precursors

Except for crystallinity and morphology, ultrasound has impact on
particle size and porosity aswell. The particle size distribution of FP pre-
cursors under different conditions are shown in Fig. 6. It shows that the
mainpeaks of particle size distribution of FP samples have fallen into the
range of 90–130 nm. FP samples prepared without applying ultrasound
present a broader size distribution and b47% of particles are in the range
of 90–130 nm. In contrast, samples for cases of FP-600 and FP-720 ex-
hibit a narrower particle size distribution, corresponding to the percent-
age up to 77% and 68% of the particles falling into this size range. The
broader size distribution contributes non-uniform products that is con-
sistent to the average crystallite size of samples shown in Table 2. In
800 1000 1200
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under the conditions of applying different ultrasound powers.
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addition, samples FP-600 and FP-720 give narrow particle size distribu-
tion but that of FP-960 is boarder. The impact of ultrasound intensity on
particle size and porosity can be also reflected by BET test as shown in
Fig. 7, verifying that the product with smaller particle size in the pres-
ence of ultrasound irradiation can be obtained. It can be postulated
that the ultrasound waves in the process of particle formation may
cause porosity increment as shown in Fig. 7. This may be ascribed to
micro-bubble collapse in an extremely short time to generate the
bombarding on the particle surfaces to form the porous structures.

The ultrasound irradiation intensifies the reactant mixing and en-
courages rapid reaction to form the nuclei of FePO4 with smaller size,
which can be also evidenced from the experimental results. The
Fig. 10. (a) Total pressure distribution (P) of x–z plane of IJR under different power of ultraso
(b) Dynamic pressure distribution (P) of x–z plane of IJR under different power of ultrasound
turbulent eddies induced by acoustic streaming may exert strong
shear force on the nanoparticles to diminish and smooth its ragged sur-
face. This can be interpreted as the fact that the synthesized micro-
particles that entrained by the turbulent eddies experience the local
shear so that the particle size may be reduced due to the surface rip-
off. This can be also supported by turbulent kinetic energy
(k) distribution in the IJR system as shown in Fig. 8. Fig. 8 (a) shows
the isosurface distribution of turbulent kinetic energy (k) under the ul-
trasound power of 960W in the IJRwhile Fig. 8 (b) shows the turbulent
kinetic energy (k) distribution under diverse ultrasound power. It can
be seen from Fig. 9 that enhancement of the turbulent kinetic energy k
in the vicinity of the tip of ultrasound transducer and the reactor outlet
und at 0.0023 s. (i) 960 W, (ii) 720 W, (iii) 600 W, (iv) 480 W, (v) 360 W and (vi) 0 W.
at 0.0023 s. (i) 960 W, (ii) 600 W, (iii) 360 W, (iv) 0 W.



Fig. 11. Micromixing time tm as a function of ultrasound power P and velocity Magnitude (m/s) of x–z plane of IJR under different power of ultrasound at 0.0023 s.
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is observed as the acoustic streaming is introduced at 0.0023 s of 46 pe-
riod. As the effect of ultrasound intensification on the pressure change
will give rise to the change in the velocity field, such velocityfluctuation
will have an impact on the turbulent kinetic energy k due to the period-
ical fluctuation of acoustic wave of applied ultrasound. Consequently, it
can be reasonably assumed that the application of ultrasound can
strengthen the local turbulent shear as more small length scale turbu-
lent eddies could be generated, which will enhance turbulent kinetic
energy k (see Fig. 9).

When the ultrasound power used is higher than its threshold, ag-
gregate of particles becomes prevalent and leads to larger particle
size as can be seen from Fig. 8 (b). An explanation is that small par-
ticles tend to agglomerate to diminish the high surface energy in-
duced by ultrasound and regress to steady state [35]. Another
reason responsible for aggregation is the temperature impact. Larger
ultrasound energy causes higher temperature change and this en-
larges the enthalpy change with negative value when it cools
down. At the room temperature, however, entropy enhancement
owing to the release of water from the hydrophobic part drives
Fig. 12. Spatial correlation Rε,Ω along the reaction chamber from the tip of theultrasound transdu
at 0.0023 s.
aggregation process [36]. In this way, temperature increment is the
result of turbulence energy dissipation which ε can be estimated by
the following equation [37],

ε ¼ ΔPQ
ρV

ð13Þ

Flow in ultrasound-assisted IJR is pressure-driven since solution is
pumped in to IJR and the effect of ultrasound wave can be expressed
in terms of pressure. From the numerical works, the total pressure dis-
tribution varies under different power of ultrasound as shown in
Fig. 10 (a). The pressure from inlet is predominant and pressure drops
as with flow upwards. From eq. (13), large pressure drop is responsible
for high-energy dissipation rate leading to intense temperature in-
crease. Under the impact of ultrasound waves, the dynamic pressure
profile was predicted theoretically to be sectorial shape and was acous-
tically generated from a fictitious “orifice” as shown in the Fig. 10 (b).
cer (H=0) to the bottomof expansion (H=18mm)under different power of ultrasound
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4.3. Effect of adoption of different ultrasound power intensities on the
mixing

There are two scales used to describe mixing performance, macro-
mixing for blending and micro-mixing for turbulent mixing. In this
case, acoustic streaming helps to intensify micro-mixing as a result of
ultrasound wave propagation andmixing parameter γ is used to define
the micromixing time as,

tm ¼ 1
2γ

ð14Þ

γ ¼ Cϕ

2
ε
k

ð15Þ

Where Cϕ is a function of local turbulent Reynolds number Ret in eq.
(26), k and ε are the turbulent kinetic energy and the turbulent dissipa-
tion rate that can be derived from numerical works.

Ret ¼ k

ευð Þ1=2
ð16Þ
t=44T t=44.2T 

t=44.7T t=44.75T 

Fig. 13. The streamline flow of the fluid
In this case, Cϕ ≈ 2 is used for turbulent flow and it is overestimated
for this case [33]. The mixing time shown in Fig. 11 reveals that the
adoption of ultrasound can noticeably reduce the mixing time up to
98.6%. In the presence of ultrasound, themixing performance is intensi-
fied and it was found an empirical relationship between ε and tm based
on power law relation as following,

tm ¼ 0:0005ε−0:164 ð17Þ

From the velocitymagnitude in Fig. 11, the ultrasoundwaves lead to
an “active” zone near the tip of ultrasound transducer where eddies are
induced. This turbulence-like micro-streams entrain the particles to
convey with these eddies. The intensity of the vortices changes along
with the amplitude of the ultrasoundwaves. In order to illustrate the ef-
fect of ultrasound on the mixing behaviour in the IJR, especially for the
zone just downstream of the impinge jet, a special correlation between
cross-section area average turbulent dissipation rate and cross-section
area average vorticity is proposed. The results of such correlation are
shown in Fig. 12. The Rε, Ω represents the correlation factor and it can
t=44.4T t=44.5T 

t=45T t=44.9T 

in the time peried from 44 to 45 T.
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be calculated by eq. (18) as given

Rε;Ω ¼ ε h; tð Þ Ω hþ Δh; tð Þj jffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ε h; tð Þ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ω h; tð Þ2

q ð18Þ

ε h; tð Þ ¼ 1
A

Z A

0
ε dA ð19Þ

Ω h; tð Þ ¼ 1
A

Z A

0
Ωj j dA ð20Þ

where ε is the cross section area-weighted average turbulent dissipa-
tion rate and Ω is the cross section average area-weighted vorticity. In
the case without applying ultrasound (0 W), the coefficient gradually
decreases from the position corresponding to the tip of ultrasound
transducer to the bottom of the expansion. With being exposure to
the ultrasound, the correlation significantly increases around the posi-
tion of toroidal vortices underneath the tip of ultrasonic sensor, accom-
panying by the turbulent energy dissipation rate enhancement. The
impact of the ultrasound on the flow just downstream of the expansion
causes a reduction in vorticity strength, indicated by the correlation Rε, Ω

being smaller than the case of 0 W. This may need further investigation
but the phenomenon is very likely caused by cancelation between the
toroidal vortex generated just at the bottom of the expansion and
those turbulent eddies generated as the result of microbubble collapse.
As the ultrasound power increases, the spatial correlation factor in-
creases in the expansion chamber, indicating an enhanced impact of ul-
trasound on flow patterns.

High correlation factor indicates the great contribution to intensify
turbulence thus expected mixing performance by inducing ultrasound
waves. Simultaneously, intensified eddies may exert a strong shear
force to shape the particles or carry the particles in circulation. Such cor-
relation not only interprets mixing performance can be intensified as
the ultrasound power increases but also helps to optimize the condi-
tions for particle preparation. Whereas, fluid near the ultrasound trans-
ducer has diverse pathway due to the impact of ultrasound period as
shown in Fig. 13. It shows the streamline flow of the fluid in the period
from 44 to 45 T and this verifies the vortices changes near the ultra-
sound transducer.

5. Conclusion

In this work, impinging jet reactor with a downstream sudden ex-
pansion chamber that is equipped with ultrasound transducer was
employed to assess the effect of intensification of ultrasound on syn-
thesis of FP particles. It was found that FePO4 particles could be ob-
tained with higher crystallinity and uniformity, higher porosity and
smaller size with ultrasound intensification. However, adoption of ex-
cess high ultrasound intensity may induce free radicals and generate
the other compounds due to the local high temperature and pressures,
leading to unpredictable changes in physical and chemical properties
and excessive energy waste [38]. With caution, the application of ul-
trasound can be still considered as an effective means for synthesis
of FP nanoparticles if the threshold of the applied ultrasound intensity
is suitable. It has been clearly indicated that the ultrasound-assisted
impinging jet reactor system can effectively intensify the micro-
mixing as the result of enhancement on the local turbulent dissipation
rate. The increase of the local turbulent dissipation rate gives rise to an
increase of the local shear which can assist the controllable synthesis
of nanoparticles with desired characteristics. It has been demonstrated
from the experiments that better behaviour of LFP/C electrode mate-
rial can be obtained as the consequence of increase in the ultrasound
power applied, which has reaffirmed that with ultrasonic intensifica-
tion, the synthesized particles tend to aggregate due to the locally
enhanced shear strain due to the occurrence of high turbulent kinetic
energy dissipation.

Nomenclature
A cross section area of the reactor chamber (m2)
C the sound speed in the water (m/s)
Cϕ a function of the local turbulent Reynolds number
Gk the generation of turbulence kinetic energy (J)
K crystallite shape factor or Scherrer’s constant
L average crystallite size L (nm)
P pressure drop (Pa)
Q volumetric flow rate (m3/s)
V volume (m3)
c1 empirical constant
c2 empirical constant
ci the concentration of species i (mol/L)
f frequency of the ultrasound wave (Hz)
h distance from the bottom the IJR (m)
k turbulent kinetic energy (m2/s2)
I sound intensity (W/m2)
ρ average density of liquid bulk (kg/m3)
pus ultrasonic power (W)
p pressure (pa)
pu pressure induced by sound field (pa)
pa amplitude of the sound pressure (pa)
R Space correlation factor
Ret local turbulent Reynolds number Ret
S Source term in the momentum equation (kg/m2 ∙ s2)
t time (s)
μt turbulence viscosity (kg/m∙s)
u liquid velocity (m/s)
v inlet velocity (m/s)

Greek letters
β peak width of the diffraction peak profile at half maximum

height
ε turbulence dissipation rate
σk empirical constant
σε empirical constant
θ degree in XRD diffraction (degree)
υ dynamic viscosity (N∙s/m2)
λ the wavelength of X-ray (nm)
γ mixing parameter
Γ turbulent diffusion coefficient
Ω cross section average vorticity (S−1)

Subscripts
i continuous or dispersed phase
t turbulent flow
m mixing
us ultrasound

Operators
In the three-dimensional coordinates (x, y, z) with the unit vectors
(i, j, k), the operators can be defined as follows,

∇ ¼ i ∂
∂x þ j ∂

∂y þ k ∂
∂z

Δ ¼ ∇2 ¼ ∂2

∂x2 þ ∂2

∂y2 þ ∂2

∂z2
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