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Abstract 

In this thesis, the tunability of ionic liquids was explored to design a series 

of ILs and evaluate the impact of different IL-based electrolytes on metallic Na 

electrode cells. This was done by performing a comprehensive investigation 

involving Na+ plating/stripping and electrode surface resistance over time 

(resting and cycling time). In addition, a novel study of solid-electrolyte 

interphase (SEI) structure and composition was carried out with 3D OrbitrapTM 

secondary ion mass spectroscopy (3D OrbiSIMS) in depth profiling mode. The 

unique sensitivity and mass resolution of the 3D OrbiSIMS, and the use of an Ar 

cluster primary ion beam as a sputtering and analysis beam allowed us to obtain 

vast and detailed information relating to the nature and distribution of the 

SEI-products in the interphase. Consequently, we were able to accurately 

determine the effects of anion and cation variation on the SEI structure. This 

allowed us to identify key structural features to design high performing stable 

electrolytes for use in Na-electrode cells. It was demonstrated that the 

distribution of SEI-products into an organised structure is critical to achieve a 

stable SEI. In addition, low overpotential during Na symmetrical cycling, and 

stabilisation of surface resistance was achieved with the IL that demonstrated 

the most organised SEI structure. Furthermore, the impact of the commonly 

used [PF6]-based salt as an additive was also investigated. It was found that the 

presence of [PF6] additive improves SEI stability and cycling time of symmetrical 

cells. 3D OrbiSIMS studies of the SEI with the [PF6] additive revealed that the 

organisation of the structure of the SEI has a greater influence on the improved 

performance of cells than the presence of fluoride products in the SEI itself.  

The designer aspect of ILs was further used to obtain electrolytes aiming 

for application in Na-O2 cells. The fundamentals of the oxygen reduction 

reaction (ORR) in the ILs were thoroughly studied, and O2 concentration and 

diffusion coefficients in new series of ILs were determined as well. It was found 

that [C1(C2OC1)Pyrr][NTf2] and [C1(C2OC1)Pyrr][C2F5COO] displayed high O2 



 

vi 
 

solubility, whilst the higher O2 diffusion coefficients were found for  

[NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2]. 

In the presence of Na+, both the IL used and the concentration of Na+ 

seemed to influence the nature of the ORR product. It was found that with low 

Na+ concentration O2
.- interacted with both Na+ and IL cations in 

[NC1,C1,C2,C4
][NTf2], [C1(C2OC1)Pyrr][C2F5COO] and [C1CdmaPyrr][NTf2].  

Furthermore, multiple oxidation peaks and/or shift of the oxidation peaks over 

cycling were found for  [NC1,C1,C2,(C2OC1)][NTf2], [C1CdmaPyrr][NTf2], 

[C1(C2OC1)Pyrr][NTf2] and [C1(C2OC1)Pyrr][C2F5COO]. With the aid of rotating ring 

and disc (RRDE) studies, these peaks were suggested to be associated with 

formation of NaxOy product in solution or at the electrode surface. This was 

found to be significantly impacted by the H-bond ability of the IL, and 

[C1(C2OC1)Pyrr][C2F5COO] displayed soluble products even at high Na+ 

concentration. 

Finally, following the step-by-step approach of this thesis based on 

studies of IL electrolytes with metallic Na, O2 and Na+/O2, a full Na-O2 cell was 

assembled. Assembly of a full Na-O2 cell was challenging, and a brief overview is 

given considering the difficulties and solutions for the cell preparation. 

Preliminary charge and discharge profiles were obtained, and the post discharge 

carbon electrode was analysed by scanning electron microscopy. It was 

suggested that O2 diffusion in the IL electrolytes is one of the major challenges 

in applying IL-based electrolytes to full Na-O2 cells. 
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1. Introduction 

1.1. Energy storage challenges and emerging alternatives 

According to the data published in 2017, more than half of the 

greenhouse gas emissions in the UK and the USA came from transportation and 

energy supply.1, 2 This clearly shows that there must be a move towards greener 

and renewable sources of energy to reduce greenhouse gas emissions, and to 

widespread electrification of transport. Nevertheless, the advancement of both 

these areas strongly relies on the development of energy storage systems.  

Since the first Li-ion battery (LIB) was commercialised in 1991, 

substantial progress  has been achieved, with LIBs displaying cycle life in the 

order of thousands and production expected to reach hundreds of GWh/year.3 

LIBs also power the electric vehicle (EV) with the longest driving range currently 

on the market, the Tesla Model S Long-Range4. Despite the remarkable progress, 

LIBs are not predicted to attend the demands of future battery packs with high 

energy content at low cost.3, 5 For this reason, several battery alternatives have 

been developed, including alkali metal negative electrodes and S-based and 

O2-based positive electrodes.6 

LIB cells are formed by a graphite negative electrode and a variety of 

metal oxides as the positive electrode and are based on the insertion and 

extraction of Li+ into the electrodes. Although the graphite electrode allows 

outstanding cycling life, the weight and volume of this material considerably 

limit the specific energy and energy density of LIBs.3 Replacing the graphite 

electrode with metallic lithium is expected to increase the specific energy of the 

cells by approximately 35% and more than double the energy density of the 
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cells.3 Furthermore, metallic lithium is also the negative electrode of other 

emerging technologies such as Li-S and Li-O2.6  

Na batteries have also been developed as an alternative technology to 

Li-ion. Metallic Na is a promising long-term electrode material with higher 

abundance and lower costs than Li.6 This is particularly attractive as it could 

potentially decrease the cost of batteries. Moreover, Li reacts with Al at the 

negative electrode, thus in Li-metal batteries Al can only be used as the current 

collector at the positive electrode, whilst Cu is the current collector in the 

negative electrode. However, Al and Na do not react under the battery cell 

conditions, thus Al can also be used as the negative electrode current collector. 

This is remarkably advantageous from an economic and specific energy point of 

view, given the lower density and price of Al compared to Cu.7 Similar to metallic 

Li, Na is the negative electrode of choice of many next generation batteries.8 

Therefore, the development of alkali metal electrodes is an essential step to 

advance next generation batteries. 

1.2. Sodium metal electrodes 

Metallic Na, and indeed metallic Li, are highly reactive electrode 

materials which rapidly react with atmospheric air, moisture, or the majority of 

solvents they are placed in. This is due to the strong tendency of these metals to 

oxidise and release an electron according to  

𝑁𝑎0 → 𝑁𝑎+ +  𝑒−  (1.1) 

 The products of the reaction of Na electrode with electrolytes form the 

solid-electrolyte interphase (SEI). In Li-ion batteries this interphase is typically 

formed electrochemically on the graphite electrode during the first charge cycle. 

This is a consequence of the potential of the electrochemical process at the 

graphite electrode being outside the electrochemical stability window of 

electrolytes, hence causing electrolyte degradation.9 Because metallic Na tends 

to release electrons according to equation 1.1, SEI forms even when the cell is 
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at open cell conditions.7 Ideally, the SEI is a protective layer which prevents the 

flux of electrons, thus stopping further electrolyte degradation reactions, whilst 

having high ionic conductivity, allowing Na+ flux. Moreover, the SEI must be able 

to withstand volume changes, due to Na+ plating and stripping, without cracking 

and exposing fresh Na. Therefore, the chemical and mechanical properties of 

the SEI are of extreme importance for a long and stable cycling life of Na 

electrodes, given its importance in controlling electrolyte consumption as well 

as dendrite formation and growth.  

 The spontaneous electron transfer from Na electrodes to the electrolyte 

can be understood by analysing the energy of the lowest unoccupied molecular 

orbital (LUMO) and the highest occupied molecular orbital (HOMO) of the 

electrode and electrolyte. Whenever the electrode chemical potential is at 

higher energy than the LUMO of the electrolyte, electron transfer can take place, 

leading to reactions that form the SEI.7 There is no established understanding of 

the SEI formation, however, it is believed to form via a surface growth 

mechanism, in which insoluble species form on the electrode surface. A study 

using isotope-assisted time-of-flight secondary ion mass spectrometry (SIMS) 

has suggested that the SEI formation occurs initially with degradation of organic 

components of the electrolyte, followed by reactions forming more inorganic 

compounds.10 The authors also demonstrated that the SEI formation occurs via 

a bottom-up mechanism. In this mechanism, as the SEI reactions proceed, the 

initially formed organic layer is pushed outwards towards the bulk electrolyte as 

the more inorganic layer forms at the vicinity of the electrode.10 Nevertheless, 

the study analysed SEI formation on polarized Cu electrodes, in a Cu|Li half-cell, 

thus some differences could be expected in the SEI formation on Na electrodes. 

 Another aspect that still needs further investigation is the mechanism of 

dendrite growth on Na electrodes. It is understood that dendrites are formed 

due to uneven Na plating when charging Na metal cells, more specifically when 

Na deposits accumulate at a single spot instead of spreading evenly across the 

electrode surface. Nevertheless, it is particularly difficult to avoid uneven plating 

and stripping reactions at the electrode because the uniformity begins on the 
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electrode itself, or even on the current collector. It is possible that the small 

protuberances in the irregular surface leads to the formation of uneven SEI and 

increases the ion flux towards these particular areas. Another factor that also 

influences dendrite growth is the morphology of the SEI layer. It is believed that 

in Na metals, dendrite growth occurs from the bottom of the dendrite, rather 

than at the tip. Consequently, dendrites are more likely to grow through parts 

of the SEI which are perhaps softer (mechanically), less dense or thinner.7 

Schematics of plating and stripping process leading to formation of dendrites 

and pits are shown in Figure 1.1. 

 

Figure 1.1. Schematic of plating and stripping processes in a Na electrode: a) shows 

uneven electrode and SEI surface, b) shows dendrite growth (Na+ plating) on the 

preferred electrode spots, c) shows Na metal stripping and formation of pits, showing 

the presence of dead dendrites and d) shows Na+ plating preferentially on pits. 

The dendrite formation starts with the nucleation step, and once nuclei 

are formed, dendrites are more likely to grow from those nuclei than to continue 

nucleation. This may be attributed to the lower impedance of the thinner SEI at 

the nuclei compared to the already stablished SEI on the bulk electrode.11 Hence 

it is easier for Na+ to cross the nuclei SEI and deposit instead of the bulk metal 

SEI. Moreover, the current density at the nuclei may be higher than at the bulk 

electrode, increasing ion flux towards these spots.  
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When discharging Na metal batteries, Na+ is stripped from the Na 

electrode, either from the bulk metal, or from the dissolution of dendrites. 

When stripping occurs directly from the bulk, pits are formed on the surface 

where Na+ is stripped (see Figure 1.1c). The size and distribution of pits are 

particularly important, as on the subsequent cycle dendrites are likely to 

nucleate on the pits first and then on the bulk metal (see Figure 1.1d).11 If 

dendrites are already formed at the electrode surface, Na+ stripping occurs 

initially from the dendrites. Uneven stripping from the dendrites causes parts of 

the dendrite to disconnect from the Na electrode, forming the so-called dead 

dendrite, or dead Na (see Figure 1.1b and c).12, 13 This has also been referred to 

as orphaning of dendrites.13 Besides losing active material, the formation of 

dead dendrites can hinder ion transport across the cell due to accumulation of 

dead dendrites at the electrode surface.14 

Several strategies have been described in literature to tackle the 

challenges associated with dendrite formation and unstable SEI when using Na 

metal electrodes, and these have been reviewed by several authors in the past 

year.7, 8, 15-20 In summary, remarkable effort has been put into finding a suitable 

electrolyte that leads to stable SEI formation, which will be further discussed in 

Section 1.4. In addition, other methods involve the formation of an artificial SEI 

and modification of the surface area of the electrode, thoroughly described in 

the reviews mentioned above. 

1.3.  Na-O2 batteries 

Among the emerging battery technologies using alkali metal electrodes, 

O2 batteries draw significant attention because of their high theoretical energy 

densities. Li-O2 batteries for instance, have theoretical specific energy of 

approximately 3505 Wh/kg (based on mass of Li2O2),21-23 much higher than the 

typical 150 Wh/kg of a typical Li-ion cell or even 250 Wh/kg of a prospective 

Li-metal cell.3 Remarkable progress has been achieved in Li-O2 systems, and this 

has been recently reviewed.5, 23 Considerable research effort has also been put 
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into Na-O2 cells.20, 24, 25 Na-O2 are particularly interesting not only because of the 

lower cost and higher abundance of Na metal as mentioned above, but also 

because of the lower cell overpotential compared to Li-O2, and potentially higher 

coulombic efficiency.24  

 A schematic of a Na-O2 battery cell is displayed in Figure 1.2. Na-O2 

batteries are composed of a metallic Na negative electrode and a positive 

electrode typically consisting of a conductive porous carbon material. As 

described in the previous section, during the discharge of the cells Na+ is stripped 

from the Na electrode and Na plating takes place during the charge cycle. The 

positive electrode reactions are based on the oxygen reduction reaction (ORR), 

which in the presence of Na+ rich electrolyte, forms NaxOy discharge products. 

The opposite reaction occurs during cell charging, with oxidation of NaxOy and 

O2 evolution. 

 

Figure 1.2. Schematic configuration of Na-O2 cells: a) discharge step showing Na 

oxidation at the negative (-ve) electrode, and O2 diffusion into the cell followed by O2 

reduction and formation of NaxOy species at the positive (+ve) electrode; b) charge step 

showing O2 evolution at the +ve electrode and Na plating at the -ve electrode.  

Unlike Li-O2, in Na-O2 cells NaO2 is the discharge product reported in the 

majority of the studies in literature.26 This is due to the higher stability of NaO2 

compared to LiO2, in which the very hard acid Li does not form a stable 

compound with the softer O2
.- base. Thus, the softer character of Na+ forms a 

stable NaO2 with the softer O2
.-, and NaO2 does not necessarily undergo 
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chemical disproportionation to Na2O2. NaO2 is formed via a one-electron 

reduction of O2, and it is believed that NaO2 is formed via a solution-mediated 

mechanism, in which NaO2 is found in solution as contact ion-pairs and 

precipitates at the electrode surface when the solution reaches saturation, 

according to: 

𝑂2  +  𝑒−  +  𝑁𝑎+ → (𝑁𝑎𝑂2)𝑖𝑛 𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 ⇌  (𝑁𝑎𝑂2)𝑒𝑙𝑒𝑐.  𝑠𝑢𝑟𝑓𝑎𝑐𝑒 (1.2) 

This has recently been observed via operando transmission electron microscopy 

using a microbattery setup.27 Moreover, the authors suggested that there is an 

equilibrium between NaO2 in solution and NaO2 at the electrode surface, and 

during charge the oxidation of NaO2 in solution shifts the equilibrium towards 

formation of the product in solution. Consequently, the charge process does not 

occur directly via an electron transfer to the solid NaO2, but instead via a solution 

mechanism.27 

Despite the promising improved cycling ability of Na-O2 batteries due to 

lower overpotentials than Li-O2, significant capacity losses have been observed 

over long-term cycling.27 This is believed to be associated with parasitic reactions 

involving the discharge products and the electrode or electrolyte. Therefore, 

research effort must focus on optimising these cell components, and some 

strategies have been reviewed recently.20 This includes improved design of 

porous electrodes, in terms of materials and morphology, use of additives and 

development of more stable electrolyte systems. The latter is further discussed 

in the following section. 

1.4. Electrolytes for electrochemical applications 

The development of an electrolyte that has led to formation of a stable 

SEI and with minimum degradation over cycling was a crucial step in the 

advancement of Li-ion batteries. As discussed in the sections above, finding an 

electrolyte suitable for application in emerging battery technologies is still an 

ongoing challenge. Although promising reports have been published, which are 
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described in the following paragraphs, the long list of requirements that these 

electrolytes must meet makes it very challenging to find a suitable candidate. In 

Na-O2 batteries, for instance, the electrolyte must not only form a protective, 

uniform and ion conductive SEI layer on Na, but also display high O2 diffusion, 

promote NaO2 formation preferably via a solution mechanism, and be stable 

against parasitic reactions with Na-O2 discharge products. The next paragraphs 

highlight a few reports in electrolyte design, however a comprehensive overview 

of the developments to date can be found in several reviews.15, 19, 20, 24, 28  

Typical electrolytes used in Li-ion technologies, as carbonate solvents, 

have long been described to be unstable in O2 cells due to O2
.- nucleophilic 

attack,29 meaning electrolytes based on other solvents must be developed.  

Previous work described the effect of the solvent donating ability on the 

discharge mechanism and capacity of Li-O2 cells.30 The authors suggested that 

solvents with high donor number (DN) promote the growth of the Li2O2 

discharge product in solution, leading to cells with higher capacity than solvents 

with low DN. Likewise, the DN of the solvents also has an impact in the 

mechanism of discharge and on the discharge product in Na-O2 systems.31 

Aldous and Hardwick observed Na2O2 formation using low DN electrolytes, and 

suggested that in the absence of Na+ solvation by the solvent (low DN), discharge 

occurs via a surface mechanism through which O2 is further reduced forming 

Na2O2. When using high DN solvents, the authors found that NaO2 was formed 

via a solution mediated process.31 

Furthermore, in Na-O2 cells, dimethoxy ethane (DME) has demonstrated 

superior discharge capacity compared to tetraethylene glycol dimethyl ether 

(TEGME), despite higher solubility of NaO2 in TEGME. This has been attributed 

to the formation of surface confined NaO2 in TEGME caused by a higher 

desolvation barrier in this electrolyte.32 However, a later study27 suggested DME 

suffers parasitic reactions during cell cycling, forming a parasitic layer around 

the NaO2 discharge product. Because this layer persists in the electrode surface, 

it significantly decreases the capacity of the subsequent cycles. 
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Regarding SEI formation in Na electrodes, a previous study using DME 

with various types of salts found superior SEI stability with NaPF6, whilst Na[NTf2] 

displayed high electrolyte consumption and degradation.33 The authors 

associated this finding to a higher concentration of fluoride in the SEI layer when 

using Na[PF6], and this has been described to improve the SEI stability. In fact, 

other studies have highlighted the positive impact fluoride has on the formation 

of a stable SEI.12, 15, 34, 35 Despite several studies suggesting that high fluoride 

content is essential for a stable SEI, other authors have found better cell 

performance with fluoride-free electrolytes. Doi et al 36 compared the cell 

performance of Na[PF6]-containing electrolytes with electrolytes containing 

sodium tetraphenylborate (Na[BPh4]). The authors found that the 

Na[BPh4]-based electrolyte displayed high coulombic efficiency over 300 cycles 

of plating and stripping in Na|Na symmetrical cells, with lower overpotential 

than Na[PF6] equivalent electrolytes. Therefore, this demonstrates that although 

fluoride content seems to be beneficial to achieve a stable SEI, there must be 

different alternatives to achieve a stable Na cycling, other than simply a 

fluoride-rich SEI.  

Interestingly, many ionic liquids (ILs) are based on the ions discussed in 

the paragraph above. ILs are a very particular type of electrolyte which have also 

been evaluated for application in emerging battery technologies. This will be 

discussed further in the following section. 

1.4.1 Ionic liquids 

Ionic liquids (ILs) are a class of salts with low melting point, with 100 oC 

being a typical melting temperature to differentiate ILs to molten salts. An 

extensively studied class of ILs are room temperature ionic liquids (RTILs) which 

display melting points below 25 oC. Unlike conventional salts, RTILs are mostly 

comprised of unsymmetrical and bulky ions. Consequently, ILs display lower 

coulombic interaction and lower lattice energy than typical salts, hence lower 

melting points.  
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ILs have unique physicochemical properties which attract attention from 

researchers in a range of fields.37 Undoubtedly one of their most outstanding 

properties is the negligible volatility. This is the reason ILs have been referred as 

green solvents, avoiding the use of volatile organic compounds in certain 

applications.38 The low volatility and non-flammability of ILs are particularly 

attractive properties from a safety point of view. In battery applications, typically 

used organic electrolytes increase the risk of fires/explosions due to 

short-circuits and thermal runaways. This is especially important considering 

large battery packs and electric vehicles applications. The use of non-flammable 

electrolytes like ILs can have a significant contribution to the overall safety of the 

cell.39   

 Another remarkable characteristic of ILs is their tunability, a 

consequence of the innumerable choice of cation and anion pairs, as well as the 

possibility of attach different side chains to the cations. For this reason, ILs are 

often called designer solvents, as small changes in the IL structures may lead to 

distinct solvent properties. This has been explored in several fields such as 

electrosynthesis,40 analytical chemistry,41 and heavy metal extraction.42 

 The ORR has been extensively studied in ILs, and more recently the effect 

of adding alkali metal cations has also been evaluated.43-51 Abraham and 

co-workers have studied the ORR in the presence of Li+, Na+ and K+, in 

pyrrolidinium and imidazolium ILs. With the aid of electrochemical techniques 

and a NMR study on the Lewis acidity of cations in solutions, the authors 

suggested that the ORR products can be understood in terms of hard soft acid 

base theory.52  

 Tena-Zaera and co-workers have thoroughly investigated Na+ and O2 

electrochemical reactions in [C1C4Pyrr][NTf2].53 The authors suggested that the 

salt concentration in the ILs can determine whether the reaction occurs via a 

solution mechanism or via a surface mechanism. The authors found that the 

potential of the anodic peaks varied as the salt content was modified. The 

position of the anodic peaks was associated with the type of reaction 

mechanism, with the less positive potentials related to oxidation of NaO2 in 
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solution, whilst the oxidation of surface NaO2 products occurred at more 

positive potentials.53 

  Forsyth, Pozo-Gonzalo and co-workers have been pioneers in 

developing full Na-O2 cells with purely IL based electrolytes.54, 55  The authors 

evaluated the impact of Na salts in the discharge capacity and cycling ability of 

Na-O2 cells with [C1C4Pyrr][NTf2]-based electrolyte. It was suggested that 

different salt concentrations affect the O2
.- solvation structure,54 and that 

concentrated electrolytes enhance the performance of Na-O2 cells.55 

 To the best of our knowledge, studies of Na electrodes and IL electrolytes 

are scarce in literature.35, 39, 56, 57 Nevertheless, a previous study evaluated the 

stability of Na metal in ILs.  X-ray photoelectron spectroscopy (XPS) over a range 

of etching times was used to study the stability of the Na SEI, and the authors 

suggested that the SEI formed with [C1C2Im][NTf2] was thicker than in 

[C1C2Im][FSI]. This was also confirmed by a higher surface resistance observed 

by electrochemical impedance spectroscopy studies.57 In addition, another 

study35 demonstrated that IL electrolyte with Na[FSI] displayed the lowest 

overpotential during Na|Na symmetrical cycling. The study evaluated the impact 

of the type of salt in a [C1C4Pyrr][DCA]-based electrolyte on cell cycling, 

electrode surface resistance over time, and on the structure of the SEI.35 

 Finally, an insightful report using atomic force microscopy recently 

evaluated the structure of the interphase of concentrated Na-[C1C3Pyrr][FSI] 

electrolyte with a gold electrode.56 With the aid of molecular dynamics, the 

study successfully demonstrated that as the Na concentration is increased, Na+ 

aggregates replace ILs at the innermost layers, creating an organised structure 

of Nax[FSI]y species located at the vicinity of the electrode. 

 Despite the reports described above, there are innumerable 

cation-anion combinations yet to be explored as electrolytes in emerging battery 

technologies. Furthermore, finding a suitable electrolyte for both Na-O2 and 

other Na-metal based technologies is still an ongoing challenge, given the 

requirements described throughout this introduction. Therefore, we aim to 
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investigate whether different cation and anion combinations could be suitable 

candidates for electrolytes in emerging battery technologies. 

1.5. Aims and thesis outline  

Considering the unique properties of ILs described in the sections above, 

the overall aim of this thesis is to explore whether the tunability of ILs can affect 

the performance of electrolytes for emerging battery technologies with Na 

metal electrodes, with emphasis on Na-O2 systems. The approach taken in this 

thesis is to study each element individually due to the complexity of Na-O2 

systems, This is detailed as follows: 

• Chapter 3 discusses the Na-IL system, evaluating whether ILs can form a 

stable SEI with Na metal, and whether Na cells can be cycled with low 

overpotentials. This chapter also studies the composition and structure of 

the SEI using a novel methodology; 

• Chapter 4 evaluates the fundamental aspects of the O2 electrochemical 

reaction in ILs, obtaining mass transport information using a range of 

electrochemical techniques. This includes determination of solubility and 

diffusion coefficients of O2 in the synthesised ILs, and hydrodynamic 

studies using rotating disc electrodes; 

• Chapter 5 studies the ORR in the presence of Na+ in the range of ILs 

discussed in Chapters 3 and 4. The type of IL and the concentration of Na+ 

salts are evaluated, as well as the impact of these two variables in the 

solubility of the product of the ORR in the presence of Na+. This chapter 

also displays preliminary results of full Na-O2 cells using selected IL 

electrolytes. 

In addition, each chapter described above offers a brief introduction 

highlighting the fundamental aspects and the state of art of each individual 

system. The techniques used in this thesis and the synthesis of the studied ILs 

are thoroughly described in Chapter 2. 
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2. Review of techniques and 

experimental methodology 

2.1. Fundamentals of Electrochemistry  

2.1.1 Electrochemical equilibrium, electron transfer and the Nernst equation 

From thermodynamics, it is known that the minimal Gibbs energy for a 

given chemical reaction is achieved at its equilibrium. By minimising the Gibbs 

energy of a chemical system (𝑑𝐺 = 0), the gain in energy by forming the 

products is equal to the loss in energy by consuming the reactants. If this were 

not true, then the energy of the system could still be lowered by either 

consuming more reactants or reacting the products back. In addition, under 

constant pressure and temperature, the changes in the Gibbs energy (𝑑𝐺) are 

dictated by the chemical potential of each species in the system, Therefore, a 

generic chemical reaction such as: 

𝑎𝐴 + 𝑏𝐵 ⇌ 𝑐𝐶 + 𝑑𝐷  (2.1) 

achieves equilibrium when:  

𝑐𝜇𝐶𝑑𝑛 + 𝑑𝜇𝐷𝑑𝑛 =  𝑎𝜇𝐴𝑑𝑛 + 𝑏𝜇𝐵𝑑𝑛 (2.2) 

where μ is the chemical potential of A, B, C or D (with their respective 

stoichiometric coefficients a, b, c or d). 

 Similarly, equilibrium is also attained in electrochemical systems by 

minimising the Gibbs free energy, however it takes place at the electrode 

surface, and includes not only the species in solution, but also the electrode. 
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Considering a solution composed of oxidised species (Ox) and reduced species 

(Red-) in contact with a metal electrode: 

𝑂𝑥 + 𝑒𝑚
−  ⇌ 𝑅𝑒𝑑−  (2.3) 

 When an equilibrium is achieved, the rate at which the Red- releases an 

e- to the metal electrode (m), is the same rate at which the electrode gives an e- 

to the Ox. The relative charge at the metal electrode and the solution will vary 

depending whether the equilibrium is accomplished when the reaction above 

lies to the left or to the right. For instance, if the equilibrium lies towards the 

right (forming Red-), the solution will be negatively charged, compared to the 

positively charged electrode. Therefore, a charge separation is likely to take 

place between the solution and the metal electrode, and consequently, a 

difference in electrical potential.  

 The electron transfer discussed above for a system formed by Ox, Red- 

and the metal electrode, can be understood by looking at the energy levels in 

both the electrode and the species in solution. The electronic structure of metals 

is formed by continuous bands of electrons, with the highest energy level called 

the Fermi level. Looking at the solution phase Ox, for example, has atomic or 

molecular orbitals in its electronic structure, with an unfilled orbital which can 

receive an e- to form Red-. Considering that the Fermi level of the metal 

electrode is at a higher energy than the unfilled orbital of Ox, it is energetically 

favourable for the metal electrode to transfer electrons to the species in solution 

to decrease the energy of its Fermi level, as demonstrated in Figure 2.1. On the 

other hand, the increase in electrons in the solution raises the energy level of 

the solution species’ orbitals. A dynamic electrochemical equilibrium is reached 

when the energy of the orbitals of the solution species and the electrode 

balances out. The energy level of the metal conducting band is such that the rate 

at which the electrode transfers an e- to the solution is the same as the rate at 

which Red- transfers an e- to the metal. It is worth  mentioning that the Fermi 

level of metal electrodes in electrochemical cells can be manipulated by applying 

different potentials to the electrode, which will be further discussed in section 

2.2.1. 
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Figure 2.1. Energy of metal electrode and species in solution before and during an 

electron transfer; the narrows on the second quadrant indicate that a dynamic 

equilibrium has been reached, so that the rate at which electrons are transferred from 

(or to) the electrode to (or from) the solution are the same. 

 Considering the discussion above, one can realise that both the chemical 

potential of the species in solution, and the electrical energy of the electrode 

and the species in solution affect the electrochemical equilibrium. This can be 

demonstrated with the concept of electrochemical potential (𝜇̅) as described in 

the following equation: 

𝜇̅ =  𝜇 + 𝑍𝐹𝜙  (2.4) 

where 𝜇̅ is the electrochemical potential composed of the chemical potential (μ) 

and the electrical energy of either the electrode or the species in solution          

(ZFϕ = electrical energy per mol, Z the charge, F the Faraday constant and ϕ the 

potential of the solution or solid phase). 

  As per a chemical equilibrium, an electrochemical equilibrium is achieved 

when 𝑑𝐺 = 0, and consequently: 

𝜇̅𝑂𝑥 + 𝜇̅𝑒− =  𝜇̅𝑅𝑒𝑑  (2.5) 

 As the chemical potential (μ) of a given species can be described by the 

activity of the species (𝑎):  

𝜇 =  𝜇0 + 𝑅𝑇 ln (𝑎)  (2.6) 
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 Thus, the electrochemical equilibrium for a generic redox reaction such 

as: 

𝑂𝑥 + 𝑒𝑚
−  ⇌  𝑅𝑒𝑑−  (2.7) 

can be described by:  

𝜇𝑂𝑥
0 + 𝑅𝑇𝑙𝑛(𝑎𝑂𝑥) + 𝑍𝐹𝜙𝑆 + 𝑍𝐹𝜙𝑀 = 𝜇𝑅𝑒𝑑

0 + 𝑅𝑇𝑙𝑛(𝑎𝑅𝑒𝑑) + 𝑍𝐹𝜙𝑆 (2.8) 

where ϕS and ϕM are the solution and electrode potentials, respectively.  By 

replacing Z with the corresponding charge of the species and rearranging the 

equation, the relationship between the electrode-solution potential difference 

(ϕM – ϕS) and the species concentration can be observed: 

𝜙𝑀 − 𝜙𝑆 =
(𝜇𝑂𝑥

0 − 𝜇𝑅𝑒𝑑
0 )

𝐹
 +

𝑅𝑇

𝐹
𝑙𝑛 (

𝑎𝑂𝑥

𝑎𝑅𝑒𝑑
) (2.9) 

 The relationship shown in the equation above summarises how the 

electrochemical system would rearrange to reach dynamic equilibrium.  

 However, the measurement of the potential difference of a single 

electrode in solution is not viable. For this reason, the practical potential is 

measured and given by: 

𝐸 = (𝜙𝑀 −  𝜙𝑆)𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 − (𝜙𝑀 −  𝜙𝑆)𝑟𝑒𝑓   (2.10) 

where (𝜙𝑀 −  𝜙𝑆)𝑟𝑒𝑎𝑐𝑡𝑖𝑜𝑛 is the electrode-solution potential difference of the 

reaction to be studied and  (𝜙𝑀 −  𝜙𝑆)𝑟𝑒𝑓 is the potential of a reference 

electrode (reference electrodes will be further described in the following 

section). Finally, the chemical potentials are incorporated into a new variable 

called standard reduction potential(𝐸0 =  
(𝜇𝑂𝑥

0 − 𝜇𝑅𝑒𝑑
0 )

𝐹
), which is the potential 

for when 𝑎=1. This gives rise to the Nernst equation: 

𝐸 = 𝐸0  +
𝑅𝑇

𝐹
𝑙𝑛 (

𝑎𝑂𝑥

𝑎𝑅𝑒𝑑
) (2.11) 

 which describes the relationship between the measured potential and the 

activity of the active species in solution. As the activities of species in solution 

are often unknown and expressed in terms of concentrations, a more practical 
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way of expressing the Nernst equation is replacing 𝐸0 by the formal potential 

𝐸0′
: 

𝐸 = 𝐸0′
 +

𝑅𝑇

𝐹
𝑙𝑛 (

[𝑂𝑥]

[𝑅𝑒𝑑]
) (2.12) 

 The Nernst equation describes the changes occurring in an 

electrochemical reaction in equilibrium, if any of the system properties (e.g. 

potential or concentration of species) are altered. Electrochemical reactions that 

obey the Nernst equation in the equilibrium are said to attain Nernstian 

equilibrium. 

2.1.2 Electrochemical cells and electrodes: three electrode systems 

Section 2.1.1 introduced the use of a reference electrode to determine 

the electrode potential. In practice, when studying electrochemical cells, a 

potential is applied between the electrode where the reaction of interest takes 

place at the working electrode (WE), and the reference electrode (RE). The 

potential of the RE should be constant throughout the experiment, so the 

potential at which the reactions occur can be determined accurately.  

REs should display the behaviour of an ideally non-polarisable electrode, 

which means that a flow of current does not affect the potential of this 

electrode. Practically, there is no such a thing as a non-polarisable electrode, so 

reference systems should have highly reversible and very fast reactions taking 

place at its surface. This minimises the changes in the RE potential, hence 

approaching ideal behaviour.  

Nevertheless, if enough current passes through a RE, the potential is 

likely to change. Consequently, three electrode systems are often used to 

minimise the amount of current passed through the RE. A third electrode is 

introduced in the system, the counter electrode (CE). The CE is connected in 

parallel to the RE, meaning that the current flow from the WE will be split 

between CE and RE. The current flow through the RE can be minimised by 

placing a resistor of high resistance in series with RE, so that the current reaching 
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the RE is very low. Therefore, the potential in a three-electrode cell is measured 

between the WE and the RE, whereas the resulting current flows (mostly) 

between the WE and CE.  

 Ag/AgCl is a typical example of RE used in cells with aqueous solutions. 

This electrode is composed of a silver wire covered in AgCl inside an aqueous 

solution containing Cl- anions. This electrode displays behaviour close to an 

ideally non-polarisable electrode for the following reasons. According to the 

Nernst equation for this system, the electrode potential is only dependent of the 

activity coefficient of Cl- (Ag and AgCl activity = 1). When small currents pass 

through this electrode, Cl- will be rapidly formed or consumed, because of the 

high kinetics and reversibility of this electrode reactions. Therefore, if the 

concentration of Cl- does not vary significantly, the overall potential will also not 

vary, making it an almost ideal non-polarisable electrode. 

 However, RE for non-aqueous systems are more difficult to find. 

Consequently, many electrochemical cells with non-aqueous solutions use 

quasi-reference electrodes (qRE). The potential of qRE is not as stable as in RE 

and is likely to change with changes in the cell environment. qRE can be 

calibrated by using internal references, whose redox potential should be 

minimally affected by the cell solution. Decamethylferrocene (dmFc) is an 

example of internal reference, which has been demonstrated to be slightly more 

stable than ferrocene (IUPAC recommended internal reference).58 The increased 

stability comes from the lower interactions with species in solution, caused by 

the steric effect of the methyl groups on the cyclopentadienyl ring.58 

2.1.3 Mass transport in electrochemical cells 

For electrochemical reactions to occur in an electrochemical cell, active 

species must move from the bulk solution to the electrode surface. Mass 

transport of species in solution is observed in three modes: migration, diffusion, 

and convection. Briefly, migration is the movement of species caused by a 

charge gradient. For example, positively charged species are likely to migrate 
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towards negatively polarised electrodes. In practice, this type of mass transport 

is supressed using concentrated electrolytes, which populate the solution with 

an excess of other charged species, minimising such migration effects. Diffusion 

is the most common mode of transport of active species to the electrode and is 

further discussed below. Mass transport by convection in electrochemical cells 

are observed via forced convection, which is the movement of species in 

solution by mechanical means (e.g. stirring). Convection is observed when using 

hydrodynamic techniques, such as Rotating Disc Electrodes, which are further 

discussed in section 2.2.4.  

For undisturbed electrochemical cells, diffusion is the dominant mode of 

transport of active species in solution to the electrode surface. According to 

Fick’s first law of diffusion, the flux of species (j) in one dimension, through a unit 

area in a unit time, is proportional to the negative of the concentration gradient 

(
𝜕𝑐

𝜕𝑥
), summarised by: 

𝑗 =  −𝐷
𝜕𝑐

𝜕𝑥
  (2.13) 

where D is the diffusion coefficient (expressed in cm2/s). The negative sign 

demonstrates that the flux of species will be given by the diffusion of species 

from higher to lower concentration within a distance x. 

Taking as an example a generic solution of species A, with bulk 

concentration [A]bulk in an electrochemical cell. If the electrode is polarised in 

such a way to promote the electrochemical reduction of A to B: 

𝐴 + 𝑒−  → 𝐵  (2.14) 

and assuming this reaction occurs promptly (fast kinetics), then the 

concentration of A at the electrode surface ([A]0) will be equal to zero ([A]0=0), 

since all of A at the electrode surface is instantly reduced to form B. This forms 

a concentration gradient of species A, between the electrode surface to the bulk. 

Thus, a flux of species A from the bulk solution to the electrode surface takes 

place in the electrochemical cell, following Fick’s first law of diffusion, as shown 

in Figure 2.2b. In addition, Figure 2.2c shows that as time passes and A is 
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consumed, the concentration gradient of A becomes smaller. Consequently, the 

flux of species to the electrode decreases, according to equation 2.13 shown 

above. The 𝜕𝑥 distance in which this concentration gradient develops is called 

the diffusion layer (δ), and it is shown in Figure 2.2d). 

 

Figure 2.2. Mass transport in electrochemical cells: a) Cell before any potential has been 

applied, b) Potential applied such that A promptly reduces to B, c) Solution composition 

after time a certain time t, d) Concentration profile of A as a function of the distance 

from electrode showing the diffusion layer (δ), and e) concentration profile of A over 

time, across distance x from the electrode).  

The practical current developed at the electrode during a generic 

reaction of A forming B, is given by: 

𝐼 = 𝑛𝐹𝐴𝑗  (2.15) 

where n is the number of electrons involved in the electrochemical reaction, F 

is the Faraday constant, A the area of the electrode and j the flux of species. 

Fick’s first law states that the flux is proportional to the concentration gradient 

(
𝜕𝑐

𝜕𝑥
), however, as discussed in the above paragraph, the concentration changes 

only within the diffusion layer of thickness δ, being constant in the rest of the 
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solution ([A] = [A]bulk, when x>δ ). Therefore, the current at the electrode can be 

described as follows: 

𝐼 = 𝑛𝐹𝐴
𝐷([𝐴]𝑏𝑢𝑙𝑘−[𝐴]0)

𝛿
 (2.16) 

A new term called the mass transport coefficient (𝑚𝑇) can be introduced 

and it is the ratio of the diffusion coefficient and the thickness of the diffusion 

layer. Additionally, as A reacts as soon as it reaches the electrode surface, the 

surface concentration of A is zero ([A]0=0), thus the current is described by: 

𝐼 = 𝑛𝐹𝐴[𝐴]𝑏𝑢𝑙𝑘𝑚𝑇  (2.17) 

2.1.4 The Cottrell equation 

The previous section discussed the decrease of the flux of species over 

time caused by an increase in the diffusion layer formed at the electrode surface. 

The scenario displayed in Figure 2.2 can be observed when a potential step is 

applied to the electrode. Cottrell introduced an equation showing the current 

response when a potential step is applied to a disc electrode:  

𝐼 =
𝑛𝐹𝐴√𝐷[𝑖]𝑏𝑢𝑙𝑘

√𝜋𝑡
  (2.18) 

where [i]bulk is the bulk concentration of species i in solution. The current 

response over time estimated by the Cottrell equation is shown in Figure 2.3. 

 

Figure 2.3. Current transient resulting from a potential step according to the Cottrell 

equation (in blue), also showing the current before and when the potential step is 

applied (in grey).  
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2.1.5 Kinetics of electrochemical reactions 

The previous sections discussed generic reactions with high reversibility 

that occur very quickly, so that no kinetic limitations needed to be considered. 

Nevertheless, the rate of heterogenous electron transfer affects the rate of 

electrochemical reactions, and it will be discussed in this section. For a generic 

redox reaction between species A and B: 

𝐴 + 𝑒−  ⇌ 𝐵  (2.19) 

the flux (j) of species A undergoing electrochemical reduction, assuming a first 

order heterogeneous reaction, is given by: 

𝑗 = 𝑘𝑅[𝐴]0  (2.20) 

with 𝑘𝑅 being the rate constant for the reduction reaction, and [𝐴]0 the 

concentration of species A at the electrode surface. As seen in the previous 

section, the current developed at the electrode is given by 𝐼 = 𝑛𝐹𝐴𝑗, hence: 

𝐼 = 𝑛𝐹𝐴𝑘𝑅[𝐴]0  (2.21) 

Considering the overall process, the net current can be written 

𝐼 = 𝑛𝐹𝐴𝑘𝑂[𝐵]0 −  𝑛𝐹𝐴𝑘𝑅[𝐴]0  (2.22) 

with 𝑘𝑂 being the rate constant for the oxidation process. As per homogeneous 

rate constants for chemical reactions, 𝑘𝑅 and 𝑘𝑂 are temperature and pressure 

dependent. In addition, 𝑘𝑅 and 𝑘𝑂 are also dependent on the potential 

difference between the electrode and solution. The manipulation of 𝜙𝑀 and 𝜙𝑆 

alters the energy level of the oxidised and reduced species (A and B in the 

generic reaction above), triggering a reduction or oxidation reaction which is 

more thermodynamically favorable. Consequently, the dependence of  𝑘𝑅 and 

𝑘𝑂 on potential can be expressed in the Arrhenius form below, with the potential 

difference (𝜙𝑀 − 𝜙𝑆) expressed in (𝐸 − 𝐸0′
), as discussed in section 2.1.1. 

𝑘𝑅 = 𝑘𝑅
0  𝑒𝑥𝑝 (

−𝛼𝐹(𝐸−𝐸0′
)

𝑅𝑇
)   (2.23) 
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𝑘𝑂 = 𝑘𝑂
0  𝑒𝑥𝑝 (

(1−𝛼)𝐹(𝐸−𝐸0′
)

𝑅𝑇
) (2.24) 

with α being the electron transfer coefficient.  

For a dynamic equilibrium, reductive and oxidative currents balance each 

other and 𝑘𝑅
0  = 𝑘𝑂

0 = 𝑘0, with 𝑘0 being the standard electrochemical rate 

constant. Replacing 𝑘0 in the rate constant equations above we obtain: 

𝑘𝑅 = 𝑘0 𝑒𝑥𝑝 (
−𝛼𝐹(𝐸−𝐸0′

)

𝑅𝑇
)   (2.25) 

𝑘𝑂 = 𝑘0 𝑒𝑥𝑝 (
(1−𝛼)𝐹(𝐸−𝐸0′

)

𝑅𝑇
)  (2.26) 

and the net current can be written as: 

𝐼 = 𝑛𝐹𝐴𝑒𝑙𝑒𝑐𝑘0 [[𝐵]0 𝑒
(

−𝛼 𝑛𝐹 (𝐸−𝐸0′
)

𝑅𝑇
)

− [A]0𝑒
(

(1−𝛼) 𝑛𝐹 (𝐸−𝐸0′
)

𝑅𝑇
)

 ] (2.27) 

This is known as the Butler-Volmer equation.  

The standard electrochemical rate constant is an important parameter 

to evaluate the reversibility of electrochemical reactions. Reactions with high 

values of 𝑘0 display fast electrode kinetics, are said to be reversible and will obey 

the Nernst equation described in section 2.1.1. Reactions with low values of 𝑘0 

are said to be irreversible because of their slow electrode kinetics. However, 

high and low values are relative words, which in this context are with reference 

to the mass transfer coefficient introduced in section 2.1.3.  

2.1.6 Electrochemical reversibility 

The concept of reversibility in chemistry in very simple terms can be 

thought as a reaction that can proceed in both the forward and the backward 

direction, with stable products in both directions. In electrochemistry, a reaction 

can be said to be reversible whenever the electrode kinetics are fast enough so 

that a Nernstian equilibrium is attained.  
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Sections 2.1.3 and 2.1.5, showed that the net flux of species towards the 

electrode is determined by both how fast the species approach the electrode 

(mass transport), and how fast they react (kinetics). These two variables can be 

summarised into the mass transport coefficient (𝑚𝑇, section 2.1.3) and the 

standard electrochemical rate constant (𝑘0, section 2.1.5). The thermodynamic 

reversibility of electrochemical reactions is based on the relationship between 

the values of 𝑘0 and 𝑚𝑇.  The reaction is said reversible if:  

𝑘0 ≫ 𝑚𝑇 (2.28) 

And so, the active species promptly react at the electrode surface, and the 

reaction will obey the Nernst equation. In thermodynamics, a process is 

reversible if infinitesimal changes in one of the variables of the system causes 

the process to reverse direction. In electrochemical reactions, potential is a 

variable in the system that can be altered and, under Nernstian equilibrium, 

modify the concentration of oxidising and reducing species. For such reactions, 

these changes can be predicted by the Nernst Equation.  

 Reactions are said to be electrochemically irreversible if  

𝑘0 ≪ 𝑚𝑇 (2.29) 

and consequently, the electron transfer reaction is very slow, and more extreme 

potentials (than those predicted by the Nernst equation) need to be applied to 

observe a modification in the system.  

2.1.7 Battery cells 

Batteries are formed by a combination of electrochemical cells, which 

consists of a positive and a negative electrode separated by an electrolyte within 

a separator material (glassfibre for example). During usage and discharge of a 

battery, the electrochemical cells operate as a galvanic cell, in which chemical 

energy is converted into electric energy. In a galvanic cell, the positive electrode 

is the cathode, at which reduction reactions take place, whilst the negative 

electrode is the anode, at which oxidation reactions occur. Unlike galvanic cells, 
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an electrolytic cell converts electrical energy into chemical energy. Moreover, 

the cathode and anode nomenclature changes, and the reduction reactions 

occurs at the negative electrode (anode in galvanostatic mode, cathode in the 

electrolytic mode), whilst oxidation reactions occur in the positive electrode 

(cathode in galvanostatic mode and anode in electrolytic mode).  

Batteries can be classified in primary or secondary batteries. Primary 

batteries are composed only of galvanic cells. In other words, they cannot be 

recharged. The electrochemical cells in secondary batteries can operate either 

as a galvanic cell, or as an electrolytic cell, allowing the battery to be 

rechargeable. 

Besides the electrodes and electrolyte, the electrochemical cells also 

include current collectors adjacent to the electrodes, and in the case of liquid 

electrolytes it also includes a separator (a membrane soaked with the 

electrolyte). The cell is placed within a casing, which can be made into different 

shapes to accommodate the cell format. The most common geometries of cells 

include cylindrical, coin, and prismatic. 

There are a few parameters that characterise battery cells, including cell 

voltage and cell capacity. The theoretical cell voltage is simply the difference in 

potential between the positive and the negative electrodes. When not in use, 

the cell has an open circuit voltage (ocv) which is usually close in value to the cell 

theoretical voltage. During discharge the cell voltage decreases up to a cut-off 

limit, likewise, the voltage increases during charge. The average voltage during 

discharge is often described as the battery’s nominal voltage by the 

manufacturer. 

Cell capacity is the total charge available in a specific period when the 

battery is discharged at a certain rate. In practice, it is the product of the time it 

takes to discharge a battery cell by the current density at which the battery is 

discharged. Usually, the faster the discharge rate, the lower the capacity.  

Energy and power are other parameters typically used to describe 

electrochemical cells. The energy of an electrochemical cell is defined as the 
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amount of useful work the cell can execute until reaching the cut-off limit. The 

energy can be calculated as the product of the cell voltage and capacity of the 

cell at a certain time. The rate at which the cell energy can be delivered is the 

cell power.  

The specific energy of a cell is the cell energy per weight unit. This is at 

times reported with relation to the weight of the active materials (electrodes) 

or the weight of the non-active materials as well (current collectors, separator, 

casing, etc). As the name says, the volumetric energy is the cell energy per unit 

of volume, and similar to specific energy can be described with relation to active 

or non-active materials.  

Analysis methods typically used to study battery cells include 

galvanostatic cycling to understand the performance of the electrochemical cells 

and cyclic voltammetry to obtain information about the different 

electrode-electrolyte reactions. Electrochemical impedance spectroscopy is also 

a commonly used technique to study electrode reactions, the state of the cell 

and degradation processes. 

2.2. Electrochemical Techniques 

2.2.1 Cyclic voltammetry 

Cyclic voltammetry is the most used voltammetric technique to study 

electrochemical reactions. A three-electrode electrochemical cell (see section 

2.1.2) is the usual set up for this technique. In cyclic voltammetry, the potential 

of the working electrode is scanned within an upper and a lower limit, at a 

certain scan rate, with reference to the RE. The current response is recorded and 

displayed as function of the applied potential and this is shown in a plot called 

cyclic voltammogram (CV). During cyclic voltammetry, an initial potential E1, at 

which (usually) no redox event takes place, is scanned towards a limit potential 

E2, followed by a switch in the scanning direction, scanning from E2 towards E3, 
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which may or may not be equal to E1, as displayed in Figure 2.4a. For a typical 

reversible redox couple, the current response is shown in Figure 2.4b.  

Considering a generic reaction as an example: 

𝐴 + 𝑒−  ⇌ 𝐵  (2.30) 

 Section 2.1.1 introduced that the Fermi level of electrodes may be 

manipulated by the voltage applied by a potentiostat. Assuming Figure 2.4b is 

the correspondent CV for the generic reaction above, when the potential is 

scanned from E1 to E2, the fermi level of the electrode is elevated. It then 

becomes favourable for the electrode to transfer this electron to the empty 

orbital of A, which will then be reduced to B. When the potential is scanned from 

E2 back to E1, the Fermi level of the electrode is lowered and is favourable for B 

to transfer electrons back to the electrode, forming A again. 

 

Figure 2.4. Cyclic voltammetry: a) Potential cycle applied to a generic electrochemical 

cell; b) Resulting voltammogram of potential cycle displayed in (a): As the potential is 

scanned from E1 to E2, a generic reduction from A to B takes place at the reduction 

potential Ered resulting in a current response ired. Species B are oxidised to A when the 

potential is scanned from E2 to E1, with a current response ioxi. 

For each electrochemical process taking place in Figure 2.4b as the 

potential is scanned from E1 to E2 and back to E1, a corresponding current 

response is developed. As the potential is scanned from E1 towards E2, we 

observe an increase in the current response to a maximum point at Ered, followed 

by a decrease to a level close to the current at the start of the experiment. As 
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the potential is scanned towards E2, at point X for example, some A has been 

reduced forming B, but the applied potential is not reductive enough to promote 

a significant reduction of A yet. As the potential approaches Ered, it is negative 

enough for large quantities of A to be reduced, thus the cathodic current reaches 

a maximum. However, as the potential continues to be scanned towards E2 and 

A is consumed, the concentration gradient of A drops. Thus, despite the 

favourable electrode kinetics, the flux of A towards the electrode decreases, 

causing a decrease in the current response. When the potential is reversed and 

scanned towards E1, B formed at the forward scan is then oxidised at the 

electrode surface. The anodic current reaches a maximum at Eoxi, followed by a 

decrease in the current response due to a decrease in the flux of reactant B to 

the electrode.  

 Figure 2.5 shows a typical CV for a thermodynamic irreversible redox 

process. The sluggish electrode kinetics mean that very large overpotentials 

need to be applied to promote a reduction/oxidation, hence the large peak 

separation. 

 

Figure 2.5. Typical voltammogram of an electrochemically irreversible redox couple 

2.2.2 Voltammetry using microelectrodes 

Microelectrodes are electrodes with at least one dimension in the order 

of microns. In a microdisc electrode this dimension is the radius of the disc. 

Several parameters change when moving from macroelectrodes to 
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microelectrodes. In large electrodes, the mass transport is predominantly one-

dimensional, considering the large flux of species normal to the electrode 

compared to the flux of species at the edge of the electrode (see illustration in 

Figure 2.6a). Given the smaller dimension of microdisc electrodes, the flux of 

species towards the edges of the disc cannot be neglected. Thus, because of the 

significant contribution of flux of species at the edges of the electrode, mass 

transport in microdisc electrodes can be said to be three-dimensional (Figure 

2.6b).  

 

Figure 2.6. Side view of mass transport towards macrodisc electrodes (a) and microdisc 

electrode(b). Arrows show direction of mass transport towards the electrode and 

yellow dashed lines show changes on the diffusion layer over time. 

In the previous section, it was described that as the electrochemical 

reaction is made kinetically favoured by increasing the overpotential, reducing 

species are consumed to the extent that the concentration gradient stablished 

between electrode and bulk solution decreases. This is accompanied by a 

decrease in current response, hence a peak in a CV. When using a microdisc 

electrode, the rate at which the reducing species are consumed is slower than 

in a macroelectrode, given the small dimension of the microelectrode. Thus, no 

significant changes can be observed in the concentration gradient in the time 

scale of the vast majority of the experiments. Consequently, the current 

response does not decrease, but instead reaches a steady-state current. The 

steady-state current achieved during voltammetry in a microdisc electrode is 

described by the following equation, where r is the radius of the microdisc:  

𝑖𝑠𝑠 = 4𝑛𝐹𝐷𝐶𝑟  (2.31) 
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2.2.3 Chronoamperometry 

Chronoamperometry is a potential step technique, in which the current 

response is plotted against time. The potential is stepped from a value at which 

no redox event take place with the active species in solution, to a potential at 

which a reduction or oxidation reaction occurs, as demonstrated in Figure 2.7.  

 

Figure 2.7. Potential and current response in chronoamperometry showing the 

potential step at time t (a) and the current response to the potential step, from a region 

where no redox events take place (time < t) to an electroactive region. 

For electrochemical reactions under diffusion control the current 

observed can be defined by the Cottrell equation, presented in section 2.1.3. 

The Cottrell equation introduced in section 2.1.3 describes the changes in 

current for a planar electrode, in which the diffusion of species can be 

considered one-dimensional. This is the case for chronoamperometry in 

macroelectrodes. In microdisc electrodes, mass transport is three-dimensional, 

and the current response can display different regimes with time. In a very short 

period of time the dimension of the diffusion layer is small compared to the 

radius of the disc. In this short period, the three-dimensional mass transport is 

still not as significant, and the current response can be described by the Cottrell 

equation. However, as time passes and the dimension of the diffusion layer 

becomes comparable to the radius of the disc, the current response in 

microelectrodes differs to the current predicted by the Cottrell equation. Shoup 

and Szabo developed an equation that describes the variation of current as a 

function of time for potential steps at microdisc electrodes: 
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𝐼 = −4𝑛𝐹𝐷𝐶𝑟𝑓(𝜏)  (2.32) 

where  

𝑓(𝜏) = 0.7854 + 0.8863 𝜏−0.5 + 0.2146 𝑒(−0.7823 𝜏−0.5) 

and  

𝜏 =
4𝐷𝑡

𝑟2
 

The empirical relationship of current and time described by Shoup and 

Szabo allow the simultaneous determination of diffusion and solubility of the 

electroactive species of interest. 

2.2.4 Hydrodynamic techniques: rotating disc electrode and rotating ring-disc 

electrode 

In hydrodynamic techniques, the mass transport of active species to the 

electrode surface takes place not only by diffusion, but also by forced 

convection. Typically, a rotating disc electrode (RDE) is composed of a disc of the 

material of interest surrounded by a cylinder made of an insulating material. The 

electrical connection is made by a set of carbon/silver brushes at the top of the 

cylinder. 

The RDE is mechanically rotated in solution, making it act as a pump, 

pulling fresh electrolyte towards the electrode. The electrolyte flows upwards 

towards the electrode, spins around the electrode surface and is thrown 

outwards, as shown in Figure 2.8a. This movement is critical for the mass 

transport in these experiments, as fresh active species are constantly being 

delivered to the electrode through forced convection. The diffusion layer in RDE 

under well stirred solutions is considerably smaller than for stationary 

electrodes. Therefore, if the electrode potential is set to a certain value to induce 

electrochemical reactions with rate limited by mass transport, the current 

response will reach a steady state current, contrary to the peak shape seen with 
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stationary electrodes. The mass transport limiting current is described by the 

Levich equation below: 

𝑖𝑙𝑖𝑚 = 0.620𝑛𝐹𝐴𝐷2/3𝜐−1/6[𝐴]𝑏𝑢𝑙𝑘𝜔1/2 (2.33) 

where ilim is the current at which the rate of electron transfer is determined by 

mass transport to the electrode; υ is the kinematic viscosity of the electrolyte in 

cm2/s and ω is the rotation speed of the RDE, in rad/s.  

A rotating ring disc electrode (RRDE) follows the same principle as a RDE, 

however it has a ring second WE2 around the disc electrode (WE), separated by 

an insulating material (see inset in Figure 2.8b). RRDE experiments can, for 

example, give information about the product formed at the WE, reducing or 

oxidising it as it is moved outwards the disc electrode. Figure 2.8b, shows a 

typical example of a RRDE in operation, where the oxidation of [Fe(CN)6]4- can 

be observed by the disc current, whereas the reduction of [Fe(CN)6]3- can be 

observed by the ring current. 

 

Figure 2.8. a) Mass transport in the RDE showing electrolyte flow pattern towards the  

RDE caused by rotation (top) and electrolyte flow pattern at the electrode surface, 

viewed from below (bottom).59 Typical linear sweep voltammetry of 5mM [Fe(CN)6]4- in 

1 M KCl aqueous solution using RRDE; Disc current in blue referent to [Fe(CN)6]4- 

oxidation and ring current in orange referent to [Fe(CN)6]3- reduction. WE=GC disc, 

WE2=Pt ring, CE = Pt coil and RE = Ag wire qRE; inset: a GC disc and Pt ring RRDE. 
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2.2.5 Electrochemical impedance spectroscopy 

In an electrochemical impedance spectroscopy (EIS) experiment, an 

oscillating potential bias with a small amplitude is applied to the electrochemical 

cell. Consequently, an oscillating current response develops in the cell, which is 

phase shifted with relation to the applied voltage. The sinusoidal potential and 

the sinusoidal current response are represented by: 

𝐸 =  𝐸0 𝑠𝑖𝑛(𝜔𝑡) (2.34) 

𝑖 = 𝑖0 𝑠𝑖𝑛(𝜔𝑡 + 𝜑) (2.35) 

in which ω is the frequency of the oscillating potential, and 𝜑 is the phase shift.  

Similar to resistance in an ideal resistor, impedance is the ability of a 

circuit to resist the flow of electrical current, however, it is not limited by the 

properties of an ideal resistor. Therefore, the impedance (Z) of the 

electrochemical cell upon application of the sinusoidal potential is described as: 

𝑍(𝜔) =
𝐸

𝑖
 (2.36) 

𝑍(𝜔) = 𝑍0 𝑒𝑥𝑝(√−1𝜑) (2.37) 

And from Euler’s relation we obtain: 

𝑍(𝜔) = 𝑍0 (𝑐𝑜𝑠𝜑 − 𝑠𝑖𝑛𝜑) (2.38) 

As shown in the equations above, the impedance as a function of the frequency 

can be described by an imaginary part and a real part. These parts can be plotted 

in a Nyquist plot, in which the imaginary impedance (y axis) is plotted as a 

function of the real impedance (x axis). A typical Nyquist plot is shown in Figure 

2.9a.  

An electrochemical cell can be seen as an electric circuit, in which 

capacitors may represent non-faradaic processes and resistors may represent 

the resistance to charge transfer at the electrode. Thus, different regions in the 

Nyquist plot represent different processes during the passage of current in the 

cell. The Nyquist plot shown in Figure 2.9a can be represented by the typical 
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Randles equivalent circuit shown in Figure 2.9b. At very high frequencies of 

potential oscillation, the only resistance in the cell is due to the electrolyte 

resistance (Relectrolyte), which is read from the real impedance axis (x axis). As the 

oscillation frequency decreases (in the middle of the semi-circle), a more 

capacitive response is obtained, associated with the non-faradaic processes in 

the electrochemical cell as the double layer formation (represented by Cdl). 

Finally, at low frequencies, at the end of the semi-circle, the electrons may flow 

to and from the electrodes, and the charge transfer resistance (Rct) can be read 

from the real impedance axis (x axis). Nyquist plots often display a tail at low 

frequencies, which is associated with diffusion limited electrochemical 

processes (Dprocess). This is typically represented by the Warburg impedance (W) 

in the equivalent circuits. 

 

 

Figure 2.9. Typical Nyquist plot obtained in an EIS experiment, showing the electrolyte 

resistance at high frequencies and the charge transfer resistance at lower frequencies 

(a), and the Randles equivalent circuit for the Nyquist plot (b).  

 EIS can be used in a vast range of analyses, including determining the 

conductivity of electrolytes, changes at the electrode surfaces by monitoring Rct, 

and to determine the internal state of battery cells. The charge transfer 

resistance is a particularly insightful parameter to study solid-electrolyte 

interphase formation. EIS measurements overtime during resting and cell cycling 
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can reveal the resistive or conductive character of the SEI, aiding comprehension 

of cell performance.  

2.2.6 Galvanostatic cycling 

Galvanostatic cycling is based on the application of a constant current 

density and measurement of the voltage developed across the cell over time. 

Voltage profiles are the output of a galvanostatic experiment, which show the 

changes in the electrochemical cell performance during discharge and charge 

procedures. A typical discharge and charge voltage profile is shown in Figure 

2.10. It is one of the most commonly used methods to evaluate battery cells, 

both at new material discovery level, and advanced long-term degradation 

studies.  

 

Figure 2.10. Voltage profiles from galvanostatic cycling, showing discharge profile in 

blue, and charge profile in orange. 

 A two-electrode cell setup can be used in galvanostatic cycling 

experiments, which is either a full cell or a half cell. A half cell is typically used in 

early research and development states, thus one electrode can be studied at a 

time.60 A half cell is composed of the electrode to be studied and an electrode 

with a well-known potential as the counter electrode. Full cells as the name 

suggests, are composed of both battery electrodes. Whilst half cell cycling gives 

explicit information about the reactions and performance of each individual 

electrode, full cells shows how these two electrodes and reactions perform in 
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conjunction.60 Furthermore, galvanostatic cycling can be used in symmetrical 

cells, which are commonly used to study plating and stripping reactions in 

metallic electrodes. 

2.3. Secondary-ion mass spectrometry 

Secondary-ion mass spectrometry (SIMS) is a technique based on the 

bombardment of a primary ion beam on the sample, and the detection of the 

secondary ions formed during the sputtering process. The impact of the highly 

energetic primary ion beam (in the order of keV) leads to sputtering of the 

sample surface and emission of sample fragments (secondary fragments). The 

fragmentation occurs as a consequence of the cascade of collisions trigged by 

the bombardment of the primary ions on the sample, when direct (primary ion 

collides with atoms of the sample surface causing atomic motion) and non-direct 

(collision between atoms in motion) collisions take place. Molecular ions and 

part of the emitted fragments become ionised and are directed by an electric 

field into a mass analyser.  

In depth profile mode, extended sputtering caused by continuous 

primary ion bombardment erodes the sample and information from deeper 

layers into the sample is obtained. Thus, sputter time is an indirect measure of 

depth of analysis, as shown in Figure 2.11. Figure 2.11 displays schematics of a 

depth profile analysis of a generic sample that is structured in clearly separated 

layers, and the respective depth profiles and mass spectra for the analysis. In the 

depth profile mode, the final mass spectrum is an accumulation of the spectra 

acquired throughout the whole sputter time, and each assignment has a 

respective intensity profile over time, which is shown in the depth profile plots 

(see the schemes shown in Figure 2.11 on the right). 
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Figure 2.11. Schematics of SIMS in depth profile mode showing: on the left, a generic 

layered sample being continuously sputtered over a time t (in which t0 is at the 

beginning of the sputter time and t3 is at the end of the sputter time); on the left, the 

respective depth profile plot and mass spectra. Note the relation between depth of 

analysis and sputter time, and how the intensity varies in both mass spectra and depth 

profile plot over time (the colour scheme in each layer of the generic sample on the left 

is only for intuitive representation of the assignments shown in the mass spectra and 

depth profile on the right). 

The extent of the secondary ionisation is conditional to the sputter yield 

and the ionisation probability of each sample fragment. The sputtering yield is 

the ratio between the atoms removed from the sample (sputtered) and the 

atoms bombarded onto the sample (primary ion beam). The sputtering of 

sample material is highly dependent on the intensity of the primary ion beam as 

well as the sample material properties such as the binding energy of the atoms, 

lattice energy and crystal orientation. Typically, the higher the energy of the 

primary ion beam, the higher the sputtering yield and the greater the degree of 

fragmentation. Whilst this may increase the sensitivity of the analysis, higher 

fragmentation means that information pertaining to larger molecules is 

compromised. In addition to the energy of the primary ion beam, there are other 

aspects that influence fragmentation, such as ion size and the ion source. For 
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example, the use of ion clusters causes less fragmentation and penetration 

through the sample due to lower energy/ion ratio.61 The individual ions separate 

and disperse over the surface when the cluster hits the sample, thus the energy 

carried by the cluster spreads through each individual ion. With respect to 

ionisation, the source of primary ion beam may increase the ionisation yield. 

Oxygen and caesium are primary ion sources known to increase positive and 

negative secondary ion yield, respectively. 

Thus, considering that only a small portion of the fragments are ionised 

(up to 10 %), high sputtering yield does not directly translate into high ionisation. 

Consequently, direct correlation of ion (or molecule, or fragment) intensity with 

element abundance in the sample can be problematic, as an element may be 

more likely to ionise than another, thus a greater quantity of ions is detected. 

However, a sensible analysis strategy may include comparison of the same 

assignment across multiple samples of the same matrix, as a particular 

assignment will display very similar ion yield across samples of the same matrix. 

Other strategies for correct interpretation of SIMS depth profile data include 

normalisation to the total ion counts, or normalisation to common ions. This 

excludes any differences across samples due to surface roughness or length of 

the experiment. 

2.3.1 The OrbitrapTM detector 

The most commonly used mass analyser in SIMS is time-of-flight (tof). 

Tof analysers separates the ions according to the time the ions take to travel 

from the acceleration zone, through a flight tube of known length to the 

detector. Ions of same charge display the same kinetic energy, thus the velocity 

of ions with same charge depends on the mass of the ion. Likewise, the overall 

velocity of the ions depends on the mass-to-charge (m/z) ratio. Despite being a 

powerful technique, SIMS using tof mass analyser have limited mass accuracy 

and mass resolving power.61 This makes particularly challenging to deconvolute 

data from organic samples with complex chemistry.  
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The OrbitrapTM detector is the newest addition to the mass analysers 

employed in SIMS.61 The latest SIMS technology, the 3D OrbiSIMS, uses a hybrid 

mass analyser comprising an OrbitrapTM and a tof analyser as fully described by 

Passerili et al.61 This considerably improves the mass measurement accuracy of 

SIMS, given the superior mass resolution of the OrbitrapTM. The hybrid system 

allows nine different mode of operations, with different choices of primary ion 

beam, as well as a choice of mass analyser.  

Like tof, the OrbitrapTM is also based on the ion motion in an electrostatic 

field, but the ions follow a complex trajectory which is summarised as follows. 

The OrbitrapTM is composed of an inner and an outer electrode as shown in 

Figure 2.12, which create an electrical field in the cavity between them. This 

electrical field causes ion motion and rotation around the inner electrode. In 

addition to this rotation, there is also movement along the axis of the inner 

electrode, with the ions going back and forward along the axis. The frequency of 

the ion motion along of the inner electrode axis is dictated by the m/z of the 

ions.62   

 

Figure 2.12. Schematics of the OrbitrapTM mass analyser showing the ion movement (in 

red) within the inner and outer electrode of the OrbitrapTM.62 

 To ensure a stable ion trajectory inside the OrbitrapTM, the kinetic energy 

carried by the ions when entering the OrbitrapTM must be such that it is not too 

low so that the ions are sucked in by the inner electrode, neither too high where 

the ions might collide with the outer electrode. To stabilise the kinetic energy of 

the ions before entering the OrbitrapTM, the ions are “cooled down” in a 
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damping trap, the C-trap. Thus, the C-trap injects ions by pulses with controlled 

kinetic energy into the OrbitrapTM, as shown in Figure 2.13. 

 

Figure 2.13. Schematics of the OrbitrapTM mass analyser showing a cross section of the 

c-trap.62 

 One of the factors responsible for the improved sensitivity of the 

OrbitrapTM analyser is the amount of information processed by this mass 

analyser in comparison to tof analyser in depth profiling studies.  In a typical 

SIMS depth profiling analysis with tof mass analyser, data is extracted at discrete 

times, whilst information during sputtering is discarded, as shown in Figure 

2.14a. However, depth profiling analysis using the OrbitrapTM mass analyser 

means there is no loss of information, as all sputtered ions are analysed by the 

OrbitrapTM as shown in Figure 2.14b.61 This substantially increases the sensitivity 

of the OrbitrapTM in comparison to tof analyser. Furthermore, by using Ar 

clusters as the sputtering and analysis beam, large molecules can be detected 

more intact. This is due to the softer sputtering process provided by ion clusters, 

which causes less sample fragmentation from the high energy collisions and 

removes ambiguity in assigning peak identities. 
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Figure 2.14. a) Data obtained with tof-sims analysis (colourful layers) and information 

lost during sputtering (in grey) in comparison to information obtained with OrbiSIMS 

(b) of the entire depth of the layers. 

2.4. Multivariate analysis and the rationale for the process 

adopted for analysis of 3D OrbiSIMS dataset 

Multivariate analysis (MVA) are a series of methods for statistical analysis 

of complex datasets with multiple variables, which can be correlated to one 

another by a shared characteristic. In the SIMS community, MVA has become a 

very popular tool for a large range of applications, from surface imaging to depth 

profiling.63 

SIMS data was analysed using non-negative matrix factorisation (NMF), 

a type of a multivariate curve resolution technique (MCR). This analysis aims to 

resolve mixture problems, by grouping the constituents into endmembers that 

represent ‘pure’ compounds. It is a methodology vastly used in chromatography 

studies by de Juan, Tauler and co-workers, and has been previously reviewed.64 

NMF simplifies the complex data into a simpler model of pure contributions from 

the original data matrix. It is a bilinear fit that results in a compressed version of 

the original data set. The outputs of NMF analysis on SIMS data are the intensity 

plot of the endmembers and the characteristic spectra. Schematics of an NMF 

analysis of a generic example is demonstrated in Figure 2.15.  
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Figure 2.15. Schematics showing NMF analysis for the generic example from Figure 

2.11: a) depth profile (left) and mass spectrum (right) of a generic example; b) intensity 

plot of endmembers; c) characteristic spectra of each endmember. 

In NMF, each endmember is a meaningful representation of a ‘pure’ 

compound, or a ‘pure intensity profile’ in this case of SIMS depth profile dataset. 

Figure 2.15b shows the intensity plot of the endmembers which is a very 

intuitive representation of the data in Figure 2.15a. Each one of these 

endmembers is formed by a combination of assignments that display similar 
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intensity profiles. These assignments may be visualised in the characteristic 

spectra output of NMF, which is shown in Figure 2.15c. The NMF characteristic 

spectra of each endmember, as the name suggests, is a representation of the 

mass spectra showing only the assignments that are part of that endmember. In 

other words, it is the mass spectrum of assignments with depth profiles that 

display features represented by that endmember in the NMF intensity plot. The 

higher the intensity of an assignment in the characteristic spectra, the greater 

the contribution of that assignment to the endmember. Finally, a comparison of 

the original generic data (Figure 2.15a) with the NMF results (Figure 2.15b and 

c), shows that NMF is a powerful exploratory tool, that facilitates data 

interpretation, and helps to organise and visualise the data in a much clearer 

manner.  

It is important to bear in mind that NMF is a representation, a bilinear fit 

of complex data and therefore, does not have a definitive solution. In fact, to 

perform a NMF the user must input the expected number of endmembers and 

the number of iterations, in other words, the number of times the algorithm 

runs until it reaches convergence. The ‘accuracy’ of the NMF representation, and 

the number of iterations that actually have an impact on the analysis output can 

be visualised by the lack-of fit plot, shown in Figure 2.16. Regarding the user 

inputs, the number of iterations is easily determined by trial and error and 

analysis of the lack-of-fit plot, however the number of expected endmembers is 

more challenging to determine. For a simple dataset such as the example shown 

in Figure 2.15a, it is relatively simple to determine the presence of four main 

intensity profiles, however for large SIMS datasets this is not as straightforward. 

Indeed, the lack-of-fit plot may be an indication of the number of endmembers 

that best represents the dataset. However, the lack-of-fit plot should be 

carefully interpreted, as a large number of endmembers may display very low 

lack of fit and yet not be a realistic approximation of the different intensity 

profiles in the sample, as demonstrated in the comparison shown in Figure 2.16.  
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Figure 2.16. NMF analysis for Na-[NC1,C1,C2,C4
][NTf2] interphase demonstrating variations 

in the lack of fit for a range of expected endmembers, maintaining a fixed number of 

iterations (a), and intensity plot of NMF analysis with four (b) and ten (c) endmembers. 
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Another approach to determine the number of expected endmembers, 

is by performing principal component analysis (PCA). PCA is a method of 

reducing the dimension of a dataset by focusing on the variability of the dataset, 

grouping strong variation patterns into PCs. Thus, each PC is not representing a 

feature (an intensity profile) of the data as the endmembers in NMF does, but 

instead each component represents specific variations within the data. A very 

common variation in a depth profile plot is an increase in intensity for some 

assignments and decrease in intensity of others. Figure 2.17a demonstrates a 

few potential regions of variance represented by PCs. 

 Unlike NMF, PCA has an exact solution, hence, there is a certain number 

of components (commonly named PC1, PC2, …, PCn) that fully represent the 

variance in the sample. The first few components explain the most relevant 

information of the dataset, and typically for SIMS datasets only a few 

components are sufficient to represent over 95% of the variance within the 

sample. The other components are often related to inherent noise present in 

the analysis.  

PCA gives positive and negative scores to variances within the dataset by 

grouping the data by its variance. The scores plot over time (Figure 2.17b) might 

display features that resemble the original intensity plot. However, because PCA 

is an analysis of variance, with positive and negative scoring, the scores plot does 

not seem an intuitive method of summarising and understanding surface layers 

and composition. Nevertheless, PCA is still a very helpful tool to start grouping 

and understanding SIMS data. The assignments responsible for the main 

variances within the data are displayed in the loading plot of each PC. When 

performing PCA of SIMS data, the loading plot of a PC resembles a mass 

spectrum but showing only the assignments that are part of that PC, as shown 

in Figure 2.17c-e, similar to the NMF characteristic spectrum described above. 

The loading plot shows how strongly each assignment influences that PC, thus 

the higher the loading (either positive or negative) of an assignment, the more 

relevant this assignment is for that PC.  
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Whenever PCA aims to categorise the sample by the types of 

assignments, or size of SIMS fragments, the loadings plot is a very useful tool. 

However, when PCA is used to determine the number of endmembers for NMF, 

the loadings plot can be used to obtain information about the most relevant 

assignments for each PC. By looking at the depth profile of the main assignments 

of each PC, it becomes easier to visualise how many different intensity profiles 

there might be within the sample. This is demonstrated in Figure 2.17f-h. 

 Interpretation of the PCA results (Figure 2.17) of a generic example (from 

Figure 2.11) for determination of the number of endmembers for NMF is 

described as follows. The depth profile of the most relevant assignments of PC1 

(Figure 2.17f), shows two very distinct intensity profiles, with two very distinct 

maxima, thus two endmembers for NMF. Depth profile of the main assignments 

of PC2 also shows two very distinct intensity profiles, however one profile is 

‘already represented’ by PC1, so 3 endmembers can be expected for NMF from 

analysis of the depth profile of PC1 and 2. Finally, PC3 demonstrates small 

variations that represent another distinct intensity profile, and it is concluded 

that NMF analysis should be performed with four expected endmembers. This 

analysis could be carried on for all the components found by PCA (not shown in 

this example in Figure 4.24), but as mentioned previously, usually a few 

components are sufficient to explain most of the variation within a sample. In 

fact, analysis of the remaining PCs (PC4, PC5, etc) for the SIMS datasets in this 

chapter found that the remaining PCs describe other small variances of the 

dataset, but not necessarily a variance that represents a new intensity profile.   
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Figure 2.17. Schematics showing principal component analysis (PCA) of example from 

Figure 2.11: a) depth profile plot with shaded areas demonstrating regions of variance 

that can be represented by principal components (PCs); PCA outputs: b) scores plot of 

PCA showing three PCs; c-e) loadings plot for PC 1, 2 and 3 respectively; f-h) depth 

profile of main constituents (assignments) described by PC1, 2 and 3 respectively. 



Chapter 2 
 

73 
 

2.5. Characterisation techniques of ionic liquid properties 

2.5.1 Viscosity  

In a nutshell, viscosity is the resistance of a fluid to flow. It can be 

classified into dynamic viscosity and kinematic viscosity. The dynamic viscosity is 

a measure of the forces that a fluid must overcome to flow, for example, the 

friction between the fluid and the internal walls of a tube. The kinematic 

viscosity measures the rate of the flow, how quickly the fluid can get from point 

A to point B in a tube. In practical terms, the kinematic viscosity can be 

determined by dividing the dynamic viscosity by the density of the fluid.  

On a molecular level, a liquid flow when the molecules in the liquid move 

past one another, and the lower the resistance the molecules must overcome to 

move, the lower the viscosity of the liquid. Consequently, intermolecular forces, 

the structure, and the size of the molecules, are factors that affect the viscosity 

of molecular liquids. The Hole Theory has been the most widely accepted theory 

to describe viscosity in ionic liquids (ILs).65 In summary, it assumes that at any 

point in time a fluid will have a given distribution of voids, and the 

ions/molecules are able to move if those cavities have a size compatible with the 

molecule allowing the movement. Thus, the distribution of hole size determines 

the likelihood of movement. Typically, the higher the temperature, the larger 

the hole size, and so with an increase in temperature, the probability of finding 

larger holes is higher and consequently a decrease in viscosity is observed. The 

high viscosity of room temperature ionic liquids (RTILs) can be explained by the 

low probability of finding holes of the right size to allow movement of the large 

ions present in ILs at low temperatures (room temperature). 
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2.5.2 Donor Number 

Donor number (DN) is an approach to express the basicity of solvents. In 

other words, a measure of the tendency of solvents to donate electron density 

to acceptors. It was originally determined by measuring the interaction of the 

solvent with SbCl5. In this method, the experiment was performed 

calorimetrically, and the DN was determined as the change of enthalpy was 

attributed to the solvent interaction with the SbCl5 probe, with values varying 

from 0 to 38.8 kcal/mol. Another method was proposed by Popov and Erlich, 

which linearly correlates the 23Na NMR shifts of the NaClO4 probe with the DN 

of the solvents. Schmeisser et al has used the 23Na NMR method to determine 

the donor number of imidazolium-based ILs. 66 

2.6. Materials 

N,N-dimethylethylamine (Merck, >99%), N-methylpyrrolidine (Acros Organics, 

>99%), 2-bromo-1,1-dimethoxy ethane (Alfa Aesar, 97%) and 2-bromoethyl 

methyl ether (Acros Organics, 95%), 1-bromo-butane (Sigma, >99%) were 

distilled before use. Lithium trifluoroacetate (Fisher scientific, >97%), sodium 

dicyanamide (Acros Organics, >97%), sodium trifluoroacetate (Alfa Aesar, >98%) 

and sodium perchlorate (Acros Organics 99%) were dried under vacuum (≤ 10-3 

mbar) at 100 oC before use. Lithium bis(trifluoromethanesulfonyl)imide (3M, 

battery grade) and sodium bis(trifluoromethanesulfonyl)imide (Strem 

Chemicals, >97%) were also recrystallised from 1,4-Dioxane and dried under 

vacuum (≤ 10-3 mbar) at 120 oC before use. Amberlite ion exchange resin IRA-

402(OH) (Alfa Aesar) was washed with methanol three times before use. 

2,2,3,3,3-Pentafluoropropionic acid (Sigma Aldrich, >97%), were used as 

received. Oxygen was passed through a drying column before bubbled into 

electrolytes (BOC, 99.95%). All solvents used in the synthesis were anhydrous, 

and ultrapure water is miliQ 18.2 Mohm/cm. 
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2.7. Synthesis and characterisation of ionic liquids 

All ILs were synthesised by modified procedures from literature67-69, with 

the exception of [C1C4Pyrr][DCA] (Iolitec, >98%). All synthesised ILs were 

characterised by 1H, 13C, 19F NMR Spectroscopy (recorded at room temperature 

on a Bruker DPX-400 Spectrometer), ESI-MS (Bruker Micro TOF Spectrometer) 

and CHN Elemental microanalysis (Exeter CE-440 Elemental Analyser). For 

syntheses which involved anion metathesis, the complete exchange was 

confirmed via ion chromatography (Dionex ICS-3000 machine fitted with AS20 

analytical column and AG20 guard column).  

The viscosity and density of the ionic liquids was measured with a 

stabinger viscometer (Anton Paar, SVM 3000) from 15 to 45 oC. The ILs were 

dried before the analysis and kept in a sealed flask. The viscometer injection and 

analysis tubing were fluxed with Argon prior to the analysis and kept sealed 

during the measurements to avoid moisture uptake. The Arrhenius plots of 

viscosity can be found in Appendix A.1, and the values at 25 oC are displayed for 

each individual RTIL in the synthesis description. 

The DN of ILs was determined according to methods described 

previously.66 NaClO4 was dissolved in the ILs as the DN probe, and the 23Na 

chemical shift was measured. A D2O solution of NaCl was used as the reference 

in a coaxial insert. The calibration line used to determine the DN in the ILs was 

obtained with solvents of known DN using the same methodology described 

above.  The calibration line can be found in Appendix A.1, and the DN values for 

the RTILs are displayed in the synthesis description. 

2.7.1 Synthesis of [C1(C2OC1)Pyrr]Br 

In a typical procedure, 2-Bromoethyl methyl ether (14.88 g, 107.07 mmol) was 

slowly added to a stirring mixture of N-methylpyrrolidine (7.60 g, 89.23 mmol) 

and ethyl acetate (30 mL). The resulting mixture was heated to 60 oC and left to 

react for three to four days. The dark solid raw product was filtered and 
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recrystallised from acetonitrile/ethyl acetate 2-3 times. The resulting solid was 

filtered, further washed with ethyl acetate and dried at 60 oC under vacuum (≤ 

10-3 mbar) yielding a pale yellow solid (18.23 g, 91% yield). 

 

1H NMR (400 MHz, (CD3)2SO):  ẟ ppm 2.05 – 2.15 (m, 4H), 3.03 (s, 3H), 3.31 (s, 

1H), 3.48 – 3.51 (m, 4H), 3.56 – 3.59 (m, 2H), 3.72 – 3.76 (m, 2H); 

13C NMR (101 MHz, (CD3)2SO): ẟ ppm 20.54, 47.81, 57.93, 61.76, 63.89, 65.80; 

ESI-MS (+ve) for [C8H18NO]+: calcd 144.14, found 144.1392;  

Elemental Analysis: calcd ([C1C2o1Pyrr]Br.H2O) C 39.68, H 8.33, N 5.78, found C 

39.79, H 8.46, N 5.70. 

2.7.2 Synthesis of  [NC1,C1,C2,(C2OC1)]Br 

In a typical procedure, N,N-dimethyl-N-ethyl-amine (6.90 g, 94.28 mmol) was 

slowly added to a stirring mixture of  2-Bromoethyl methyl ether (15.73 g, 113.14 

mmol)  and acetonitrile (30 mL). The resultant mixture was raised in 

temperature to 35 oC and left to react for five days. The solvent was evaporated, 

and the crude product, a yellow solid, was recrystallised from acetonitrile/ethyl 

acetate 2-3 times. The solid product was filtered and dried at 60 oC under 

vacuum (≤ 10-3 mbar) yielding a white solid (18.56 g, 92.8% yield). 

 

1H NMR (400 MHz, CD3OD):  δ ppm 1.38 (tt, J=7.28, 2.13 Hz, 3 H), 3.13 (s, 6 H), 

3.40 (s, 3 H), 3.49 (q, J=7.28 Hz, 2 H), 3.55 - 3.58 (m, 2 H), 3.79 - 3.84 (m, 2 H); 
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13C NMR (101 MHz, (CD3OD): δ ppm 8.67, 51.70 (s, 2 C), 59.31 (s, 1 C), 62.30 (s, 

1 C), 64.21 (s, 1 C), 67.22 (s, 1 C); 

ESI-MS (+ve) for [C7H18NO]+: calcd. 132.14, found 132.1391; 

Elemental Analysis: calcd. C 39.63, H 8.55, N 6.60, found C 42.12, H 9.15, N 7.20. 

(GC-MS confirmed impurity to be acetonitrile, drying time and temperature to 

adjusted for next synthesis). 

2.7.3 Synthesis of [C1CdmaPyrr]Br 

In a typical procedure, N-methyl-pyrrolidine (14.88 g, 174.69 mmol) was slowly 

added to a stirring mixture of 2-Bromo-1,1-dimethylacetate (24.60 g, 145.57 

mmol) and acetonitrile (50 mL). The resultant mixture was heated to 40 oC and 

left to react for three to four days. The solvent was evaporated, and the crude 

product,a yellow solid,  was recrystallised from acetonitrile/ethyl acetate. The 

solid product was filtered and dried at 60 oC under vacuum (pressure ≤ 10-3 

mbar) yielding a white solid (28.34 g, 76% yield). 

 

1H NMR (400 MHz, CD3OD):  δ ppm 2.19 – 2.26 (m, 4 H), 3.15 (s, 3 H), 3.48 (s, 6 

H), 3.56 (d, J=5.02 Hz, 2 H), 3.61 – 3.64 (m, 4 H), 4.90 (t, J=5.02 Hz, 1 H); 

13C NMR (101 MHz, (CD3)2SO): δ ppm 20.66, 48.11, 54.06, 62.94, 64.56, 98.84; 

ESI-MS (+ve) for [C7H18NO]+: calcd. 174.15, found 174.1491; 

Elemental Analysis: calcd. C 42.53, H 7.93, N 5.51, found C 42.63, H 8.04, N 5.50. 
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2.7.4 Synthesis of [NC1,C1,C2,C4
]Br 

In a typical procedure, N,N-dimethyl-N-ethyl-amine (6.96 g, 95.17 mmol) was 

slowly added to a stirring mixture of  1-bromobutane (15.6475 g, 114.20 mmol)  

and acetonitrile (40 mL). The resultant mixture was heated to 35 oC and left to 

react for five days. The solvent was evaporated, and the crude product, a yellow 

solid, was recrystallised from acetonitrile/ethyl acetate 2-3 times. The solid 

product was filtered and dried at 60 oC under vacuum (≤ 10-3 mbar) yielding a 

white solid (19.3 g, 96.5% yield). 

 

1H NMR (400 MHz, (CD3)2SO):  δ ppm 0.93 (t, J=7.34 Hz, 3 H), 1.22 (tt, J=7.30, 

1.90 Hz, 3 H), 1.31 (sxt, J=7.34 Hz, 2 H), 1.56 - 1.68 (m, 2 H) 2.97 (s, 6 H) 3.17 - 

3.25 (m, 2 H) 3.31 (q, J=7.30 Hz, 2 H) 

13C NMR (101 MHz, (CCl3D): δ ppm 8.50, 13.68, 19.61, 24.59, 50.67, 59.31, 

63.25. 

ESI-MS (+ve) for [C8H20NO]+: calcd. 130.16, found 130.1579; 

2.7.5 Synthesis of [C1(C2OC1)Pyrr][NTf2]  

Li[NTf2] (12.18 g, 42.42 mmol) was dissolved in ultrapure water (20 mL) and 

added to a stirring solution of [C1C2o1Pyrr]Br (6.35 g, 35.35 mmol) and ultrapure 

water (10 mL). The mixture was left to react overnight. The resultant biphasic 

solution was separated and the aqueous phase was washed with 

dichloromethane (3 x 10 mL) to extract the remaining [C1C2o1Pyrr][NTf2]. The 

combined organic phases were washed with ultra-pure water (10 x 5 mL). 

Solvent was evaporated and the resulting IL was dried under vacuum (pressure 

≤ 10-3 mbar) at 60 oC, yielding a yellow liquid (12.20 g, 81.33 % yield). 
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1H NMR (400 MHz, CD3OD):  δ ppm 2.19 - 2.24 (m, 4 H), 3.10 (s, 3 H), 3.39 (s, 3 

H), 3.54 – 3.60 (m, 6 H), 3.78 – 3.83 (m, 2 H); 

13C NMR (101 MHz, (CD3)2SO): δ ppm 20.69, 47.88, 57.89, 61.96, 64.06, 65.85, 

119.24 (q, JC-F = 320 Hz). 

19F NMR (377 MHz, (CD3)2SO): δ ppm -78.74 

DN: 10.2 

2.7.6 Synthesis of  [NC1,C1,C2,(C2OC1)][NTf2] 

Li[NTf2] (16.71 g, 58.2 mmol) was dissolved in ultrapure water (20 mL) and added 

to a stirring solution of  [NC1,C1,C2,(C2OC1)]Br (10.29 g, 48.5 mmol) and ultrapure 

water (10 mL). The mixture was left stirring overnight. The resultant biphasic 

solution was separated and the aqueous phase was washed with 

dichloromethane (3 x 10 mL) to extract the remaining  [NC1,C1,C2,(C2OC1)][NTf2] in 

water. The combined organic phases were washed with ultra-pure water (10 x 

5 mL). Solvent was evaporated and the resulting IL was dried under vacuum 

(≤ 10-3 mbar) at 60 oC yielding a yellow liquid (17.2 g, 86.0 % yield). 

 

 

 

1H NMR (400 MHz, CD3OD):  δ ppm 1.36 (tt, J=7.28, 2.01 Hz, 3 H), 3.10 (s, 6 H) 

3.37 - 3.39 (m, 3 H), 3.46 (q, J=7.28 Hz, 2 H), 3.51 - 3.54 (m, 2 H), 3.78 - 3.82 

(m, 2 H) 
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13C NMR (101 MHz, CD3OD): δ ppm 8.58, 51.69, 59.26, 62.32, 64.15, 67.10, 

121.31 (q, JC-F=300.77 Hz)  

19F NMR (376 MHz, CD3OD): δ ppm -80.63; 

DN: 9.1 

2.7.7 Synthesis of [C1(C2OC1)Pyrr][C2F5COO]  

[C1(C2OC1)Pyrr][C2F5COO] was synthesised via acid-base reaction of 

[C1(C2OC1)Pyrr][OH] and pentafluoropropionic acid. A solution of 

[C1(C2OC1)Pyrr]Br (4.46 g, 30.92 mmol) in methanol (10 mL) was eluted through 

a column of Amberlite ion exchange resin IRA-402(OH) (190 g), at a drop rate of 

one drop every three seconds into a solution of pentafluoropropionic acid 

(3.25 mL, 30.92 mmol) in methanol. At the end of the [C1(C2OC1)Pyrr]Br elution, 

the column was flushed with methanol. The solvent in the resulting 

[C1(C2OC1)Pyrr][C2F5COO] solution was evaporated and the product was dried 

under vacuum for several days (approximately 10 days for water content below 

50 ppm), resulting in yellow-brown liquid (8.9 g, 93.7% yield) 

 

 

 

1H NMR (400 MHz, (CD3)2SO):  δ ppm 2.02 - 2.14 (m, 1 H), 3.03 (s, 3 H) 3.29 - 

3.34 (m, 3 H), 3.47 - 3.54 (m, 4 H), 3.54 - 3.61 (m, 2 H), 3.72-3.78 (m, 2 H); 

13C NMR (101 MHz, D2O): δ ppm 20.99, 48.39, 58.14, 62.69, 65.13, 66.16, 

106.85, 119.52, 163.37 

19F NMR (376 MHz, (CD3)2SO): δ ppm -118.19, -81.55;  

DN: 23.5 
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2.7.8 Synthesis of [C1CdmaPyrr][NTf2] 

Li[NTf2] (13.9 g, 48.42 mmol) was dissolved in water (20 mL) and added to a 

stirring solution of [C1CdmaPyrr]Br (11.19 g, 44.01 mmol) and water (15 mL). The 

mixture was left to react overnight. The resultant biphasic solution was 

separated and the aqueous phase was washed with dichloromethane (3 x 15 mL) 

to extract the remaining [C1CdmaPyrr][NTf2] in water. The combined organic 

phases were washed with ultra-pure water (10 x 5 mL). Solvent was evaporated 

and the resulting IL was dried under vacuum (≤ 10-3 mbar) at 60 oC yielding a 

yellow liquid (17.6 g, 88.0 % yield). 

 

 

 

1H NMR (400MHz, CD3OD):  δ ppm 2.19 - 2.26 (m, 4 H), 3.13 (s, 3 H), 3.47 (s, 6 H), 

3.52 (d, J=5.02 Hz, 2 H), 3.56 - 3.64 (m, 4 H), 4.87 (t, J=5.02 Hz, 1 H); 

13C NMR (101 MHz, (CD3)2SO): δ ppm 20.65, 48.14, 54.04, 63.05, 64.66, 98.90, 

119.48 (q, JC-F = 323.10 Hz); 

19F NMR (377 MHz, CD3OD): δ ppm -80.56; 

DN: 8.0 

2.7.9 Synthesis of [NC1,C1,C2,C4
][NTf2] 

Li[NTf2] (23.04 g, 80.25 mmol) was dissolved in water (30 mL) and added to a 

stirring solution of [NC1,C1,C2,C4
]Br (15.33 g, 72.95 mmol) and water (10 mL). The 

mixture was left stirring overnight. The resulting biphasic solution was separated 

and the aqueous phase was washed with dichloromethane (3 x 20 mL) to extract 

the remaining [NC1,C1,C2,C4
][NTf2] in water. The combined organic phases were 

washed with ultra-pure water (10 x 5 mL). Solvent was evaporated and the 
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resulting IL was dried under vacuum (≤ 10-3 mbar) at 60 oC yielding a yellow liquid 

(28.1 g, 93.7% yield). 

 
1H NMR (400MHz, CD3OD):  δ ppm 0.93 (t, J=7.40 Hz, 3 H), 1.22 (t, J=7.22 Hz, 

3 H), 1.31 (sxt, J=7.40 Hz, 2H), 1.57 - 1.67 (m, 2 H), 2.96 (s, 6 H), 3.17 - 3.24 (m, 

2 H), 3.30 (q, J=7.22 Hz, 2 H); 

13C NMR (101 MHz, (CD3)2SO): δ ppm 7.73, 13.42, 19.18, 22.63, 43.39, 58.49, 

62.22, 119.48(q, JC-F = 325 Hz); 

19F NMR (377 MHz, (CD3)2SO): δ ppm -78.74 

DN: 7.4 
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3. Electrochemical performance and 

stability of Na metal electrode with 

IL-based electrolytes 

3.1. Introduction 

Li-ion batteries have revolutionised the electronics and transportation 

sector, and although development dates back to the 1990s, they are still the 

leading commercially available electrochemical storage technology in terms of 

life cycle, specific energy and energy density.3, 70 However, Li-ion batteries are 

not predicted to meet the future demands of energy storage, particularly to 

enable the widespread electrification of transport. Current Li-ion battery cells 

primarily use graphite sheets as the negative electrode, a variety of metal oxides 

as the positive electrode (LiCoO4, LiFePO4, etc), and its high cyclability relies 

upon the intercalation of Li cations into the electrodes. The specific energy of 

these materials is typically below 400 mAh/g for graphite and 200 mAh/g for 

LiNi0.8Co0.15Al0.05O2 (NCA), which is one of the positive electrodes with the 

highest capacity. This leads to the belief that the cathode side is the limiting 

factor in current battery capacity, encouraging the development of very 

distinctive battery concepts, such as Li-O2
29

 and Li-S.71 However, Albertus et al 

clearly discussed the impact on cell capacity of replacing graphite electrodes 

with lithium metal, and demonstrated that actually the weight and volume of 

graphite imposes the upper limit in Li-ion energy metrics3. Li metal batteries are 

estimated to have nearly twice the specific energy and three times the energy 

density of Li-ion batteries, as shown in Figure 3.1.3 Hence Li metal is often 

regarded as the “holy grail” of battery negative electrodes, as it would not only 
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revolutionise “beyond Li-ion” batteries, such as Li-S or Li-O2, but also much 

improve the capacity of current technologies. 

 

Figure 3.1. Typical Li-ion cell (top) and projected Li-metal cell (bottom), demonstrating 

differences in volume and weight by replacing graphite anode with Li metal.3 

Na based batteries promise to be a more sustainable long-term energy 

storage alternative, due to higher Na natural abundance compared to Li, and its 

geographic distribution throughout the globe.6, 57, 72-74 Similar to Li, Na is the 

negative electrode of choice of several Na based batteries,8, 21 such as Na-O2, 

Na-S, and Na-ion. However, several challenges still prevent the use of alkali 

metal electrodes in any of the battery technologies mentioned above, such as 

low coulombic efficiency and safety concerns due to dendrite growth.3 In fact, 

dendrite formation is the main failure mechanism of Li metal. Lack of uniformity 

at the electrode surfaces is the greatest trigger for dendrite formation and 

growth.9 This non-uniformity can be intrinsic to the electrode material itself, due 

to cell assembly/preparation process9 and/or due to a non-stable and non-

protective solid electrolyte interphase (SEI) layer, which will be discussed in the 

following paragraphs. During the charge process, plating occurs with Li+ or Na+ 
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being reduced at the electrode surface. The lack of homogeneity mentioned 

above causes non-uniform current density across the electrode, and 

consequently, a non-uniform plating process. This is the first step towards the 

formation of dendrites, which due to the constant surface modification during 

cycling (plating/stripping process) are likely to grow.8 The dendrites can 

disconnect from the electrode and move through the electrolyte, causing 

significant loss of active material.13 Dendrites may also continue to grow, 

crossing the separator and causing short circuit by contacting the opposite 

electrode. Short circuits are one of the main triggers for thermal runaways which 

are likely to be disastrous, especially for large battery packs with highly 

flammable electrolytes.9 Hence research towards developing alkali metal 

electrodes is crucial to safely advance several battery technologies, from more 

complex alternatives involving S and O2 to more common ion-based batteries.  

Methods of stabilising the highly active surface of alkali metal electrodes 

have been studied and revised previously,7, 8, 15, 17 including mechanical 

treatment used to strategically control dendrite development, use of protective 

layers, and design of electrolytes to promote the formation of a stable SEI. SEI is 

a layer formed at the electrode surface by electrolyte decomposition products.8, 

21, 75  The formation of SEI is crucial for the performance of lithium ion batteries 

and, in fact, finding electrolytes that would form a stable SEI on graphite 

electrodes strongly supported the breakthrough of li-ion cells in the 1990s.9 In 

Li-ion cells, the potential of the graphite electrode during lithiation lies outside 

of the electrochemical stability window (ESW) of most electrolytes. 

Consequently, during the first cell cycle, the electrolyte decomposes, forming a 

SEI layer at the electrode.76, 77 Stable SEIs form across the entire graphite 

electrode, protecting it from further react with the electrolyte, allowing stable 

cell cycling.76  

When using alkali metal electrodes, such as Li and Na, the same SEI 

formation pathway may be observed, as Li and Na plating/stripping reaction 

occurs at potentials more negative than the cathodic limit of the ESW of the 

electrolytes. In addition, the strong reducing characteristic of alkali metals leads 
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to electrolyte breakdown even during open cell potential and SEI can be formed 

simply by having the alkali metal in contact with the electrolyte. Similar to Li-ion 

cells, a stable SEI layer is beneficial to the cell by protecting the bare metal from 

further reacting with the electrolyte.8 The SEI formation mechanism, growth and 

composition have significant impact on cell performance.11, 12, 78, 79 Unstable SEIs 

can lead to metal and electrolyte overconsumption and depletion in the long 

term.33 An unstable SEI may also crack during cell cycling, exposing bare metal, 

leading to formation of dendrites.8, 11 Therefore, deep understanding of SEI 

layers is crucial in advancing the use of alkali metal electrodes. Ideally, an SEI 

should display high ion conductivity to allow uniform diffusion of Li or Na cations 

through the layer. In addition, the SEI layer should have a homogeneous surface 

and conductivity, to allow uniform ion flux and prevent the formation of “hot 

spots” for dendrite growth. The SEI should also be stable in the presence of the 

electrolyte, to inhibit further reaction over time. Battery electrodes are also 

constantly facing significant volume changes because of the plating/stripping 

reactions. For this reason, the SEI should be mechanically stable to support such 

volume changes without rupturing. 

Several studies have correlated cycling performance with SEI properties 

and composition.12, 33, 35, 39, 77-83 SEI in Li electrodes have been extensively studied 

in literature and reviewed in a number of papers, and many Li SEI findings can 

be translated into Na systems.3, 72, 75, 84 However, critical physical and 

electrochemical parameters between the two elements may lead to different 

trends in Li and Na cells.16, 80 In 2009, Aubarch et al thoroughly studied surface 

reactions at Li electrodes in electrolytes based on 1-3 dioxolane (DOL) and 

Li[NTF2], Li[NO3] and Li2S6. Based on a combination of FTIR and XPS data, as well 

as electrochemical observations, the authors suggested the reduction of DOL in 

the presence of Li metal led to the formation of radical fragments, which could 

undergo radical oligomerisation. The authors also found that the presence  of 

Li[NO3] additives in the electrolyte resulted in a more controlled and protective 

layer on the Li anode, diminishing side reactions of Li metal and polysulfide in Li-

S batteries.85 Another study81  used XPS to investigate SEI composition on Na 
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metal suggested that the use of polysulfides as an additive resulted in a stable 

and protective SEI layer, and the opposite effect was observed when NaNO3 was 

included. The electrolyte composition containing sodium polysulfide increased 

the long-term stability of Na symmetrical cells.81 Despite these reports, certain 

trends have been agreed across literature, including the positive effect of the 

presence of fluoride in SEI composition,12, 33-35 the possibility of radical induced 

oligomerisation, 33, 85-87 and the improved cell performance when a stable SEI 

layer is obtained.33, 35, 57  

Ionic liquids (ILs) are particularly interesting electrolyte options from a 

safety perspective because of their nonflammability, and negligible volatility.88 

Additionally, the high tunability of ILs mean specific properties may be 

enhanced, including their electrochemical stability window, which can minimise 

electrolyte decomposition during cell cycling. A recent study87 also introduced 

the idea of ‘cationic SEI-former' ILs and evaluated the effect of a range of 

features in IL cations on their reduction ability. The authors calculated the 

reduction potential of the modified cations, their thermodynamic stability and 

carried out reaction pathway calculations to predict the composition of an SEI 

layer formed in those ILs. The study suggested that addition of certain features, 

such as vinyl or allyl side groups, to the IL cation would enhance the radical 

polymerisability of ILs and would contribute to the formation a protective layer 

onto the standard SEI.87 [FSI]-based ILs have demonstrated better stability and 

reversibility in Na plating and stripping in comparison to its equivalent ILs with 

[NTf2]- anions.57 XPS results over certain etching times, suggested that although 

displaying very similar SEI composition, [NTf2]- forms a thicker SEI layer. This was 

also observed with electrochemical impedance spectroscopy (EIS).57 Similar 

results have been observed by Forsyth et al, using [DCA]-based ILs with a range 

of Na salts.35 In addition, chloroaluminate IL based electrolytes have shown high 

cyclability combined with improved safety in Na metal batteries.39 Recently, 

Forsyth and co-workers56 have studied the effect of salt concentration in IL 

electrolytes using atomic force microscopy and molecular dynamics. The study 

successfully demonstrated that the improved cycling performance with 
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concentrated electrolytes (50 mol % salt) was due to the interphase structure 

formed, which contained salt aggregates within the innermost layers and IL 

cations within the outermost layer. 

In conclusion, several studies have explored the use of certain additives, 

or the choice of salt and type of liquid in the electrolyte design to improve metal 

electrode performance. In our study, we aim to explore one of the most 

remarkable properties in ILs, their tunability. We propose that even simple 

changes in the IL structure may significantly impact the performance and 

stability of Na electrodes. To investigate this, we carried out a comprehensive 

study on Na+ plating/stripping with symmetrical cell galvanostatic cycling, 

electrode surface resistance over (resting and cycling) time with electrochemical 

impedance spectroscopy, and a novel investigation of SEI structure and 

composition with 3D OrbitrapTM secondary ion mass spectrometry (3D 

OrbiSIMS). The unique sensitivity and mass resolution of 3D OrbiSIMS,61 allowed 

us to obtain vast and detailed information of the SEI in these IL-based 

electrolytes, leading to much greater accuracy in designing high performing 

stable electrolytes for use in Na-elecrode cells. Finally, a comparison between 

composition and structure of the SEI was also performed using Na[PF6] as an 

additive, to thoroughly evaluate the effect of composition and structure on cell 

performance. This comprehensive study builds upon the conclusions of previous 

work covering a wide range of fields including Li metal mechanisms and IL 

interface and degradation, to advance the understanding of high performing 

stable electrolytes for application in alternative battery chemistries.  

3.2. Experimental  

3.2.1 Electrolyte preparation 

 A summary of the ILs studied in this chapter are displayed in Table 3.1, 

which were synthesised as described in Chapter 2. Section 3.3.1 shows the 

rationale for the choice of anions and cations. 
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Table 3.1. Summary of ILs used in electrolytes studied in this chapter 

IL structure IL abbreviation 

 
[C1(C2OC1)Pyrr][NTf2]  

 
[C1(C2OC1)Pyrr][C2F5COO] 

 
[C1CdmaPyrr][NTf2] 

 
 [NC1,C1,C2,(C2OC1)][NTf2]  

 
[NC1,C1,C2,C4

][NTf2]  

 

Prior to electrolyte preparation, ILs were dried under vacuum 

(≤ 10-3 mbar) in a Schlenk line at 50 oC until their water content was below 40 

ppm (measured by Karl Fisher titration).  Na+ salts were dried under vacuum 

(≤ 10-3 mbar) at 110 oC for 24 h. All electrolytes were prepared within a 

glovebox, and unless stated, Na+ salts with the equivalent anion in the IL were 

used (e.g. [NTf2]- IL electrolyte prepared with Na[NTf2] salt). Na[PF6] was used as 

an additive in selected electrolytes, and was previously dried under vacuum for 

48 h at 50 oC under vacuum (≤ 10-3 mbar). The salt concentration in the 

electrolytes was kept at 0.5 M as the upper limit due to saturation being reached 

in some ILs. 

3.2.2 Cyclic voltammetry 

 Na redox reactions in the electrolytes described in Section 3.2.1. were 

studied using cyclic voltammetry (Autolab PGSTAT302, EcoChemie, 

Netherlands) in a three-electrode cell. For a set of experiments, glassy carbon 

(GC, 3 mm) was used as the working electrode (WE) and a platinum coil (Pt coil) 

was used as the counter electrode (CE). Prior to use, GC electrode was polished 

with alumina suspension in ultrapure water, thoroughly rinsed with ultrapure 

water, and acetone. A Na flag reference electrode (RE) was freshly prepared for 
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each electrolyte before each set of experiments as follows. Within a glovebox 

(Braun, Argon filled), two layers of Na were cut from a clean Na metal cube, the 

oxidised parts were removed and disposed, and the layers were flattened into 

two thin sheets (thickness < 1 mm). Polished Cu wires were placed in between 

the metal sheets, and this Na-Cu-Na pack was further compressed to ensure 

good contact between the metals. The flags were cut out and used as RE for 

cyclic voltammetry experiments. Another set of experiments used Na metal as 

the WE, CE and RE, prepared as described above. iR compensation was used in 

all experiments.  

3.2.3 Electrochemical impedance spectroscopy and symmetrical cell 

plating/stripping experiments 

 Symmetrical Na cells were built using Swagelok fittings and used for both 

electrochemical impedance spectroscopy (EIS) and plating/stripping 

experiments. Schematics of the cells are shown in Figure 3.2. The Swagelok cells 

were composed of stainless steel (SS) ½ in nuts and ½ in body, and the SS rod 

(⌀ = ½ in) was fitted with PTFE front and back ferrules. The potentiostat 

connection was made with 1 mm banana plugs through a hole on the outer side 

of the SS rod. Na electrodes were prepared by cutting the oxidised parts from a 

clean Na cube and flattening the cube into a thin Na sheet (< 1 mm thickness) 

within a glovebox. Discs (12 mm diameter) were cut out and used as working 

and counter/reference electrodes. The Na electrodes were placed in contact 

with the SS, which act as the current collectors. Glass fibre discs (12.8 mm 

diameter, 0.26 mm thickness, 1.6 μm pore size) were previously dried under 

vacuum at 330 oC and used as the separator. The separators were placed in 

between the electrodes and wet with 105 μL of electrolyte. A PTFE film (50 μm 

thickness) was placed on the internal walls of the Swagelok body to prevent 

short-circuit.   
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Figure 3.2. Symmetrical Swagelok cells used in EIS and Na cycling studies: a) Assembled 

cell showing potentiostat connection on the left with 1 mm banana plugs, SS rod current 

collector (⌀ = ½ in), Swagelok nuts and body (½ in parts); b) exploded view of internal 

cell components within PTFE insulating film:  SS rod current collector, Na electrode 

(12 mm disc), glass fibre separator (⌀ = ½ in) embedded with 105 µL electrolyte, and Na 

electrode; c) SS rod showing 1 mm banana plug connection to potentiostat; d) Na 

electrode adhered to SS rod current collector. Cells assembled within an Ar glovebox 

(H2O and O2 < 1 ppm). 

 EIS was used to estimate changes in cell resistance during open cell 

potential. A 0.01 V potential bias was applied to the cell, with frequencies varying 

from 1x105 Hz to 0.1 Hz. Two cells of the same electrolyte were assembled each 

time, and the cell impedance was measured periodically for up to 4 days. Plating 

and stripping experiments were carried out for 30 min polarization time, with 

±2 V cut off potential limit.  

3.2.4 SEI composition study with 3D OrbiSIMS 

Cryo 3D OrbiSIMS was used to investigate the composition of the SEI of 

Na and IL based electrolytes. The cryo 3D OrbiSIMS (Hybrid SIMS, IONTOF GmbH, 

Germany) is equipped with a fully proportional–integral–derivative  

temperature controller which controls resistive heating and a direct liquid N2 

closed loop circulation cooling stage, allowing sample temperature control 

within the load lock and main chamber. Being installed with cryogenic storage 
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tanks, liquid N2 was pumped for circulating the cooling medium through vacuum 

feedthroughs to a cooling finger below the sample, allowing fast cooling to -

180 oC with a stability of ± 1-2 oC for at least seven days. This system allows for 

full sample movement in x, y, z, rotate and tilt directions whilst under cryogenic 

conditions. 

Before the measurement, the samples were prepared as half cells 

described as follows. Within a glovebox, separators discs (6 mm diameter, dried 

as described in 3.2.3) were placed in individual dry aluminium containers, and 

wet with 20 µL of electrolyte. Na metal electrodes (6 mm diameter discs) were 

prepared according to section 3.2.3, and stuck onto gold planchets. The 

planchets were placed on the wet separators described above, having Na in 

contact with the electrolyte. Prior the experiment, the planchets were placed on 

a sample holder and stage, and immersed in liquid N2, to keep an inert 

atmosphere during transfer from the glovebox to the cryo-manipulation station, 

Leica EM VCM (Leica, Germany), from where they are transferred to the cryo-

OrbiSIMS using a shuttle chamber Leica EM VCT500 (Leica, Germany) (a detailed 

description is given in the supporting protocol of reference 89). All experiments 

were run 73 h after sample preparation and the analyses were conducted at 

<-175 ˚C. The data obtained from the 3D OrbiSIMS had mass calibration of the 

Q Exactive instrument performed using silver cluster ions. Electrons with an 

energy of 21 eV (current approximately 10 µA) and Ar gas flooding were used 

for charge compensation. The 3D OrbiSIMS used in this work has previously been 

described61 (mode 4 single beam, 20 keV Ar3000
+, Orbitrap MS). The orbitrap 

analyser was operated in positive-ion mode at the 240,000 at m/z 200 mass-

resolution setting (512 ms transient time). For depth profiling and spectra, a 

284.8 × 284.8 µm2 region (analyse in the central 200 x 200 µm2 region) of sample 

was sputtered using defocused 20 keV Ar3000
+ beam for 2.0 s per cycle. The gas 

cluster ion beam (GCIB) target current was 0.23 nA. The total ion dose was 1.17-

1.27×1017 ions/cm2. Peak assignment was performed with aid of the data 

analysis software, SurfaceLab from Iontof. Although no mechanism is proposed 

for each assignment, they represent clusters of atoms/molecules sputtered 
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from the Na surface, based on reactions proposed in literature for SEI formation, 

and based on fundamental principles of radical-initiated reactions.87, 90-92 

3.2.5 Multivariate analysis 

Multivariate analysis of 3D OrbiSIMS dataset was carried out using a 

MATLAB software extension developed by Dr. Gustavo Trindade, the simsMVA.93  

Principal component analysis (PCA) and non-negative matrix 

factorisation (NMF) were performed using the profiles mode in the software. 

The dataset was mean-centred prior calculation of the PCs, and the algorithm 

used in PCA was singular value decomposition. The number of NMF 

endmembers was obtained with PCA (see Chapter 2 for details), and 

multiplicative update was the algorithm used to calculate NMF, with random 

initial conditions and 500 iterations. 

3.3. Electrochemical studies of electrolyte effect on Na0/Na+ 

redox reactions  

3.3.1 Rationale for IL selection 

It was discussed that the SEI in alkali metal electrodes can be formed 

simply via chemical reactions when the highly reactive metal is in contact with 

the electrolyte. With this in mind and taking advantage of the high tunability 

property of ILs, the electrolytes chosen for this study were carefully designed. 

Ideally, electrolytes should have a wide electrochemical stability window, whilst 

displaying high conductivity, hence low viscosity and promote a stable SEI 

formation. 

Despite the relatively low viscosity of imidazolium based ILs, which is 

attractive for electrochemical applications, imidazolium ILs display much 

narrower ESW compared to other equivalent IL systems.88 Quaternary 
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ammonium based ILs, in turn, are known for having large cathodic limit, and 

consequently wider ESW than equivalent imidazolium ILs. For this reason, all ILs 

studied in this chapter are based on pyrrolidinium and quaternary ammonium 

cations. The greater electrochemical stability of the ILs chosen for this study 

comes at the cost of higher viscosity, as shown in Table 3.2.  Table 3.2 shows a 

summary of the viscosities of the neat ILs studied, and of [EMIM][NTf2] and 

tetraethyleneglycol dimethylether (a typically used organic solvent in battery 

applications) for comparison. Ether side chains (-C2OC1) were introduced to 

decrease the viscosity of the ILs, however, they may also shorten the ESW, so 

hydrocarbon side chains (-C4) were also investigated for comparison.  

Table 3.2. Summary of dynamic viscosities (η) of IL studied in this chapter at 20oC, 

[EMIM][NTf2]94 and tetraethyleneglycol dimethylether (TEGDME)95 

IL  η (mPa.s) 

[C1(C2OC1)Pyrr][NTf2]  74.0 

[C1(C2OC1)Pyrr][C2F5COO] 103.7 

[C1CdmaPyrr][NTf2]  120.2 

[NC1,C1,C2,(C2OC1)][NTf2]  64.4 

[NC1,C1,C2,C4
][NTf2]  115.1 

[EMIM][NTf2] 38.6 

TEGDME 4.1 

 

Finally, structural variations were introduced to the IL to examine 

changes within the IL cation-anion interactions, as well as solvent-solute 

interactions. For example,  ILs based on acetate anions ([Ac]-) have higher 

H-bond ability than [NTf2]- anions, as demonstrated by their Kamlet-Taft 

parameter hydrogen bond acceptor ability (β) 0.95 for [EMIM][Ac] and 0.28 for 

[EMIM][NTf2].96 This means that acetate-based ILs are more likely to disrupt 

certain intermolecular interactions as H-bonding and to solvate electron 

deficient molecules/ions, compared to [NTf2]-based ILs. This has long been 

observed for example, in the superior dissolution of polysaccharides in acetate-
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based ILs compared to [NTf2]-ILs.97 Nevertheless, acetate-based ILs are 

hydrophilic, challenging to a certain extent its application in electrochemical 

devices. For this reason, pentafluoropropionate was the anion of choice to 

synthesise high DN ILs, as it has the –[COO]- unit but the fluoride content makes 

it less hydrophilic.  

3.3.2 Cyclic voltammetry of Na+ containing ILs 

Cyclic voltammetry was used to evaluate Na0/Na+ redox reaction in the 

electrolytes based on the ILs shown on Table 3.1. The cyclic voltammograms 

(CVs) are shown in Figure 3.3. 

Figure 3.3 shows the CVs of the IL electrolytes containing 0.5 M Na+ salt, 

(salt counter ion accordingly to the IL anion) whereas the grey dotted lines are 

related to Na+ salt free ILs. All experiments were set to start at +0.5 V vs Na0/Na+ 

and scanning direction towards negative potentials (cathodic scan), as indicated 

by the arrows in Figure 3.3. The peaks shown by the blue lines during the 

cathodic scan are attributed to Na+ reduction (plating). Overall, Na+ reduction 

occurred at considerably lower potential (between -0.25 and -0.50 V vs Na0/Na+) 

than expected, and this could be attributed to slow Na+ diffusion, consequence 

of the high viscosity of the electrolytes. To evaluate this more clearly, the onset 

potential for Na+ reduction is displayed on Table 3.3. 
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Figure 3.3. CVs of 0.5 M Na+ in the IL based electrolytes showing Na+ reduction in the 

cathodic scan, at 100 mV.s-1 using glassy carbon working electrode, Pt coil counter 

electrode and Na flag reference electrode. Arrows show scanning direction and grey 

dotted line shows CVs of Na+-free ILs. a) [C1(C2OC1)Pyrr][NTf2], 

b) [C1(C2OC1)Pyrr][C2F5COO], c) [C1CdmaPyrr][NTf2], d) [NC1,C1,C2,(C2OC1)][NTf2], and 

e) [NC1,C1,C2,C4
][NTf2] IL-based electrolytes. Note the differences in Na+ reduction onset 

potential (also shown in Table 3.3) with variation in the IL structure, the absence of a 

Na0 stripping peak in some electrolytes, and that Na+ reduction lays outside the ESW (in 

grey) of [C1(C2OC1)Pyrr][NTf2] and [C1(C2OC1)Pyrr][C2F5COO].  
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Diffusion of active species towards the electrode surface is known to 

affect the shape of cyclic voltammograms.98, 99 Although diffusion may be 

related to an overall more negative reduction potential in all ILs, data shown in 

Table 3.2 and Table 3.3 shows that there is no clear correlation between onset 

potential and viscosity of the neat ionic liquids studied. However, the addition 

of Na+ salts is likely to increase considerably the viscosity of the electrolytes,100, 

101  and this increase may be more or less significant to each individual 

electrolyte depending on the interactions among Na+ and IL ions.102 The ILs used 

in this study have differences in their structure, and consequently different 

‘electron donating abilities’ as reflected by the Gutmann donor numbers (DNs) 

shown in Table 3.3. The Gutmann DN is an empirical measure of the tendency 

of a solvent to donate electrons to electron-deficient solutes.66 Table 3.3 shows 

a subtle correlation between DN and reduction potential onset was found, which 

is a result of a stronger solvation of Na+ by the higher DN ILs, hence slower Na+ 

diffusion and more negative reduction potential onset. This is clearly evident by 

comparing the data of [C1(C2OC1)Pyrr][NTf2]  and [C1(C2OC1)Pyrr][C2F5COO], as 

the DN doubles in value, the Eonset,red becomes considerably more negative. 

Table 3.3. Onset potential for Na+ reduction (Eonset,red) for each IL-based electrolyte 

(0.5 M Na+ salt in IL), compared to the donor number (DN) of ILs. Note the slight 

correlation between Eonset,red and DN. 

IL  Eonset,red (V) DN 

[C1(C2OC1)Pyrr][NTf2]  -0.32 10.2 

[C1(C2OC1)Pyrr][C2F5COO] -0.49 23.5 

[C1CdmaPyrr][NTf2]  -0.31 8.0 

[NC1,C1,C2,(C2OC1)][NTf2]  -0.32 9.1 

[NC1,C1,C2,C4
][NTf2]  -0.25 7.4 

 

Figure 3.3a and b show that Na+ reduction potential lies outside the ESW 

of [C1(C2OC1)Pyrr][NTf2] and [C1(C2OC1)Pyrr][C2F5COO], differently from the 

other ILs. As discussed previously, this means that the SEI formed on Na anodes 
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with these electrolytes will occur via chemical and electrochemical pathways. 

Another feature in common to electrolytes based on [C1(C2OC1)Pyrr][NTf2], 

[C1(C2OC1)Pyrr][C2F5COO] (Figure 3.3a and b ) is the absence of an oxidation peak 

(stripping process) on the anodic scan. This irreversible behaviour may be a 

consequence of rapid SEI formation in those liquids, meaning that as soon as Na+ 

is reduced to Na0 at the electrode surface, it promptly reacts with the electrolyte 

and consequently no Na0 remains to be oxidised back to Na+. Na stripping is 

observed in the [NC1,C1,C2,(C2OC1)][NTf2], [C1CdmaPyrr][NTf2] and [NC1,C1,C2,C4
][NTf2] 

electrolytes (Figure 3.3c, d and e) despite the low coulombic efficiency indicated 

in the CVs, which can also be related to Na loss for SEI formation. The next 

section uses EIS to study SEI formation of metallic Na and IL-based electrolytes.  

3.4. Solid-electrolyte interphase studies with 

electrochemical impedance spectroscopy 

To further study IL and metallic Na reactions, and formation of the SEI on 

Na metal, symmetrical Na|Na cells using the IL electrolytes described above 

were evaluated with EIS. EIS is typically used for battery ageing monitoring, often 

installed in battery packs of electric vehicles for diagnosis of the internal state of 

the cells.103 EIS spectra typically displays a semicircle in a Nyquist plot of 

imaginary (Z”) versus real (Z’) impedances, as described more thoroughly in 

Chapter 2. In summary, as shown in Figure 3.4, the semicircle rises from the left-

hand side, at high frequencies. In this region, the intercept of the real impedance 

axis refers to the bulk electrolyte resistance (Relectrolyte). On the right-hand side 

of the semicircle at lower frequencies, the intercept of the real impedance axis 

is associated to charge transfer resistance at the electrodes (Rct) and finally the 

tail at lower frequencies is related to diffusion controlled electrochemical 

process.60 Over time, side reactions, material degradation processes and 

changes at the structure of electrodes affect cell resistance. An increase in the 

size of the semicircle as demonstrated by the green line in Figure 3.4 reflects an 

increase of the electrode surface resistance (Rsurface).103 SEI reactions modify the 
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surface of the electrode altering its resistance, which can be observed by 

changes in the semi-circle of the Nyquist plot. 9  

 

Figure 3.4. Nyquist plot of EIS showing initial impedance (blue line) and impedance after 

a time t (green line). Relectrolyte refers to the resistance related to the bulk electrolyte 

resistance, Rct is the charge transfer resistance at the electrode and Rsurface is assumed 

the overall electrode surface resistance. 

SEI growth over time was studied with EIS during open-circuit conditions, 

meaning that any changes observed in the semi-circles are caused only by 

reactions between electrode and electrolyte in the absence of any applied 

current. Figure 3.5 shows the Nyquist plots for Na|Na symmetrical cells with the 

IL based electrolytes studied in this chapter and the inserts show pictures of one 

of the Na electrodes post-analysis. Repeats of the impedance tests can be found 

in Appendix 1.A.2. 
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Figure 3.5. Nyquist plots of EIS of Na|Na symmetrical cells during open circuit conditions 

for over 70 h, using the various IL electrolytes (0.5 M Na+, with counter ion accordingly 

to IL anion) Note the increase in Rsurface followed by a decrease over time in 

[C1(C2OC1)Pyrr][NTf2] (a) and  [NC1,C1,C2,(C2OC1)][NTf2] (d), the constant increase in Rsurface 

over time for [C1CdmaPyrr][NTf2] (c) and [C1(C2OC1)Pyrr][C2F5COO] (b), and the increase 

and stabilisation of Rsurface for [NC1,C1,C2,C4
][NTf2] (e). Inserts show pictures of one of Na 

electrodes post analysis (cell disassembled within a glovebox). Repeats shown in Figure 

A 5 in Appendix 1.A.2. 
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Overall, very large resistances are observed at low frequencies (surface 

resistance) for all electrolyte systems, which have also been shown previously 

for other ILs.35, 104 This confirms what has been mentioned previously, that alkali 

metal electrodes promptly form an SEI when in contact with the electrolyte, as 

a consequence of alkali metals being good reducing agents. Metallic sodium 

readily oxidises and releases electrons (see Scheme 3.1 I), which trigger a series 

of other reactions with the electrolyte. Electron transfer to the IL cation leads to 

radical formation, as shown in Scheme 3.1, scheme II in which R3 represents the 

most stable radical, thus the most likely to be formed. Radical formation may 

also happen via proton abstraction as shown in reaction III (Scheme 3.1). 

Electron transfer to the [NTf2]- anion has been reviewed90 and it is suggested 

that electron transfer is followed by heterolytic cleavage of the N-S bond (see 

scheme IV in Scheme 3.1). All reaction products shown in Scheme 3.1 can then 

be involved in countless reaction possibilities, including further electron 

transfer, radical propagation and/or termination and reactions involving Na+.  

Figure 3.5 also shows that IL-based electrolytes display considerably 

different impedance behaviour over time. To aid understanding of the changes 

over time for each IL system, a percentual analysis of the surface resistance 

overtime is demonstrated in Figure 3.6 and described as follows. Figure 3.6a 

shows the percentual changes of the surface resistance overtime with respect 

to the initial (t0) resistance (Change/R(t0)). Figure 3.6b displays the sequential 

percentual change of the surface resistance with respect to the resistance of the 

immediately preceding measurement (Sequential change). Whilst the plot of 

percentual change with respect to the initial resistance (Figure 3.6a) suggests an 

overall trend of the surface resistance over time, the sequential change plot 

(Figure 3.6b) assists the visualisation of any critical times for surface 

modification. 
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Scheme 3.1 Schematics of possible reactions taking place at the Na-IL interphase: I) 

metallic sodium oxidation; II) electron transfer and radical formation at the cation; III) 

proton abstraction and radical formation at the cation; IV) electron transfer at the 

[NTf2]- anion.90 

 

Figure 3.6. Analysis of EIS of Na|Na symmetrical cells using IL-based electrolytes (0.5 M 

Na+ salts in the ILs displayed in the figure legend), demonstrating the variations of Rsurface 

over time in the different ILs. Note the greatest increase in [NTf2]-based ILs during the 

first 24 h and the constant increase in Rsurface of [C1(C2OC1)Pyrr][C2F5COO]. 

a) Change/R(t0): Percentual change of surface resistance over time with respect to the 

resistance at the initial time (t0); b) Sequential change: Percentual change of surface 

resistance over time with respect to the resistance of the immediately preceding 

measurement. Analysis of repeats shown in Figure A 6 in Appendix A.2. 
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Regarding the individual behaviour displayed by each IL electrolyte, 

[C1(C2OC1)Pyrr][C2F5COO] (Figure 3.5b) seems to yield a very unstable SEI 

formation, suggested by the very broad lines in the Nyquist plot, the corroded 

electrode shown in the insert picture, and the trends shown in Figure 3.6. In fact, 

a close inspection of Figure 3.5b shows that the surface resistance not only 

increased, but the shape of the Nyquist semi-circle considerably changed, which 

indicates severe modification of the electrode surface. The sharp curve shown 

in Figure 3.6a implies a highly reactive electrode surface, with rapid resistance 

increase over time. The high basicity of this IL (see DN values, on Table 3.3) may 

increase its reactivity towards SEI reactions, which may be the reason for the 

extent of electrode surface modification within this IL. In addition, thermal 

degradation studies with acetate-based ILs have suggested IL decomposition via 

nucleophilic attack of acetate anion to a cation side chain and/or via Hofmann 

elimination by abstraction of a proton from the cation side chain and subsequent 

formation of carboxylic acid and alkene. These reactions observed in those 

thermal degradation studies perhaps become feasible in the presence of Na+, e- 

and radicals (Scheme 3.1), which would explain the high reactivity demonstrated 

by this IL electrolyte. Less likely (yet possible), the high reactivity may be 

originated from a vestige of acid from the synthetic procedure (see Chapter 2 

for details on the synthesis), despite great effort to eliminate any starting 

materials from the final product.  

 Na|Na symmetrical cell with [C1CdmaPyrr][NTf2] based electrolyte also 

shows continuous surface resistance increase as shown in Figure 3.5c. In 

contrast to [C1(C2OC1)Pyrr][C2F5COO], the electrode in [C1CdmaPyrr][NTf2] is not 

visually corroded (compare inserts in Figure 3.5b and c), and the surface 

resistance seems to grow at a slower rate than [C1(C2OC1)Pyrr][C2F5COO], as 

shown in Figure 3.6a. Interestingly, sequential resistance change plots (Figure 

3.6b) suggests that the highest surface resistance increase for [C1CdmaPyrr][NTf2] 

occurs within the first hour of resting period, whilst for [C1(C2OC1)Pyrr][C2F5COO] 

it occurs during the first 24 hours, indicating the diversity of chemical reactions 

and reaction kinetics that may take place during SEI formation in different 
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liquids. The constant increase in surface resistance suggests the continuous 

formation of an unstable SEI, as no protective layer is formed to prevent further 

electrode-electrolyte reaction. Considering the more complex structure of this 

IL cation compared to the others, the there is a wider range of reactions that can 

proceed from the initial reactions shown in Scheme 3.1. In fact, even the 

formation of the radical can lead to different structures, as suggested in the 

Scheme 3.2. Other reactions may also involve the decomposition of the acetal 

group. 

 

Scheme 3.2. Possible radical rearrangement exemplifying the great range of reactions 

that can occur in the [C1CdmaPyrr][NTf2] electrolyte: formation of new radicals via 

homolytic cleavage of C-O bond (top), and intramolecular rearrangement (bottom). 

Another electrolyte that displays increase in surface resistance over time 

is [NC1,C1,C2,C4
][NTf2] (see Figure 3.5e). Differently from the ILs discussed above 

([C1CdmaPyrr][NTf2] and [C1(C2OC1)Pyrr][C2F5COO]), the surface resistance for the 

[NC1,C1,C2,C4
][NTf2] system sharply increases within the first 5 hours, as suggested 

by Figure 3.6b. However, the surface resistance seems to stabilise after 24 hours, 

especially shown by the curves in the Nyquist plot for 72 and 103 h. The 

impedance data for this IL indicates formation of a stable SEI layer. Despite the 

development of a high surface resistance during the first hours, it appears to 

reach a plateau within 73 h, after which it is likely that no further (or limited) 

reactions continue to proceed. In addition, the electrode in [NC1,C1,C2,C4
][NTf2] 

does not seem corroded as in the [C1(C2OC1)Pyrr][C2F5COO] IL. 

 The Nyquist plots for Na|Na cells with electrolytes based on 

[C1(C2OC1)Pyrr][NTf2] and [NC1,C1,C2,(C2OC1)][NTf2] show a very distinct behaviour 

than the other ILs discussed so far. Both [C1(C2OC1)Pyrr][NTf2] and 



Chapter 3 
 

106 
 

[NC1,C1,C2,(C2OC1)][NTf2] show a decrease in the surface resistance after 24 hours, 

clearly seen in Figure 3.5a and d, as well as in the percentual change analysis 

shown in Figure 3.6. Previous studies have shown effective Na+ plating/stripping 

for certain electrolyte systems that showed a decrease in surface resistance over 

time.33 With the aid of EIS and XPS studies, the authors suggested that the 

decrease in surface resistance indicate formation of a stable SEI layer, which is 

crucial for continuous Na|Na cell cycling. Despite the decrease in surface 

resistance appears to be beneficial (considering the literature), the data 

displayed herein for [C1(C2OC1)Pyrr][NTf2] and [NC1,C1,C2,(C2OC1)][NTf2] is not 

sufficient to explain this trend. In fact, further studies are needed to explore the 

different behaviours observed in this section and their impact on Na anodes. 

Next sections show studies of Na|Na symmetrical cell cycling followed 

by studies on composition of the SEI formed by Na and electrolytes based on 

[C1CdmaPyrr][NTf2], [NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2]. Considering 

the highly reactive behaviour displayed by [C1(C2OC1)Pyrr][C2F5COO] and the 

very similar behaviour of [C1(C2OC1)Pyrr][NTf2] and [NC1,C1,C2,(C2OC1)][NTf2], these 

pyrrolidinium ILs are not included in the next sections.  

3.5. Na|Na symmetrical cell cycling using selected IL-based 

electrolytes 

Stable, highly efficient and long-term cyclability are crucial parameters 

that alkali metal electrodes need to meet to be used in full battery cells.3, 8, 16, 33 

To evaluate the effect of IL-based electrolytes on Na electrode cyclability, Na|Na 

symmetrical cells using selected ILs from previous section ([C1CdmaPyrr][NTf2], 

[NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2]) were studied using galvanostatic 

cycling. Figure 3.7 shows the voltage profiles of Na|Na symmetrical cells during 

galvanostatic cycling, with cut-off limits at ± 2 V.  
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Figure 3.7. Galvanostatic cycling of Na|Na symmetrical cell cycled at 0.1 mA.cm-2, with 

30 minutes polarisation time and 105 µL of electrolyte (0.5 M Na[NTf2] in each IL): 

― [C1CdmaPyrr][NTf2] , — [NC1,C1,C2,(C2OC1)][NTf2] and — [NC1,C1,C2,C4
][NTf2], showing that 

cells with  [C1CdmaPyrr][NTf2] and  [NC1,C1,C2,(C2OC1)][NTf2] reach the cut-off limits (± 2 V) 

after 84 and 115 cycles, and cell with [NC1,C1,C2,C4
][NTf2] displays low overpotential over 

160 cycles. 

Figure 3.7 clearly shows that the choice of electrolyte affects how long 

cells can be cycled before reaching the cut-off potential. In addition, the 

magnified traces in Figure 3.8 reveal very distinct voltage profiles among the 

electrolytes. Despite the similar shape  (though differences in overpotential) at 

the first cycles, by 29 h of cycling [NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2] 

seem to display comparable profiles, whilst voltage traces for [C1CdmaPyrr][NTf2] 

remains the same through the whole length of the experiment.  
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Figure 3.8. Selected times of galvanostatic cycling of Na|Na symmetrical cell from Figure 

3.7, showing different voltage profiles depending on the IL used. Cell cycled at 

0.1 mA.cm-2, 30 minutes polarisation time and 105 µL electrolyte (0.5 M Na[NTf2]) 

based on ― [C1CdmaPyrr][NTf2] , — [NC1,C1,C2,(C2OC1)][NTf2] and — [NC1,C1,C2,C4
][NTf2]. 

Note the differences in potential (y-axis) scale across the magnified figures. 

 Firstly focusing on [C1CdmaPyrr][NTf2], Figure 3.9 shows selected cycles 

demonstrating the voltage profile evolution of the cell assembled with the 

[C1CdmaPyrr][NTf2]-based electrolyte. An arc shaped profile dominates 

throughout cycling, with increasing overpotential over cycling time. Similar arc 

shaped profiles have been observed by Chen et al (2017)14 in symmetrical Li|Li 

cells after several cycles. The authors associated such behaviour to accumulation 

of “dead Li” (dendrites that lose connection with electrode over cycling, see 

schemes D and F in Figure 3.12), at the electrode surface and the tortuous path 

imposed by this layer of inactive material. Consequently, the effective diffusion 

of Li+ across this “dead Li” layer is significantly lower than across the electrolyte, 

and high overpotential are needed to maintain mass transport of Li+ across the 

cell.  
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Figure 3.9. Selected times of galvanostatic cycling of Na|Na symmetrical cell from Figure 

3.7, with focus on [C1CdmaPyrr][NTf2] electrolyte (105 µL of 0.5 M Na[NTf2] solution) 

showing arc voltage profile from the start of cycling (a) and across the whole cycling 

time (b) until it approaches the cut-off limits (c). Cell cycled at 0.1 mA.cm-2, 30 minutes 

polarisation time. Note the differences in potential (y-axis) scale across the magnified 

figures. 

 The [C1CdmaPyrr][NTf2] system shows the arc profile since the first cycle 

and throughout the whole length of the experiment, hence it is unlikely that the 

arc profile is caused by accumulation of dendrites. Figure 3.5 and Figure 3.6 also 

show that [C1CdmaPyrr][NTf2] electrolyte displays highly reactive SEI formation, 

with considerable increase in surface resistance over time. Therefore, the arc 

shaped voltage profile might be caused by deficient mass transport across the 

cell, however, it originates from a highly resistive and tortuous SEI rather than a 

“dead Li” layer. The continuous increase in overpotential throughout cycling 

suggests that mass transport diminishes over time, and larger potentials are 

needed to promote Na+ transport. This is likely to be caused by continuous SEI 

growth, suggesting that the resistive SEI is also highly reactive, so electrolyte is 

constantly consumed by taking part of SEI formation reactions.105 In order to 

evaluate whether electrolyte consumption can be associated with increase of 

overpotential, symmetrical cells assembled with lower electrolyte volume (80 µL 

instead of 105 µL) were studied.   

Figure 3.10 shows that decreasing electrolyte volume by 23% caused the 

cell to reach the potential cut-off limits approximately 50% faster. This supports 

the idea of a reactive SEI that continuously grow over cycling, depleting 

electrolyte, and limiting mass transport. Another reason for an early cycling 
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termination (voltage reaches the cut-off potentials) could be poor wetting of the 

separator. However, if wettability of the separator was the main cause for 

reaching the cut-off limits earlier, an increased overpotential would be expected 

already in the very first few cycles, which is not observed in Figure 3.10. Overall, 

these observations indicate that the arc shaped voltage profile of cells with 

[C1CdmaPyrr][NTf2] are associated to mass transport limitations that lead to 

continuous increase of overpotential. This is caused by a non-stable and non-

protective SEI formed with the [C1CdmaPyrr][NTf2] electrolyte.  

 

Figure 3.10. Galvanostatic cycling of Na|Na symmetrical cells comparing effect of 

electrolyte volume (―) 105 µL and (―) 80 µL, using electrolytes (0.5 M Na[NTf2]) based 

on a) [C1CdmaPyrr][NTf2], and b) [NC1,C1,C2,(C2OC1)][NTf2]). Note the earlier termination (E 

reaches ± 2 v) of cells assembled with lower electrolyte volume despite the similar 

overpotential at the beginning of the experiment. Cells cycled at 0.1 mA.cm-2 and 30 

minutes polarisation time. 

Looking back at Figure 3.8, we observe that though Na|Na cells with 

[NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2]-based electrolytes share some 

similarities in their voltage profile, the cell with [NC1,C1,C2,(C2OC1)][NTf2] reaches 
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the cut-off voltage limit, whilst the cell with [NC1,C1,C2,C4
][NTf2] does not display 

a significant increase in overpotential throughout the length of the experiment.  

Figure 3.8 shows that [NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2] 

display an arc shaped profile at the first cycles, but changes after a few hours of 

cycling to a more “peaking”-type profile, differently from the voltage profiles 

shown by the cell with [C1CdmaPyrr][NTf2]. Peaking profile has been associated to 

a combination of charge transfer processes taking place at the electrode, each 

one with a particular rate constant and area of action which determines the 

dominant process.11, 105,13 These processes will be further discussed later in this 

section (see discussion for Figure 3.12). 

The arc shaped voltage profile is determined by mass transport limitation 

due to SEI formation, as discussed for [C1CdmaPyrr][NTf2] cells. The substantial 

change in the potential profiles at later cycling times indicate that there must be 

a shift in the processes dictating the voltage response for [NC1,C1,C2,(C2OC1)][NTf2] 

and [NC1,C1,C2,C4
][NTf2] cells. Reasoning for different shapes of voltage profile 

have been suggested in literature,11, 13, 14, 105 though trends observed in this 

chapter are somewhat unique.  

 Chapter 2 introduced that the current-voltage relationship is defined by 

a combination of charge transfer rate and mass transfer rate. Both rates 

determine the concentration of reagents and products at the electrode at a 

certain time, either by how promptly the reagents react (charge transfer) or how 

quickly fresh reagents are supplied to the electrode (mass transfer). Thus, the 

rate of an electrochemical process is a combination of both charge transfer and 

mass transfer rates, and the slowest rate determines the overall rate of the 

process. In fact, the Butler-Volmer equation shown below demonstrates that the 

effect of the reaction rate constant (𝑘0), the gradient of the electroactive species 

(𝐶𝑁𝑎+(0, 𝑡) 𝐶𝑁𝑎+
∗⁄ ) and the overpotential (𝜂𝐸) play a role in the net current at 

the electrode: 

 𝒊 = 𝑛𝐹𝐴𝒌𝟎 [
𝑪

𝑵𝒂+(𝟎,𝒕)

𝑪
𝑵𝒂+
∗ 𝑒𝑥𝑝 (

−𝛼𝑛𝐹

𝑅𝑇
𝜼𝑬) −

𝑪𝑵𝒂(𝟎,𝒕)

𝑪𝑵𝒂
∗ 𝑒𝑥𝑝 (

(1−𝛼)𝑛𝐹

𝑅𝑇
𝜼𝑬)]  



Chapter 3 
 

112 
 

Based on the observations described in this section so far, the arc shaped 

profile displayed at the first galvanostatic cycles of [NC1,C1,C2,(C2OC1)][NTf2] and 

[NC1,C1,C2,C4
][NTf2] cells are related to mass transport limitations due to SEI 

formation, as discussed above for [C1CdmaPyrr][NTf2]. However, the appearance 

of peaking profile at later cycles, presumably related to the kinetics of the 

processes happening at the electrode surface, indicates formation of a more 

stable and less resistive SEI throughout the first cycles. A less tortuous and 

resistive SEI is likely to have less impact on the effective diffusion of Na+. 

Consequently, the overall electrode process is no longer determined by mass 

transfer limitations, hence the shift in the voltage profiles. If this is true, then the 

surface resistance observed in EIS is expected to decrease over cycling. EIS 

measurements were carried out at different times throughout cell cycling and 

are shown in Figure 3.11. The first column of Figure 3.11 shows selected cycles 

of [NC1,C1,C2,(C2OC1)][NTf2] (blue traces) and [NC1,C1,C2,C4
][NTf2] (green traces), 

second column shows impedance data for [NC1,C1,C2,C4
][NTf2] and third column 

shows impedance data for [NC1,C1,C2,(C2OC1)][NTf2]. 

The plot on Figure 3.11a shows an arc shaped profile, which is 

accompanied by an increase on the surface resistance after the first cycle,  

attributed to SEI formation (see plots on Figure 3.11b and c). At later cycling 

times, as discussed in the paragraphs above, the arc shape starts to shift to a 

more peaking shape. In fact, at around 24 hours of cycling, peaking profile starts 

to develop as can be seen in the magnified region on Figure 3.11d. The cell with 

[NC1,C1,C2,C4
][NTf2] electrolyte also features a significant decrease in surface 

resistance (Figure 3.11e) after 24 cycles. This decrease in surface resistance 

suggests that a stable and less resistive SEI has developed at the electrode in 

contact with the [NC1,C1,C2,C4
][NTf2] electrolyte. Consequently, mass transport is 

likely to be less affected and the voltage profile starts to be determined by the 

kinetics of the processes taking place at the electrode surface. Impedance data 

for the cell with [NC1,C1,C2,(C2OC1)][NTf2] (Figure 3.11f) still shows an increase in 

surface resistance after 24 h, suggesting that SEI reactions might be still taking 
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place at the electrode. Perhaps for this reason the initial peak at 23 h of cycling 

for [NC1,C1,C2,C4
][NTf2] is more evident than for [NC1,C1,C2,(C2OC1)][NTf2] (compare 

green and blue traces in the magnified region of Figure 3.11d).  

 

Figure 3.11. Selected times of galvanostatic cycling and EIS demonstrating correlation 

between peaking profile, cell overpotential and Rsurface. First column shows Na|Na 

symmetrical cells from Figure 3.7 (0.1 mA.cm-2, 30 min polarisation time), with focus on 

[NC1,C1,C2,C4
][NTf2] (―) and [NC1,C1,C2,(C2OC1)][NTf2] (—): a) From the start to 1 h of cycling, 

d) From 23 to 24 h cycling and g) From 47 to 48 h of cycling.  EIS analysis of Na|Na 

symmetrical cell during cycling for [NC1,C1,C2,C4
][NTf2] (second column: b, e, h) and 

[NC1,C1,C2,(C2OC1)][NTf2] (third column: c, f, i), at the start (―), after 1 cycle (―), 24 cycles 

(―), and 48 cycles (―).Note the differences in potential (y-axis) scale across the figures. 
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With 48 hours of cycling the cell assembled with [NC1,C1,C2,C4
][NTf2] seems 

to display a small increase in voltage followed by a plateau after the initial peak 

(see Figure 3.11g), suggesting stable mass transport is achieved in the cell 

without the need of larger overpotential to promote it. Therefore, it is likely that 

by 48 hours of cycling, mass transport limitation by a resistive SEI is no longer 

the main factor determining the voltage profiles, which is corroborated by the 

low surface resistance (Figure 3.11h) of the [NC1,C1,C2,C4
][NTf2] system.  

The surface resistance decreases for the cell with [NC1,C1,C2,(C2OC1)][NTf2] 

after 48 hours of cycling, as shown in Figure 3.11i. Despite the peaking behaviour 

being slightly more evident after 48 hours, the [NC1,C1,C2,(C2OC1)][NTf2] system still 

features the arc shape profile accompanied by larger overpotential (note 

different scales on the y-axis on Figure 3.11d and g). The considerably higher 

surface resistance shown by the cell with [NC1,C1,C2,(C2OC1)][NTf2] compared to the 

cell with [NC1,C1,C2,C4
][NTf2] (see Figure 3.11h and i) indicates that a more resistive 

SEI is formed. This is also suggested by the difference in overpotential observed 

between [NC1,C1,C2,C4
][NTf2] and [NC1,C1,C2,(C2OC1)][NTf2] voltage traces (Figure 

3.11g). Consequently, even though the peaking at the start of the half cycles may 

be related to the kinetics of the processes at the electrode, mass transport 

seems to play a role in the [NC1,C1,C2,(C2OC1)][NTf2] voltage profile throughout the 

whole cycling experiment. 

The differences in the voltage profiles of [NC1,C1,C2,C4
][NTf2] and 

[NC1,C1,C2,(C2OC1)][NTf2] cells have been attributed to mass transport limitations 

and rate of processes taking place at the electrode surface. These processes are 

described as follows and the schematics of the processes are shown in Figure 

3.12.   
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Figure 3.12. Voltage profile displaying contribution from each electrode in a 

symmetrical cell (left): measurements taken using a three-electrode cell at 1 mA.cm-2. 

Schematic representation of processes taking place at electrodes 1 (blue) and 2 (red) 

during different stages (A-F) of cycling (right). Adapted from reference 11. 

 During plating and stripping reactions, several processes take place at 

the electrode. Wood et al thoroughly investigate these processes using 

operando video microscopy, three-electrode measurements, and modelling. 11 

These processes were also investigated by Deng et al with operando optical 

microscopy.13 In summary, each process at the electrode have a different rate 

constant, which can be directly related to Gibbs energy of the process by the 

equation below: 

𝑘𝑝
0 = 𝐴𝑝 exp (

−∆𝐺𝑝
𝑅𝑇

⁄ ) 

where 𝑘𝑝
0 is the rate constant for a particular process p, 𝐴𝑝 is the Arrhenius 

constant for the process p and −∆𝐺𝑝 is the energy barrier of the process p, and 

the effective rate constant (𝑘𝑒𝑓𝑓
0 ) shown in the Butler-Volmer equation earlier is 

a combination of the rates of all processes taking place at the electrode. The 

difference in the rates of these processes originates from the distinct energy 

barriers for each process, which can be related to an unequal surface at the 

“areas of action” of each process. 
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 During the first half-cycle of kinetically limited cells (negligible mass 

transport limitations), a sharp increase in the overpotential is observed, as 

shown in the shaded area A (light green) Figure 3.12. Similar sharp increase is 

observed at the cathode traces (shown in red), and is attributed to the 

nucleation of new dendrites (see scheme A in Figure 3.12). A slight increase 

though less pronounced at the anode (blue trace), is attributed to the formation 

of pits where the electrode has been oxidised. Then a drop in the overpotential 

is observed (shaded area B, in orange), and is attributed to dendrite growth at 

the spots already nucleated, rather than nucleating new areas. The SEI at the 

freshly plated metal (at the nuclei) is thinner than at the bulk Li, thus less 

resistant to charge transfer. Equally, stripping continuous at the pits, rather than 

new locations at the anode. When the polarity is reversed, an increase in the 

overpotential is observed in the purple shaded region C, and the same increase 

is observed at the cathode traces (in blue). However, the overpotential is not as 

high as on the previous nucleation process (shaded region A), because the 

surface of the cathode has already been modified (during stripping in the 

precedent half cycle). The anode trace shows low over potential at the beginning 

of the half cycle because stripping is occurring from the dendrites, rather than 

from the bulk electrode. The beginning of the yellow shaded region D in Figure 

3.12 features an increase in the overpotential, attributed to an increase in the 

overpotential at the anode. At this point, stripping starts on the bulk electrode 

(see scheme D, in Figure 3.12), where a thicker SEI layer (compared to the 

dendrite SEI) has been stablished. The decrease in overpotential that follows is 

associated to continuous stripping from the pits, rather than new sites at the 

bulk electrode. At the same time at the cathode, plating occurs at the already 

nucleated spots, accompanied by a decrease in the overpotential. The 

subsequent half cycles follow the same process: high overpotential with 

nucleation and pitting at the beginning of the half cycle (pink shaded region E), 

followed by decrease in overpotential during dendrite growth and stripping from 

pits until an increase in overpotential (grey shaded region F) is caused by 

stripping of bulk electrode. 
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 Based on the summary above, the peaking at the beginning of the half 

cycles of [NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2] cells is likely to be 

associated to the nucleation of Na electrodes. The persistent arc shaped profile 

of the [NC1,C1,C2,(C2OC1)][NTf2] cell after the initial peak may be explained as 

follows. Nucleation occurs at the beginning of the half cycle consuming Na+ at 

the vicinity of the electrode, thus there is no significant mass transport 

restriction at that point. However, as plating continues, concentration of Na+ at 

the vicinity of the electrode drops, and higher overpotentials are needed to 

promote mass transfer. At later cycling times, as shown in Figure 3.13c, the 

overpotential considerably increases, approaching the cut-off limits of ± 2 V. In 

fact, the voltage profile seems to have changed slightly at these late cycling 

times, featuring a peak towards the end of the half cycle. This can be related to 

critically limited mass transport, perhaps caused by an accumulation of 

disconnected dendrites,14 or most likely due to mass transport limitations 

associated to the SEI. Though significant decrease in surface potential is shown 

in Figure 3.11i, the tests with lower volume of electrolyte (see Figure 3.10) 

display the electrolyte consumption trends already discussed above for 

[C1CdmaPyrr][NTf2]. In addition, this high overpotential of the half cycles could 

also be a combination of mass transport limitations and pitting of the bulk 

electrode. Schemes D and F in Figure 3.12, show an increase in the overpotential 

when stripping occurs preferentially from the bulk electrode over the dendrites. 

Also, it has been demonstrated that this second peak can appear at the different 

cycling stages depending on the electrolyte,11 so perhaps this transition of the 

stripping process only occurs at the end of the half cycles in the 

[NC1,C1,C2,(C2OC1)][NTf2]-system. 
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Figure 3.13. Selected times of galvanostatic cycling (0.1 mA.cm-2, 30 min polarisation 

time) of Na|Na symmetrical cells shown in Figure 3.7, with focus on 

[NC1,C1,C2,C4
][NTf2] (―) and [NC1,C1,C2,(C2OC1)][NTf2] (—), showing that when 

[NC1,C1,C2,(C2OC1)][NTf2] reaches the cut-off potentials [NC1,C1,C2,C4
][NTf2] still displays low 

overpotentials. a) From 61 to 62 h of cycling, b) From 90 to 91 h cycling and c) From 112 

to 113 h of cycling and d) From 130 to 131 h of cycling.  Note the differences in potential 

(y-axis) scale across the magnified figures. 

After the initial peak, related to nucleation of new dendrites and pitting 

during stripping at the anode, the cell with [NC1,C1,C2,C4
][NTf2] electrolyte shows 

a linear increase in overpotential. For the positive potential traces, the 

overpotential stabilises with very few changes from at least 47 (Figure 3.11g) to 

over 130 (Figure 3.13d) hours of cycling. This suggests that after the initial 

nucleation, there is some mass transport limitation, but it seems to reach a 

steady state with just a modest increase in overpotential. Towards the end of 

the half cycle, there is a small increase in the overpotential, for both the positive 
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and the negative voltage traces. As discussed above for the 

[NC1,C1,C2,(C2OC1)][NTf2] system and described by the schemes D and F in Figure 

3.12, this is likely to be caused by dissolution of bulk Na, rather than dendrites 

during the stripping process.  

Surprisingly for a symmetrical cell, positive and negative voltage traces 

for the cycling of  [NC1,C1,C2,C4
][NTf2] cell display differences in overpotential. 

During negative polarisation, the cell seems to develop higher overpotential 

throughout the half cycle. As discussed previously, an increase in overpotential 

during the half cycle can be either associated to a mass transport limitation and 

to increase in overpotential at the anode (see Figure 3.12 and shaded regions D 

and F). To understand this observation, it is important to look at the processes 

occurring at each individual electrode during the positive and negative 

polarisations.  

The experimental set up for the galvanostatic cycling of the Na|Na cells 

starts by applying positive currents to one of the electrodes. Accordingly, in 

Figure 3.12 this electrode would be the blue electrode (electrode 1) and the 

opposite electrode would be the red electrode (electrode 2).  The three-

electrode experiment carried out by Wood et al (2016),11 shows that the 

overpotential associated with nucleation is higher than the overpotential 

associated with pitting (see Figure 3.12, shaded regions A, C and E), thus the 

nucleation process has a higher energy barrier to overcome than the pitting 

process.11 Hence it is fair to expect a higher number of pits to be formed at the 

anode, compared to the number of nuclei at the cathode, particularly on the 

first half cycle (shaded region A). In addition, schemes C and E in Figure 3.12, 

show that on subsequent half cycles nucleation is more likely to take place at 

the pits and stripping to occur on the dendrites formed in the previous half cycle. 

Consequently, the blue electrode is more likely to have higher number of 

nucleus sites than the red electrode, because the blue electrode has had higher 

number of pits formed in the very first half cycle. Thus, at the red electrode the 

area of bulk metal covered by dendrites is presumably smaller than at the blue 

electrode, so stripping from the bulk metal (and consequently increase in 
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overpotential) is more likely to occur at the red electrode than the blue 

electrode. This may explain the increase in overpotential to be more significant 

at the negative voltage traces because the red electrode behaves as the anode 

at negative potentials. In addition, the absence of a nucleation peak during 

negative polarisation may be associated to lower energy barrier for nucleation 

at the cathode (blue electrode). This is because the formation of pits in the 

previous half cycle (positive polarisation) facilitates the nucleation process on 

the subsequent cycle (negative polarisation).  

This section has shown that it is possible to cycle Na symmetrical cells 

with [NC1,C1,C2,C4
][NTf2] based electrolyte at 0.1 mA/cm2, with 30 min polarisation 

time (0.1mAh/cm2 for each complete plating/stripping cycle) with 

overpotentials less than 0.8 V, for at least 160 cycles. To put in context of recent 

studies, it has been demonstrated that Na symmetrical cells containing 

[C3C1Pyrr][FSI] based electrolyte (with 50 mol% NaFSI) can be cycled for at least 

at 1.0 mA/cm2 with polarisation time of 6 minutes for at least 700 cycles with 

overpotentials less than 0.15V, for cells with a polarisation preconditioning.56 

Furthermore, Howlett and co-workers also found that Na symmetrical cells 

containing [C3C1Pyrr][DCA] and 19 mol% of Na[FSI], can be cycled at 0.1 mA/cm2 

and polarisation time of 1 h for 100 cycles at 0.1 mA/cm2 with overpotentials 

less than 1.5V.35 More recent studies on IL application in Na batteries has been 

recently reviewed by Hagiwara and co-workers.106 

3.6. Na-IL solid-electrolyte interphase studies with depth 

profiling 3D OrbiSIMS  

The structure and composition of Na-IL interphase was studied with 

secondary ion mass spectroscopy (SIMS), using depth profile mode. The high 

sensitivity of SIMS technique is a strong advantage, however, it makes data 

analysis very challenging. This can be seen in the raw data plots in Appendix 

1.A.2.3, which shows the depth profile for the all Na-IL interphase samples. A 
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thoroughly interpretation of the results shown in Appendix 1.A.2.3 is difficult 

due to the volume and complexity of the dataset. For this reason, selected 

assignments of each sample are plotted separately to visualise the data more 

clearly, and the depth profile plots are shown in Figure 3.15, Figure 3.16 and 

Figure 3.14 for [C1CdmaPyrr][NTf2], [NC1,C1,C2,(C2OC1)][NTf2] and 

[NC1,C1,C2,C4
][NTf2]-Na interphase, respectively.  

 

Figure 3.14. Positive ion depth profiles of Na-[C1CdmaPyrr][NTf2] (with 0.5 M Na[NTf2])  

SEI showing highly overlapped intensity profiles, the presence of small cation-related 

fragments, and anion-based and inorganic fragments. Analysis performed using 20 keV 

Ar3000
+ for sputtering and analysis at -175 oC. Bottom image shows magnified lower 

intensity region (bottom). 

The assignments were selected with the aim of displaying the variety of 

fragments detected in the SEI with these IL-based electrolytes, including more 
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‘cation-related’ (CmHnNzOk) , ‘anion-based’ (SmOnFzNk etc) , small inorganic 

fragments (NanXm), and ‘native layer’ (NamOnHk) type of assignments.  

Interestingly, [NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2] (see Figure 

3.15 and Figure 3.16 below, and Figure A 11 and Figure A 9 from Appendix 1.A.2) 

show cation-related assignments which are larger and/or more diverse than the 

IL cation itself ([C7H18NO]+ for [NC1,C1,C2,(C2OC1)][NTf2] and [C8H20N]+
 for 

[NC1,C1,C2,C4
][NTf2]). This suggests that a combination of radicals formed in the 

reactions shown in Scheme 3.1 occurred during SEI formation. However, this is 

not observed to the same extent for [C1CdmaPyrr][NTf2] (see Figure 3.14 Figure A 

10 from Appendix A.2). 

In Section 3.4 (impedance studies of SEI), the discussion regarding Na-

[C1CdmaPyrr][NTf2] cells suggested that the complex structure the [C1CdmaPyrr]+ 

cation may lead to substantial fragmentation and formation of a vast range of 

radicals. This may be corroborated by the considerable amount of small 

‘cation-related’ assignments in the Na-[C1CdmaPyrr][NTf2] SIMS data.  
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Figure 3.15. Positive ion depth profiles of Na-[NC1,C1,C2,(C2OC1)][NTf2] (with 

0.5 M Na[NTf2]) SEI showing presence of potential cation-anion reaction product 

[C8H17NOF3]+ and other cation and anion-related assignments.  Analysis performed 

using 20 keV Ar3000
+ for sputtering and analysis at -175 oC. Bottom image shows 

magnified lower intensity region (bottom). 

 Another aspect that may be noticed by analysing Figure 3.15, Figure 3.16 

and Figure 3.14 is the diversity in the shape of the intensity profiles. Na-

[C1CdmaPyrr][NTf2] intensity profiles appear more overlapped than in Na-

[NC1,C1,C2,C4
][NTf2], for example. In addition, the ‘cation-related’ fragments in 

[NC1,C1,C2,C4
][NTf2] seem to have a considerable decrease in intensity upon 

sputtering time, whereas for [NC1,C1,C2,(C2OC1)][NTf2], for example, the intensity 

does not seem to decrease to the same extent (see orange and yellow intensity 

profiles in Figure 3.15).  
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Figure 3.16. Positive ion depth profile of Na-[NC1,C1,C2,C4
][NTf2] (with 0.5 M Na[NTf2]) SEI 

showing the presence of cation-related assignments at the outermost layer, with 

potential cation-anion reaction product [C9H19NF3]+. Analysis performed using 20 keV 

Ar3000
+ for sputtering and analysis at -175 oC. Bottom image shows magnified lower 

intensity region (bottom). 

  Analysis of these selected assignments shown in Figure 3.14, Figure 3.15 

Figure 3.16 has led to a few pertinent observations. However, this is just a small 

reflection of the data, considering the size of the SIMS dataset obtained in these 

interphase studies. In addition, although these peaks selected show some of the 

most prominent intensity profiles in the depth profile plots, it is important to 

remember that intensity does not necessarily mean concentration in SIMS 

analysis. Thus, many other assignments with lower intensity, which perhaps 

might even have a higher abundance in the SEI, have not been analysed 

carefully. To overcome the challenge of analysing the voluminous and complex 

SIMS dataset, multivariate analysis was used to gain a better picture of the Na-

IL interphase structure and composition. 
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3.6.1 Multivariate analysis of 3D OrbiSIMS depth profile of Na-IL interphase 

Multivariate analysis of SIMS data for the Na-IL SEI studies was 

performed as described in Chapter 2. For a full rationale of the process followed 

to obtain the results present herein, refer to Section 2.4, in Chapter 2. In 

summary, Non-negative Matrix Factorisation (NMF), a type of a Multi Curve 

Resolution (MCR) was adopted. In simple terms, NMF organises complex dataset 

by grouping the constituents that display similar features into endmembers. 

Thus, each endmember is a fit, a representation of all the constituents in the 

dataset that display a certain feature. When performing NMF of depth profiling 

SIMS dataset, the endmembers are displayed in an intensities plot, which 

represents the depth profile plots in SIMS. The constituents of the endmembers 

are displayed in a characteristic plot. A characteristic plot is a mass spectrum of 

the constituents of that endmember, with the intensity of the constituents 

normalised to how much each constituent is described by that endmember.  

The number of expected endmembers (a user input when performing 

NMF) was estimated with principal component analysis (PCA), as described in 

Section 2.4. The PCA of each dataset is shown in Appendix 1.A.2.3. Appendix 

1.A.2.3also shows NMF results for SIMS dataset excluding the assignments with 

the largest area (and consequently high intensity in the depth profile plots), as 

[CO3Na3]+ for example. The very intense profile of these assignments may hinder 

the intensity profile of other assignments, limiting the scope of the MVA. Thus, 

this has been done to be sure that any conclusions made with the aid of MVA 

accounts for the intensity profile of the vast majority of the assignments.  

Figure 3.17 shows the NMF intensity plot for the three Na-IL samples, 

and Figure 3.18, Figure 3.19 and Figure 3.20 show the characteristic spectra of 

each endmember for [C1CdmaPyrr][NTf2], [NC1,C1,C2,(C2OC1)][NTf2] and 

[NC1,C1,C2,C4
][NTf2]-Na interphase, respectively.  

Figure 3.17 shows that the SEI for all the ILs studied herein can be 

summarised into four main intensity profiles (NMF endmembers). All intensity 

profiles show that the constituents described by endmember 1 (pink traces) are 
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largely concentrated within the outermost layer (at very early sputter times), 

whilst assignments described by endmembers 2 and 3 are mostly concentrated 

in the inner layers. Finally, the deepest layer, thought to be at the vicinity of the 

Na electrode, is where most of the assignments represented by endmember 4 

are concentrated. Regarding the SEI with [C1CdmaPyrr][NTf2]-based electrolyte, 

Figure 3.17a shows that endmember 1 also shows significant presence within 

the inner layers. In fact, endmember 1 displays a local maximum at 

approximately 300 s sputter time. This suggests that the SEI with 

[C1CdmaPyrr][NTf2] is not as clearly layered as the SEI with [NC1,C1,C2,(C2OC1)][NTf2] 

and [NC1,C1,C2,C4
][NTf2] seems to be, considering the overlap of the endmembers 

as evidently shown in Figure 3.17a.  
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Figure 3.17. NMF intensity plot of SIMS dataset for SEI of a) Na-[C1CdmaPyrr][NTf2], b) N-

[NC1,C1,C2,(C2OC1)][NTf2] and c) Na-[NC1,C1,C2,C4
][NTf2], showing four NMF endmembers 

(representation of all the constituents in the dataset that display similar feature,  

intensity profiles in this case). Note how the overlap of NMF endmembers decreases in 

the order [C1CdmaPyrr][NTf2] – [NC1,C1,C2,(C2OC1)][NTf2] – [NC1,C1,C2,C4
][NTf2]. 
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Figure 3.18-Part I. NMF characteristic spectra of Na-[C1CdmaPyrr][NTf2] (0.5 M Na[NTf2]) SEI showing endmembers 1 (pink) and 2 (green), with endmember 1   

mainly composed of cation-related  compounds and  endmember 2 composed of a mixture of cation and anion-related assignments.
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Figure 3.18-Part II. NMF characteristic spectra of Na-[C1CdmaPyrr][NTf2] (0.5 M Na[NTf2]) SEI showing endmembers 3 (blue) and 4 (purple). Note the 

presence of oxides and hydroxides as well as cation-related assignments even at the innermost profile depth represented by endmember 4.
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Figure 3.19-Part I. NMF characteristic spectra of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M Na[NTf2]) interphase showing endmembers 1 (pink) and 2 (green),  note   

that [CO3Na3]+
  is the most significant assignment of both endmember 1 and 2.
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Figure 3.19-Part II. NMF characteristic spectra of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M Na[NTf2]) interphase showing endmembers 3 (blue) and 4 (purple), with 

endmember 3 mostly composed of anion-related compounds, and endmember 4 showing [NaxOyHy]+ and cation-related compounds.  
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Figure 3.20-Part I. NMF characteristic spectra of Na-[NC1,C1,C2,C4
][NTf2] (0.5 M Na[NTf2]) interphase showing endmembers 1 (pink) and 2 (green). Note the 

relatively large cation-related compounds [C9H19NF3]+ and [C13H30N]+ in endmember 1.
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Figure 3.20-Part II. NMF characteristic spectra of Na-[NC1,C1,C2,C4
][NTf2] (0.5 M Na[NTf2]) interphase showing endmembers 3 (blue) and 4 (purple) 

with anion-related and [NaxOyHy]+ compounds, and absence of significant cation-related assignments.
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  Figure 3.18-Part I shows that the endmember 1 is mainly composed of 

small organic fragments, with [C5H12N]+ being the most significant assignment. 

These small fragments may be product of the sputter process of any remaining 

IL, and/or a radical fragmentation during electron transfer reactions (see 

scheme in Scheme 3.1).  

 As sputtering continues, endmember 2 (green traces, Figure 3.17a) 

shows maximum intensity at approximately 250 s, followed by endmember 3 

with maximum intensity at approximately 500 s (blue traces, Figure 3.17a). 

Endmembers 2 and 3 represent a diverse range of assignments (see Figure 3.18-

Part I), from small organic and cation-related fragments, to small and larger 

inorganic fragments. [C5H12N]+ is still one of the most significant assignments of 

this endmember, which could be expected considering the overlap between 

endmembers 1 and 2 shown in Figure 3.17a. Inorganic fragments such as 

[Na3S]+, [Na3SO3]+ and [Na4SNO4H2]+, strongly suggests that electron transfer 

reactions involving Na and [NTf2]- took place during SEI formation.  

Finally, endmember 4 is concentrated predominantly within the 

innermost layer of the interphase (Figure 3.17a, purple traces), likely to be at 

the vicinity of the Na electrode. The main components of this endmember are 

sodium oxides and hydroxides (see [Na3O2]+, [Na4O4H3]+ and [Na5O4H4]+ 

assignments in Figure 3.18-Part II, in purple), which may be part of the metallic 

sodium native layer, as described previously.107, 108 Alternatively, it may be 

product of a reaction between metallic Na with and any moisture present in the 

electrolyte. Due to the high reactivity of Na metal and water, any moisture in the 

electrolyte is likely to be promptly consumed, thus being at the vicinity of the 

electrode. Note that despite the outermost layer have the largest concentration 

of cation-related fragments, these fragments are still part of the endmember 4, 

which is found mainly within the innermost layer. This supports the poor layer 

separation suggested in the previous paragraphs and demonstrated in Figure 

3.17a. 
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 The NMF intensity plot for the Na-[NC1,C1,C2,(C2OC1)][NTf2] interphase is 

shown in Figure 3.17b, and the characteristic spectra are displayed in Figure 

3.19. Endmember 1 (in pink) is mostly composed by cation-related fragments, 

similar to the Na-[C1CdmaPyrr][NTf2] interphase. However fragments larger than 

the [NC1,C1,C2,(C2OC1)]
+ cation are also observed, such as [C10H22NO2]+ and 

[C9H20NO2]+. 

Endmember 1 of Na-[NC1,C1,C2,C4
][NTf2] interphase (see Figure 3.17c for 

NMF intensity plot and Figure 3.20 for characteristic spectra) is also rich in 

organic fragments, with assignments as large as [C13H30N]+
, analogous to the 

trends shown by Na-[NC1,C1,C2,(C2OC1)][NTf2]. These observations suggest that 

radicals formed in SEI reactions (Scheme 3.1) are more likely to recombine 

forming larger structures in these IL electrolytes than in [C1CdmaPyrr][NTf2].  In 

addition, quaternary ammonium ILs are also prone to chain shuffling, reversible 

Menshutkin and elimination reactions at elevated temperatures.109, 110 

However, these reactions may happen independently of the presence of Na, 

being intrinsic to the IL and not a SEI reaction. To investigate whether these 

assignments are inherent to the IL or formed during an SEI reaction, 3D OrbiSIMS 

was also performed on pure IL samples. If the neat ILs also show similar 

composition to the Na-IL interphase samples, then the large molecules are 

thought to be formed by means other than a SEI reaction. Table 3.4 shows the 

relative areas of these large fragments and also smaller fragments for 

comparison, in both the neat IL and the Na-IL interphase for 

[NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2]. To account for differences in 

acquisition time, topology and sample ionization, all m/z peaks were normalised 

to the most intense peak in common to both samples, their respective IL cation. 

Table 3.4 shows that both neat ILs (no Na salt added) share the same 

peaks as their respective Na-IL SEI, but significant differences in their relative 

peak areas can be noticed. A comparison of peak areas in this instance is 

acceptable because it is between the same assignments across samples of highly 

similar matrix, thus same ionisation yield.   
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Table 3.4. Comparison of peak areas (10-3 a.u.) of selected assignments in neat IL and 

Na-IL interphase for [NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2]. Peak areas 

normalised to the IL cation. 

[NC1,C1,C2,C4
][NTf2] [NC1,C1,C2,(C2OC1)][NTf2] 

Assignment Neat IL Na-IL SEI Assignment Neat IL Na-IL SEI 

[C13H30N]+ 0.0012 9.71 [C10H22NO2]+ 0.25 5.46 

[C11H24N]+ 0.21 1.51 [C9H20NO2]+ 0.28 4.18 

[C10H24N]+ 2.04 2.36 [C8H18NO2]+ 0.38 7.07 

[C10H22N]+ 0.50 2.56 [C7H16NO]+ 3.00 10.6 

[C8H18N]+ 7.88 13.2 [C6H14N]+ 2.74 0.95 

[C7H18N]+ 0.94 1.96 [C5H14NO]+ 3.90 6.65 

[C6H16N]+ 3.42 5.54 [C5H12NO]+ 1.41 23.5 

[C5H14N]+ 0.17 0.90 [C4H8NO]+ 1.11 10.4 

 

The peak areas of the vast majority of the large fragments (first entries 

on Table 3.4) in the Na-IL SEI samples are considerably larger than in the neat IL 

samples. The fact that some large fragments are present in the neat samples, 

despite the lower peak area of most assignments, suggests that rearrangements 

reactions such as chain shuffling and reverse Menshutkin may have occurred in 

the neat liquids. However, the greater area of these assignments in the Na-IL SEI 

samples indicates that either the presence of metallic Na promotes further 

rearrangement, and/or these large assignments are formed in SEI-related 

reactions, such as electron transfer and radical reactions. In addition to the 

reactions already shown in Scheme 3.1, other reactions are suggested as 

possible routes for the formation of large fragments, and are shown in Scheme 

3.3. These may include a radical assisted chain shuffling, large radical 

combination, and elimination reactions as proposed by the reactions III, IV and 

V in Scheme 3.3. The reactions suggested in Scheme 3.3 have also been 

proposed previously as degradation pathways of ILs,90, 109, 110 and other radical 

related oligomer formation has also been described by other studies as potential 

SEI-related reactions.33, 87  
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Scheme 3.3. Schematics of reactions possibly occurring during SEI formation involving 

quaternary ammonium cations considering the assignments displayed in Table 3.4 

In the [NC1,C1,C2,C4
][NTf2] system (Table 3.4 columns on the left), the 

smaller fragments display somewhat similar peak area in both neat and SEI 

samples. This suggests that part of these smaller fragments is likely to be 

inherent to the IL and associated to fragmentation and ionization of any 

remaining IL in the SEI sample, whilst part might be small radicals formed in SEI-

related reactions. This is not entirely the case for the [NC1,C1,C2,(C2OC1)][NTf2] 

system (see Table 3.4, columns on the right). With exception of [C6H12N]+ and 

[C5H14NO]+, the smaller fragments in the Na-IL SEI sample display remarkably 

larger peak areas than in the neat IL sample. Perhaps, the lower viscosity of the 

[NC1,C1,C2,(C2OC1)][NTf2] IL, compared to [NC1,C1,C2,C4
][NTf2], allows these fragments 
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to diffuse away, avoiding further reaction and/or radical combination to form 

larger fragments.  

The more prominent difference between SEI peak areas and neat IL peak 

areas in [NC1,C1,C2,(C2OC1)][NTf2] than [NC1,C1,C2,C4
][NTf2] is discussed as follows. A 

potential reason could simply be that formation of small fragments via SEI 

reactions is more likely in the [NC1,C1,C2,(C2OC1)][NTf2] system than in the 

[NC1,C1,C2,C4
][NTf2] system. Another explanation for this difference may be 

related to the extent that small fragments, formed via SEI reactions, undergo 

further reactions to form larger molecules. Perhaps, SEI reactions in the 

[NC1,C1,C2,(C2OC1)][NTf2] system are indeed more likely to yield small fragments, 

which even with further reactions, remain as small fragments. However, in the 

SEI formation of [NC1,C1,C2,C4
][NTf2], the small fragments might be more likely to 

combine forming larger molecules, thus similar peak areas of small molecules, 

and considerable higher peak areas of large molecules in the SEI compared to 

the neat sample (see areas for [C13H30N]+ for example). Note that this reasoning 

is a comparison of the differences in peak areas (between neat and Na-IL 

interphase), not a comparison of the areas themselves.  

Returning the attention to the NMF characteristic spectra of endmember 

1 for the Na-[NC1,C1,C2,(C2OC1)][NTf2] (Figure 3.19-Part I) and Na-[NC1,C1,C2,C4
][NTf2] 

(Figure 3.20-Part II) interphases, another distinct feature is the presence of 

assignments such as [C8H17NOF3]+ and [C9H19NF3]+. Detection of these molecules 

demonstrates that SEI-related reactions also involves a mixture of fragments 

from the IL cation and the IL anion (CF3). 

Another aspect regarding the NMF characteristic spectra of 

endmember 1 (Figure 3.19-Part I) is that [CO3Na3]+ is the most significant 

assignment in [NC1,C1,C2,(C2OC1)][NTf2], being a lot more relevant than any of the 

organic fragments. However, the characteristic spectra of endmember 1 in the 

Na-[NC1,C1,C2,C4
][NTf2] interphase shows that [C6H14N]+, [C8H18N]+, [C9H19NF3]+ 

and [C13H30N]+
 are the main assignments for this endmember.  
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NMF characteristic spectra of endmembers 2, 3 and 4 in the 

[NC1,C1,C2,(C2OC1)][NTf2] system (Figure 3.19-Part I and II) display similar 

characteristics already discussed for the [C1CdmaPyrr][NTf2] system (Figure 3.18-

Part I and II). Endmembers 2 and 3 display a range of small and large inorganic 

fragments and some organic fragments as well, and finally endmember 4 shows 

a larger concentration of oxides and hydroxides. It is important to note that in 

both [NC1,C1,C2,(C2OC1)][NTf2] and [C1CdmaPyrr][NTf2] organic fragments are 

detected even in the deepest layers of the interphase as demonstrated by the 

vast presence of these fragments in the characteristic spectra of endmember 4, 

which shows maximum intensity at late sputter times. 

Whilst NMF characteristic spectra of endmembers 2 and 3 for the 

Na-[NC1,C1,C2,C4
][NTf2] interphase display similar range of assignments to 

[NC1,C1,C2,(C2OC1)][NTf2] and [C1CdmaPyrr][NTf2], the presence of organic fragments 

significantly decreases in endmember 2, and is not significant in endmembers 3 

and 4. Because endmembers 3 and 4 have maxima in the deeper interphase 

layers (see Figure 3.17c), it is likely that the vast majority of organic fragments 

in the Na-[NC1,C1,C2,C4
][NTf2] SEI are concentrated at the outermost layer, with 

very little presence in the inner layers.  

3.6.2 MVA study remarks, correlation to other analysis and to the original 

dataset. 

Overall, the Na-[NC1,C1,C2,C4
][NTf2] interphase seems more structured, 

with more defined separation of endmembers, which can be observed by 

analysis of the intensity plot (Figure 3.17c) and the discussion above regarding 

composition of endmembers. Several surface studies have been performed on 

ILs111 which can aid understanding of this ‘more structured’ interphase with 

[NC1,C1,C2,C4
][NTf2]. XPS studies have shown that ILs with long aliphatic 

hydrocarbon side chains structure themselves in such a way that the 

hydrocarbon chains are stacked by van der Waals forces. However, PEG-ILs 

contain one or multiple O atoms in the side chain, which disrupts the Van der 
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Waals forces that were keeping the organised structure in the hydrocarbon-side 

chain IL. Therefore, these XPS studies may aid reasoning of the greater 

concentration of [NC1,C1,C2,C4
]+ derived fragments within the same location, at the 

outermost SEI layer. In addition, the high concentration of these species within 

the same location can make it more likely that radicals meet and combine 

forming larger molecules. 

Another factor to be considered to understand the differences in the 

interphase structure and composition between the ILs is the reactivity of the 

side chains in the [C1CdmaPyrr][NTf2], [NC1,C1,C2,(C2OC1)][NTf2] and 

[NC1,C1,C2,C4
][NTf2] ILs. The lone pair of electrons on the oxygen atom, and 

electronegativity difference are factors that contribute to the higher reactivity 

of ether (-C2OC1) and dimethylacetal (-Cdma) side chains compared to a purely 

hydrocarbon side chain. In fact, a previous study highlighted the lower thermal 

and electrochemical stability of ether side chains.112 Thus, in addition to the lack 

of van der Waals stacking stabilisation, the oxygen-containing chains are also 

more prone to undergo SEI-related reactions. This has been clearly observed in 

the impedance studies of Na|Na symmetrical cells with these ILs, in which the 

cell with [C1CdmaPyrr][NTf2] demonstrated highly reactive SEI, with significant 

increase of surface resistance over time (see Section 3.4, and Figure 3.5, Figure 

3.6 and Scheme 3.2). Moreover, the lack of large organic fragments, and 

abundance of small fragments, are also an indication of the degree of reactivity 

of the [C1CdmaPyrr][NTf2] IL. Finally, the lack of stability of the interphase with 

this IL can be associated to poor cycling performance of Na|Na symmetrical 

cells. Section 3.5 has shown that Na|Na cells with [C1CdmaPyrr][NTf2]-based 

electrolyte display high overpotentials, reaching the cut-off limits considerably 

earlier than the cells with the other ILs (see Figure 3.7).  

This increase in surface resistance was not observed for the Na|Na cells 

with [NC1,C1,C2,(C2OC1)][NTf2], in fact this system actually displayed a decrease in 

surface resistance after 24 hours of resting time (see Figure 3.5 Figure 3.6). A 

possible explanation for the decrease in the surface resistance in the 



Chapter 3 
 

141 
 

[NC1,C1,C2,(C2OC1)][NTf2] system can be associated to solubility and/or diffusion of 

the SEI reaction products, and is described as follows. In the first 24 hours, 

extensive SEI reaction takes place at the electrode surface, leading to an increase 

in surface resistance. The SEI reaction products perhaps display a certain degree 

of solubility in this IL and diffuse away from the layer adjacent to the electrode. 

As this occurs, IL molecules replace the SEI products at the vicinity of the Na 

electrode, leading to a change in the surface area and a decrease in resistance. 

This would also explain the presence of [NC1,C1,C2,(C2OC1)]
+-related fragments at 

deeper layers observed in the NMF studies of the SIMS data. In addition, 

[NC1,C1,C2,(C2OC1)][NTf2] displays the lowest viscosity among the three ILs studied 

in this section (see Table 3.2), which can perhaps facilitate the diffusion of SEI 

reaction products. 

Regarding the impedance studies of Na|Na cells with [NC1,C1,C2,C4
][NTf2], 

it was described that the surface resistance seems to reach a plateau from which 

no significant increase in resistance is observed. It is possible that once a 

significant amount of large organic fragments are formed at the outermost 

interphase layer, these fragments act as ‘barrier’ supressing the SEI reactions to 

the molecules in the inner interphase layers, and preventing further reaction 

with the bulk IL. Furthermore, the SEI reaction products might also display low 

solubility in this organic fragment layer, which diminishes the movement of 

these products away from the Na electrode. The presence of this ‘barrier’ may 

explain the remarkable performance of Na|Na symmetrical cells with this IL, that 

displayed the lowest overpotential (see Figure 3.10) of the cells studied in 

Section 3.5.  

These findings are similar to what has been reported previously by 

Howlett and co-workers.113 In their study, the authors suggest that the SEI 

formed between Li metal and a phosphonium bis(fluorosulfonyl)imide ionic 

liquid has an inner layer formed mostly of inorganic and anion-related products, 

whilst the outermost layer was formed by cation-related products. 
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Finally, it is imperative to look back to the original SIMS dataset in Figure 

3.14, Figure 3.15 and Figure 3.16 and compare these observations to the original 

depth profile plots. The overlap of the different assignments in the 

[C1CdmaPyrr][NTf2] interphase is evident in Figure 3.14, as well as the presence 

of  small organic fragments across the majority of the interphase (see orange 

and yellow traces in Figure 3.14).  

The original [NC1,C1,C2,(C2OC1)][NTf2] depth profile also shows, to a certain 

extent, overlay of assignments of different nature, as demonstrated by the 

traces of [CO3Na3]+, [C5H12NO]+, [C8H17NOF3]+ and [Na3S]+. In addition, the 

intensity of [C5H12NO]+, [C8H17NOF3]+ does not reach zero, indicating presence 

of these fragments across the whole interphase.  

The [NC1,C1,C2,C4
][NTf2] original dataset (Figure 3.16) shows the presence 

of [C9H19NF3]+ and [C6H14N]+ at the outermost layer, which rapidly decreases 

with sputter time. The intensity profile maxima also occur at similar time for 

fragments of similar ‘type’, with organic, cation-related fragments first, followed 

by more inorganic, anion-related fragments and finally hydroxide at latest 

sputter times, thus corroborating the ‘more structured’ interphase formed in 

this IL.  

In conclusion, it is suggested that [NC1,C1,C2,C4
][NTf2]-based electrolyte 

may afford formation of a stable SEI layer, due to the formation of a large organic 

fragments ‘barrier’ at the outermost layer of the Na-IL interphase. The benefits 

of this stable SEI, can be observed in the galvanostatic cycling of Na|Na 

symmetrical cells using this electrolyte, which display low overpotential over 

several hours of plating and stripping.  

An important future study is to carry OrbiSIMS analysis out after a certain 

number of cycles, giving the fact that the SEI changes considerably with cycling. 

Nevertheless, despite the OrbiSIMS analysis have been performed without cell 

cycling, the analysis of the cell impedance whilst cycling shown in Figure 3.11, 

gives an insight on the changes in the SEI resistance with  [NC1,C1,C2,(C2OC1)][NTf2] 

and [NC1,C1,C2,C4
][NTf2] ILs. Figure 3.11 showed that [NC1,C1,C2,C4

][NTf2] displays much 
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lower SEI resistance after 48 h of cycling compared to  [NC1,C1,C2,(C2OC1)][NTf2], 

which resulted in much more stable cycling, as shown in section 3.2.3. 

3.7. Evaluating the role of Na[PF6] as an additive in IL-based 

electrolytes: electrochemical and 3D OrbiSIMS studies 

This section, evaluates the use of small quantities of Na[PF6] as an 

additive in the IL-based electrolytes, as Na[PF6] have been described to be 

beneficial do form a stable SEI layer due to the NaF  content in the SEI.7, 33, 35 To 

do so, of the 0.5 M of Na+ salts added to prepare the IL electrolytes, 50 % were 

the usual Na[NTf2] and 50 % were Na[PF6]. This electrolyte will often be referred 

to as the ‘mixed salt electrolyte’ in the text, to differentiate to 

[NC1,C1,C2,(C2OC1)][NTf2] with Na[NTf2] only. This is clarified in Table 3.5.  

[NC1,C1,C2,(C2OC1)][NTf2] was the IL chosen for this study, as an improvement in cell 

performance with this electrolyte would be interesting considering it has the 

lowest viscosity among the ILs studied herein. In addition, despite not displaying 

the best results in the previous sections, [NC1,C1,C2,(C2OC1)][NTf2]  is not as reactive 

and unstable as [C1CdmaPyrr][NTf2].  

Table 3.5. Description of electrolytes mentioned throughout this section. Note all 

electrolytes contain 0.5 M Na+ salt with composition described below 

Nomenclature throughout 

the text 
Salt composition Electrolyte schematics 

‘Mixed salt electrolyte’ or 

[NC1,C1,C2,(C2OC1)][NTf2] with 

Na[PF6] and Na[NTf2] 

50 % Na[PF6] and 50 % 

NaNTf2 
 

[NC1,C1,C2,(C2OC1)][NTf2] 

electrolyte 
Na[NTf2] only 

 

[NC1,C1,C2,C4
][NTf2] 

electrolyte 
Na[NTf2] only 
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The instability of [PF6]- anion has conflicted the traditional postulation 

that ILs are green solvents, and previous studies on [PF6]-containing ILs have 

highlighted their low instability and susceptibility to hydrolysis, especially at 

higher temperatures.114, 115 To a certain extent, the instability and prospect of 

releasing fluoride of the [PF6]- anion can be used as an advantage in battery 

research. Many reports have demonstrated improved cell performance with 

increased fluoride content in the SEI,75, 116 often associated with the presence of 

NaF in the SEI.33-35, 57 Interestingly, many studies have also found poor stability 

and electrochemical performance of cells with electrolytes containing [NTf2]-

anion.33, 35, 57  

In the previous sections, stability and cell performance were found to be 

associated to SEI structure and distribution of SEI reaction products across the 

SEI layers. Therefore, in this section the effect of using [PF6]- anion, as an additive 

and potential fluoride source will be compared against the formation of a 

structured SEI, as described above. This section will display and discuss the 

results obtained with the mixed electrolyte, however, for ease of comparison 

with results previously displayed, some figures presented in the previous 

sections are reprinted here.  

 As a starting point, cyclic voltammetry was used to evaluate how the 

Na+/Na0 redox reactions compare in the electrolyte containing Na[PF6] additive. 

The CVs are shown in Figure 3.21.   
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Figure 3.21. Cyclic voltammograms (CVs) of 0.5 M Na+ salts in the IL based electrolytes, 

at 100 mV.s-1 using Glassy carbon working electrode, Pt coil counter electrode and Na 

flag reference electrode. (―) Blue lines show first scan and (―) green lines second scan; 

arrows show scanning direction. a) [NC1,C1,C2,(C2OC1)][NTf2] with with 50 % Na[PF6] and 

50 % Na[NTf2], b) [NC1,C1,C2,(C2OC1)][NTf2] with Na[NTf2] only, and c) [NC1,C1,C2,C4
][NTf2] 

with Na[NTf2] only. 

 Figure 3.21 shows that there is no significant difference in the onset 

potential for Na+ reduction in [NC1,C1,C2,(C2OC1)][NTf2] with Na[NTf2] (-0.32 V, 

Figure 3.21b) and [NC1,C1,C2,(C2OC1)][NTf2] with Na[PF6] and Na[NTf2] (-0.34 V, 

Figure 3.21a). Despite the current density being considerably lower in the 

system with Na[PF6] (Figure 3.21a), the second scan (green lines) does not 

display a passive behaviour as demonstrated by [NC1,C1,C2,(C2OC1)][NTf2] with 

Na[NTf2] only. Following the discussion in Section 3.3, this indicates that 

differences in SEI formation/stability and in plating/stripping reactions may be 

expected. These will be further studied in the following sections.  
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3.7.1 Effect of Na[PF6] additive on the solid electrolyte interphase evaluated 

by electrochemical impedance spectroscopy 

EIS was used to evaluate the SEI formation in the [NC1,C1,C2,(C2OC1)][NTf2] 

electrolyte containing Na[PF6] and Na[NTf2]. The use of EIS to study battery cells 

and SEIs has been described earlier in Section 3.4. Nyquist plot for the 

symmetrical cell containing the mixed Na[PF6] and Na[NTf2] in 

[NC1,C1,C2,(C2OC1)][NTf2] electrolyte is shown in Figure 3.22a. Impedance data for 

[NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2] with Na[NTf2] is also shown in 

Figure 3.22 for comparison. The percentual change of the surface resistance 

over time with respect to the initial (t0) resistance (Change/R(t0)) and the 

sequential percentual change of the surface resistance with respect to the 

resistance of the immediately preceding measurement (Sequential change) are 

shown in Figure 3.23a and b respectively.  

Interestingly, within the first hour of resting time the cell with the 

electrolyte containing Na[PF6] and Na[NTf2]  shows a substantial increase in 

surface resistance, as shown in Figure 3.22 and expressed by the percentual 

change in Figure 3.23b. The steeper increase within the first hour shown by the 

Na[PF6]:Na[NTf2] [NC1,C1,C2,(C2OC1)][NTf2] sample compared to the equivalent 

sample containing only Na[NTf2] (compare Figure 3.22a and b, and red and blue 

traces in Figure 3.23) might be associated to the higher reactivity of the [PF6]- 

anion. Perhaps, because [PF6]- releases fluoride more easily than [NTf2]-, some 

SEI reactions might be facilitated, and consequently the surface resistance 

increases more rapidly.  

Of further interest, after 20 hours of resting time the surface resistance 

seems to reach a plateau and no significant increase is observed, similar to what 

has been observed for [NC1,C1,C2,C4
][NTf2] (compare Figure 3.22a and c, and red 

and green traces in Figure 3.23). This has been previously attributed to the 

formation of a stable SEI, in which no further reactions significantly affect the 

surface resistance. 
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Figure 3.22. Nyquist plots of electrochemical impedance spectroscopy (EIS) of Na|Na 

symmetrical cells during open circuit conditions for over 70 h, using the IL-based 

electrolytes with 0.5 M Na+ salts. Note that the cell with 50% Na[PF6] and 50% 

Na[NTf2] in [NC1,C1,C2,(C2OC1)][NTf2] (a) Rsurface stabilises after 49 h, showing 

behaviour more alike the cell with [NC1,C1,C2,C4
][NTf2] electrolyte (c) than  the cell with 

[NC1,C1,C2,(C2OC1)][NTf2] (b), both with Na[NTf2] only.  

 Overall, cells with the mixed salt electrolyte ([NC1,C1,C2,(C2OC1)][NTf2] with 

Na[PF6] and Na[NTf2]) seem to form a stable, although relatively highly resistant 

(see impedance on the right hand side, at high frequencies in Figure 4.31a) Na-

IL interphase.  

 The next section evaluates how this mixed salt electrolyte affects Na 

plating and stripping in Na|Na symmetrical cell galvanostatic cycling. 
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Figure 3.23. Analysis of electrochemical impedance data (EIS) of Na|Na symmetrical 

cells, demonstrating negligible change in the Rsurface of the cell with the mixed electrolyte   

after 40 h of resting. a) Change/R(t0): Percentual change of surface resistance over time 

with respect to the resistance at the initial time (t0); b) Sequential change: Percentual 

change of surface resistance over time with respect to the resistance of the immediately 

preceding measurement. IL electrolytes containing 0.5 M Na+: ― 50% Na[PF6] and 50 % 

Na[NTf2] in [NC1,C1,C2,(C2OC1)][NTf2], ― Na[NTf2] in [NC1,C1,C2,(C2OC1)][NTf2] and ― Na[NTf2] 

in [NC1,C1,C2,C4
][NTf2].  

3.7.2 Effect of Na[PF6] additive on Na|Na symmetrical cell galvanostatic 

cycling 

Voltage traces of Na|Na symmetrical cell with [NC1,C1,C2,(C2OC1)][NTf2]-

based electrolyte containing Na[PF6] and Na[NTf2] during galvanostatic cycling is 

shown in Figure 3.24 in red. Cycling data for [NC1,C1,C2,(C2OC1)][NTf2] and 

[NC1,C1,C2,C4
][NTf2] containing Na[NTf2] only are also shown for comparison 

purposes. In addition, selected magnified traces are shown in Figure 3.25. 

 The cell assembled with the mixed salt electrolyte (red traces) reaches 

the voltage cut-off limits at later cycling times than [NC1,C1,C2,(C2OC1)][NTf2] with 

Na[NTf2] only (blue traces), as clearly shown in Figure 3.24. This is even more 

evident in the cycling data shown in the repeats shown in Figure A 8. 
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Figure 3.24. Galvanostatic cycling of Na|Na symmetrical cells with the cell with mixed 

electrolyte (―) showing higher overpotential at the start and longer cycling time than 

the equivalent electrolyte with Na[NTf2] only (―). Cells cycled at 0.1 mA.cm-2, with 30 

minutes polarisation time and 105 µL of electrolyte containing 0.5 M Na+ salts: ― 50 % 

Na[PF6] and 50 % Na[NTf2] in [NC1,C1,C2,(C2OC1)][NTf2], ― Na[NTf2] in 

[NC1,C1,C2,(C2OC1)][NTf2] and ― Na[NTf2] in [NC1,C1,C2,C4
][NTf2].  

 

 

Figure 3.25. Selected times of galvanostatic cycling of Na|Na symmetrical cell shown in 

Figure 3.24. Note the arc shaped voltage profile of the cell with mixed electrolyte across 

the entire cycling time. Cells cycled at 0.1 mA.cm-2, 30 minutes polarisation time and 

105 µL electrolyte containing 0.5 M Na+ salts: ― 50 % Na[PF6] and 50 % Na[NTf2] in 

[NC1,C1,C2,(C2OC1)][NTf2], ― Na[NTf2] in [NC1,C1,C2,(C2OC1)][NTf2] and ― Na[NTf2] in 

[NC1,C1,C2,C4
][NTf2]. 
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 The magnified regions in Figure 3.25 show that the voltage profile at 

early cycling times is an arc shaped profile. Arc shaped voltage profiles at early 

cycling stages have been associated to formation of tortuous and resistive SEI. 

In addition, the cell with the mixed salt electrolyte (red traces) displays high 

overpotential in the first few cycles. This agrees with the surface resistance at t0 

which is approximately 1760 Ω for [NC1,C1,C2,(C2OC1)][NTf2] with Na[PF6] and 

Na[NTf2], compared to 1198 Ω for [NC1,C1,C2,(C2OC1)][NTf2] with Na[NTf2] only 

(determined by fit of the data in Figure 3.22). 

 The voltage profile of [NC1,C1,C2,(C2OC1)][NTf2] electrolyte with Na[PF6] and 

Na[NTf2] keeps the arc shape throughout cycling, without a shift from arc to peak 

shape as described previously. Thus, for this mixed salt electrolyte, mass 

transport is the determining factor for the voltage profile throughout the whole 

cycling time. In fact, even the peak observed at the end of the half cycles at later 

cycling times (see peak at approximately 100 h in Figure 3.25, blue trace) for 

[NC1,C1,C2,(C2OC1)][NTf2], which has been associated to a combination of severe 

mass transport limitation and pitting from the bulk electrode, is not observed 

for the mixed salt electrolyte. Instead, at late cycling times (approaching voltage 

cut-off, see voltage traces around 129 h of cycling in Figure 3.25), the cell with 

the mixed salt electrolyte shows a noisy feature previously associated to soft 

internal short circuits.117 However, without in-situ studies or meticulously 

designed time-intervalled cycling with periodic ex-situ analysis it is challenging 

to confirm either hypothesis.  

 Overall it has been demonstrated that  Na+ can be plated and stripped in 

the cell with the mixed salt electrolyte for approximately 40 cycles more than in 

the cell with [NC1,C1,C2,(C2OC1)][NTf2] containing Na[NTf2] only. To try to 

understand this behaviour, the SEI of Na-[NC1,C1,C2,(C2OC1)][NTf2] containing 

Na[PF6] and Na[NTf2] is studied with depth profile 3D OrbiSIMS and discussed in 

the next section.  
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3.7.3 3D OrbiSIMS and MVA study of effect of Na[PF6] additive on the Na-IL 

electrolyte interphase 

In section 3.6, depth profiling with 3D OrbiSIMS has been thoroughly 

described, as well as the process used to perform a multivariate analysis (MVA) 

in the SIMS dataset. The same process has been applied to the dataset of the 

sample containing Na[PF6] additive, and the complete depth profile plot is 

shown in Figure A 25 in Appendix 1.A.2. Figure 3.26 shows the depth profile of 

selected assignments of the Na-[NC1,C1,C2,(C2OC1)][NTf2] with Na[PF6] and Na[NTf2] 

interphase data. 

 

Figure 3.26. Positive ion depth of SEI of Na-[NC1,C1,C2,(C2OC1)][NTf2] containing 0.5 M of 

Na+ salts (50% Na[PF6], 50% Na[NTf2]) using eV Ar for sputtering and analysis, showing 

selected assignments (top) and a zoom of the lower intensity region (bottom). 

 Figure 3.26 shows the presence of the assignment [Na4PO4]+, product of 

[PF6]- anion decomposition during SEI formation. Previous studies90 have 
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detected [PO4]- during acid catalysed hydrolysis of [PF6]-based ILs, and others 

have found that acid or heat assisted hydrolysis of [PF6]- leads to formation of 

[PO2F2]-. Other aspects regarding the different intensity profiles displayed by this 

Na-IL SEI, the structure, and more details on the SEI composition are further 

explored with multivariate analysis, as described in the previous sections.  

With aid of PCA, it was found that four endmembers are a good 

representation of the main intensity profiles for the dataset with Na[PF6] 

additive. The PCA results and depth profile plot of main assignments, and NMF 

lack of fit are shown in 1.A.2. NMF intensity plot is shown in Figure 3.27.  

 

Figure 3.27. NMF intensity plot of SIMS dataset for interphase of 

Na-[NC1,C1,C2,(C2OC1)][NTf2] containing 0.5 M of 50:50  Na[PF6] and Na[NTf2]. Note overlap 

of endmembers 1 and 2, and the separation of endmembers 3 and 4. 

 Figure 3.27 shows that endmember 1 is mostly concentrated within the 

outermost SEI layer, but its intensity rapidly drops so that it is not present as 

much in the inner phases. Endmember 2 is highly concentrated just below the 

outermost layer, and sharply decreases in concentration approximately at the 

same time as endmember 3 reaches its maximum intensity. Finally, at around 

1000 s sputter time, endmember 4 displays maximum intensity, concomitantly 

to a small increase in intensity of endmember 3, and later of endmember 1, 

showing that these endmembers are also present at later sputter times. Despite 

this, and the overlap of endmembers 1 and 2, the intensity profiles are relatively 

separated, especially endmembers 3 and 4.
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Figure 3.28-Part I. NMF characteristic spectra of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M 50% Na[PF6], 50% Na[NTf2]) SEI showing endmembers 1 (pink) and 2 (green). 

Note the presence of [Na4PO4]+ and [Na3F2]+ in both endmembers, with endmember 1 mostly composed of cation-related fragments, and 2 anion-related 

fragments.
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Figure 3.28-Part II. NMF characteristic spectra of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M 50% Na[PF6], 50% Na[NTf2]) interphase showing endmembers 3 (blue) and 4 

(purple). Note the little presence of cation-related assignments in both endmembers.
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 Regarding the composition of the endmembers, [CO3Na3]+ is the main 

assignment in all endmembers, which is understandable considering the high 

intensity of this fragment displayed in the original depth profile plot (see Figure 

3.26, yellow trace). To be sure that the high intensity of [CO3Na3]+ and other 

assignments do not limit the scope of NMF analysis, NMF results for dataset 

without these large fragments is shown in Appendix 1.A.2. Besides [CO3Na3]+, 

[C5H12NO]+ is also a relevant assignment for endmember 1, which is mostly 

formed of cation-related fragments, some being larger than the IL cation. 

Endmember 1 also displays other fragments derived from the [NTf2]-
 anion, and 

[NaPO4]+. [Na4PO4]+ is present in all four endmembers, indicating that products 

of [PF6]- anion decomposition have extended through the whole depth of this 

SEI. Endmembers 2 and 3 are composed mainly of anion-derived fragments, 

from both [PF6]- and [NTf2]-. [Na4O3H3]+ is one of the most relevant assignments 

in endmember 4, which also shows a mix of other hydroxide and oxide-based, 

organic, and anion-based fragments.  

 A comparison of NMF analysis of the SEI of Na-[NC1,C1,C2,(C2OC1)][NTf2] 

containing Na[NTf2] and Na[PF6] (Figure 3.28), with its equivalent Na-

[NC1,C1,C2,(C2OC1)][NTf2] (Na[NTf2] only) (Figure 3.19)  shows a few differences 

discussed as follows. Firstly, the presence of [Na4PO4]+ indicates degradation of 

[PF6]-, thus a higher amount of fluoride is expected to be present in the SEI with 

the mixed salt electrolyte than in [NC1,C1,C2,(C2OC1)][NTf2] with Na[NTf2] only. This 

can be observed by the greater presence of [NaxFy]+ fragments in Figure 3.28 

than in Figure 3.19.  The normalised peak areas for these assignments are shown 

in Table 3.6. The SEI with the mixed salt electrolyte indeed shows the greatest 

amount of [NaxFy]+, as expected by the presence of the [PF6]- anion. Therefore, 

a direct and simple comparison between the two [NC1,C1,C2,(C2OC1)][NTf2] systems 

(Na[NTf2] only and Na[PF6]:Na[NTf2]) shows that the system with the highest 

fluoride content displayed the better cycling performance (see Figure 3.24) 

agreeing with previous studies in literature. However, Na-[C1CdmaPyrr][NTf2] SEI 

also shows high quantities of [NaxFy]+, and the Na|Na cell with this electrolyte 

was the first system to reach the cut-off voltages (Figure 3.7). In addition it also 
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displayed highly resistive and unstable SEI (see Figure 3.5 and Figure 3.6). Thus, 

there must be other key aspects besides SEI fluoride content that affect Na cell 

cycling and stability in these electrolyte systems.  

Table 3.6. Comparison of normalised peak areas (10-3 a.u.) across different electrolytes. 

Peak areas normalised to the IL cation. Note that [NaxFy]+ represent large clusters of 

ions sputtered during the analysis, for example, large ionised NaF, not single species.  

Electrolyte 
Normalised peak area per assignment 

[Na5F4]+ [Na3F2]+ 

[NC1,C1,C2,(C2OC1)][NTf2] with 

Na[PF6] and Na[NTf2] 
5.13 15.36 

[NC1,C1,C2,(C2OC1)][NTf2] with 

Na[NTf2] 
0.80 2.91 

[NC1,C1,C2,C4
][NTf2] with 

Na[NTf2] 
2.33 3.74 

[C1CdmaPyrr][NTf2] with 

Na[NTf2] 
3.26 12.15 

  

 NMF characteristic spectra for the mixed salt electrolyte system show 

that organic-related assignments are found mostly in endmember 1. In fact NMF 

characteristic spectrum for endmember 4 shows significantly fewer cation-

related assignments than endmember 4 for the [NC1,C1,C2,(C2OC1)][NTf2] 

electrolyte with Na[NTf2] only (Figure 3.19-Part II, in purple). These differences 

can also be clearly observed in the NMF analysis of the dataset without the most 

intense assignments shown in Appendix 1.A.2. This suggests that, similar to 

[NC1,C1,C2,C4
][NTf2], the mixed salt electrolyte displays a more structured 

interphase with organic fragments within the outermost layer, and [PF6]- and 

[NTf2]—related fragments  within the inner layers, similar to what has been 

described for [NC1,C1,C2,C4
][NTf2] in the previous section. This may be 

corroborated by the impedance studies displayed in Figure 3.22a and Figure 

3.23. After 49 hours of resting time, no significant increase in surface resistance 
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is observed for the Na|Na cell with the mixed salt electrolyte. The same trends 

have been demonstrated by the [NC1,C1,C2,C4
][NTf2] system.   

 To evaluate this structural hypothesis, it is important to correlate these 

NMF findings to the original dataset. The magnified region in Figure 3.26 shows 

that the intensity of the assignments [C8H17NOF3]+, [C9H20NO2]+ and [C6H14NO]+ 

rapidly decreases to zero, and do not display significant presence in the inner 

layers of the SEI. The intensity of [C5H12NO]+, however, reaches zero only at later 

sputter times, overlapping with assignments such as [Na4O3H3]+ and [Na3O2]+, 

likely to be at the vicinity of the sodium electrode. This thoroughly agrees with 

the NMF results, as [C5H12NO]+ is present in all endmembers, including 

endmember 4 that is mostly concentrated at the innermost SEI layer.  

 The formation of a stable organic fragment barrier within the outermost 

layer of the SEI, promoted by van der Waals interactions of the long IL side chains  

was the rationale proposed to be behind the structural interphase displayed by 

the [NC1,C1,C2,C4
][NTf2] system. However, this is unlikely to be the case for the 

[NC1,C1,C2,(C2OC1)][NTf2] system with Na[PF6] and Na[NTf2]. Therefore, this 

structure may be caused by the following. It is possible that the SEI products 

have lower solubility/diffusion in the mixed salt electrolyte, thus their diffusion 

towards the bulk is limited. Consequently, the SEI products accumulate closer to 

the electrode resulting in coverage of the sodium electrode, hence limiting 

contact of bulk electrolyte with metallic sodium.  

 The structural SEI interphase formed with [NC1,C1,C2,(C2OC1)][NTf2] 

containing Na[PF6] and Na[NTf2] is more stable, however it also seems to be 

more resistive (Figure 3.22a) and perhaps more tortuous, limiting Na+ mass 

transport. This had a major effect on Na|Na cell cycling, as higher overpotentials 

were needed to promote Na+ transport, to the extent of reaching the cut-off 

voltages.  
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3.8. Conclusions and future work 

 The effect of simple changes in the IL structure on Na+ plating and 

stripping and on solid electrolyte interphase stability, structure and composition 

has been demonstrated in this chapter. The choice of IL has caused small 

variations in the onset potential for Na+ reduction, likely to be associated to 

solvation of Na+ in the ILs. In addition, it has been described that the stability of 

metallic sodium surface in symmetrical cells with IL-based electrolytes is 

affected by both anion and cation choice, as shown by the reactivity of 

[C1(C2OC1)Pyrr][C2F5COO] towards metallic sodium and the constant increase of 

surface resistance the cells with [C1CdmaPyrr][NTf2]. The reactivity of the latter 

has been associated to the numerous reaction possibilities involving the more 

complex [C1CdmaPyrr]+ cation structure. 

 The voltage profiles of galvanostatic cycling of Na|Na symmetrical cells 

using selected IL electrolytes have also been affected by the electrolyte choice. 

In addition, the shape of the voltage traces also changes dramatically depending 

on the choice of IL.  Early cut-off voltages have been linked to unstable SEI 

causing major electrolyte consumption, and Na+ transport limitations. This has 

been observed for the [C1CdmaPyrr][NTf2] system, which has displayed a 

continuous increase of surface resistance in impedance studies and has also 

been the cell to reach the voltage cut-off limits the earliest during cycling. A 

switch in the shape of the voltage profiles from ‘arc’ to ‘peaking’ has been 

associated to a change from mass transport limitation to a kinetic limitation of 

the voltage response, respectively. Stabilisation of the SEI has been suggested 

to be one of the key factors related to the switch from arc to peaking profiles, 

and this has been demonstrated by the [NC1,C1,C2,C4
][NTf2] system, which has 

shown stable and low overpotential across several hours of cycling.  

 3D OrbiSIMS studies of Na-IL interphase in conjunction with multivariate 

analysis have revealed the effect of IL design on SEI structures. The 

[NC1,C1,C2,C4
][NTf2] system has not only displayed more separated intensity 

profiles, but has also shown that the organic fragments, including large 
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assignments such as [C13H30N]+, are mostly concentrated within the outermost 

SEI layer, with negligible presence within the innermost layer. These fragments 

have been proposed to form a protective ‘barrier’, insulating the inner SEI layers 

from the bulk IL, and promoting formation of a stable SEI. The effect of this 

protective ‘barrier’ has been noticed in the remarkable cycling performance and 

stable surface resistance of the cells with [NC1,C1,C2,C4
][NTf2] electrolyte. To the 

best of our knowledge, this has been the first time a SEI has been studied with 

SIMS using an OrbitrapTM detector and an Ar cluster primary source. The 

combination of the high mass resolution and sensitivity of the OrbitrapTM and 

the Ar cluster softer sputtering process has provided unique and detailed 

information about SEI structure and composition.  

 Finally, a study comparing composition and structure of SEI has found 

that the presence of Na[PF6] additive not only increases the amount of [NaxFy]+ 

assignments, but also promotes the formation of a more structured SEI. This has 

been accompanied by a more stable surface resistance and longer cycling times 

until reaching cut-off voltages.  

 All the 3D OrbiSIMS analyses have been performed after metallic Na and 

IL have been in contact for three days. An insightful future work will be 

performing SIMS analysis at different resting times. This will give information 

regarding the timeframe of the SEI reactions. More importantly, will also 

perform OrbiSIMS analysis during cycling, which is when most SEI changes occur.  

 Further studies to verify the assignments suggested in this chapter will 

be an insightful future work. Previous studies have estimated the composition 

of  SEI products by analysing the electrode surface with XPS, for instance, which 

would an interesting complementary tool for this work.75, 86, 113 In addition, 

calculations similar to those done by Jankowski et al, are another valuable 

complementary analysis to verify the assignments proposed in this chapter.87 

 Finally, giving the novelty of the 3D OrbiSIMS method to investigate SEI 

composition, a brief study using this technique to evaluate the SEI formed in 

extensively studied electrolytes such as [C1C4Pyrr][FSI] or [C1C3Pyrr][FSI], would 



Chapter 3 
 

160 
 

be an important piece of future work to further validate the 3D OrbiSIMS 

methodology. 

 This chapter has demonstrated that electrolytes capable of forming a 

protective barrier on the SEI are beneficial for cell cycling. Thus, regarding future 

design of IL based electrolytes, features such as double bonds or other 

polymerisable sites may be implemented in the IL structure, as also suggested 

previously via simulations,87 as these may enhance the protective barrier 

formation. In addition, despite the very satisfactory results displayed by 

[NC1,C1,C2,C4
][NTf2], the viscosity of this IL might be too high for certain 

applications.  Thus, electrolyte mixtures with the major component being 

[NC1,C1,C2,C4
][NTf2] are worth investigating to try and reduce the viscosity of 

[NC1,C1,C2,C4
][NTf2] without losing its excellent SEI formation and Na cycling 

abilities.  
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4. Fundamental studies on the oxygen 

reduction reaction in ionic liquids 

4.1. Introduction 

The oxygen reduction reaction (ORR) is one of the electrochemical 

reactions with one of the most diverse range of applications. The superoxide ion, 

which can be generated during ORR according to the equation 

𝑂2 + 𝑒− ⇌  𝑂2
∙− (4.1) 

is present in biological applications,118 destruction of hazardous compounds,119, 

120 and synthesis of organic compounds,119, 121 to cite a few. A recent publication 

has reviewed the different roles the superoxide ion can assume in organic 

synthesis.121 In addition, ORR is also employed in amperometric sensors,122, 123 

fuel cells and next generation batteries.44, 119, 122 

 The widespread use of renewable sources of energy, and the 

electrification of transport, has promoted research into alternative methods of 

energy generation and storage. Thus, great attention has recently been given to 

the study of the electroreduction of O2,44 considering the application of ORR in 

fuel cells and metal-O2 batteries. 

 The stability of electrolytes in the presence of the superoxide ion, is one 

of the major challenges related to metal-O2 batteries. The electrolyte must not 

only offer a stable environment for the metallic electrode (as thoroughly 

described in Chapter 3), it also must be stable against superoxide attack, and 

display high O2 diffusion. In addition, breathable cells may experience 

considerable solvent evaporation over time,124 thus an electrolyte with low 

volatility is desired.  
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Ionic liquids (ILs) display negligible volatility and flammability, 

demonstrating much improved safety aspects compared to typical organic 

battery electrolytes. The stability of ILs against the superoxide ion has generated 

contrasting reports in literature.5 Some studies have reported poor long-term 

stability of [C1C4Pyrr][NTf2], and other pyrrolidinium-based ILs.125, 126 

Furthermore, the instability of imidazolium cations, due to the more acidic 

proton at the C2 position in the imidazolium ring,  has been long established.127 

However, several other reports have successfully used IL-based electrolytes as 

electrolytes in Li+/Na+ and O2 systems.43, 44, 46, 52, 55, 128 Other reports have 

highlighted concerns regarding the viscosity of ILs, the low O2 diffusion 

coefficient, and the electrode kinetics when using IL-based electrolytes.5 

Therefore, key parameters associated with the O2 reaction must be determined 

and fundamental studies must be performed prior to application of IL 

electrolytes in full metal-O2 cells.  

This chapter aims to evaluate the ORR in a selection of pyrrolidinium and 

quaternary ammonium ILs varying the cation side chain and anion structure to 

examine how physical and electrochemical parameters are affected in these O2-

IL systems. To do so, a combination of voltammetric studies using 

macroelectrodes, microelectrodes and rotating disc electrodes were used to 

investigate O2-saturated IL systems. The solubility and diffusion coefficients of 

O2 are also determined for each IL, which are verified using different 

methodologies. Moreover, the electrode kinetics during ORR are determined in 

selected ILs, as well as the effect of small structural changes in the IL on the 

electrode kinetics and charge transfer coefficients. 
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4.2. Experimental  

4.2.1 Electrolyte preparation 

 The ILs studied in this chapter were synthesised as described in 

Chapter 2, and their structure and nomenclature are displayed in Table 4.1, with 

the exception of [C1C4Pyrr][DCA], which was purchased from Iolitec.  

Table 4.1. Summary of ILs studied in this chapter 

IL structure IL abbreviation 

 
[C1(C2OC1)Pyrr][NTf2]  

 

[C1(C2OC1)Pyrr][C2F5COO] 

 
[C1CdmaPyrr][NTf2] 

 

 [NC1,C1,C2,(C2OC1)][NTf2]  

 
[NC1,C1,C2,C4

][NTf2]  

 
[C1C4Pyrr][DCA] 

 

Prior to use, all ILs were dried under high vacuum at 65 oC, until their 

water content was below 40 ppm, confirmed by Karl-Fischer titration. Before 

carrying out the experiments, dry O2 (purity ≥ 99.5%) was bubbled in the ILs for 

20 minutes to ensure saturation, and for an additional five minutes between 

measurements. After drying, all ILs were handled within a glovebox (H2O < 1 

ppm).  
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4.2.2 Cyclic voltammetry and chronoamperometry 

 O2 redox reactions were initially studied with cyclic voltammetry, in an 

air-tight five-necked heart-shaped cell (Figure 4.1). Glassy carbon (GC, 3 

mm diameter) was used as the working electrode (WE) and a platinum coil (Pt 

coil) was used as the counter electrode (CE). Prior to use, GC electrode was 

polished with an alumina suspension in ultrapure water (miliQ 18.2 Mohm/cm), 

then thoroughly rinsed with acetone and ultrapure water. Ag wire was used as 

the quasi reference electrode (qRE). The separation of Ag wire from the bulk 

electrolyte by a glass frit was attempted, however no electrochemical contact 

could be achieved as the IL did not diffuse through the glass frit, even by heating 

the IL to higher temperatures. Therefore, no attempt to compare potentials will 

be discussed in this chapter. All experiments were performed within a glovebox 

and iR-compensation was used in all measurements.  

 

Figure 4.1. Five-necked cell showing gas inlet (left) and outlet (right) at the front, the CE 

and RE necks at the back and the neck for the WE in the centre.  

Cyclic voltammetry was also evaluated using gold microdisc electrodes 

(µWE). The experimental setup adopted was identical to the one described 

above, except for the µWE, which was made as follows. A short length of the 

25-μm diameter gold wire was sealed into a thin borosilicate glass tube, by flame 

melting the glass.  A polished piece of Cu wire was connected to the Au wire with 

Ag epoxy, via the open end of the glass for the electrical contact with the 

potentiostat. The Au microdisc was exposed by grinding and polishing the sealed 
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end of the glass tube, and the disc shape was confirmed using optical 

microscopy. Prior to use the μWE, polished with alumina suspension in ultrapure 

water and thoroughly rinsed with ultrapure water and acetone, was 

systematically checked for any cracks or deformation of the disc using optical 

microscopy. Pt coil and Ag wire were used as the CE and qRE, respectively. The 

same air-tight five neck heart shaped cell from the previous section was used, 

and all experiments were carried out within a glovebox. Potentiostep 

chronoamperometry was also evaluated using the same cell preparation and 

electrode setup described for the cyclic voltammetry with Au microdisc 

electrode. The potential step applied to each IL is described throughout the text 

in the results section. 

4.2.3 Hydrodynamic voltammetry  

A GC disc (5 mm diameter) was used as the rotating disc working 

electrode (RDE), and Pt coil and Ag wire were used as the CE and qRE, 

respectively. Prior to the start of the experiments, O2 was bubbled into the IL for 

20 min, and for another three minutes in between measurements. During the 

measurements, an O2 flow was maintained in the cell headspace, forming an “O2 

blanket” above the solution to avoid any change in O2 concentration throughout 

the experiment. iR-compensation was used and the experiments were carried 

out in a five-necked cell with a large central neck (Figure 4.2) within a glovebox. 
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Figure 4.2. Five-necked cell with large central neck for RDE experiments, showing from 

left to right gas inlet tap, Pt coil electrode and cell with Ag wire electrode.  

4.3.  Results and discussion 

4.3.1 Key properties of the ILs studied in this chapter 

The ILs studied in this chapter and shown in Table 4.1, were chosen for 

several reasons. Firstly, despite the low viscosity of imidazolium-based ILs being 

an attractive feature for electrochemical applications, the acidic H in the C2 

position in the imidazolium ring is prone to abstraction in the presence of 

superoxide anions.129 Thus, other IL alternatives not involving imidazolium 

cations must be found. Previous studies have already been performed in 

pyrrolidinium and quaternary ammonium ILs44, 129, 130 and these ILs appear to be 

stable against superoxide. Thus, these families of ILs are further explored herein. 

The incorporation of ether side chains decreases the viscosity of ILs because of 

increased mobility of the ether chains, compared to their hydrocarbon 

equivalents, and the disruption of van-der-Waals stacking displayed by the 

latter. Therefore, ILs with this functionalisation were chosen for this study. 

[NC1,C1,C2,C4
][NTf2] was also synthesised to directly compare the effect of the 

ether side chain, and/or higher viscosity on the in the O2 related electrochemical 

reactions. Table 4.2 shows the viscosity of these ILs. Moreover, 
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[C1CdmaPyrr][NTf2] was synthesised with the aim of having a reduced cation-

anion interaction due to the bulkier side chain in the IL cation, however, this 

feature comes at the cost of higher viscosity displayed by this IL, which is shown 

in Table 4.2.   

Table 4.2. IL properties at 20 oC: dynamic viscosity, kinematic viscosity, and density. 

* [C1C4Pyrr][DCA] data provided by the supplier. 

IL Dynamic viscosity 

(in mPa.s) 

Kinematic viscosity 

(cm2/s) 

Density 

(g/cm3) 

[C1(C2OC1)Pyrr][NTf2]  74 61 1.46 

[C1(C2OC1)Pyrr][C2F5COO] 107 83 1.32 

[C1CdmaPyrr][NTf2] 120 98 1.45 

[NC1,C1,C2,(C2OC1)][NTf2]  63 53 1.43 

[NC1,C1,C2,C4
][NTf2] 115 95 1.37 

[C1C4Pyrr][DCA]* 46 45 1.02 

 

In addition, [C1C4Pyrr][DCA] and [C1(C2OC1)Pyrr][C2F5COO] IL were 

designed to compare the effect of a strong donating anion.66 However, 

carboxylate ILs are very hydrophilic, and high water contents are found in ILs of 

this type. In addition, high O2 solubility has been found in ILs with high fluoride 

content.48 Hence, the pentafluoropropionate anion was chosen as the fluoride 

chain helps to reduce the hydrophilicity of the IL and is likely to aid O2 solubility.  

4.3.2 Oxygen reduction reaction in ILs 

The ORR mechanism and reversibility are highly dependent on several 

factors, one of them being the electrolyte. In ILs, it is widely accepted44, 45 that 

oxygen is reduced, forming O2
.-(Eq 4.2), which may be stabilised by the ionic 

liquid cation (Eq 4.3),131 or it may also be further reduced to peroxide at more 

negative potentials (Eq 4.4): 

𝑂2 + 𝑒− ⇌  𝑂2
∙− (4.2) 
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𝑂2
∙− + [𝐼𝐿 𝑐𝑎𝑡𝑖𝑜𝑛]+   ⋅⋅⋅⋅>   𝑂2

∙− ∙∙∙ [𝐼𝐿 𝑐𝑎𝑡𝑖𝑜𝑛]+ (4.3) 

𝑂2
∙− + 𝑒− ⇌  𝑂2

2− (4.4) 

The superoxide anion may also promptly establish the following 

equilibrium with protic impurities or any residual water in the electrolytes:44 

𝑂2
.− + 𝐻2𝑂 ⇌  𝐻𝑂2 +  [𝑂𝐻]− (4.5) 

2 𝐻𝑂2 → 𝐻2𝑂2 +  𝑂2  (4.6) 

ORR in the synthesised ILs was firstly studied with cyclic voltammetry. 

The cyclic voltammograms (CVs) of the O2-saturated ILs are shown in Figure 4.3, 

and key parameters obtained from the CVs is displayed in Table 4.3. The CVs 

shown in Figure 4.3 display one reduction peak (peak i) in the cathodic scan and 

and one oxidation peak (peak ii) in the anodic scan. The reduction peak i is 

attributed to a one-electron reduction, forming the superoxide anion, whilst 

peak ii is attributed to a one-electron oxidation, according to equation 4.2.  
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Figure 4.3. CVs showing 1e- O2/O2
.- redox couple with varying degrees of 

electrochemical reversibility and ioxi/ired ratios in several O2-saturated ILs, at 100 mV/s 

using glassy carbon working electrode, Pt coil counter electrode and Ag wire quasi-

reference electrode. Arrows show scan direction and grey dotted line shows O2-free 

CVs. ILs used: a) [C1(C2OC1)Pyrr][NTf2], b) [C1(C2OC1)Pyrr][C2F5COO], c) 

[C1CdmaPyrr][NTf2], d) [NC1,C1,C2,(C2OC1)][NTf2], e) [NC1,C1,C2,C4
][NTf2] (note the different x-

axis scale) and f) [C1C4Pyrr][DCA] with inset of magnified CV. 

Despite all CVs showing one-electron redox processes in Figure 4.3, Table 

4.3 shows that the CVs display varying values of peak-to-peak separation (∆Ep). 

The different values of ∆Ep indicate that there is variation in the kinetics of 
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electron transfer across the ILs. Moreover, electrochemically reversible 

processes display very fast electrode kinetics, thus electrochemical equilibrium 

is promptly achieved, and the concentration of active species and electrode 

potential can be described by the Nernst equation. These processes can also be 

called Nernstian process, and a Nernstian one-electron transfer typically display 

∆Ep of approximately 57 mV. Therefore, given the ∆Ep shown in Table 4.3, the 

CVs shown in Figure 4.3 are not electrochemically reversible. 

Table 4.3 also shows varying oxidation current to reduction current 

(ioxi/ired) ratios for the O2 CVs in the ILs, with [C1(C2OC1)Pyrr][NTf2] displaying the 

lowest ratio and [NC1,C1,C2,C4
][NTf2] the greatest. The difference in reduction and 

oxidation peak currents for O2 redox reactions have been previously attributed 

to the different diffusion coefficients of O2 and O2
.-.132 Thus it is possible that the 

different ratios shown in Table 4.3 are associated with varying O2
.- diffusion 

values in the ILs. 

Table 4.3. Key information from CVs shown in Figure 4.3: baseline corrected current 

density for the reduction (ired) and oxidation (ioxi) peaks, the ration between oxidation 

and reduction currents (ioxi/ired) and difference between oxidation and reduction peaks 

(∆Ep=Eoxi-Ered). 

IL ired (mA/cm2) ioxi (mA/cm2) ioxi/ired ∆Ep (mV) 

[C1(C2OC1)Pyrr][NTf2] -1.44 0.6264 0.44 151 

[C1(C2OC1)Pyrr][C2F5COO] -0.48 0.297109 0.62 120 

[C1CdmaPyrr][NTf2] -0.38 0.2855 0.75 175 

[NC1,C1,C2,(C2OC1)][NTf2]  -0.57 0.32386 0.57 168 

[NC1,C1,C2,C4
][NTf2]  -0.83 0.8058 0.97 188 

[C1C4Pyrr][DCA] -0.23 0.11113 0.49 108 

  

Figure 4.4. shows an extra reduction peak (peak iii) when the CVs are 

scanned to a more negative cathodic limit. On the anodic scan, other two peaks 

oxidation peaks (peaks iv and v) become evident for the O2 CVs with 

[C1(C2OC1)Pyrr][NTf2] and  [NC1,C1,C2,(C2OC1)][NTf2] (Figure 4.4a and c). 
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Figure 4.4. CVs of O2-saturated ILs showing two scans with different cathodic limits: In 

blue, first scan and more negative cathodic limit, in green second scan and less negative 

cathodic limit. Note the presence of peak iii with the more negative cathodic limit, and 

the presence of oxidation peaks iv and v. CVs taken at 100 mV/s using glassy carbon 

working electrode, Pt coil counter electrode and Ag wire quasi-reference electrode. 

Arrows show scan direction and grey dotted line shows O2-free CVs. ILs used: a) 

[C1(C2OC1)Pyrr][NTf2], b)  [C1CdmaPyrr][NTf2] and c) [NC1,C1,C2,(C2OC1)][NTf2]. 

The reduction peak iii in Figure 4.4 (blue traces) is likely to be associated 

with reduction of the superoxide anion to peroxide.44, 133 However, the peak 

attributed to superoxide oxidation (peak ii) is also present in the anodic scan 

direction, suggesting that not all O2
.- is further reduced to peroxide in the 

cathodic scan.  

The peaks iv and v in Figure 4.4a and c were also observed in the absence 

of peak iii, in CVs with electrolytes containing 300 ppm of water (see orange 

traces in Figure 4.5). The O2 CV the electrolyte with 300 ppm of water (orange) 

in Figure 4.5 shows a significant lower current density for peak ii (O2
.- oxidation) 

and greater in current density for peaks iv and v, compared to the electrolyte 

with 50 ppm of water (blue). This decrease in current density peak ii 

corroborates with an electro transfer step followed by a chemical step (EC) 

mechanism, in which O2
.- reacts with water forming H2O2, according to equations 

4.5 and 4.6 shown above. Therefore, peaks iv and v are likely to be associated 

with oxidation of H2O2 and products from O2
.- side-reactions with traces of water 

in the IL.29, 44, 134, 135 Moreover, H2O2 can be formed either electrochemically, via 

reduction of O2
.- (peak iii) or chemically according to equations 4.5 and 4.6.  
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Figure 4.5. CVs of O2-saturated [NC1,C1,C2,(C2OC1)][NTf2], showing effect of water content 

in the IL: ― 50 ppm of water and ― 300 ppm of water, measured post experiment using 

dry and wet O2 gas lines, respectively.  

To further understand the ORR in these ILs and determine key variables 

for O2 reactions in the ILs studied herein, voltammetric and amperometric 

studies are performed in the O2-IL systems using a microelectrode, which are 

discussed in the next section.  

4.3.3 ORR studies with microdisc electrodes and determination of O2 solubility 

and diffusion coefficients in ILs  

When moving from macroelectrodes to microelectrodes, significant 

changes in mass transport are observed, which are fully described in Chapter 2. 

In summary, in cyclic voltammetry using macrodisc electrodes a peak is observed 

in the CVs because of the decrease on the flux of electroactive species towards 

the electrode surface during the time scale of the experiment. This is due to the 

fast electrode kinetics, imposed by the large overpotentials applied. Thus, the 

fast consumption of electroactive species causes a decrease in the 

concentration gradient established at the vicinity of the electrode, decreasing 

the flux of species towards the electrode and the current response. The small 

dimension of the microdisc electrode means that in the time scale of the 

experiment, the electrochemical reactions taking place at the electrode cause 

negligible changes in the concentration gradient established at the vicinity of the 

electrode. Thus, no significant decrease in the flux of species towards the 
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electrode is observed, and the CVs display a steady state current instead of the 

peak shape of the CVs with macroelectrodes.136, 137 

The steady-state current achieved in microelectrode voltammetry can be 

described by limiting current equation shown below: 

𝑖𝑠𝑠 = 4𝑛𝐹𝐷𝐶𝑟  (4.8) 

In addition, time-dependent current response at microelectrodes can be 

analysed using the equations proposed by Shoup and Szabo, shown below: 

𝑖 = 4𝑛𝐹𝑟𝐷𝐶𝑓(𝑡) (4.9) 

where 𝑓(𝑡) = 0.7854 + 0.8862(𝜏)−1/2 + 0.2146 𝑒−0.7823𝜏−1/2
 and 𝜏 =

4𝐷𝑡

𝑟2 , 

which allow the simultaneous determination of diffusion and solubility of the 

electroactive species of interest. 

Figure 4.6 shows the CVs of O2-saturated ILs using a gold microdisc 

electrode. The choice of a gold microdisc electrode as oppose to a glassy carbon, 

as used in to obtain the CVs in the previous section, is due to the inability of 

making an in-house glassy carbon microdisc electrode. The in-house method 

used to obtain the microdisc electrode decomposes carbon, thus gold was the 

material of choice. Negligible differences are expected to be observed in the O2 

electrochemistry when moving from a glassy carbon to a gold working electrode, 

as pointed out previously in literature.52 Nevertheless, a CV was obtained with a 

gold macrodisc electrode which was confirmed to be negligibly different to the 

CVs obtained with glassy carbon. 

 Overall, the CVs display one main reduction process that reaches a 

steady state current, and an oxidation peak in the anodic scan. Moreover, the 

CVs in [C1(C2OC1)Pyrr][NTf2]  and [C1(C2OC1)Pyrr][C2F5COO], the presence of a 

small peak prior to the main reduction is clear. This has been previously 

attributed to reduction of O2 adsorbed at the electrode surface, rather than 

dissolved in the electrolyte.48 Alternatively, this may be related to a O2 electron 

transfer reaction involving water, impurity molecules or protons in the 

electrolyte.128, 138 As soon as the concentration of these molecules drops at the 
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surface of the electrode, this process diminishes, and O2 is reduced in a simple 

electrochemical process forming O2
.- and displaying the main reduction process 

in the CVs.  

The main reduction process in the voltammograms in Figure 4.6 is 

attributed to reduction of O2 to superoxide. The differences in the steady-state 

current density may be attributed to differences in the solubility and diffusion of 

O2 in the ILs, which will be determined below. 

The oxidation peak shown in the anodic scan of the CVs in Figure 4.6, is 

typical of a planar diffusion process in CVs with macroelectrodes, unlike the 

steady state current expected when using microdisc electrodes. Nevertheless, 

the peak has been observed before,132 and is caused by the significant difference 

in the rates of transport of O2 and O2
.-  in ILs. Whilst O2 as a neutral specie diffuses 

more rapidly through the ILs, O2.- being a charged specie diffuses more slowly. 

This is likely to be associated with the degree of coulombic interactions of the 

superoxide anion with the IL ions. Thus, different IL structures may lead to 

different superoxide rate of transport as observed previously for 

[C4C1Pyrr][NTf2] and [NC2,C2,C2,C6
][NTf2], with diffusion coefficients of 3.35 and 

1.45 x 10-6 cm2/s, respectively.139
 

The diffusion coefficient and solubility of O2 in the ILs was determined by 

fitting the chronoamperometric transients with Shoup and Szabo equations 

described above. The chronoamperometric data was obtained by stepping the 

potential from 0 V, at which no Faradaic currents flow, to a potential within the 

steady-state current region, in which the current is mass transport limited. The 

experimental and fitted chronoamperograms are shown in Figure 4.7, and the 

potential applied to each IL is described in the caption of the figure. The 

experimental data was fitted assuming a one-electron reduction process (n=1). 
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Figure 4.6. CVs showing 1 e- re of O2-saturated ILs, at 10 mV/s using a gold microdisc 

working electrode, Pt coil counter electrode and Ag wire quasi-reference electrode. 

Arrows show scan direction. ILs used: a) [C1(C2OC1)Pyrr][NTf2], 

b) [C1(C2OC1)Pyrr][C2F5COO], c) [C1CdmaPyrr][NTf2], d) [NC1,C1,C2,(C2OC1)][NTf2], 

e) [NC1,C1,C2,C4
][NTf2] and f) [C1C4Pyrr][DCA]. 
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Figure 4.7. Potential step chronoamperograms for the reduction of O2 in saturated ILs, 

and the potential step applied in each IL is displayed in brackets: a) [C1(C2OC1)Pyrr][NTf2]  

(at -1.4 V), b) [C1(C2OC1)Pyrr][C2F5COO] (at -1.5 V), c) [C1CdmaPyrr][NTf2] (at -1.4 V), 

d) [NC1,C1,C2,(C2OC1)][NTf2] (at -1.4 V), e) [NC1,C1,C2,C4
][NTf2] (at -1.4 V) and 

f) [C1C4Pyrr][DCA] (at -0.90 V). The grey circles (○○) show the experimental data and the 

black lines (―) show the fitted data. Repeats of this experiment can be found in 

Appendix A.3.1. 

Figure 4.7 shows that, with the exception of [C1C4Pyrr][DCA], the fitted 

transients are a satisfactory representation of the experimental dataset.  The 

solubility and diffusion coefficients of O2 determined by the fits are displayed in 

Table 4.4. Some of the coefficients displayed in Table 4.4 differ from those 

reported in literature (see Table A3.2 in Appendix A.3.1). Previously, Hardacre 

and co-workers reported O2 solubility of 6.67 x 10-6 mol/cm3 and diffusion 

coefficient of 3.76 x 10-6 cm2/s for [C1(C2OC1)Pyrr][NTf2], and AlNashef and co-

workers have reported a solubility of 14.9 x 10-6 mol/cm3 and diffusion 

coefficient of 0.9  x 10-6 cm2/s for  [NC1,C1,C2,(C2OC1)][NTf2]. Those values are rather 

different than the ones shown on Table 4.4. Nevertheless, it is not unusual to 

find a lot of variation in the values of O2 solubility and diffusion coefficients in ILs 
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reported in literature, even for publications within the same research group, as 

clearly demonstrated in Appendix A.3.1. This discrepancy may be due to slight 

variations in temperature during the measurements, accepted fitting quality and 

even due to different batches of ionic liquid. It is widely known that even small 

quantities of impurities (such as water content, halide salt, reaction solvent) 

affect ILs properties. To ensure that different batches of the synthesised ILs in 

this work would still display the same O2 solubility and diffusion coefficients, the 

data displayed in Table 3.3 has been obtained using three repeated experiments 

conducted over a period of eight months (see repeats in Appendix A.3.1). In 

addition, the O2 diffusion coefficient and solubility values were validated with 

Levich analysis of the data obtained under hydrodynamic conditions.  Table 4.6 

in the next section shows a comparison of the experimental Levich slope and the 

slope calculated using the O2 diffusion coefficient and solubility displayed in 

Table 4.4.  Therefore, despite the values displayed in Table 4.4 being different 

to those in literature, they are assumed a reliable measure to compare and 

understand the dataset obtained herein, considering all measurements were 

conducted following the same protocol.  

Table 4.4. Average and standard deviation of solubility and diffusion coefficients of O2 

in the ILs determined by fitting of chronoamperometric transients with Shoup and 

Szabo equations, and viscosity data of ILs. All measurements performed at 20 oC. 

IL C (10-6 mol/cm3) D (10-6 cm2/s) 

[C1(C2OC1)Pyrr][NTf2] 13.22 ± 3.76 1.78 ± 0.44 

[C1(C2OC1)Pyrr][C2F5COO] 17.61 ± 5.05 1.10 ± 0.48 

[C1CdmaPyrr][NTf2] 3.55 ± 0.25 3.06 ± 0.45 

[NC1,C1,C2,(C2OC1)][NTf2]  3.85 ± 0.20 4.95 ± 0.61 

[NC1,C1,C2,C4
][NTf2]  4.39 ± 0.31 4.38 ± 0.31 

[C1C4Pyrr][DCA] 7.73 ± 0.64 1.17 ± 0.04 

 

The O2 diffusion coefficients were compared to the intrinsic properties 

of ILs, such as the IL viscosity, density, and molar volume, and can be found in 

Figure A 37 in Appendix 1.A.3. No clear correlation between the O2 diffusion 
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coefficients and the inverse of the IL viscosities was found, despite previous 

reports,140 suggesting these systems studied herein disobey the Stokes-Einstein 

equation that follows: 

𝐷 =
𝑘𝑏𝑇

6𝜋𝜂𝑟
 (4.10) 

 This is understandable considering the O2-IL system is not exactly 

equivalent to a system in which the size of the diffusing species is much larger 

than the size of solvent molecules, and in which the diffusing species are in an 

infinitely diluted solution, as described by the Stokes-Einstein equation.141  

Nevertheless, mass transport in ILs has been studied using the holes 

theory.65, 141-143 According to the holes theory, species move in solution 

according to the availability of sites suitable to fit the species in movement.65, 

143, 144 Therefore, the greater the probability of finding voids of size larger than 

the species in solution, the greater the mass transport in the liquid. Moreover, 

the size of the holes in a liquid is related to the surface tension in the liquid.65 

The higher the surface tension, the smaller the size of the hole and the lower 

the free volume in the liquid.143, 144  Indeed, previous studies145 have correlated 

the solubility of gases with the calculated free volume in ILs and have also 

associated the free volume to the structure of ILs. With this in mind, the O2 

solubility was compared to the density of the ILs, due to the lack of surface 

tension data on the ILs studied herein, and it is displayed in Figure 4.8. Figure 

4.8 shows that the solubility of O2 seems to decrease with an increase of the IL 

density and molar volume, if two trends of ILs are considered. Based on this, it 

is possible that the O2 solubility in the ILs can be explained by the holes theory, 

although it is not clear the separation in two trends. However, this present study 

does not have enough evidence to provide full rationale for these observations. 
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Figure 4.8. O2 solubility (C) in the ILs compared to the IL density (ρ) and molar volume. 

4.3.4 Cyclic voltammetry under hydrodynamic conditions and study of 

electrode kinetics 

ORR was also studied in [C1(C2OC1)Pyrr][NTf2], [C1CdmaPyrr][NTf2], 

[NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2] under hydrodynamic conditions, 

using a rotating disc electrode (RDE). During RDE, a low flux of O2 was maintained 

on the top of the liquid (not immersed) during the experiments. Nevertheless, it 

was found very challenging to maintain O2 saturation in the ILs, especially at high 

rotation rates. Figure 4.9 displays several linear sweep voltammograms (LSVs) 

recorded at the same rotational speed (1700 RPM) demonstrating the difficulty 

in keeping a constant O2 saturation. For this reason, a high flow of O2 had to be 

kept in the cell headspace during the experiment. In addition, at least three LSVs 

were recorded for each rotation speed, with O2 bubbling in between 

measurements to ensure the voltammogram recorded was an accurate 

measurement. The LSVs recorded using RDE are displayed in Figure 4.10. Figure 

4.10 shows a pre-peak followed by a large reduction process with onset 

potential varying in between -0.60 V to -0.80 V.  
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Figure 4.9. Multiple LSVs at 1700 RPM, demonstrating variation in the O2 saturation in 

the ILs during the experiments. LSVs recorded using a GC RDE as the WE, Pt coil as the 

CE and Ag wire as the qRE in [NC1,C1,C2,(C2OC1)][NTf2] and at 50 mV/s. 

The persistent pre-peak, that has already been observed in the previous 

section, is evident in the majority of the LSVs shown in Figure 4.10. Previously it 

was suggested the pre-peak could be either associated with an electron transfer 

reaction involving O2 and water or impurity molecules, or reduction of O2 

adsorbed on GC surface.128 Considering this pre-peak is present under 

hydrodynamic conditions and in all rotation rates, it is likely that it is correlated 

to superoxide reaction with another ion/molecule. It has been reported that 

presence of water may lead to side-reactions, as described by equations 4.5 and 

4.6.44 138 Karl Fisher titration before and after the RDE experiments show an 

increase of the water content in the ILs from 3 to 19 ppm on average. Although 

the value seems low, it is equivalent to 1.056 mmol/L, which compared to O2 

concentration (Table 4.4) is considerably higher. Furthermore, the shift of the 

O2 reduction potential has been previously attributed to the presence of protons 

in the IL. Thus, it is possible that water acts as the source of protons and the pre-

peak is associated with O2 reduction in the presence of protons. Nevertheless, 

the concentration of protons rapidly diminishes, and the main reduction process 

takes place.   
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Figure 4.10. LSV showing 1 e- O2 reduction under hydrodynamic conditions using a RDE 

(GC) of O2-saturated ILs, at 50 mV/s with rotation rates from ―1300 RPM to ―1800 

RPM. Pt coil and Ag wire were used as the CE and RE, respectively. 

a) [C1(C2OC1)Pyrr][NTf2], b) [C1CdmaPyrr][NTf2], c) [NC1,C1,C2,(C2OC1)][NTf2] and 

d) [NC1,C1,C2,C4
][NTf2]. 

The main reduction process is attributed to a one-electron reduction of 

O2 to O2
.- and pairing with the IL cations.  At sufficiently large overpotentials, this 

process reaches a mass transport limiting current. The mass transport limiting 

current is a function of square root of the rotation rate according to the Levich 

equation shown below:  

𝑖𝑙𝑖𝑚 = 0.62𝑛𝐹𝐴𝐶𝐷2/3𝜐−1/6√𝜔   (4.11) 

where n is the number of electrons transferred per molecule, F is the Faraday 

constant, A the area of the electrode (in cm2), C the concentration of the analyte 

(in mol/cm3), D the diffusion coefficient of the analyte (in cm2/s), υ is the 

kinematic viscosity of the electrolyte (in cm2/s), and ω the rotation speed (in 

rad/s). The Levich plots displaying the mass transport limiting current (ilim) as a 
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function of the square root of the rotational speed (ω0.5) are shown in Figure 

4.11. The plots show that the limiting current of the main peak is linearly 

dependent on the square root of rotation rate, indicating that either an E or an 

EC process is observed in the main reduction event, as described previously.59 

 

Figure 4.11. Levich plots for ORR in the ILs: a) [C1(C2OC1)Pyrr][NTf2] , 

b) [C1CdmaPyrr][NTf2], c) [NC1,C1,C2,(C2OC1)][NTf2], d) [NC1,C1,C2,C4
][NTf2]. Note the 10-4 value 

in all currents displayed on the y axis.  

Finally, a Tafel analysis was performed on the LSVs shown in Figure 4.10. 

The Tafel equation is based on the Butler and Volmer equation for electrode 

reaction kinetics at high overpotentials (𝜂𝐸), and is expressed as: 

𝜂𝐸 = 𝑎 + 𝑏 log (𝑖)  (4.12) 

where 𝑎 = (2.3𝑅𝑇
𝛼𝑛𝐹⁄ ) log (𝑖0) and 𝑏 = 2.3𝑅𝑇

𝛼𝑛𝐹⁄ , the Tafel slope for a 

single step electrochemical reaction. For multistep reactions, including 

electrochemical and/or chemical steps, 𝛼 becomes the apparent charge transfer 

coefficient, which considers the rate determining step (rds) and any step 
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precedent to the rds. The apparent coefficient can be summarised as 

(𝑛<𝑟𝑑𝑠 + 𝑛𝛼), in which 𝑛<𝑟𝑑𝑠  is the number of electrons transferred before the 

rate determining step, and 𝑛 the number of electrons transferred in the rds. 

Thus, the overall Tafel slope can be written as  

𝑏 =  
2.3 𝑅𝑇

(𝑛<𝑟𝑑𝑠+𝑛𝛼)𝐹
  (4.13) 

The typical plots of potential as a function of the log of the mass 

transport corrected current (log(ilim× i/ilim−i)) are displayed in Figure 4.12. Figure 

4.12 shows the analysis for the LSV at 1800 RPM, however, the Tafel slopes are 

independent of the rotation rate as can be seen in Figure A 38. 

Figure 4.12 shows each IL display a different Tafel slope, which also 

changes as the potential is varied. This has been previously associated with a 

change in the rds, the electrode surface coverage and/or surface morphology 

caused by the potential sweep.146, 147 The variation of Tafel slope with potential 

is more evident for the quaternary ammonium (Figure 4.12c and d) than the 

pyrrolidinium ILs (Figure 4.12a and b). 



Chapter 4 
 

190 
 

 

Figure 4.12. Tafel analysis of LSVs shown in Figure 4.10 at 1800 RPM, with the dataset 

range equivalent to percentages of ilim displayed within brackets for each IL: 

a)[C1(C2OC1)Pyrr][NTf2]  (0.5ilim to 0.9ilim), b) [C1CdmaPyrr][NTf2] (0.5ilim to 0.9ilim), c) 

[NC1,C1,C2,(C2OC1)][NTf2] (0.6ilim to 0.9ilim), d) [NC1,C1,C2,C4
][NTf2] (0.5ilim to 0.9ilim).  

Table 4.5 shows a summary of the Tafel slopes obtained from Figure 

4.12, and the calculated apparent charge transfer coefficient. At less negative 

potentials, [C1(C2OC1)Pyrr][NTf2]  and [NC1,C1,C2,(C2OC1)][NTf2] display very similar 

slopes, of 137 and 135 mV respectively, perhaps indicating a similar mechanism 

at this stage. As the potential becomes more negative, the slope in 

[NC1,C1,C2,(C2OC1)][NTf2] changes to a greater value of 292 mV, whilst the slope 

[C1(C2OC1)Pyrr][NTf2]  only changes at the very negative potentials to 170 mV. 

At less negative potentials, [NC1,C1,C2,C4
][NTf2] and [C1CdmaPyrr][NTf2] display 72 

and 102 mV slopes, which increase to 157 and 148 mV, respectively, at more 

negative potentials.  

Tafel slopes reported in literature for ORR typically include values of 60 

and 120 mV.147, 148 A slope of 120 mV for instance, may be associated with a rds 
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involving one-electron transfer and α=0.5 (𝑏 = 2.3𝑅𝑇
(0 + 0.5 × 1 × 𝐹)⁄ =

0.118).147 None of the slopes displayed on Table 4.5 are typical Tafel slopes 

reported in literature. Furthermore, considering that 𝑛<𝑟𝑑𝑠 and 𝑛 are equal to 

integer values (0, 1, 2 … electrons), and given the values obtained for (𝑛<𝑟𝑑𝑠 +

𝑛𝛼) shown on Table 4.5, 𝑛<𝑟𝑑𝑠 must be equal to zero, and 𝑛 must be equal to 

one. Therefore, based on these results, the rds involves one electron transfer 

and no electrons have been transferred prior the rds during the ORR on a GC 

electrode in the ILs studied herein. Thus, the values for (𝑛<𝑟𝑑𝑠 + 𝑛𝛼) displayed 

on Table 4.5 are likely to be simply 𝛼 values. 

Table 4.5. Key information from the Tafel Analysis shown in Figure 4.12: Tafel slopes (𝒃) 

for the less negative (*) potentials and for the more negative potentials (**), with their 

respective apparent charge transfer coefficient, at 20 oC. 

IL 𝑏 * (mV) (𝑛<𝑟𝑑𝑠 + 𝑛𝛼)* 𝑏 * (mV) (𝑛<𝑟𝑑𝑠 + 𝑛𝛼)** 

[C1(C2OC1)Pyrr][NTf2]  137 0.42 170 0.34 

[C1CdmaPyrr][NTf2] 102 0.57 148 0.39 

[NC1,C1,C2,(C2OC1)][NTf2] 135 0.43 292 0.20 

[NC1,C1,C2,C4
][NTf2] 72 0.81 157 0.37 

4.3.5 Comparison of coefficients determined with Shoup-Szabo to Levich slope 

values 

The Levich equation discussed above (equation 4.12) states that the 

mass transport limiting current (ilim) is related to the diffusion and solubility of 

O2 (D2/3C). Therefore, if the solubility and diffusion coefficients of O2 are known 

(as well as the kinematic viscosity of the electrolyte), the Levich slopes 

(0.62𝑛𝐹𝐴𝐶𝐷2/3𝜐−1/6) can be calculated and compared to the experimental 

slopes obtained from the Levich plots of ilim as a function of √𝜔  (Figure 4.11).  
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Table 4.6. Calculated Levich slope using O2 solubility and diffusion coefficients for from 

Table 4.4 and experimental Levich slope obtained from Figure 4.11, and kinematic 

viscosity of neat IL (ν, at 20 oC) used to calculate the Levich slope. 

IL 
ν (cm2/s) Calculated Levich 

slope 

Experimental 

Levich slope 

[C1(C2OC1)Pyrr][NTf2]  0.605 4.0 × 10-5 2.8 × 10-5 

[C1CdmaPyrr][NTf2] 0.983 1.4 × 10-5 1.3 × 10-5 

[NC1,C1,C2,(C2OC1)][NTf2] 0.566 2.3 × 10-5 2.5 × 10-5 

[NC1,C1,C2,C4
][NTf2] 0.952 2.2 × 10-5 2.2 × 10-5 

 

The solubility and diffusion coefficients determined with the microdisc 

electrode and the Shoup-Szabo equation (equation 4.9) were used to calculated 

the Levich slopes, as described above, and the results are shown in Table 4.6. 

With the exception of [C1(C2OC1)Pyrr][NTf2] , the calculated Levich slopes are in 

excellent agreement with the experimental slopes. This confirms the reliability 

of the solubility and diffusion coefficient values obtained in Section 4.3.3 for 

these systems. 

[C1(C2OC1)Pyrr][NTf2]  shows the greatest difference among the slopes, 

and it also shows one of the highest error bands in the solubility coefficient 

(13.22 ± 3.76 mol/cm3, see Table 4.4). If the lowest solubility value of O2 in 

[C1(C2OC1)Pyrr][NTf2] is used, the calculated Levich slope becomes 2.9 × 10-5,  

which is in high agreement with the experimental slope. Thus, it is possible that 

either the solubility values obtained in Section 4.3.3 are an overestimation of the 

solubility, or the IL is not fully O2-saturated in the hydrodynamic experiments.  

4.4. Conclusions and Future Work 

This chapter has demonstrated how small differences in the IL structure 

can affect key parameters involving O2 redox reactions. O2 solubility and 

diffusion coefficients in ILs have been successfully determined in this chapter, 
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and it has been demonstrated that the diffusion of O2 across the range of ILs 

studied herein does not follow a Stokes-Einstein behaviour. It has been 

suggested that the O2 diffusion coefficients in the ILs may be better explained 

by the holes theory. Additionally, the O2 solubility has been found to be 

somewhat dependent on the IL density, and the lower the IL density, the greater 

the O2 solubility in the ILs. [C1(C2OC1)Pyrr]-based ILs displayed the highest O2 

solubility whilst [NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2] displayed the 

highest rate of O2 diffusion. 

Experiments using RDE show that at sufficiently high overpotentials, a 

mass transport limited current can be obtained, which was analysed with Levich 

plots. Moreover, the slope of the Koutecký-Levich plots are potential dependent, 

suggesting ORR in these ILs are a quasi-reversible reaction. Tafel analysis of the 

[NTf2]-ILs have suggested that no electron transfer has occurred prior to the rds 

and has also shown that there is a change in the rds as the potential is varied.  

Another point that is worth further investigation is to understand the 

diffusion and the extent of the interactions between the studied ILs and the 

superoxide anion. This would aid the understanding of the impact of the IL 

structure not only on O2, as demonstrated herein, but also on the O2
.- 

stabilisation. Previously Forsyth and co-workers149 have probed the interaction 

of O2
.- with phosphonium compared to quaternary ammonium-based ILs using 

density functional theory calculations. Therefore, similar calculations could be 

performed to aid understanding of the interactions of the ILs studied herein with 

O2
.-. 

Considering a potential battery application, [NC1,C1,C2,(C2OC1)][NTf2] seem 

the most suitable candidate as it displays high O2 diffusion coefficient and 

relatively low viscosity. 
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5.  Oxygen reduction reaction in the 

presence of alkali metal cations, 

and an application in Na-O2 cells 

5.1. Introduction 

The oxygen reduction reaction (ORR) in the presence of metal cations 

has been extensively studied given its application in metal-O2 batteries.45 By far 

the main focus has been on nonaqueous Li-O2 systems,5, 23 and aqueous Zn-

O2,150 however the interest in nonaqueous Na-O2 has been growing20 and other 

reports also include K-O2
151 and Mg-O2 systems.152 

In Li-O2 systems, it has been widely accepted that the reduction of O2 

yields O2
.-, forming LiO2 in the presence of Li+. Previous studies have shown that 

depending on the electrolyte, LiO2 may be partially stabilised in solution or 

precipitate at the electrode surface right away:30 

𝑂2 +  𝑒− +  𝐿𝑖+  → (𝐿𝑖𝑂2)𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 +  (𝐿𝑖𝑂2)𝑠𝑢𝑟𝑓𝑎𝑐𝑒  (5.1) 

Moreover, LiO2 undergoes chemical disproportionation to Li2O2 due to 

the instability of LiO2,153 thus the final discharge product in Li-O2 batteries has 

been found to be Li2O2
30 

2 𝐿𝑖𝑂2 → 𝐿𝑖2𝑂2 + 𝑂2  (5.2) 

Nevertheless, fundamental studies using cyclic voltammetry have also observed 

Li2O2 formation via one e- reduction of LiO2
127.  

  In Na-O2 systems, the ORR in the presence of Na+ is believed to follow 

the same first steps as in the Li-O2 systems, with formation of NaO2. Like LiO2, 
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NaO2 has also been reported to be found either in solution, or at the electrode 

surface,32, 53, 54 as shown by equation 5.3. In fact, a previous study on glyme-

based electrolytes found that the solubility of NaO2 is strongly dependent on the 

solvation properties of the solvent.32 Furthermore, a recent study using an 

electrolyte based on dimethoxy ethane (DME) and Na[PF6] confirmed that NaO2 

is formed via a solution-mediated nucleation process.27 

𝑂2 +  𝑒− +  𝑁𝑎+  → (𝑁𝑎𝑂2)𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 +  (𝑁𝑎𝑂2)𝑠𝑢𝑟𝑓𝑎𝑐𝑒 (5.3) 

Unlike Li-O2 systems, NaO2 is a stable product and it is the discharge 

product reported by most studies on Na-O2 cells.26, 154 This has been attributed 

to the fact that NaO2 is the kinetically favoured product, despite being slightly 

less thermodynamically stable than Na2O2.155 

Substantial progress has been achieved in Li-O2 systems, with reports 

including mechanistic studies, the use of suitable catalysts and redox mediators. 

These have been thoroughly reviewed recently.23, 156 A wide scope of 

investigation still needs to be covered for Na-O2 systems to reach the same 

progress as Li-O2. Nevertheless, a recent review has highlighted the latest 

findings regarding design of the positive electrode and electrolyte, as well as 

important aspects with respect to the Na electrode.20 

In both Li and Na systems, the electrolyte choice remains as a challenge 

in the development of these type of cells, especially in Na systems, considering 

the increased reactivity of metallic sodium and, more practically, the lesser 

understanding of the whole system compared to Li-O2.20, 25, 46 Moreover, 

regarding electrolyte choice, it must be stable in the presence of highly reactive 

O2
.- to avoid undesirable side reactions and early electrode blockage with 

insulating discharge products.20  

Despite some reports suggesting poor long term stability of ionic liquids 

(ILs) in Li-O2 battery cells,5, 125, 126 research on IL-based electrolytes are 

worthwhile given their negligible volatility and flammability,88 which are 

particularly attractive from a safety aspect in large-scale applications. In 

addition, the negligible volatility of ILs is beneficial for open-cell structures, an 
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important requirement for Na-air batteries. This minimizes electrolyte loss 

overtime in contrast to other commonly used electrolytes.124 

The high tunability of ILs, which can be explored for instance by the 

choice of anion and cation combination or by the choice of alkylating reagent in 

the synthesis process, is another advantage when using IL electrolytes. This can 

be visualised, for instance, in a study carried out by Monaco et al.48 The study 

investigated Li-O2 reactions and O2 parameters in several pyrrolidinium-based 

ILs with different choices of anion. The authors found strong correlation 

between choice of IL anion and O2 solubility and diffusion coefficient. 

Furthermore, other studies on Li-O2 systems have been carried out using an 

IL-based electrolyte,47-49, 51, 52, 88, 157-159  however, only a few report the 

performance of full Li-O2 cells using IL-based electrolyte.49, 51, 158, 159 

Studies using ILs as electrolytes in Na-O2 systems are still under 

development.20, 46, 53-55, 160, 161 The main reports to date are due to the efforts of 

Forsyth, Pozo-Gonzalo, Howlett, McFarlane, and co-workers.46, 54, 55, 160, 161 The 

impact of Na+ salt concentration has been thoroughly evaluated in 

[C1C4Pyrr][NTf2]-based electrolytes.54, 55 The authors suggested that at higher 

Na+ concentrations, O2
.- preferably coordinates to Na+ (instead of [C1C4Pyrr]+)54 

and this improves the discharge capacity and performance of full Na-O2 cells.55 

Another study compared the O2 redox reactions in the presence of Na+ in  

[C1C4Pyrr][NTf2], [C1C3Pyrr][NTf2] and [C1C3Pyrr][FSI], and found poor 

reversibility of the O2 reactions in [C1C3Pyrr][FSI].46 

Despite the progress using IL-based electrolytes in Na-O2 systems, there 

is still a vast range of ILs to be investigated, given the high tunability of ILs 

mentioned earlier. Previous chapters in this thesis have already explored the 

application of different IL-based electrolytes in Na0/Na+ systems (Chapter 3) and 

studied fundamental properties of O2 reactions in these ILs (Chapter 4). 

Therefore, this chapter aims to fundamentally evaluate the impact that different 

IL structures and/or cation-anion combinations have in the ORR in the presence 

of Na+. The concentration of Na+ salts in the electrolytes is ramped from low, 

additive-like concentrations (25 mM) to concentrations used in electrolytes for 
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full Na-O2 cells (0.5 M). Thus, the effect of increasing salt concentration in 

various IL-based electrolytes can also be observed. This aims to give an insight 

into the presence of different solvent-solute interactions and transport 

properties of the active species (O2, O2
.-, Na+) in the ILs. Finally, this chapter also 

includes assembly and cycling of full Na-O2 cells, containing IL-based 

electrolytes. Additionally, a brief fundamental study in Li+/O2 system is also 

performed as an initial step for comparison with the less understood Na+/O2 

systems.  

5.2. Experimental 

5.2.1 Electrolyte preparation 

The structure and nomenclature of the ILs studied in this chapter is 

displayed in Table 5.1. All ILs were synthesised as described in Chapter 2.  

Table 5.1. Summary of ILs studied in this chapter. 

IL structure IL abbreviation 

 
[C1(C2OC1)Pyrr][NTf2]  

 

[C1(C2OC1)Pyrr][C2F5COO] 

 
[C1CdmaPyrr][NTf2] 

 

 [NC1,C1,C2,(C2OC1)][NTf2]  

 
[NC1,C1,C2,C4

][NTf2]  

 

Prior to use, all ILs were dried under vacuum (≤ 10-3 mbar) at 65 oC, until 

their water content was below 40 ppm, confirmed by Karl Fisher titration. 

Li[NTf2], Na[NTf2], Li[CF3COO] and Na[CF3COO] were dried under vacuum at 
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110 oC for 48 h. The electrolytes were prepared within a glovebox, and the 

[NTf2]-based electrolytes were prepared with Li/Na[NTf2], whilst the 

[C2F5COO]-based electrolytes were prepared with Li/Na[CF3COO], in 

concentrations of 0.025, 0.05 and 0.5 M of salts. [CF3COO]- salts were used 

instead of [C2F5COO]- salts due to Li[C2F5COO] not being commercially available. 

Although 0.5 M is a relatively low salt concentration for a battery electrolyte, it 

was the solubility upper limit of some ILs, like [C1CdmaPyrr][NTf2] for example. 

For this reason, 0.5 M was selected as the upper limit for all ILs. Before carrying 

out any set of experiments, dry O2 (purity ≥ 99.5 %) was bubbled in the ILs for 

20 minutes to ensure saturation, and for an additional five minutes between 

measurements.  

5.2.2 Cyclic voltammetry 

O2 redox reactions were initially studied with cyclic voltammetry, in an 

air-tight five necked heart-shaped cell (same cell shown in Figure 4.1, Chapter 

4). Glassy carbon (GC, 3 mm diameter) was used as the working electrode (WE) 

and a platinum coil (Pt coil) was used as the counter electrode (CE). Prior to use, 

GC electrode was polished with alumina suspension in ultrapure water (miliQ 

18.2 Mohm/cm), thoroughly rinsed with acetone and ultrapure water. Ag wire 

was used as the quasi reference electrode (qRE). The separation of Ag wire from 

the bulk electrolyte by a glass frit was attempted, however no electrochemical 

contact could be achieved as the IL did not diffuse through the glass frit, even 

by heating the IL to higher temperatures. Therefore, no attempt to compare 

potentials will be discussed in this chapter, only potential difference between 

anodic and cathodic events. Unless stated, all experiments were performed 

within a glovebox and iR-compensation was used in all measurements. 

5.2.3 Hydrodynamic voltammetry 

A rotating ring disc electrode (RRDE) WE was used for the hydrodynamic 

experiments. The RRDE was composed of a glassy carbon disc (5 mm diameter) 
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and Pt ring. A Pt coil was used as the CE and a Ag wire was used qRE, respectively. 

Prior to the start of the experiments, O2 was bubbled into the IL for 20 min, and 

for another three minutes in between measurements. During the 

measurements, an O2 flow was maintained in the headspace, forming an “O2 

blanket” above the solution to avoid any change in O2 concentration throughout 

the experiment. iR compensation was used and the experiments were carried 

out in a five-necked cell within a glovebox (same cell shown in Figure 4.2, 

Chapter 4). The ring collection efficiency was measured with Fc/Fc+ redox 

couple, and the efficiency was considered when plotting the RRDE CVs and 

analysing the percentual of ring current compared to disc current.  

5.2.4 Na-O2 cells and galvanostatic charge/discharge experiments 

The Na-O2 full cell experiments were performed using a rifle cell based 

on the design used in the Bruce group at the University of Oxford.162 The cell 

schematics are shown in Figure 5.1. The cells were built using Swagelok fittings, 

and the main cell body was composed of stainless steel (SS) ½ in nuts and ½ in 

body, and SS rod (⌀ = ½ in) fitted with PTFE front and back ferrules. The 

headspace was composed of a hollow SS rod (⌀ = ½ in and approximately 10 cm 

long) and the O2 inlet and outlet are also Swagelok parts (⌀ = ½ in). The 

potentiostat connection involved a banana plug in one end of the cell and a 

crocodile clip in the other.  Na electrodes were prepared as described in Chapter 

3, by cutting the oxidised parts from a clean Na cube and flattening the cube 

into a thin Na sheet (< 1 mm thickness) within an Ar filled glovebox. Discs 

(⌀ = 12 mm) were cut out and used as the negative electrodes. Glass fibre discs 

(⌀ = 12.8 mm, 0.26 mm thickness, 1.6 μm pore size) were previously dried 

under vacuum at 330 oC and used as the separator. The separators were placed 

in between the electrodes and wet with 105-210 μL of electrolyte. A gas 

diffusion layer (GDL) was used as the O2 positive electrode and a stainless steel 

(SS) mesh was used as the current collector. A PTFE film (25 μm thickness) was 

placed on the internal walls of the Swagelok body to prevent short-circuiting.  As 

soon as the cell was assembled, the cell headspace was covered with an 
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insulating material to prevent short-circuiting, with only the connection to the 

O2 line open. The cell was then connected to a dry O2 line via the inlet and outlet 

tubes and flushed with O2 for five minutes. Cells were cycled at either room 

temperature or placed in an oven at 40 oC. 

 

Figure 5.1. Na-O2 cell showing (from left to right) the potentiostat connection to the SS 

rod current collector, the main cell body, the cell headspace, the O2 outlet and inlet and 

the other potentiostat connection (a); the exploded view of the interior of the cell 

showing the SS current collector, the Na electrode, glass fibre separator with 

electrolyte, GDL (O2 electrode), stainless-steel mesh current collector and hollow SS rod 

current collector enclosed in the PTFE film (b); and a magnified view of the cell 

connections to the potentiostat (c);  

5.3. Oxygen reduction reaction in the presence of alkali 

metal cations 

Considering that the O2 redox reaction in the presence of Li+ is much 

more understood than the equivalent Na+/O2 system, the O2 redox reaction in 

the presence of alkali metal cations was initially studied with Li+ salts in some ILs. 

The ORR was initially studied in the pyrrolidinium-based ILs in the presence of 

Li+ cations, and the CVs are shown in Figure 5.2. It is evident that the addition of 

even small amounts of Li[NTf2] significantly changes the ORR in the ILs, 
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compared to the ORR in the neat ILs shown in the previous chapter (see Figure 

4.3in Chapter 4). Furthermore, Figure 5.2 clearly shows that the choice of IL 

affects the ORR, thus the shape of the CVs is different across the ILs. Therefore, 

each IL is briefly discussed individually. 

Figure 5.2a shows the CV of O2-saturated [C1(C2OC1)Pyrr][NTf2] with 

25 mM Li[NTf2]. The first scan with the more negative cathodic limit (dark blue 

trace) shows two reduction peaks named i and ii in the cathodic scan, and two 

oxidation peaks in the anodic scan, named iii and iv. The reduction peak i is 

attributed to O2 reduction and pairing with Li+, forming LiO2 according to 

equation 5.4 below.48, 50, 52 

𝑂2 + 𝐿𝑖+ +  𝑒−  → 𝐿𝑖𝑂2 (5.4) 

 

Figure 5.2. CVs of O2-saturated ILs with 25 mM Li+ (a-c) and 50 mM Li+ (d-e) showing 

the effect of Li+ salts in the ORR in a series of ILs: a,d) [C1(C2OC1)Pyrr][NTf2] (with 

Li[NTf2]), b,e) [C1(C2OC1)Pyrr][C2F5COO] (with Li[CF3COO]) and c,f) [C1CdmaPyrr][NTf2] 

(with Li[NTf2]). CVs taken using GC WE, Pt coil CE and Ag wire qRE, at 100 mV/s. 

The very high charge density of Li+, and consequently hard acid character 

does not form a stable compound with the softer base O2
.-.52, 153 Thus, 

superoxide tends to disproportionate forming Li2O2 (equation 5.2) which is then 

oxidised in peak iii.48, 52 

 𝐿𝑖2𝑂2  →  2𝐿𝑖+ +  𝑂2 + 2𝑒−  (5.5) 
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A change in the cathodic limit to -1.0 V, so only reduction peak i is 

scanned (Figure 5.2a, green traces), leads to a single peak in the subsequent 

anodic scan, oxidation peak iii, corroborating the relation between reduction 

peak i and oxidation peak iii. Nevertheless, reduction peak ii is likely to be 

associated with further reduction of superoxide, forming Li2O2 

electrochemically. Alternatively, further superoxide reduction in the presence 

of trace water can lead to the formation of [HO2]-, H2O2 and [OH]-.29, 44 These 

species may then oxidise at more positive potentials, peak iv. However, these 

reactions do not seem to be persistent as shown by the lower current density of 

peak iv on the fifth scan (light blue traces).  

An increase in the concentration of Li+ to 50 mM in [C1(C2OC1)Pyrr][NTf2] 

(Figure 5.2d) makes reduction peak ii less evident compared to the lower 

quantity of Li+ (25 mM, Figure 5.2a). This may suggest that most O2
.- forms LiO2 

instead of undergoing further reduction. Furthermore, despite doubling Li+ 

concentration, the current density of the redox peaks increases ever so slightly. 

This is probably limited by the low O2 concentration (13.2 × 10-6 mol/cm3) in the 

electrolyte and poor rate of O2 diffusion (1.8 × 10-6 cm2/s). The O2 solubility and 

diffusion coefficients determined in Chapter 4 are shown in Table 5.2. 

Moreover, the insulating character of the ORR product Li2O2 may limit the 

current developed at the electrode. 

The CVs for the O2-saturated [C1(C2OC1)Pyrr][C2F5COO] with 25 mM Li+ 

are displayed in Figure 5.2b. The blue traces in Figure 5.2b shows the reduction 

peak i, and on the anodic scan the blue traces display oxidation peaks vi and iv. 

In addition, as the cathodic limit is made less negative (green traces in Figure 

5.2b), peak v appears in the anodic scan, and the CV resembles the O2 CV in neat 

[C1(C2OC1)Pyrr][C2F5COO] (shown and discussed in Chapter 4, Figure 4.3).  

The oxidation peak vi has been previously associated with oxidation of 

LiO2.48 This is unexpected, considering the poor stability of LiO2. Nevertheless, 

certain experimental conditions, such as solvent-solute interactions may 

stabilise LiO2 in solution. The [C1(C2OC1)Pyrr][C2F5COO] IL has greater donating 

ability compared to the [NTf2]-based ILs, as it is evident by the higher Gutmann 
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donor number (DN, see Table 5.2) and the Kamlet Taft parameter β (hydrogen 

bond donating ability) of equivalent ILs,66 β = 0.95 for [EMIM][Ac] and β = 0.28 

for [EMIM][NTf2]. Therefore, the [C2F5COO]- anion is likely to solvate Li+ more 

strongly than the [NTf2]- anion. Thus, as a consequence of [C2F5COO]- solvation, 

it is possible that Li+ becomes a softer base, the LiO2 product becomes more 

stable in solution and chemical disproportionation happens to a lesser extent. 

In addition, Li+ solvation by [C2F5COO]- can diminish the strong Lewis base 

character of Li+, hence superoxide can be stabilised by both Li+ and IL-cation, as 

is evident from the presence of both oxidation peaks v and vi.  

Table 5.2. Properties of ILs studied herein and O2 transport parameters in the ILs: IL 

dynamic viscosity (η, in mPa.s), Gutmann donor number (DN), Kamlet Taft parameter 

(β), O2 solubility (in 10-6 mol/cm3) and O2 diffusion (in 10-6 cm2/s). 

IL 
η 

(mPa.s) 
DN 

O2 solubility 

(10-6 mol/cm3) 

O2 diffusion 

(10-6 cm2/s) 

[C1(C2OC1)Pyrr][NTf2]  74 10.2 13.2 1.8 

[C1(C2OC1)Pyrr][C2F5COO] 107 23.5 17.6 1.1 

[C1CdmaPyrr][NTf2] 120 8.0 3.6 3.0 

 [NC1,C1,C2,(C2OC1)][NTf2]  63 9.1 3.8 5.0 

[NC1,C1,C2,C4
][NTf2]  115 7.4 4.4 4.4 

 

Upon increasing Li+ concentration in [C1(C2OC1)Pyrr][C2F5COO] (Figure 

5.2e), the oxidation peak vi seems to shift to more positive potentials towards 

peak iii, which is associated with Li2O2 oxidation.  Previous studies54, 55 using 

molecular dynamics have described that at low salt concentration, the O2
.- is 

found in a complex stabilised by both alkali metal cation and IL cation (Na+ and 

[C1C4Pyrr]+ in their study). However, with an increase in salt concentration, 

superoxide is preferentially stabilised by the alkali metal cation only.  Thus, it is 

possible that with higher Li+ concentration, O2
.- is more likely to coordinate to 

Li+, forming LiO2. In addition, with higher Li+ concentration, the stabilisation 
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effect of the [C2F5COO]- anion is perhaps less pronounced, Li+ becomes more 

acidic and chemical disproportionation of LiO2 to Li2O2 takes place.  

Finally, Figure 5.2c shows the CVs of O2-saturated [C1CdmaPyrr][NTf2] in 

the presence of 25 mM Li+. In the cathodic scan, the blue traces display two 

peaks, peak i and peak viii, whilst the anodic scan shows peak v and at more 

positive potentials a small peak iii. Reduction peak i is associated with O2 

reduction and LiO2 formation as described by equation 5.4. Peak i is followed by 

reduction peak viii, which resembles O2
.- formation and stabilisation by IL 

cations, as studied in Chapter 4. The subsequent anodic scan shows the 

oxidation of the IL-stabilised O2
.- in peak v, and a small peak iii related to Li2O2 

oxidation. The significant presence of peaks viii and v implies that 

[C1CdmaPyrr][NTf2] also displays a fine balance between LiO2 formation and O2
.- 

interaction with IL cation when scanning towards the more negative cathodic 

limit (-1.5 V). With -0.80 V cathodic limit, reduction peak i results in oxidation 

peak iii in the anodic scan, related to LiO2 formation and Li2O2 oxidation, 

respectively. An increase in Li+ concentration in the [C1CdmaPyrr][NTf2] IL (Figure 

5.2f) eliminates any peaks associated with O2
.- stabilisation by IL cations (peaks 

viii and v) and the CVs bear a resemblance to [C1(C2OC1)Pyrr][NTf2] CVs with 

50mM Li+.  

The ORR was also studied in the presence of Na+, and the CVs are shown 

in Figure 5.3 and Figure 5.4. The reaction was initially studied in 

[C1CdmaPyrr][NTf2] in the presence of 25 mM Na[NTf2] in two different 

conditions, under normal ambient conditions (sealed flask at room temperature 

but outside glovebox, however, still using a dry O2 line as the gas source), and 

under controlled conditions within a glovebox. The CVs are displayed in Figure 

5.3a and b, for the ambient and glovebox conditions, respectively. In both 

conditions, the CVs show the reduction peak i, followed by another reduction 

peak ii. On the anodic scan, both CVs show peak iii, but the CV in ambient 

conditions (Figure 5.3a) also display oxidation peaks iv and v. Peak i has been 

reported in literature46, 52, 54, 55 to be associated with oxygen reduction and 

formation of NaO2 (equation 5.6 below), whilst the reduction peak ii is likely to 



Chapter 5 

210 
 

be simply superoxide reduction and stabilisation by IL cations (equation 5.7 

below).46, 54  

𝑁𝑎+ + 𝑂2 + 𝑒− → 𝑁𝑎𝑂2  (5.6) 

𝑂2 + 𝑒− + 𝐼𝐿+ →  𝑂2
.− ⋯ 𝐼𝐿+  (5.7) 

Regarding the oxidation peaks, when the reducing potential is limited 

to -0.70 V in the CV taken in ambient conditions (green traces in Figure 5.3c), 

the current associated with the oxidation peak iv significantly increases, and the 

oxidation peak iii disappears. When the cathodic limit is -0.70 V, the CV taken in 

the glovebox (Figure 5.3d, in green) shows oxidation peaks iv and v, but 

oxidation peak iii is absent. Therefore, oxidation peak iii is coupled with peak ii. 

Based on previous studies46, 54 and on the results displayed in Chapter 4, these 

peaks can be associated with superoxide reduction and oxidation, stabilised by 

the [C1CdmaPyrr]+ cation. In addition, according to these observations and 

previous reports,46, 52, 54 peak iv is related to the oxidation of NaO2, the product 

of a one electron reduction of O2 and pairing with Na+ (peak i).  

 Figure 5.3a and b also show that the current density of peaks iv and v 

decreases over multiple scans or the peaks are not present at all with the more 

negative cathodic limits (blue traces). This is likely to be caused by a local 

decrease in concentration of the Na+ cations at the electrode surface, even 

though the bulk concentration of Na+ in the bulk (25 mM) is higher than the 

solubility of O2 in [C1CdmaPyrr][NTf2] (see Table 5.2). As the concentration of Na+ 

drops at the electrode surface, superoxide is stabilised by the abundant IL 

cation, which explains the decrease in current of peak i, iv and v over scanning. 

Nevertheless, it is intriguing that with cathodic limit at -0.70 V, the oxidation 

peak iv has much higher current density in the CV taken under ambient 

conditions (Figure 5.3c) than in the CV taken in the glovebox (Figure 5.3d).  
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Figure 5.3. CVs of O2-saturated [C1CdmaPyrr][NTf2] with Na+ salts: a) in normal ambient 

conditions (outside glovebox) in the presence of 25 mM Na[NTf2], b) within a glovebox 

in the presence of 25 mM Na[NTf2], c) in normal ambient conditions in the presence of 

25 mM Na[NTf2] showing two cathodic limits, d) within a glovebox in the presence of 

25 mM Na[NTf2] showing two cathodic limits, e) overlap of 25 mM and 50 mM 

electrolytes showing first scan with the lowest cathodic limit within a glovebox, f) within 

a glovebox in the presence of 50 mM Na[NTf2]. CVs taken with GC WE, Pt coil CE, Ag 

wire qRE at 100 mV/s. 

 Although great care has been taken to seal the electrochemical cell in 

the ambient condition experiment, it was observed that the water content 

increased from 22 ppm to 320 ppm during the period of the experiment. Thus, 
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the differences observed in the CVs are likely to be related to the water content 

in the IL. Higher water content decreases the viscosity of the IL, which can 

increase the diffusion of active species towards the electrode. This may explain, 

for example, the higher current shown by the blue traces in Figure 5.3a 

compared to Figure 5.3b. Furthermore, previous studies20, 163 have evaluated 

the role of water as a phase transfer catalyst. Xia et al163 suggested that water-

spiked electrolytes have led the formation of HO2 as a reaction intermediate, 

which in the presence of Na+ leads to NaO2. Based on these reports, it is possible 

that in [C1CdmaPyrr][NTf2], the higher water content promotes the formation of 

NaO2, given the greater current associated with the oxidation of NaO2. This may 

either be due to NaO2 formation via HO2 or simply due to an enhancement of 

Na+ diffusion in a wetter IL.  

 The ORR in [C1CdmaPyrr][NTf2] was also evaluated in the glovebox in the 

presence of 50 mM Na+ (Figure 5.3f). An overlay of the CVs with 25 mM Na+ 

taken in and outside the glovebox, and the CV with 50 mM Na+ (Figure 5.3c) 

corroborates the assignment of peak iv and v to the oxidation of Na-related 

products, as peak iv significantly increases with the higher Na+ concentration. 

Furthermore, the reduction peaks i and ii seem to be replaced by one single 

reduction peak named simply peak i, associated with superoxide reduction and 

NaO2 formation. Interestingly, with 50 mM Na+ and cathodic limit of -1.25 V, no 

major changes can be observed in the CV over scanning. However, with a 

cathodic limit less negative, as shown by the green traces in Figure 5.3f, there is 

a clear shift of the oxidation peak iv towards peak v. This shift has also been 

observed with 25 mM Na+ in the CV taken in the glovebox (Figure 5.3d), and 

peak v is also present in the first scan of the CV in ambient condition (Figure 

5.3a). Considering that these shifts are observed over multiple scans, the 

electrode surface is no longer pristine, and it is possible the electrode surface 

contains any remaining NaO2 that was not oxidised in the previous cycle. This 

can alter the formation of NaO2 in the following cycle, affecting the CVs. 

A previous study on the O2 reduction in [EMIM][NTf2] in the presence of 

25 mM Na[PF6] suggested that the second oxidation peak at more positive 
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potentials is associated with Na2O2 oxidation, which the authors suggest to be 

formed via chemical disproportionation.52 As discussed above, this has been 

previously observed in Li+/O2 systems,164 and Li2O2 is now established as the 

main product of the ORR in the presence of Li+.5  This has been assigned to the 

instability of the LiO2 product. However, this is not the case for NaO2, in fact, 

NaO2 is the main discharge product found by several reports in a Na-O2 cell,154 

despite Na2O2 being slightly more thermodynamic stable. Some reports 

attributed the NaO2 formation to its lower surface energy, whilst others 

suggested NaO2 is the kinetically favoured product.154 Considering that NaO2 is 

kinetically favoured, and that peak v is more noticeable at later scans, peak v 

could perhaps be attributed to Na2O2 oxidation following NaO2 

disproportionation as suggested by Allen et al.52 However in-situ measurements 

would be needed to confirm such a hypothesis given the differences of IL and 

Na+ salt in their study (Na[PF6] in [C2C1Im][NTf2]) and ours (Na[NTf2] in 

[C1CdmaPyrr][NTf2]). Alternatively, Na2O2 could have been formed 

electrochemically, given the similar standard potentials for NaO2 and Na2O2.26 

Interestingly, another study on the ORR in [C1C4Pyrr][NTf2] in the 

presence of various Na[NTf2] concentrations observed a shift in the opposite 

direction to ours (towards less positive potentials, as opposed to more positive 

potentials in our case - see Figure 5.4f).53 The authors assigned the peaks at 

more positive potentials (as peak v) to oxidation of NaO2 species at the 

electrode surface, whilst peaks at less positive potentials (as peak iv) to 

oxidation of NaO2 species in solution. Consequently, the shift towards less 

positive potentials is described as the dissolution of NaO2 species from the 

surface. Another study using Na[PF6] in DME demonstrated using operando 

transmission electronic microscopy that under those electrolyte conditions 

NaO2 formation follows a solution pathway.27 According to the authors, NaO2 is 

formed in solution and as the electrolyte becomes saturated, NaO2 precipitates 

in a cubic form.27 This solution/surface hypothesis will be further investigated in 

Section 5.3.1, with RRDE experiments. 
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  Figure 5.4 shows the ORR in the presence of Na+ in the 

[C1(C2OC1)Pyrr][NTf2] (Figure 5.4a, c and e) and [NC1,C1,C2,(C2OC1)][NTf2] (Figure 

5.4b, d and f). The ORR in the presence of 25 mM Na+ in [C1(C2OC1)Pyrr][NTf2]  

and [NC1,C1,C2,(C2OC1)][NTf2] show a slight pre-peak i, followed by peak ii in the 

cathodic scan. Unlike in [C1CdmaPyrr][NTf2], in [C1(C2OC1)Pyrr][NTf2]  the ORR in 

the presence of 25 mM Na+ does not result in the oxidation peak iii (Figure 5.3b), 

associated with the superoxide formation and stabilisation by the IL cation. 

Instead, the CV in [C1(C2OC1)Pyrr][NTf2] shows clear oxidation peaks v and vi, the 

former linked to NaxOy oxidation and the latter likely to be related to oxidation 

of H2O2 or [OH]-, formed in the presence of trace water.29, 44 In the presence of 

25 mM Na+ the CV of ORR in [NC1,C1,C2,(C2OC1)][NTf2] (Figure 5.4b) shows the 

oxidation peak v in the first anodic scan. However, with -1.4 V cathodic limit, the 

current density of peak v decreases over time and peak iii can be observed in 

later scans (compare dark and light blue traces in Figure 5.4b). This is associated 

with a drop in the local Na+ concentration and superoxide stabilisation by IL 

cation, as already discussed previously for [C1CdmaPyrr][NTf2]. 

By adding 50 mM of Na[NTf2],  the CVs for both [C1(C2OC1)Pyrr][NTf2]  

and [NC1,C1,C2,(C2OC1)][NTf2] (Figure 5.4c and d, respectively) display a greater 

distinction between reduction peaks i and ii.  Moreover, they feature a new 

oxidation peak, peak iv, that was not present in the 25 mM CVs. As discussed for 

[C1CdmaPyrr][NTf2], this peak is associated with oxidation of NaO2. Figure 5.4c 

shows that in [C1(C2OC1)Pyrr][NTf2], regardless of the cathodic limit (either -1.3 

or -0.9 V), two oxidation peaks (iv and v) are present in the anodic scan. 

Moreover, independently of the cathodic limit, the current density of oxidation 

peak iv decreases over time, and only the oxidation peak v is observed on the 

fifth scan. As discussed above for [C1CdmaPyrr][NTf2], peak v might be associated 

with oxidation of insoluble NaxOy species at the electrode surface. The solubility 

of the reduction product will be investigated in Section 5.3.1. Nevertheless, this 

shift is not observed in the CVs with [NC1,C1,C2,(C2OC1)][NTf2], as shown in Figure 

5.4d.  
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Figure 5.4. CVs of O2-saturated ILs with Na+ salts taken within a glovebox: a, c) 

[C1(C2OC1)Pyrr][NTf2] with 25 mM and 50 mM Na[NTf2] respectively, and e) shows an 

overlay of a and c. b, d)  [NC1,C1,C2,(C2OC1)][NTf2] with 25 mM and 50 mM Na[NTf2], 

respectively, and f) displays an overlay of b and d. g) [C1(C2OC1)Pyrr][C2F5COO] with 

50 mM Na[NTf2] and h) [NC1,C1,C2,C4
][NTf2] with 50 mM Na[NTf2]. CVs taken with GC WE, 

Pt coil CE and Ag wire qRE at 100 mV/s. 
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Figure 5.4d shows that in [NC1,C1,C2,(C2OC1)][NTf2], when the cathodic limit 

is -1.5 V, the O2 CVs in the presence of 50 mM Na+ CVs show a broad oxidation 

peak, which seems almost as an overlap of oxidation peaks iv and v. This may be 

a consequence of the wide cathodic limit causing the formation of a 

combination of NaxOy products. As a result, the oxidation peaks are poorly 

defined. With -1.0 V cathodic limit (green traces in Figure 5.4d), both peaks i and 

iv are very noticeable, and only subtle differences between the first and the fifth 

scan can be observed. Furthermore, the absence of peak v when the cathodic 

limit is -1.0 V suggests that in  [NC1,C1,C2,(C2OC1)][NTf2], the species oxidised in peak 

v are formed in the cathodic scan with more negative potentials.   

 The ORR was also evaluated in [C1(C2OC1)Pyrr][C2F5COO] with 50mM Na+ 

and the CVs are shown in Figure 5.4g. When the cathodic limit is -1.3 V (blue 

traces), the CV displays a single reduction peak, and the oxidation peak iii on the 

anodic scan. Despite the CVs with cathodic limit at -1.3 V not displaying any 

other clear oxidation events, by changing the cathodic limit to -0.9 V, an extra 

small oxidation peak iv can be observed, which is probably overlaid with peak iii 

in the blue CVs (-1.3 V cathodic limit). Moreover, Figure 5.4g shows that as the 

cathodic limit is changed, it becomes evident that the anodic peak iv is related 

to the reduction peak i, and this redox couple is likely to be associated with 

reduction of O2 and formation of NaO2 (peak i), followed by oxidation of the 

latter in peak iv. However, this IL system displays a very distinct CV compared to 

any of the ILs previously discussed, and this is explained as follows. As briefly 

discussed above for Figure 5.2b, the [C1(C2OC1)Pyrr][C2F5COO] IL has a much 

greater donating ability than the other [NTf2]- based ILs. Therefore, it is expected 

that the Na+ is more strongly coordinated to the [C2F5COO]- anion, and 

consequently, it becomes a softer cation. Thus, the [C2F5COO]- solvation may 

change the activity of Na+ and as a result, may alter the reaction potentials as 

suggested by the Nernst equation. This explains the overlap of O2 reduction and 

formation of NaO2 and reduction and formation of O2
.- stabilised by IL cation, as 

well as the overlap of the oxidation peaks.  
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Finally, the O2 CVs in [NC1,C1,C2,C4
][NTf2] with 50mM (Figure 5.4h) shows 

the typical reduction peak i, followed by the reduction peak ii, associated with 

the reactions described in the previous paragraphs. On the anodic scan, the 

same oxidation peak vii is observed regardless of the cathodic limit, which is 

associated with NaxOy species. It is clear that with -1.5 V reduction limit, by the 

fifth scan, the oxidation peak vii significantly reduces, and the oxidation peak iii 

appears, associated with the oxidation of IL cation-stabilised O2
.-. As discussed 

for [C1CdmaPyrr][NTf2], this is likely to be caused by a drop in the local 

concentration of Na+ at the electrode surface in this IL. 

Finally, it has been observed that, in contrast to the Li+ systems, where 

the variations in the CVs could be clearly associated with the choice of anion, in 

the Na+ systems many differences are observed, even among ILs with very 

similar structure such as [C1(C2OC1)Pyrr][NTf2] and  [NC1,C1,C2,(C2OC1)][NTf2], or 

[C1CdmaPyrr][NTf2] and [C1(C2OC1)Pyrr][NTf2]. Thus, these Na+/IL systems are 

further explored with higher Na+ content, and the type of product formed during 

the CVs is investigated with RRDE.  

 Figure 5.5 shows the CVs of O2-saturated pyrrolidinium-based ILs in the 

presence of 0.5 M Na[NTf2]. The equivalent CVs for  [NC1,C1,C2,(C2OC1)][NTf2] and 

[NC1,C1,C2,C4
][NTf2] are displayed in Figure 5.6. With the exception of 

[C1(C2OC1)Pyrr][C2F5COO] (Figure 5.5c and d), all the O2 CVs with 0.5 M Na+ show 

a single reduction and a single oxidation peak, regardless of the cathodic limit 

used.  

 An overlay of the CVs with 50 mM Na+ and 0.5 M Na+ is shown on the 

right hand side of Figure 5.5 and Figure 5.6. An analysis of these overlays 

highlights two main points, firstly the current density of the reduction peaks 

decreases considerably with the higher salt concentration, with the exception 

of [NC1,C1,C2,C4
][NTf2] and [C1(C2OC1)Pyrr][C2F5COO]. Secondly, the oxidation peak 

in the CVs with 0.5 M is at potentials similar to those found for peak v in the 

50 mM Na+ CVs. This may indicate formation of insoluble NaxOy species, as 
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discussed previously for peak v in the 50 mM Na+ CVs, and it will be further 

discussed in Section 5.3.1. 

 

Figure 5.5. CV of O2-saturated ILs in the presence of 0.5 M Na[NTf2] showing multiple 

scans and cathodic limits on the left (a, c and e), and an overlay of CVs taken in ILs with 

0.5 M Na+ (dashed lines) and 50 mM Na+ (continuous line) on the right (b, d and f). 

a,b) [C1(C2OC1)Pyrr][NTf2]; c,d)[C1(C2OC1)Pyrr][C2F5COO]; e,f) [C1CdmaPyrr][NTf2]. Note 

that b), d) and f) have different y-axis scales. CVs taken using GC WE, Pt coil CE and Ag 

wire qRE at 100 mV/s. 

 Regarding the current density, the addition of higher concentration of 

Na+ salts induces significant changes in the physico-chemical properties of the 

electrolytes, thus affecting solubility and mass transport within the liquid. 
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Azaceta et al53 observed that the greater the salt content in the electrolyte, the 

greater the viscosity, and the lower the solubility of O2 in the electrolyte. This 

may explain the decrease in current density observed in some of the 

electrolytes.  In addition, it is possible that with higher Na+ concentration, more 

insulating product is formed at the electrode surface, partially blocking it. 

 

Figure 5.6. CV of O2-saturated ILs in the presence of 0.5 M Na[NTf2] showing multiple 

scans and cathodic limits on the left (a and c), and an overlay of CVs taken in ILs with 

0.5 M Na[NTf2] (dashed lines) and 50 mM Na[NTf2] (continuous line) on the right 

(b and d). a,b)  [NC1,C1,C2,(C2OC1)][NTf2]; c,d) [NC1,C1,C2,C4
][NTf2]. Note that b) and d) have 

different y-axis scales. 

  Furthermore, regarding the CV with [C1(C2OC1)Pyrr][C2F5COO], Figure 

5.5c shows that an oxidation peak at approximately +1.1 V appears during 

cycling as the oxidation peak at -0.1 V fades, whilst the reduction peak shows 

very subtle changes over scanning. This is likely to be associated with an EC 

mechanism, in which the chemically formed species are oxidised at the more 

positive potentials. Thus this may be related to oxidation of products from side 
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reactions of O2
.- with water.29, 44 The higher hydrophilicity of this IL means it is 

more likely to accumulate water than the other [NTf2]-based ILs. 

5.3.1 Hydrodynamic voltammetry to investigate the type of ORR product in 

the presence of Na+ salts  

The type of product, in terms of product in solution, or product at the 

electrode surface, was examined with RRDE. A full description of RRDE can be 

found in Chapter 2. In summary, in a voltammetric experiment using RRDE, the 

disc potential can be swept within a range of potentials, as a typical linear sweep 

voltammetry or cyclic voltammetry. The ring potential can be kept constant at a 

certain potential that reduces or oxidises the species in solution which has just 

been formed at the disc, providing those species are stable within the time they 

take to move from the disc towards the ring. However, no current will be 

detected at the ring if the reaction product adheres to the disc electrode 

surface.  

Figure 5.7 shows the O2 voltammograms for the experiments using RRDE 

in ILs with 50 mM Na+. Different cathodic limits were chosen to understand the 

nature (in solution or at the electrode surface) of the product formed at 

different reduction potentials. Due to the use of a quasi-reference electrode, 

the cathodic limits cannot be kept the same for all ILs because of the variation 

in the potential of the ORR within the ILs. To simplify the analysis, the cathodic 

sweep is shown in Figure 5.7a, d, g and j (figures in the column on the left), whilst 

both sweeps are displayed in Figure 5.7b, e, h and q (figures in the middle 

column). The disc current response is shown in continuous lines and the ring 

current response in dashed lines.  

Figure 5.7a, d, g and j (figures in the column on the left) display the O2 

reduction and formation of NaxOy species in the disc and the oxidation of the 

soluble NaxOy in the ring. In addition to these peaks,  Figure 5.7b, e, h and q 

(figures in the middle column) also show the oxidation of NaxOy species at the 

disc surface in the anodic scan. 



Chapter 5 

221 
 

 

Figure 5.7. RRDE LSVs and CVs of O2-saturated ILs with 50 mM Na+ showing the more 

negative cathodic limits (in blue) and the less negative cathodic limit (green), the disc 

electrode current (continuous line) and the ring current (dashed line). c, f, i, and l show 

an overlay of the RRDE CVs with the unstirred CVs (in purple and pink) from Figure 5.3f 

and Figure 5.4c, d and h, respectively. a, b and c) [C1(C2OC1)Pyrr][NTf2]; d, e, and f) 

[C1CdmaPyrr][NTf2]; g, h, and i)  [NC1,C1,C2,(C2OC1)][NTf2]; j, k and l) [NC1,C1,C2,C4
][NTf2]. The 

hydrodynamic CVs were taken with RRDE WE composed of GC disc and Pt ring, Pt coil 

CE and Aq wire qRE at 100 mV/s. The unstirred CVs were taken with the same conditions 

but using a GC WE. Different cathodic limits were chosen for each IL according to the 

reduction peaks observed.  

The ring currents are analysed and compared to the disc current for each 

IL in each cathodic limit, and these are summarised in Table 5.3. The ring current 
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analysis shown in Table 5.3  for [C1CdmaPyrr][NTf2] (Figure 5.7d and e) shows that 

with -1.5 V cathodic limit, the percentage of ring current is considerably higher 

than when the cathodic limit is -1.0 V. This indicates that the reduction product 

formed with the more negative cathodic limit displays greater solubility in 

[C1CdmaPyrr][NTf2] than the product formed within the less negative cathodic 

limit. Comparing this finding to the unstirred CV shown in Figure 5.3f, it is 

possible that the higher solubility of the reduction product formed within the 

wider cathodic scan (-1.5 V limit) contributes to the apparent stability of the 

redox couple. This apparent stability is suggested based on the almost identical 

shape and current density of the peaks in the first and fifth scans (dark and light 

blue traces) in the CV in Figure 5.3f. 

The ring current analysis for [C1(C2OC1)Pyrr][NTf2] (Figure 5.7a and b) 

and  [NC1,C1,C2,(C2OC1)][NTf2] (Figure 5.7g and h) in Table 5.3 shows the opposite 

trend observed in [C1CdmaPyrr][NTf2]. In other words, in  [NC1,C1,C2,(C2OC1)][NTf2] 

and [C1(C2OC1)Pyrr][NTf2] the higher apparent solubility was found for the 

products formed within the narrower cathodic scan, considering the higher 

percentual current with less negative cathodic limits. The unstirred CV of these 

ILs displayed in the previous section have in fact demonstrated different trends 

than [C1CdmaPyrr][NTf2] (compare Figure 5.4c and d with Figure 5.3).  

Overlays of the CVs taken with RRDE and the unstirred CVs (from Figure 

5.3f and Figure 5.4) are shown in Figure 5.7c, f, i and l. These overlays clarify 

some points of discussion from the previous section. As described before, 

soluble products from the disc electrode reaction on the forward scan move 

away from the disc as the electrode rotates, whilst insoluble products remain at 

the disc electrode and are detected on the backwards scan. The overlays in 

Figure 5.7 show that the oxidation peak (disc current) in the anodic scan of RRDE 

experiments overlaps with oxidation peak v of the unstirred CVs (see Figure 5.3f, 

Figure 5.4c, d and h). This confirms the hypothesis discussed above, that peak v 

is associated with oxidation of NaxOy adsorbed at the electrode surface, whilst 

peak iv is associated with oxidation of soluble NaO2. Further in-situ analysis is 

needed to determine the nature of the NaxOy species, however the shifts of peak 
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iv to peak v observed in the CVs in the previous section can be explained as 

follows. The shift observed from peak iv to peak v in [C1CdmaPyrr][NTf2] and 

[C1(C2OC1)Pyrr][NTf2] may be linked to a local saturation of soluble NaO2, which 

is followed by precipitation at the electrode surface and oxidation at more 

positive potentials (peak v). Alternatively, NaO2 undergoes chemical 

disproportionation and the insoluble Na2O2 is oxidised at more positive 

potentials, in peak v. 

Table 5.3. RRDE experiments analysis of ILs with 50 mM Na+ showing the percentual of 

the ring current with relation to the disc current for each cathodic limit. The choice of 

cathodic limit is based on the potential associated with the reduction peaks observed 

in the CVs (Figure 5.3, Figure 5.4 and Figure 5.7). 

IL / Na+ system (50 mM) Cathodic limit (V) % (iring/idisc) 

[C1(C2OC1)Pyrr][NTf2] 
-0.9 17.0 

-1.5 3.8 

[C1CdmaPyrr][NTf2] 
-1 4.5 

-1.5 25.4 

[NC1,C1,C2,(C2OC1)][NTf2] 
-1.2 12.9 

-1.4 2.6 

[NC1,C1,C2,C4
][NTf2] 

-1 2.9 

-1.5 10.7 

 
[NC1,C1,C2,C4

][NTf2] shows slightly higher NaO2 solubility when the 

cathodic limit is -1.5 V, compared to -1.0 V. This may be related to the fact that 

superoxide stabilisation by IL cation could still be observed in [NC1,C1,C2,C4
][NTf2], 

even at 0.5 M Na+ concentration. This is demonstrated by peak iii in Figure 5.4h.  

RRDE experiments were also performed with the ILs containing 0.5 M 

Na+ and the LSVs, CVs and an overlay with the unstirred CVs are shown in Figure 

5.8. An analysis of the ring currents for the data shown in Figure 5.8 is displayed 

in Table 5.4.  
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Figure 5.8. RRDE LSVs and CVs of O2-saturated ILs with 0.5 M Na+ showing the more 

negative cathodic limits (in blue) and the less negative cathodic limit (green), the disc 

electrode current (continuous line) and the ring current (dashed line). c, f, i, l and o) 

show an overlay of the RRDE CVs with the unstirred CVs (in purple and pink) from Figure 

5.5a, c and e, and Figure 5.6a and c, respectively. The ring potential is stated within 

brackets:  a, b and c) [C1(C2OC1)Pyrr][NTf2]; d, e, and f) [C1(C2OC1)Pyrr][C2F5COO] 

(+0.4 V); g, h, and i) [C1CdmaPyrr][NTf2]; j, k and l) [NC1,C1,C2,(C2OC1)][NTf2];  m, n and o) 

[NC1,C1,C2,C4
][NTf2]. The hydrodynamic CVs were taken with RRDE WE composed of GC 

disc and Pt ring, Pt coil CE and Aq wire qRE at 100 mV/s. The unstirred CVs were taken 

with the same conditions but using a GC WE. 
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The RRDE data in Figure 5.8g-o for  [NC1,C1,C2,(C2OC1)][NTf2], [NC1,C1,C2,C4
][NTf2] 

and [C1CdmaPyrr][NTf2] show very small current density at the ring and the 

presence of a large oxidation peak in the current response at the disc. Moreover,  

data in Table 5.4 confirms that in  [NC1,C1,C2,(C2OC1)][NTf2], [NC1,C1,C2,C4
][NTf2] and 

[C1CdmaPyrr][NTf2] the ORR in the presence of 0.5 M Na[NTf2] predominantly 

forms insoluble products. This is evident by the percentual ring current with 

relation to the disc current, shown in Table 5.4. This is different from the data 

discussed above for 50 mM Na+. Therefore, it is possible that with the greater 

quantity of Na+, more NaO2 is formed to the extent that NaxOy precipitates more 

readily at the electrode surface. Consequently, less soluble product is detected 

in these ILs. Moreover, the overlaid CVs of the RRDE and unstirred experiments 

in Figure 5.8i, l and o show that the oxidation peak in the unstirred CVs with 

0.5 M Na+ (Figure 5.5e and Figure 5.6a and c) is related to insoluble NaxOy 

species. 

Figure 5.8d and Table 5.4 shows that the percentage of ring current in 

relation to the disc current for [C1(C2OC1)Pyrr][C2F5COO] is considerably higher 

than the other ILs studied. Previous studies30, 165 in Li-O2 systems have 

demonstrated that solvents with high donating abilities contribute to the 

dissolution of LiO2 intermediate when discharging Li-O2 batteries. In addition, it 

has been discussed in the paragraphs above that the high donor number of this 

IL suggests that [C2F5COO]- can strongly solvates Na+. Considering that Na+ is 

solvated by [C2F5COO], O2
.- and IL cation are perhaps more available to interact 

with each other and the NaO2 product actually remains as stable Na+ and O2
.- 

ions in solution. Therefore, the strong interactions of this IL with the ORR 

products in the presence of Na+ contributes to the higher solubility of NaO2 

demonstrated by the RRDE experiments. 

 Compared to the other [NTf2]-based ILs, [C1(C2OC1)Pyrr][NTf2] shows a 

higher percentage of ring current in relation to the disc current (see Figure 5.8a 

and Table 5.4). This IL has the higher DN among the [NTf2]-based ILs (see Table 

5.2), which might contribute to stabilise Na+ and O2
.- in solution. Nevertheless, 

the difference in DN is very small, so it is possible that the higher apparent 
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solubility could be promoted by other means. Lutz et al32 observed that other 

solvent properties than DN influence NaO2 solubility. With molecular dynamics 

simulations, the authors identified the degree of solvation and the coordination 

number of a series of glyme-based solvents and were able to understand the 

higher NaO2 solubility in their system. Thus, similar computational studies in the 

ILs investigated herein would be an insightful analysis.  

Table 5.4. RRDE experiments analysis of ILs with 0.5 M Na+ showing the percentual of 

the ring current with relation to the disc current for each cathodic limit 

IL / Na+ system (0.5 M) Cathodic limit (V) % (iring/idisc) 

[C1(C2OC1)Pyrr][NTf2] 
-0.9 20.1 

-1.5 11.0 

[C1(C2OC1)Pyrr][C2F5COO] -1.5 48.9 

[C1CdmaPyrr][NTf2] 
-1 1.9 

-1.5 2.7 

[NC1,C1,C2,(C2OC1)][NTf2] 
-1.2 1.9 

-1.5 0.7 

[NC1,C1,C2,C4
][NTf2] -1.2 1.9 

5.4. Evaluating a potential application in Na-O2 cells 

A full Na-O2 battery cell comprises of a metallic Na negative electrode, a 

Na+ electrolyte and a positive electrode with a porous material that allows the 

diffusion of O2 into the cell. Therefore, when designing an electrolyte for this 

cell the stability and performance of both electrodes must be considered.  

Chapter 3 demonstrated the good performance of [NC1,C1,C2,C4
][NTf2]-

based electrolyte in symmetrical Na|Na cells.  [NC1,C1,C2,(C2OC1)][NTf2]-based 

electrolyte displayed inferior behaviour, however [NC1,C1,C2,(C2OC1)][NTf2] displays 

much lower viscosity than [NC1,C1,C2,C4
][NTf2], which is beneficial for an application 

in electrochemical devices. Furthermore, it was demonstrated in Chapter 4 that 

the rate of O2 diffusion was higher in [NC1,C1,C2,(C2OC1)][NTf2] than [NC1,C1,C2,C4
][NTf2]. 
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Finally, previous sections in this chapter have shown slightly smaller peak-to-

peak separation in these ILs (compare Figure 5.5 and Figure 5.6) and high 

current density of the anodic peak. This could indicate a lower overpotential 

between charge and discharge steps when cycling the cells, compared to the 

other ILs. Therefore, these ILs with small structural differences and yet different 

properties are further investigated in a full Na-O2 cell.  

The cell used for the Na-O2 experiments was shown in Figure 5.1. 

Initially, a setup similar to the Na|Na cells from Chapter 3 was attempted but as 

described below, several parameters had to be adjusted to allow effective cell 

discharge. These are listed as follows and serve as a guideline when assembling 

Na-O2 full cells using the cell from Figure 5.1 with IL electrolytes. The discharge 

curves for the cells described in the following paragraphs can be found in 

Appendix 1.A.4.1.  

- Separators: 

The first cell setup was composed of one Na disc as the negative 

electrode, one glassfibre disc as the separator and one GDL disc as the positive 

electrode and a disc of stainless-steel mesh as the current collector for the 

positive electrode. 105 µL of electrolyte was used, and the setup was identical 

to the cells from Chapter 3, except for the GDL electrode. However, the cell 

short-circuited even before the start of the experiments, in more than one cell 

assembly. Compared to the symmetrical cell from Chapter 3, the GDL electrode 

is much more flexible, so perhaps it might have bent and touched the Na 

electrode. In addition, a strand from the steel mesh might have perforated the 

separator and contacted the Na electrode. Thus, to suppress this possibility, two 

glass fibre discs were used as the separators with 210 µL of electrolyte.  

- Resting time: 

 Initially, the cells were left under open cell potential conditions for two 

hours. This time is known to be enough to allow adequate wettability of the 

positive electrode and O2 diffusion into the GDL/electrolyte interphase for cells 

with organic solvent electrolytes. However, with this setup the cell reached the 
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cut-off potential as soon as the current was applied. It was understood that this 

was caused by poor wettability of the porous carbon electrode and/or 

instantaneous depletion of O2 at the GDL/interface. Indeed, the diffusion 

coefficient of O2 in DME, for instance, is one order of magnitude greater than 

the diffusion coefficient determined for the ILs in Chapter 4,32 which explains 

the longer resting time needed for the cells with IL. Therefore, the cells were 

left resting 24 h prior to the discharge experiments. 

- Temperature: 

Although longer resting times and the use of two separators allowed the 

experiments to occur, the capacity obtained was very low (see Figure A 39b in 

Appendix 1.A.4.1). Once again, O2 diffusion in the electrolyte was thought to be 

responsible for the low capacity. To try to evaluate this, the cells were 

discharged at 40 oC, instead of the laboratory temperature of ~18 oC. The higher 

temperature is expected to promote O2 diffusion in the IL.48 It was found that 

the higher temperature was effective in enhancing the cell capacity. Thus, cells 

were assembled with the optimal conditions of resting time and separators and 

were cycled at 40 oC. The results are displayed and discussed as follows.  

Discharge profiles of Na-O2 cells with [NC1,C1,C2,C4
][NTf2] and  

[NC1,C1,C2,(C2OC1)][NTf2] electrolytes are shown in Figure 5.9 (a and c, respectively) 

as well as scanning electron microscopy (SEM) images of the GDL electrode post 

discharge.  

In both cells the voltage sharply decreases as soon as the discharge 

starts, then in [NC1,C1,C2,C4
][NTf2] the voltage reaches a plateau and in  

[NC1,C1,C2,(C2OC1)][NTf2] it slowly drops until it reaches the cut-off limit. The voltage 

drop is caused by different types of losses in the cell, including activation 

polarisation, concentration polarisation and ohmic polarisation.60 Whilst the 

ohmic polarisation is caused by the internal resistance of the cell, the other 

polarisations are related to the charge transfer at the electrode (activation) and 

concentration gradient between the electrode and the bulk of active species 

(concentration).60 
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Compared to previous reports on Na-O2 cells with ILs,54, 55 the cell 

capacity and the abundance of discharge product deposits in the electrode 

(analysed by SEM) studied herein is considerably inferior. Early cell death in 

alkali metal-O2 batteries is often associated with saturation of the porous 

cathode with discharge products. The SEM images in Figure 5.9b and d clearly 

show that this is not the case for the cells discharged in Figure 5.9a and c. The 

SEM images show the long carbon fibres of the GDL electrode with a few white 

dots attributed to the discharge product NaxOy, see energy dispersive x-ray 

analysis (EDX) in Figure A 40. Thus, the early cell termination must be caused by 

other factors than an electrode blockage. It is believed that the low capacity is 

caused by depletion of O2 at the carbon electrode, caused by either slow rate of 

diffusion of O2 through the electrolyte, and/or low solubility of O2 in the IL. It 

would be interesting to compare these results with the results of a cell with 

[C1(C2OC1)Pyrr][NTf2], for instance, which displays lower O2 rate of diffusion but 

much higher O2 solubility (see Table 4.4in Chapter 4). In addition, in this IL, NaxOy 

displays greater solubility according to RRDE experiments, which may also affect 

the cell capacity.  

 

Figure 5.9. Discharge profile of Na-O2 cells with a) [NC1,C1,C2,C4
][NTf2]-based electrolyte 

with 0.5 M Na[NTf2] and c)  [NC1,C1,C2,(C2OC1)][NTf2]-based electrolyte with 0.5 Na[NTf2] 

with [NC1,C1,C2,C4
][NTf2] showing a discharge plateau at approximately 1.95 V and  

[NC1,C1,C2,(C2OC1)][NTf2] displaying a sloping profile. Discharge performed at 10 µA/cm2 
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and 40 oC, with 1.6 V cut-off limit. SEM images of GDL electrode post discharge b) in 

[NC1,C1,C2,C4
][NTf2] and d) in  [NC1,C1,C2,(C2OC1)][NTf2] (EDX can be found in Appendix A.4). 

 Finally, a cell with [NC1,C1,C2,C4
][NTf2] electrolyte has also been cycled to 

gain an insight into the cell rechargeability and the discharge and charge curves 

are displayed in Figure 5.10. Figure 5.10 shows that after the first discharge 

(continuous line in navy blue), the subsequent charge (dashed navy blue line) is 

considerably reduced. This implies that although the CVs in Figure 5.6 and Figure 

5.8 show an oxidation peak with similar current density as the reduction peak, 

this is not directly translated into full Na-O2 cells. Moreover, further substantial 

capacity loss is observed over cycling, indicating that this system needs further 

exploring if it is to be considered as a possible cell alternative.  

 

 

Figure 5.10. Cycling of Na-O2 cells with [NC1,C1,C2,C4
][NTf2]-based electrolyte with 0.5 M 

Na[NTf2] showing discharge curves (―) and charge curves (- - -). Note the capacity loss 

over cycling from first discharge (in navy blue) to fifth discharge (in yellow). Discharge 

performed at 10 µA/cm2 and 40 oC, with 1.6 V cut-off limit. 
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5.5. Conclusions and future work  

This chapter has evaluated some fundamental aspects of the ORR in ILs 

in the presence of Li+ and Na+. It was found that slight modifications on the IL 

structure considerably influences the ORR in the presence of Li+ and Na+. The 

effect of the IL anion was evident by the differences in the anodic scans of the 

O2 CVs with Li+ in [C1(C2OC1)Pyrr][C2F5COO], which suggested the stabilisation of 

LiO2. This was caused by the strong solvating ability of the [C2F5COO]- anion, that 

solvates Li+ to a greater extent than [NTf2]-. Furthermore, it was also 

demonstrated that the [C2F5COO]- anion promotes the formation of a 

substantial percentage of soluble NaO2 products during the ORR even in the 

presence of 0.5 M Na+. At this concentration, the percentage of soluble NaO2 in 

the [NTf2]-based ILs was considerably lower.  

 The O2 CVs in the presence of alkali metals seem to also be influenced 

by structural differences in the IL cation. This was demonstrated in the system 

with 25 mM Li+ in which superoxide is stabilised by both IL cation and Li+ in 

[C1CdmaPyrr][NTf2], whilst in [C1(C2OC1)Pyrr][NTf2] it is stabilised by Li+ only, 

based on the assignments of the peaks in the anodic scan. The Na+ systems also 

displayed superoxide stabilisation by both IL cation and Na+, at Na+ 

concentration of 25 mM for  [NC1,C1,C2,(C2OC1)][NTf2]. Notably this was also 

observed in [C1(C2OC1)Pyrr][C2F5COO] and [NC1,C1,C2,C4
][NTf2] at Na+ concentration 

as high as 0.5 M. Such differences were attributed to different solvent-solute 

interactions and mass transport of active species within the IL. 

 With 50 mM Na+ concentration, the O2 CVs with [NTf2]-based ILs have 

displayed different anodic peaks. In [C1CdmaPyrr][NTf2] and 

[C1(C2OC1)Pyrr][NTf2], anodic peaks at less positive potentials shifted to more 

positive potentials over scanning depending on the cathodic limit adopted. This 

was not observed in  [NC1,C1,C2,(C2OC1)][NTf2], but a more negative cathodic limit 

yielded an oxidation peak at more positive potentials. With the aid of RRDE, it 

was demonstrated that the oxidation peak at less positive potentials is 

attributed to oxidation of NaO2 species in solution, whilst the peak at more 
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positive potentials is associated with oxidation of NaxOy species adsorbed at the 

electrode surface.  

 Finally, full Na-O2 cells were assembled and discharged, and the cells 

displayed inferior capacities compared to previous reports in literature. Unlike 

most cases in Na-O2 cells, the poor capacity was not associated with electrode 

blockage, as demonstrated by SEM images. Instead, the capacity is likely to be 

limited by the solubility and diffusion of active species towards the IL-GDL 

interphase, mainly O2.  

 In summary, this chapter has demonstrated that at low salt 

concentrations (25-50 mM) the structure of both the IL cation and IL anion 

strongly effects the ORRs, as demonstrated by the shape of the CVs. However, 

at salt concentrations typically used in practical cells (0.5 M), the choice of anion 

seems to be the main influencing factor, and strongly donating anions such as 

[C2F5COO]- enhances the solubility of NaO2. Nevertheless, the Na-O2 cells with  

[NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2] demonstrated that substantial work 

needs to be carried out in order to use these ILs as pure electrolytes in full Na-

O2 cells.  

 Furthermore, in this chapter several questions remain open to future 

studies. This includes the understanding of the different solvent-solute 

interactions of Na+ and O2
.- species in ILs. Molecular dynamics simulations of the 

solvation sphere of active species have been shown to aid understanding of 

electrochemical data,32, 54 thus it would be an insightful analysis to be carried 

out in these IL systems. Another point yet to be determined is the nature of the 

NaxOy species. In-situ surface enhanced Raman spectroscopy has been 

previously demonstrated to be a powerful tool for the diagnosis of species 

formed during cyclic voltammetry experiments.30, 129 Moreover, it would be 

interesting to evaluate the capacity and performance of Na-O2 cells with 

[C1(C2OC1)Pyrr][NTf2] considering the higher solubility of NaO2 in this IL. 

Although [C1(C2OC1)Pyrr][C2F5COO] also displayed high solubility, Chapter 3 has 



Chapter 5 

233 
 

shown poor stability of metallic Na electrode in contact with 

[C1(C2OC1)Pyrr][C2F5COO].  
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Final remarks and future work  

 Among the never-ending challenges of developing new batteries, electrolyte design is 

a common issue for all emerging technologies. In this thesis the tunability of ILs has been 

explored to prepare electrolytes aimed at battery applications.  

 Overall, it was observed that even small structural changes in the IL substantially affect 

the performance of the electrochemical cells and reaction pathway. Regarding cells with Na 

electrodes, it was observed that side chains containing oxygen do not appear to form a stable 

and protective SEI. This was understood to be because of their high reactivity, especially in 

[C1CdmaPyrr][NTf2], and potential solubility/diffusion of SEI reaction products in  

[NC1,C1,C2,(C2OC1)][NTf2]. Nevertheless, [NC1,C1,C2,C4
][NTf2] developed a stable Rsurface in open cell 

experiments, displayed low overpotential during Na|Na cell cycling and a very structured SEI 

according to 3D OrbiSIMS experiments.  

It was demonstrated that the SEI with [NC1,C1,C2,C4
][NTf2] has an outermost layer formed 

by cation-related compounds, including large fragments such as [C13H30N]+, [C9H19NF3]+ and 

[C10H24N]+. In addition, cation-related compounds displayed negligible presence in the inner 

SEI layers, unlike that observed for the other ILs. Therefore, it was suggested that the 

outermost layer works as a protective barrier, separating the more reactive SEI products in the 

inner layers from the remaining bulk electrolyte. The benefits of a structured SEI were evident 

in the Na|Na cell cycling performance, which displayed relatively low overpotentials even 

above 300 cycles.  

Addition of Na[PF6] additive to  [NC1,C1,C2,(C2OC1)][NTf2]-based electrolyte increased the 

cycling time of the cells until reaching cut-off potentials and displayed stable Rsurface after 40h 

of open cell conditions. Surprisingly, the fluoride content was not the key factor in the 

improved performance of the electrolyte with Na[PF6] additive. Instead, it was proposed that 

the improved performance was due to the formation of a more organised SEI. 
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Regarding the use of IL-based electrolytes in Na+/O2 systems, it was demonstrated that 

at low Na+ concentrations, both the IL cation and Na+ play a role in stabilising O2
.-. Moreover, 

differences in the O2 CVs were observed even among ILs with small structural differences such 

as [C1(C2OC1)Pyrr][NTf2] and  [NC1,C1,C2,(C2OC1)][NTf2]. Shifts of the oxidation peak from less to 

more positive potentials were observed in [C1(C2OC1)Pyrr][NTf2] and [C1CdmaPyrr][NTf2], whilst 

in [NC1,C1,C2,(C2OC1)][NTf2], [NC1,C1,C2,C4
][NTf2] and [C1(C2OC1)Pyrr][C2F5COO] the number and 

potential of the oxidation peaks were dependent on the cathodic limit of the immediately 

preceding scan. With the aid of RRDE, it was suggested that the oxidation peak at less positive 

potentials is associated with NaO2 formed in solution, whilst the oxidation peak at more 

positive potentials is related to NaxOy species at the electrode surface.  

With higher Na+ concentration it was found that the IL donor number was the main 

factor in determining whether the ORR product was found in solution or at the electrode 

surface. NaxOy at the electrode surface was the main ORR product in CVs of the [NTf2]-based 

ILs with 0.5 M Na[NTf2], whilst [C1(C2OC1)Pyrr][C2F5COO] also displayed high percentage of 

product in solution. This demonstrates that although small structural changes in the cation can 

have an impact on the ORR pathway with low Na+ concentration, in concentrated electrolytes 

only ILs with highly solvating anions, like [C2F5COO]- can influence the reaction pathway. 

Considering the previous studies in the literature associating a solution mediated 

discharge with high Na-O2 battery cell capacities, [C1(C2OC1)Pyrr][C2F5COO] would be the best 

candidate for application in a full cell. Nevertheless, it was also found that 

[C1(C2OC1)Pyrr][C2F5COO] forms an extremely reactive SEI with Na metal, limiting its 

application. Na-O2 cells were assembled with [NC1,C1,C2,C4
][NTf2], which showed excellent 

performance in Na|Na cells as discussed above,  and  [NC1,C1,C2,(C2OC1)][NTf2] which displayed the 

highest O2 diffusion among the ILs studied. The full Na-O2 cells assembled with these two ILs 

resulted in low cell capacity. Nevertheless, SEM images of the discharged carbon electrodes 

demonstrated that electrode blockage was not the limiting factor in capacity. Instead the poor 

O2 diffusion, hence depletion at the electrode surface, was suggested to be the main factor 

affecting cell capacity.  

To answer some of the questions raised in Chapter 5, in-situ techniques such as SERS, 

would be a good tool to determine the nature of the NaxOy products observed in the CVs of O2 
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in Na+ doped ILs. However, even if the nature of NaxOy is revealed, pure IL-based electrolytes 

do not seem to be a feasible electrolyte for application in Na-O2 batteries, given the preliminary 

discharge experiments demonstrated in Chapter 5. A few studies5, 163 have evaluated the use 

of H2O as an additive, and the effect of relative humidity in O2 cell performance, this is 

particularly important considering an O2 battery that can operate using atmospheric O2. With 

this in mind, H2O-doped ILs could be a potential alternative to use ILs as electrolytes in Na-O2 

cells.  

Considering the performance of Na metal electrode with [NC1,C1,C2,C4
][NTf2], this IL is a 

very promising electrolyte for other Na metal based batteries. Additionally, design of 

electrolyte mixtures using [NC1,C1,C2,C4
][NTf2] aiming to lower the viscosity of [NC1,C1,C2,C4

][NTf2] 

without compromising its SEI formation ability could improve the applicability of this IL in full 

battery cells.  

In conclusion, this thesis demonstrated some key aspects to consider when designing 

electrolytes for emerging battery technologies based on Na metal electrodes, especially 

IL-based electrolytes. It has also demonstrated the positive impact that a highly organised SEI 

has on the performance of Na-metal electrodes.   
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Appendices 

A.1. Characterisation of synthesised ILs 

A.1.1. Viscosity of ILs 

The viscosity information obtained for the synthesised ILs is displayed in 

Figure A 1 and Figure A 2. The data shown in Figure A 1 and Figure A 2 confirms 

that the presence of an oxygen atom in the side chain of the IL cation decreases 

the viscosity of ILs (compare [NC1,C1,C2,(C2OC1)][NTf2] and [NC1,C1,C2,C4
][NTf2], blue and 

green traces respectively). This is caused by an increase in the flexibility of the 

side chains, which is believed to increase the overall free volume in the liquid, 

which contributes to molecular movement.166 This has also been noticed in 

polyethylene oxide chains, and it was suggested that the oxygen substituent 

changes the moment of inertia in the molecular liquid, thus altering the dynamic 

movement of the molecules.167  

Moreover, the effect of the bulky dimethyl acetate side chain in 

[C1CdmaPyrr][NTf2] on increasing the viscosity is understood to be caused by the 

lower flexibility of this side chain which creates resistance to molecular 

movement.167 

Finally, a change from [NTf2] anion to [C2F5COO] has demonstrated to 

increase the viscosity of the ILs. Molecular interactions are known to be one of the 

main factors dictating the viscosity in molecular liquids. Thus considering the much 

higher donor number of [C1(C2OC1)Pyrr][C2F5COO], the stronger cation-anion 

interaction in this IL compared to [C1(C2OC1)Pyrr][NTf2], plays a role increasing 

[C1(C2OC1)Pyrr][C2F5COO] viscosity. 
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Figure A 1. Dynamic viscosity as a function of the inverse of temperature, showing that 

the dataset follows the Arrhenius exponential equation 

 

Figure A 2. Kinematic viscosity as a function of the inverse of temperature, showing that 

the dataset follows the Arrhenius exponential equation 
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A.1.2. Donor number 23Na shift and calibration 

 

Figure A 3. Donor Number calibration line with solvents previously reported in 

literature.66 

 

Table A1.1. DN dataset showing 23Na shift for two measurements, average 23Na shift 

and calculated DN. 

IL 23Na shift(1) 23Na shift(2) 23Na shift(avg) DN 

[NC1,C1,C2,(C2OC1)][NTf2]  -11.96 -12.04 -12.0 9.1 

[C1(C2OC1)Pyrr][NTf2]  -11.38 -11.56 -11.47 10.2 

[C1CdmaPyrr][NTf2]  -12.59 -12.54 -12.56 8.0 

[NC1,C1,C2,C4
][NTf2]  -12.91 -12.8 -12.85 7.4 

[C1(C2OC1)Pyrr][C2F5COO]  -4.71 -4.75 -4.73 23.5 

[P6,6,6,14][NTf2]  -15.84 -15.11 -15.48 2.5 
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A.2. Electrochemical performance and stability of Na metal 

electrode and IL-based electrolytes 

 

 

Figure A 4. Cyclic voltammograms (CVs) of 0.5 M Na+ in the IL based electrolytes 

showing three scans, at 100 mV.s-1 and using glassy carbon working electrode, Pt coil 

counter electrode and Na flag reference electrode. Arrows show scanning direction. a) 

[C1(C2OC1)Pyrr][NTf2], b) [C1(C2OC1)Pyrr][C2F5COO], c) [C1CdmaPyrr][NTf2], 

d) [NC1,C1,C2,(C2OC1)][NTf2], and e) [NC1,C1,C2,C4
][NTf2] IL-based electrolytes 
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A.2.1. Solid-electrolyte interphase studies with electrochemical impedance 

spectroscopy 

 

Figure A 5. Nyquist plots of electrochemical impedance spectroscopy (EIS) of Na|Na 

symmetrical cells during open circuit conditions for over 70 h, using the various IL 

electrolytes: 0.5 M Na+ in a) [C1(C2OC1)Pyrr][NTf2], b) [C1(C2OC1)Pyrr][C2F5COO], 

c) [C1CdmaPyrr][NTf2], d) [NC1,C1,C2,(C2OC1)][NTf2], e) [NC1,C1,C2,C4
][NTf2]; Na+ counter ion 

accordingly to IL anion. Inserts show pictures of one of Na electrodes post analysis (cell 

disassembled within a glovebox). 
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Figure A 6. Analysis of electrochemical impedance data (EIS) of Na|Na symmetrical cells 

using IL-based electrolytes (0.5 M Na+ salts in the ILs displayed in the figure legend); a) 

Change/R(t0): Percentual change of surface resistance over time with respect to the 

resistance at the initial time (t0); b) Sequential change: Percentual change of surface 

resistance over time with respect to the resistance of the immediately preceding 

measurement. 

 

A.2.2. Na|Na cell galvanostatic cycling 

The cells were initially cycled at 10 µA/cm2, and the voltage profiles are 

shown in Figure A 7. With 10 µA/cm2 current density, no cells reach the cut-off 

limit despite cycling it for over 300 cycles, as demonstrated by the voltage 

profiles in Figure A 7. Nevertheless, [C1CdmaPyrr][NTf2] displays the highest 

overpotential across the whole experiment.  [NC1,C1,C2,(C2OC1)][NTf2] show an 

increase in overpotential from approximately 75 to 200 h of cycling, whilst the 

overpotential for [NC1,C1,C2,C4
][NTf2] increases slightly above 150 h of cycling. The 

voltage profiles for all cells display the same shape, therefore it is concluded that 

at 10 µA/cm2, the effect of IL in cell performance is subtle, mainly expressed in 

a difference in overpotential. 
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Figure A 7. Na|Na symmetrical cycling at 10 µA/cm2 showing cells with 

[C1CdmaPyrr][NTf2] (―),  [NC1,C1,C2,(C2OC1)][NTf2] (―), and  [NC1,C1,C2,C4
][NTf2] (―). Note 

that with this small current density no cell reaches the cut-off potentials, even after 300 

cycles. 

Repeats were carried on for all Na|Na cells at 0.1mA/cm2 , and although 

showing the same trends, galvanostatic cycling of cells assembled in different 

days display differences in the voltage traces. Figure A 8 shows galvanostatic 

cycling of cells assembled in different days, but with electrolytes from the same 

batch, which have not been taking outside glovebox in between measurements, 

and metallic sodium from the same batch as well. The cell components 

(Swagelok parts and separator) were also cleaned and dried under the same 

conditions). Despite great care has been taken to ensure that the conditions are 

kept the same, it is possible than small changes might have happened, including 

electrolyte volume, or pressure on closing the Swagelok cells, etc.  
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Figure A 8. Galvanostatic cycling of Na|Na symmetrical cells assembled in different 

days: yellow traces display day X (―), and purple traces display day Y (―). Cells cycled 

at 0.1 mA.cm-2, with 30 minutes polarisation time and 105 µL of 0.5 M Na[NTf2] in a) 

[NC1,C1,C2,(C2OC1)][NTf2], b) [NC1,C1,C2,C4
][NTf2] and c) [NC1,C1,C2,(C2OC1)][NTf2] with Na[NTf2] 

and Na[PF6]. Cell cycling displayed in b) was purposely stopped at 160 h (―) and 320 h 

(―), of running time despite not having reached cut-off limits. 
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Another factor that might have contributed to the differences in the cells 

is the glovebox environment during cell assembly. Metallic Li and Na are highly 

reactive metals that promptly form a passivation layer on their surface even 

without direct contact with any electrolytes. This layer is referred in literature 

as the native layer of metallic Li and Na, and despite pre-treatment or polishing 

of the metals, it may still be present and/or redevelop at the metal surface. The 

environment in which these metals are handled also has an impact on the 

formation and on the characteristics of this layer.  

All cells have been handled and assembled within a glovebox, with O2, 

H2O and solvent catalysts and purifiers to ensure a dry and inert atmosphere 

within the box. Despite O2 and H2O levels being both below 1 ppm in both days, 

it is interesting that the catalysts and the solvent purifier have been just 

regenerated on the day before the cells assembled on day Y. Perhaps the 

presence of volatiles, not detected by the O2 and H2O sensors, have affected the 

Na electrode surface to an extent to cause differences in the galvanostatic 

cycling.  

 

A.2.3. Na-IL interphase studies with OrbiSIMS: a multivariate analysis study 

The following figures display the depth profile of all peaks obtained in 

the Na-IL SEI SIMS analysis. 
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Figure A 9. Positive ion depth profile of Na-[NC1,C1,C2,C4
][NTf2] interphase (with 0.5 M Na[NTf2]) using 20 keV Ar3000

+  for sputtering and analysis.
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Figure A 10. Positive ion depth profile of Na-[C1CdmaPyrr][NTf2] interphase (with 0.5 M Na[NTf2]) using 20 keV Ar3000
+  for sputtering and analysis.
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Figure A 11. Positive ion depth profile of Na-[NC1,C1,C2,(C2OC1)][NTf2] interphase (with 0.5 M Na[NTf2]) using 20 keV Ar3000
+  for sputtering and analysis
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 The following figures display the PCA of the 3D OrbiSIMS dataset. 

 

Figure A 12. Principal component analysis (PCA) for solid electrolyte interphase (SEI) of 

Na and [C1CdmaPyrr][NTf2]-based electrolyte (0.5 M Na[NTf2]). 
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Figure A 13. Analysis of PCA results to determine number of endmembers for NMF 

analysis of Na-[C1CdmaPyrr][NTf2] SEI dataset: depth profile plot for assignments with the 

most significant (highest loadings) assignments in each PC. 
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Figure A 14. Principal component analysis (PCA) for solid electrolyte interphase (SEI) of 

Na and [NC1,C1,C2,(C2OC1)][NTf2] based electrolyte (0.5 M Na[NTf2]). 
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Figure A 15. Analysis of PCA results to determine number of endmembers for NMF 

analysis of Na-[NC1,C1,C2,(C2OC1)][NTf2] SEI dataset: depth profile plot for assignments 

with the most significant (highest loadings) assignments in each PC. 
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Figure A 16. Principal component analysis (PCA) for solid electrolyte interphase (SEI) of 

Na and [NC1,C1,C2,C4
][NTf2] based electrolyte (0.5 M Na[NTf2]). 
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Figure A 17. Analysis of PCA results to determine number of endmembers for NMF 

analysis of Na-[NC1,C1,C2,C4
][NTf2] SEI dataset: depth profile plot for assignments with the 

most significant (highest loadings) assignments in each PC. 
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 The following figures display the lack of fit for the NMF analysis, followed 

by NMF analysis of 3D OrbiSIMS assignments with lower intensity.  

The raw 3D OrbiSIMS dataset and MVA of the SEI with the mixed 

electrolyte are also displayed afterwards. 

 

Figure A 18. Lack of fit for NMF analysis of a) Na-[C1CdmaPyrr][NTf2] SEI, 

b) Na-[NC1,C1,C2,(C2OC1)][NTf2] SEI and c) Na-[NC1,C1,C2,C4
][NTf2] SEI. 
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Figure A 19.Part I. NMF characteristic spectra of Na-[C1CdmaPyrr][NTf2] (0.5 M Na[NTf2]) interphase without high intensity assignments showing endmembers 1 

(pink) and 2 (green).
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Figure A 20.Part II: NMF characteristic spectra of Na-[C1CdmaPyrr][NTf2] (0.5 M Na[NTf2]) interphase without high intensity assignments showing endmembers 

3 (blue) and 4 (purple).
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Figure A 21.Part I. NMF characteristic spectra of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M Na[NTf2]) interphase without high intensity assignments showing endmembers 

1 (pink) and 2 (green)..
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Figure A 22.Part II: NMF characteristic spectra of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M Na[NTf2]) interphase without high intensity assignments showing 

endmembers 3 (blue) and 4 (purple).
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Figure A 23.Part I. NMF characteristic spectra of Na-[NC1,C1,C2,C4
][NTf2] (0.5 M Na[NTf2]) interphase without high intensity assignments showing endmembers 1 

(pink) and 2 (green).
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Figure A 24.Part II: NMF characteristic spectra of Na-[NC1,C1,C2,C4
][NTf2] (0.5 M Na[NTf2]) interphase without high intensity assignments showing endmembers 

3 (blue) and 4 (purple).
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Figure A 25. Positive ion depth profile of Na-[NC1,C1,C2,(C2OC1)][NTf2] interphase (with 0.5 M Na+ salts, 50 % Na[NTf2] and 50 % Na[PF6]) using 20 keV Ar3000
+  for 

sputtering and analysis
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Figure A 26. Analysis of PCA results to determine number of endmembers for NMF 

analysis of Na-[NC1,C1,C2,(C2OC1)][NTf2] (with 0.5 M Na+, 50 % Na[PF6] and 50 % Na[NTf2]) 

SEI dataset: depth profile plot for assignments with the most significant (highest 

loadings) assignments in each PC. 
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Figure A 27. Lack of fit for NMF analysis of Na-[NC1,C1,C2,(C2OC1)][NTf2] with 50 % Na[PF6] 

and 50% Na[NTf2] SEI. 
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Figure A 28. Analysis of PCA results to determine number of endmembers for NMF 

analysis of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M Na+, 50 % Na[NTf2] and 50 % Na[PF6]) SEI 

dataset: depth profile plot for assignments with the most significant (highest loadings) 

assignments in each PC.
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Figure A 29.Part I. NMF characteristic spectra of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M Na+, 50 % Na[NTf2], 50 % Na[PF6]) interphase without high intensity 

assignments showing endmembers 1 (pink) and 2 (green).
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Figure A 30.Part II: NMF characteristic spectra of Na-[NC1,C1,C2,(C2OC1)][NTf2] (0.5 M Na+, 50 % Na[NTf2], 50 % Na[PF6]) interphase without high intensity 

assignments showing endmembers 3 (blue) and 4 (purple).  



Appendices 
 

273 
 

A.3. Fundamental studies in the ORR in ILs 

A.3.1. Potential step chronoamperometry using a microdisc electrode 

 

Figure A 31. Potential step chronoamperogram for the reduction of O2 in 

[C1(C2OC1)Pyrr][NTf2] at -1.4 V. The grey circles (○○) show the experimental data and 

the black lines (―) show the fitted data. 
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Figure A 32. Potential step chronoamperogram for the reduction of O2 in 

[C1(C2OC1)Pyrr][C2F5COO] at -1.5 V. The grey circles (○○) show the experimental data 

and the black lines (―) show the fitted data. 

. 
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Figure A 33. Potential step chronoamperogram for the reduction of O2 

[C1CdmaPyrr][NTf2] at - 1.4 V. The grey circles (○○) show the experimental data and the 

black lines (―) show the fitted data. 
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Figure A 34. Potential step chronoamperogram for the reduction of O2 in 

[NC1,C1,C2,(C2OC1)][NTf2]  at -1.4 V. The grey circles (○○) show the experimental data and 

the black lines (―) show the fitted data. 
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Figure A 35. Potential step chronoamperogram for the reduction of O2 in 

[NC1,C1,C2,C4
][NTf2] at - 1.4 V. The grey circles (○○) show the experimental data and the 

black lines (―) show the fitted data. 
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Figure A 36. Potential step chronoamperogram for the reduction of O2 in 

[C1C4Pyrr][NTf2]  at - 1.4 V. The grey circles (○○) show the experimental data and the 

black lines (―) show the fitted data. 

Calculated vs experimental steady state current 

     To verify the values obtained with Shoup and Szabo equations, the 

solubility and diffusion coefficients obtained for O2 in the ILs were used to 

calculate the steady-state current (see steady-state current equation described 

at the beginning of this section). The calculated values were compared to the 

experimental steady-state currents obtained from the CVs in Figure 4.6 in the 

main text. The calculated and experimental currents, and the percentual 

difference between the values are displayed in Table A3.1 . 

 Most of the calculated currents are in good agreement with the 

experimental currents, with the exception of [C1C4Pyrr][DCA] which reflects the 
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poor fittings observed for this IL, and [NC1,C1,C2,(C2OC1)][NTf2]. The fact that the 

experimental current in [NC1,C1,C2,(C2OC1)][NTf2] is higher than the calculated 

suggests that solubility and diffusion coefficient of O2 are greater than those 

calculated. However, the values for [C1C4Pyrr][DCA] appear to be an 

overestimation. 

Table A3.1. Calculated and experimental steady-state current (iss) for the O2 reduction 

in the ILs, also showing the percentual difference between the two values. 

IL 
iss calculated 

(10-9 A) 

iss experimental 

(10-9 A) 
% difference 

[C1(C2OC1)Pyrr][NTf2] 11.4 10.9 3.9 

[C1(C2OC1)Pyrr][C2F5COO] 9.35 9.27 0.90 

[C1CdmaPyrr][NTf2] 5.23 5.48 4.8 

[NC1,C1,C2,(C2OC1)][NTf2]  9.18 10.4 12.7 

[NC1,C1,C2,C4
][NTf2]  9.27 9.30 0.3 

[C1C4Pyrr][DCA] 4.37 3.52 19.5 
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Table A3.2. Solubility (C, in 10-6 mol/cm3) and diffusion coefficients (D, in 10-6 mol/cm3) 

of O2 in various IL reported in the literature. 

Ionic liquid T (oC) C D References 

[C1C4Pyrr][NTf2] 25 13.6 1.8 Miura and co-workers133 

 25 9.15 2.67 Hardacre and co-workers128 

 25 3.6 5.49 Compton and co-wokers140 

 25 6.7 5.0 Fransaer and co-workers168 

 30 2.9 12 Passerini and co-workers48 

 35 3.7 7.41 Compton and co-workers140 

 35 6.1 5.2 Compton and co-workers139 

[C1(C2OC2)Pyrr][NTf2] 25 6.67 3.76 Hardacre and co-workers128 

 30 3.0 11 Passerini and co-workers48 

[C1(C2OC1CF3)Pyrr][NTf2] 25 26.0 0.8 Fransaer and co-workers168 

[NC2,C2,C2,C6][NTf2] 25 3.9 4.55 Compton and co-workers140 

 35 3.8 6.0 Compton and co-workers140 

 35 3.2 8.9 Compton and co-workers140 

[NC1,C1,C2,C2OC1][NTf2] 25 14.9 0.9 AlNashef and co-workers120 

 35 11.2 2.4 AlNashef and co-workers120 

[NC1,C2,C2,C2OC2][NTf2] 25 5.1 4.8 Fransaer and co-workers168 
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Figure A 37. Diffusion of O2 as a function of IL viscosity (a), density (c) and molar volume 

(d). Solubility of O2 as a function of IL viscosity (b), all measurements taken at 20 oC. 
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Figure A 38. Tafel analysis of LSVs of O2 reduction in ILs, with rotational speed from 

― 1300 RPM to ― 1800 RPM: a) [C1(C2OC1)Pyrr][NTf2], b) [C1CdmaPyrr][NTf2], 

c) [NC1,C1,C2,(C2OC1)][NTf2], d) [NC1,C1,C2,C4
][NTf2]. 
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A.4. Oxygen reduction reaction in the presence of alkali 

metal cations, and an application in Na-O2 cells 

A.4.1. Potential application in Na-O2 cells 

 

Figure A 39. Discharge profile of Na-O2 cell a) with 2 h of resting before the beginning 

of the discharge showing that the cell instantly reaches the cut-off potential and returns 

automatically to the open cell voltage (opv) monitoring; and b) with 24 h of resting 

before the beginning of the discharge but showing low capacity. Both profiles were 

obtained with cells using a metallic Na negative electrode, gas diffusion layer positive 

electrode, two layers of separator with 210 µL of electrolyte and run in room 

temperature. 
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Figure A 40. Energy dispersive x-ray analysis (EDX) analysis of scanning electron 

microscopy image (SEM) of discharged GDL using  [NC1,C1,C2,(C2OC1)][NTf2] IL, showing 

dark area to be composed in its vast majority by carbon, and the white dots with higher 

Na content.  
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