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Abstract

It is significant to assign reputation scores to users and identify spammers in the bipartite rating networks. How to evaluate the
reputation of users accurately in the presence of spamming attacks is essential in practice. In this paper, we propose an Iterative
Group-based and Difference Ranking (IGDR) method, which is based on the original Iterative Group-based Ranking (IGR) method.
The IGR method considers users’ grouping behaviours, but it ignores the characteristics of the individual ratings. Therefore, in the
IGDR method, we introduce the users’ rating deviation score. The user with a smaller rating deviation will be given a higher
reputation score. The IGDR method is more accurate than the IGR method tested on three real data sets. It also can be applied to

deal with big data in a short time.

Keywords: Complex Networks,Rating Networks,Spamming Attacks

1. Introduction

With the rapid development of the modern society , cus-
tomers face many choices in e-commerce online systems[1].
The ratings of objects play an important role in users’ decision
[2] makings. Therefore, many online websites (such as Movie-
Lens, Netflix, etc.) have launched rating systems that allow
users to rate objects [3, 4]. However, there are some spam-
mers who give unreasonable ratings to distort the rating system
[2, 5, 6]. Generally speaking, there are two types of spammers,
one of which is random spammers and another one is malicious
spammers. The random spammers give ratings randomly to af-
fect system [7, 8], while the malicious spammers give extreme
ratings [9, 10]. Therefore, how to identify spammers quickly
and accurately is essential for the online rating system in e-
commerce[11, 12, 13].

To solve this problem, a variety of methods have been pro-
posed [14, 15]. Using these methods, each user’s reputation
score is calculated according to their ratings of the objects in
different ways [16, 17]. Then the users are ranked by their rep-
utation scores. Users with low reputation scores are defined as
spammers. The existing methods can be divided into the fol-
lowing categories:

Quality-based methods: This kind of methods include Itera-
tive Ranking (IR) [18], Correlation-based Ranking (CR) [19]
and Reputation Redistribution Ranking (RR) [20]. In these
methods, each object gets a predicted quality based on the score
they received. The reputation of users is determined by the sim-
ilarity between their ratings and the predicted quality of the ob-
jects [21]. The IR method is proposed by Laureti et al., where a
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user’s reputation is calculated by the mean of the inverse of dif-
ference between user’s rating and object’s quality. Then Zhou et
al. propose CR method which uses Pearson correlation instead.
These methods are well-performed in user reputation evalua-
tion. However, in these methods, the predicted object quality
calculated by the average ratings may deviate from the actual
product quality seriously due to the existence of noisy ratings.
Therefore, how to accurately calculate the quality of objects is
an urgent problem for these methods [22, 23].

Group-based methods:This kind of methods include Group-
based Ranking(GR) method [24], and Iterative Group-based
Ranking(IGR) method [25]. In these methods, users are group-
ed by their rating behaviours. The users are divided into the
same group if they give an object the same rating. Users are
assigned a high reputation if they always fall into large rating
groups. The GR method is proposed by Gao et al., where the
users’ reputation is calculated once, while the users’ reputation
is calculated iteratively until being stable in the IGR method.
Unlike quality-based methods, these methods don’t calculate
object quality, but consider whether users’ rating behaviour is
the same as most users. However, these methods are not always
robust when there are a large number of spammers[26, 27].

Distribution-based methods: This kind of methods include
Deviation-based Ranking (DR) method [28], and Bayesian
Ranking (BR) method [29]. These methods assume that the
ratings of normal users follow a certain distribution, such as
normal distribution, beta distribution and etc. However, the rat-
ing characteristics of users cannot be accurately summarized
with one distribution. For example, if the user has given only
one or two ratings, we can’t sure what distribution these ratings
follow [30].

In this paper, we propose an Iterative Group-based and Dif-
ference Ranking (IGDR) method by introducing a rating devi-
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ation into the original IGR method. Considering the grouping
of users’ ratings, the IGR method is superior to other meth-
ods when there are few malicious users, and can better detect
the outlying spammers. However, the IGR method only con-
siders users’ grouping behaviors and ignores the characteris-
tics of the individual ratings. Therefore, in the IGDR method,
we consider that normal users usually have their rating pref-
erences. Some prefer to give higher ratings, and some prefer
to give medium scores, while others prefer to give lower rat-
ings. Thus their ratings may be more focused than spammers.
For example, the users prefer to give higher ratings might often
rate objects higher than their real quality, so they rarely rate the
lowest. Therefore, their rating deviation might be smaller. Con-
sidering that, the users with a small rating deviation should be
assigned a high reputation score. The IGDR method has better
performance and is more robust compared with the original GR
method and IGR method on three real data sets in our study.

2. Method

We firstly introduce some basic notations for the user rep-
utation evaluation methods. The online rating system is natu-
rally described by a weighed bipartite network G = {U, O, E},
where U = {Uy,Us,....Uy,}, O = {01,0,,...,0,} and E =
{E|, E,, ...E;} are sets of users, objects and ratings, respectively
[31]. Here, we use Greek and Latin letters, respectively, for
object-related and user-related indices to distinguish them. The
degree of a user i and an object « are denoted as k; and k,. Con-
sidering a discrete rating system, the bipartite network can be
represented by a triad B, where B;, = {U;, O,, w;q}. In order
to describe the calculation process clearly, here we use a rating
matrix A, where the element A;, € Q = {W14, Wag, ..., W} 1S the
weight of the link connecting node U; and node O,, i.e., the rat-
ing given by user i to object @. In a reputation system, each user
i will be assigned a reputation score, denoted as R;. The users
with very low reputation scores are detected as spammers. In
the following parts, we will introduce the proposed user repu-
tation evaluation method. The IGDR method works as follows.

Firstly, a matrix A is created to calculate the group size.
Based on the idea that users with high reputation scores are
more trustworthy and should have greater impacts in the group,
the matrix A considers users’ reputation. The matrix A contains
n rows and r columns. Here, n indicates the number of objects
and r denotes the number of ratings. Mathematically, the group
size A, is defined as

A= Ri. (M

€0,

Where i € O, represents user i who rates object @. A, cal-
culates the sum of users’ reputation who rate the object @ as
s.

Secondly, a group size proportion matrix A* is established
by normalizing matrix A by column. The group size proportion
matrix A* is defined as

Ay
Ay = ——.
2o Asa

©))

Thirdly, referring to the group size proportion matrix A*, the
original rating matrix A is mapped to a proportion matrix A’
More specifically,the proportion of user i’s rating group for ob-
ject a Ay, is defined as A;, = A%, where A;, = w,. A isalso a
triad like B. However, here we use a matrix A" to explain more
clearly. A}, is defined as

A = {Asa ifAie = wy 3)

o - otherwise

where the symbol - indicates a non-value. The IGR method
define user i’s reputation as

A,
R :u( )

i TA;) s (4)

where p is the function of mean value and o is the standard de-
viation, respectively. On the one hand, if the average value of
the group size proportion of a user’s rating is small, it means
that the user’s rating often falls into the small group, that is,
it deviates from the rating of most users. And the user is un-
trustworthy. On the other hand, if the varies of the group size
proportion of a user’s rating is large, it means that his rating
behavior is unstable. The user is also untrustworthy.

The IGR method merely considers users’ grouping be-
haviours and ignores the characteristics of the individual rat-
ings. Therefore, in the IGDR method, we consider that normal
users usually have their rating preferences. Some prefer to give
higher ratings, some prefer to give medium scores, while others
prefer to give lower ratings. So their ratings may be more stable
than spammers. Based on these considerations, we define user
i’s reputation score as

R’:\/M-"

where o(w;) indicates the standard deviation of user i’s ratings.
Considering that different parameters may have different spe-
cific gravity effects, we change their proportion. It is found that
Eq. 5 performs better when there are fewer spammers. Specifi-
cally, the mean value of A; is defined as

' 2 OiA;(
pA) = ==, 6)

, Q)
5 a'(A;.) + o(w;)

a € O; denotes the object « rated by user i. The standard devi-
ation A’ is defined as

, (A —u(A))?
o)) = 20" A ™
ki—1
and the standard deviation of user i’s rating is defined as
ve0;, \Wia — Wi 2
O'(u)i) — Z( EO,( 07 /J( )) : (8)
ki—1
where the u(w;) is defined as
Diaco; Wi
play) = =21 ©)
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Figure 1: Illustration of the IGDR method.The number besides the arrow marks the order of the procedure. The symbol - in matrix indicates a non-value, which
should be ignored in the calculation. (a) The original weighed bipartite network G. (b) The corresponding rating matrix A. (c) The rating triad B. (d) The reputation-
weighted group size matrix A. Taking O, Q=4 as an example, A42 = R4 = 1. (¢) The rating-rewarding matrix A* is constructed by normalizing A by column. e.g,
AZ,Z =1/2+1+1+1)=0.2. (f) The rewarding matrix A’ is obtained by mapping matrix A referring to A* .e.g, A;’2:0.2. (g) The reputation of users R. R is

temporal reputation in the previous iteration step. In IGDR method,A and R are iteratively updated according to (d),(e),(f) and (g), as indicated by the grey arrows.

Finally, a stable reputation score R is obtained.

In IGDR, the reputation R and the group size A are itera-
tively updated according to Eqs. 2, 3 and 4 until the change
of the reputation [R — R'| = ¥,(R; — R;)*/m is smaller than the
given threshold value A = 10~*. Here, R’ denotes the reputation
vector at the previous iteration step. A visual representation of
the IGDR method is shown in Fig. 1.

3. Data and metrics

3.1. Rating data

We consider three commonly studied real data sets. Two
of them are MovieLens ' and another is Netflix 2. The
two MovieLens data are recorded as MovieLens_10 and
MovieLens_100 separately. MovieLens_10 and Netflix use a
5-point rating scale with 1 being the worst and 5 being the best.
Here, we sampled and extracted a small data set from the orig-
inal Netflix data set, by choosing users who have at least 50
ratings and objects. The basic statistics of data sets are summa-
rized in table 1.

3.2. Generating artificial spammers

Two types of distorted ratings are widely found in real rating
systems, namely, malicious ratings and random ratings. The

Ihttps://grouplens.org/datasets/movielens
Zhttps://grouplens.org/datasets/movielens

Table 1: Basic statistics of the three real data sets. m is the number of users, n
is the number of objects, and / is the number of ratings. U is the average degree
of users, O is the average degree of objects, and S = I/mn is the sparsity of the
bipartite network.

Data set m n 1 U O S
MovieLens_10 943 1682 100000 106 59 0.06305
MovieLens_100 7120 130642 1048575 147 8 0.00113

Netflix 5000 17768 3496614 699 196 0.03936

malicious ratings are from spammers who always give mini-
mum (maximum) ratings to push down (up) certain target ob-
jects. The random ratings are from spammers who give ratings
randomly to disturb the rating system.

In the data sets, we randomly select d users as spammers
and change their ratings. The ratings are changed to 1 or 5 for
malicious spammers and changed to 1,2,..., max randomly for
random spammers.

3.3. Metrics for evaluation

We adopt two commonly used metrics to evaluate the perfor-
mance of ranking, namely recall [32] and AUC [33]. We should
rank the users from low to high scores according to their repu-
tation firstly. Then choose the first L users form a top-L ranking
list. The recall is defined as

(10)



where d'(L) is the number of spammers in top-L ranking
list.The larger value of R, the higher accuracy of the method.
Next, we introduce the AUC. The value of AUC can be seen
as the probability a randomly chosen spammer’s reputation is
lower than a normal user’s reputation. To calculate AUC, each
time a pair of spammer and normal user are picked up and their
reputation scores are compared. The AUC value is defined as

N +0.5N"
AUC = +T (11)

Here N represents the number of compared times. And N’
means the number of times that spammer’s reputation is lower
than normal user’s reputation. N” means the number of times
that their reputation scores are the same. The normal user’s rep-
utation score should be higher than spammer’s, so the larger the
value of AUC is, the better the ranking method performs.

4. Results

4.1. Effectiveness and Robustness

To test the effectiveness of the ranking methods using the
three real data sets, we generate artificial data set with 50 spam-
mers and 100 spammers. Each data set is only with one type of
spammers: malicious or random. On the generated data sets,
we calculate the recall of different methods as a function of the
spammer list’s length L.

MovieLens_100 Netflix

MovieLens_10

L0 ——

R(L)
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Figure 2: (Color online) The recall R, of different methods as a function of
the length of the list L. Panels with malicious indicates malicious spammers;
panels with random denotes random spammers with d = 50 being fixed. The
results are averaged over 50 independent runnings.

As shown in Fig. 2 and Fig. 3. The IGDR method out-
performs IGR method and GR method on detecting both types
of spammers. The DR method performs better than the IGDR
method for random spammers. But the R, of the DR method is
lower than that of the IGDR method for malicious spammers,
especially on MovieLens_100. The R, of ranking malicious
spammers in IGDR is higher than others. The results with 50
spammers and 100 spammers are similar in three real data sets.
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Figure 3: (Color online) The recall R, of different methods as a function of the
length of the list L. Panels with malicious stand for malicious spammers; panels
with random stand for random spammers with d=100 being fixed. The results
are averaged over 10 independent realizations.

The AUC of IGDR is more stable than the IGR method
and GR method, especially in random spammers. For random
spammers, the DR method and the IGDR perform similarly.
For malicious spammers, the IGDR performs a little better than
the DR when there are fewer spammers. But the IGDR is not
as stable as the DR method.
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Figure 4: (Color online)The recall R, change of different type spammers as a
function of the spammer proportion. Panels with malicious stand for malicious
spammers; panels with random stand for random spammers with d=L being
fixed. The results are averaged over 10 independent realizations.

In Fig. 4, we show the recall R, changes with spammer quan-
tities in MovieLens_10 data set. And in Fig. 5, we show the
AUC changes with the spammer quantities in MovieLens_10
data set. From the figures, it is known that the IGDR performs
better than the IGR and GR all the time. And the GR method
and the IGR method perform similarly no matter for the mali-
cious spammers or the random spammers.

4.2. Identify Excellent Objects

How to decide whether a movie is a good one? Every-
one has a different point of view. Here we think that movies
win Academy Awards or with high ranking in IMDB (Internet
Movie Database) should be highly recognized. Firstly, we use
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Figure 5: (Color online)The AUC change of different type spammers as a func-
tion of the spammer proportion. Panels with malicious stand for malicious
spammers; panels with random stand for random spammers with d=L being
fixed. The results are averaged over 10 independent realizations.

the IGR and the IGDR to rank movies in the MovieLens_10
and MovieLens_100 dataset and find out the top-L movies.
Then we count how many of these movies have won Academy
Awards * or is in the top-250 in IMDB *. Since the dataset of
MovieLens_100 is sparse, we only consider movies that receive
ratings more than 15 times.

Table 2: The number of nominated movies in the top 100 movies of the methods
under the MovieLens datasets. Both in the tile means Academy Awards and
IMDB are considered at the same time.

Data set Academy Awards IMDB Both
MovieLens_10-IGDR 24 49 52
MovieLens_10-IGR 21 45 48

MovieLens_100-IGDR 18 47 52
MovieLens_100-IGR 18 47 49

Table 2 shows the results when L = 100, and Table 3 shows
the results when L = 150. In most cases, the performance of
the IGDR method is slightly better than that of the IGR method.
The IGDR method and GR method identify more movies be-
long to top-250 IMDB than to Academy Awards.

Table 3: The number of nominated movies in the top 150 movies of the methods
under the MovieLens datasets. Both in the tile means Academy Awards and
IMDB are considered at the same time.

Data set Academy Awards IMDB Both
MovieLens_10-IGDR 32 66 73
MovieLens_10-IGR 31 61 69
MovieLens_100-IGDR 23 63 68
MovieLens_100-IGR 22 68 70

As can be seen from table 4, there are two movies belong to
both Academy Awards and top-250 IMDB. And there are five
movies win other awards. This shows that the IGDR method is
able to discover excellent movies.

3https ://[www.kesci.com/home/dataset/5e4588185f28 16002cee4c26
4http: //www.imdb.cn/imdb250/1

Table 4: Top 10 movies ranked by the IGDR method under MovieLens-100
dataset. ”Y” means that the movie won an Academy Award ”A” or is in the top
250 of IMDB "I”. ”N” means the movie has not won an Academy Award or is
not in the top 250 of imdb. "Others” lists other awards for the movie, while -
means that other awards are unknown.

File name Al Others
The Decalogue NN -
The Shawshank Redemption N'Y  Japan Film Academy
Day for Night NN -
The Godfather YY -
Cosmos NN Golden Leopard
Band of Brothers NN AFI Awards USA

The Usual Suspects YY  The Usual Suspects
The Devil and Daniel Johnston N N -

The World of Apu N N National Board of Review

After the Thin Man NN -

5. Conclusions and discussion

In summary, we have proposed an Iterative Group-based and
Difference Ranking (IGDR) method in user reputation eval-
uation by introducing rating deviation into the original IGR
method. In real systems, the normal users usually have rating
preferences. For example, some users prefer to give low ratings,
some prefer to give high ratings, others prefer to give moder-
ate ratings. Their ratings are more concentrated. However, no
matter malicious spammers or random spammers, their ratings
are more dispersed. Therefore, when calculating users’ reputa-
tion by the IGDR method containing the standard deviation of
users’ ratings. Users with small rating deviation are assigned
with high reputation scores while users with large rating devia-
tion are assigned with low reputation scores. Results in real data
sets suggest that the IGDR method performs better in accuracy
and robustness compared with the original IGR and GR. For
malicious spammers, the recall rate of the IGDR method is up
to 14% higher than that of the IGR method on MovieLens_10
dataset, up to 163% higher on MovieLens_100 dataset, and up
to 17% higher on Netflix dataset. For random spammers, the
recall rate of the IGDR method is up to 17% higher than that
of the IGR method on MovieLens_10 dataset, up to 8% higher
on MovieLens_100 dataset, and up to 16% higher on Netflix.
Because of the introduction of triples, the IGDR can deal with
big data in a short time.

The proposed method not only considers users’ grouping be-
haviours, but also considers users’ own rating characteristics.
However, the proposed method also can’t perform well when
the spammer’s number is more than the normal user. In fu-
ture work, we could consider how to design a method which
can suit for changeable data sets. Because when the data set
changes with time, all the previous methods need to calculate
again which is not suitable for real situations.
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