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Abstract
Magnetostrictive smart materials in the form of thin films hold a lot of promise

because of their utilisation in a variety of microelectromechanical (MEMs) and

nanoelectromechanical (NEMs) based devices, magnetic memory and logic tech-

nology. A promising candidate is Galfenol which is an alloy of Fe and Ga, and

has been demonstrated [1] to have a very high magnetostriction coefficient in

bulk single crystal form. Recently, the first measurement of magnetostriction in

epitaxial thin films was reported by Parkes et al. [2] who found that epitaxial

thin films of Fe81Ga19 show magnetostriction values as large as the bulk material,

making the epitaxial layers a prospective candidate for applications. It is there-

fore important to understand the role of Ga composition and film thickness in

determining the magnetic properties of epitaxial Galfenol.

This thesis investigates the structural, magneto-static, magneto-dynamic and

magneto-transport properties of epitaxial sputtered grown thin films of Galfenol.

An elaborated and detailed study of this material in thin-film form was done

by growing Fe100−xGax films with x ranging from 7% to 30% as well as growing

Fe79Ga21 films with thickness ranging from 5 nm to 95 nm. All the films discussed

in this thesis were epitaxially grown on GaAs(001) substrate due to its low misfit

in a cube on cube geometry when grown using sputtering.

The presence of a strong crystalline and epitaxial growth of the samples is

demonstrated by analysing the structural properties of these samples. This was

then observed to be consistent with a strong cubic magnetocrystalline anisotropy

in samples with lower Ga concentration revealed by SQUID magnetometry mea-

surements. The samples, apart from having a cubic anisotropy, also presented

a weak uniaxial magnetic anisotropy. A clear dependency of anisotropy on Ga

concentration is presented in this thesis, which correlates with a reduction of the

crystalline structure with increase in Ga concentration. Field rotation trans-

port measurements for current passed along different crystalline direction re-
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vealed crystalline and non-crystalline contributions to the anisotropic magne-

toresistance (AMR). A closely comparable pattern was observed between the

crystalline magneto-transport coefficients and magnetocrystalline anisotropy con-

stants for varying Ga concentration. Also, magnetocrystalline constants obtained

from ferromagnetic resonance measurements followed a similar pattern. The

Gilbert or intrinsic damping as a function of Ga concentration was also inves-

tigated. A low Gilbert damping comparable to previously reported values makes

them a competitive candidate for application into microwave devices. An inves-

tigation of the ferromagnetic resonance linewidth gives insight into the relative

magnitude of the different contributions to the magnetic damping as a function

of Ga concentration.

Similar investigations were also performed on Fe79Ga21 samples by varying

the film thickness. Samples depicted a good crystalline and epitaxial sput-

tered growth with strong cubic magnetocrystalline anisotropy. The weak uni-

axial anisotropy changes in magnitude for thicker samples. The thicker samples

tend to deviate from the patterns observed for thinner samples. Field rotation

transport measurements represented four different contributions to the AMR with

corresponding unique symmetries. The crystalline contributions agreed with the

pattern observed for magnetocrystalline anisotropy constants.
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Chapter 1

Introduction and Background

1.1 Magnetostrictive smart materials

Smart material is a common name given to a wide group of different materials

which have an inherent ability to transform one form of energy into another.

They tend to show a strong coupling between external stimuli and their me-

chanical properties. Therefore, under a controlled environment, documenting the

changes in these materials can be used to transform energy from one form to an-

other and used in numerous practical applications such as in actuators, sensors,

energy harvesters and memory storage devices. Due to their multi-functionality

and adaptive characteristics, they have already been used in several industries

such as defence, aerospace, civil engineering, nano-technology, bio-medical and

automotive. Some of the common types of smart materials include piezoelectric,

shape memory, thermochromic, photochromic, magnetorheological and magne-

tostrictive [3–5].

Magnetostrictive materials are a sub-category of smart materials which can

change their shape or deform upon the application of an external magnetic field.

This phenomenon of deformation is called magnetostriction. Magnetostriction

was first discovered by James Prescott Joules in 1842. He observed that a bar of

iron sample changed its length when it was magnetised in an external magnetic

field [6]. The fractional change in the dimension of a magnetic material caused

by a change in its magnetisation was termed as magnetostriction. The strain

was measured along the magnetic field direction, and the volume of the mate-
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rial was assumed to remain constant. Therefore, it was termed as linear/direct

magnetostriction or Joule effect. Depending on the positive or negative mag-

netostriction constant value, the length of the material will elongate or reduce

respectively upon the application of the magnetic field. Joule observed a weak

deformation of less than 1 ppm. Later it was observed that almost all ferro-

magnetic material such as Co and Ni exhibit some amount of magnetostriction

[7–10]. Although the deformation was noticeable, it couldn’t be used for practical

purposes because of the smaller magnetostriction value.

Joule effect also has an inverse effect associated with it known as the Vil-

lari effect named after the scientist Emilio Villari who first discovered it in 1865

[10, 11]. Under this effect, there is a change in magnetisation of the sample as

a result of the externally applied mechanical stress. The change in the shape

of ferromagnetic materials on the application of a magnetic field or vice versa

was accounted by magnetoelastic coupling, which is discussed in detail in section

2.2.4. Apart from Joule effect, there were other effects which were related to

magnetostriction. The Wiedemann effect (1883) is the formation of shear strain

resulting in a torsional motion of a sample as a result of simultaneous application

of magnetic field along the longitude and the circumference of a cylindrical ferro-

magnetic material [12, 13]. While the inverse effect is called the Matteucci effect,

that is a mechanical twisting of the sample results in a strain-induced helical

magnetisation [14]. The ∆E-effect is the change in Young’s modulus of a mate-

rial as a result of a change in the magnetic field [10, 15]. Another lesser-known

magnetostrictive effect is Barrett effect or volume magnetostriction, as the name

suggests, the volume of some ferromagnetic material changes via isotropic expan-

sion of the lattice under the application of a high magnetic field [16]. Because the

change in volume of the sample is often negligible even under a high magnetic

field, this effect never actually found any practical applications. Figure 1.1 gives

a schematic diagram for different types of magnetostrictive effects.
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Figure 1.1: Schematic of the magnetostrictive effects.

In 1960, R.C. Hall showed that adding 20% of Al to bcc α-Fe leads to an

increase in the value of magnetostriction coefficient by five times that of pure Fe

[9, 17]. This led to the study of binary magnetostrictive alloys like Fe-Ni, Fe-Si,

Fe-Co, Ni-Co etc. [9, 18, 19]. In parallel in the 1960s magnetostriction in rare

earth metals was widely studied. The first breakthrough found the largest known

magnetostriction in rare earth elements terbium (Tb) and dysprosium (Dy) with

the strain of the order of 10000 ppm [20–23]. Nevertheless, this was never put to

any practical use because this high magnetostriction was achievable only at cryo-

genic temperatures. In 1969, the solution to this problem was addressed by Callen

suggesting that the addition of transition metals such as iron, with higher Curie

temperature, could increase the Curie temperature of rare-earth magnetostric-

tive elements [24]. Later in 1972, it was discovered that by alloying rare earth

elements Dy and Tb with Fe, it was possible to attain magnetostriction value of

433 ppm and 1753 ppm respectively at room temperature [25]. However, they

had large magnetocrystalline anisotropy (214.07 kJ/m3 for DyFe2 and -306.40

kJ/m3 for TbFe2) at room temperature therefore required a huge magnetic field

for deformation. This led to the discovery of the ternary rare-earth-based alloy

Terfenol-D. In 1980, Clark et al. found that alloying Fe, Dy and Tb together

gives a high value of magnetostriction coefficient of 2000 ppm at room tempera-

ture and relatively lower magnetic field [20, 26]. It was created and named by the
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Naval Ordnance Laboratory. Terfenol-D (Tb0.3Dy0.7Fe2) is named afterTerbium,

iron-Fe, naval ordnance laboratory and Dysporosium. However, despite the high

magnetostriction value, apart from containing a rare earth element which was not

economical, Terfenol-D was particularly tricky to use in mechanical applications

and preferred geometries due to its brittle nature with a low tensile strength of

roughly 28 MPa [27, 28].

In an effort to develop a rare-earth free, mechanically robust magnetostrictive

material, "Galfenol" was discovered through collaborative research between the

magnetic materials group at the Naval Surface Warfare Center Carderock Division

and the DOE’s Ames Laboratory in 1999 [1, 29]. Clark et al. found that by

alloying Fe with 19 % Ga in single-crystal FeGa yields a large magnetostrictive

strain of 3/2λ100 ≥ 400ppm (will be discussed in more details in section 1.2). The

patent holders termed Galfenol at the Etrema Laboratory, USA, where Gal-fe-

nol comes from Gallium, Fe and naval ordnance laboratory. It showed excellent

mechanical properties with a tensile strength value of≈ 500 MPa at low fields with

high magnetostriction constant making it an ideal candidate to replace Terfenol-D

[30, 31]. Table 1.1 shows the saturation magnetisation and the magnetostriction

constant along [100] and [111] crystallographic directions. It shows that Galfenol

exhibits a high magnetostriction constant when compared to other 3d metals and

alloys which do not contain rare earth metals.

Material Ms

(x106 Am−1)

λ100

(x10−6)

λ111

(x10−6)

Fe[7] 1.71 30 -21

Ni[7] 0.49 -46 -24

Co[7] 1.43 -75 50

Fe20Ni80[32, 33] 0.86 8 0

Fe81Ga19[1] 1.39 395 15

Tb0.3Dy0.7Fe2[34, 35] 0.8 90 1640

Table 1.1: Summarises the values for the saturation magnetisation and magne-

tostriction constant along [100] and [111] crystal direction of various materials.

It gives a comparison between the magnetostrictive properties of Galfenol and

other materials.
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Since the discovery of magnetostriction in ferromagnetic material in 1842,

magnetostrictive materials have found their way into many different types of

industrial applications. Initially the Joule effect and its inverse Villari effect were

the most widely used for magnetostrictive material applications. However, new

research and discovery of new materials have allowed other effects to be used in

a variety of different industrial applications.

The Joule effect or linear magnetostriction observed in magnetostrictive mate-

rial was used for actuation devices, which in the presence of an external magnetic

field results in a mechanical movement. One of the very first applications of

magnetostrictive material was sonar systems. Nickel and nickel-based alloys were

used as a sonar transducer [36], but with time the invention of giant magnetostric-

tive material like Terfenol-D, replaced Ni for high-performance sonar transducers.

For commercial application magnetostrictive materials such as Terfenol-D and

Galfenol were made in different geometrical configurations such as linear [27, 37–

39], amplified configuration [40, 41], inch-worm [42, 43] etc.. The magnetostric-

tive components are specifically designed considering several factors such as the

material’s characteristic, attainable dimensions and shapes, coupling among com-

ponents, energy efficiency, and cost-effectiveness [44–47]. The basic components

used in an actuator consists of a smart material such as Terfenol-D or Galfenol, a

power coil for inducing the magnetic field, a magnetic circuit for controlling the

magnetic field strength and guiding the flux lines, a structural frame to utilise

the deformation, and lastly, a sensor for monitoring and feedback. A few ex-

amples where bulk magnetostrictive materials were used as actuators are linear

motors [48], reaction mass actuators for the purpose geophysical investigation

[49], sonar transducers [50], rotational motors [51], electro-hydraulic actuators

[40], inch-worm motors [52], flight surface actuators for vibration control [53],

dental scalar systems [54], fuel-injection actuator [55], piezoelectric and magne-

tostrictive hybrid motors [43], acoustic speakers [56] etc.. Although limited there

are also actuators based on the Wiedemann effect in the form of spring-type

magnetostriction actuator such as the optomechanical scanner, step-by-step line

motor and high precision vibrational drilling tool [57, 58].

Conversely, the high energy conversion efficiency of magnetostrictive material
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enables them to be used for sensors and energy harvesting. For these specific

purposes usually the inverse magnetostrictive effects are considered where it can

detect a change in magnetic energy for change in the material’s mechanical prop-

erties such as stress or strain. The most basic design used for sensing is a mag-

netostrictive material, a mechanical unit exerting strain on the material, pick-up

coils surrounding the magnetostrictive material to detect any change in the per-

meability, and an electronic unit to convert, filter and amplify the signal. The

magnetostrictive sensors have different kinds of geometries like rod, wire, ring,

ribbon, shaft etc. depending on the requirement of the particular application. One

of the earliest application was the measurement of torque in the crankshaft of an

internal combustion engine, followed by many other applications such as mea-

suring dynamic friction, microphones, phonograph, automotive industry, robotic

sensors, biomedical monitoring, magnetoacoustic keyboard, Terfenol-D magne-

tometer, hearing aid, magnetostrictive fiber optic sensor, linear position sensor,

magnetostrictive force sensor, displacement sensor, and non-contact torque sensor

[59–72].

Magnetostrictive materials were also used for energy harvesting [73]. Energy

harvesting is capturing ambient energy dissipated from a smart material and

converting it into electrical energy. Magnetostrictive devices induce a current in

the wire coiled around them due to a change in magnetic flux hence, harvesting

magnetic energy to electrical energy. The Villari effect was mainly exploited for

energy harvesting devices. Energy harvesting from a magnetostrictive material is

a two-step process. First, the vibration that is the mechanical energy in the mag-

netostrictive material is converted into magnetic energy via magneto-mechanical

coupling and secondly, the magnetic energy has to be converted into electrical

energy via an electro-magnetic coupling. Depending on the requirement of the

application magnetostrictive energy harvesters can have various configurations

such as the axial type where a rod of magnetostrictive material is used, bending

type where the magnetostrictive material is in the shape of a beam or in the form

of ribbons [73–77].

So far, all the applications of the magnetostrictive material discussed are in

their bulk form. In the era of cutting edge technology miniaturisation of de-
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vices to micro and nano systems is crucial. Therefore, materials in the form

of thin films are of particular importance. There has been extensive research

towards the development of magnetostrictive thin film for decreasing the de-

vice dimensions where using a bulk form is not feasible. Thin films based on

magnetostrictive materials and their alloys have been studied since the 1970s.

Magnetostrictive thin films, apart from being metallic, also offer the advantage

of being easily deposited on a conventional semiconductor substrate and device,

offering a very cost-effective production for industrial use. Additionally, they are

lightweight, have a higher spatial resolution and require small driving magnetic

fields in the order of mT. Thin films being sensitive to the magnetic field also al-

low remote control operation of devices. However, the magnetostriction constant

value observed for thin films is usually smaller than that of their bulk counter-

part. Therefore, for it to be incorporated in nano and micro-scale technologies

efficiently, the same functionality had to be reflected in thin films as well. The

need for suitable materials for micro and nano systems drove the development of

magnetostrictive films which exhibit high magnetostriction combined with soft

magnetic properties. They have been investigated extensively both in the form

of single and multilayer films. For single-layer, alloys of 3-d transition metals

and rare-earth metals such as TbFe, TbCo, TbDyFe, and SmFeB produced the

best results [78–81]. In the case of multilayer films, TbFe/FeCo exhibited the

largest magnetostriction of 550 ppm in comparison to single-layer and other mul-

tilayer films [82]. In addition, rare-earth free FeGa thin-films were also used for

integrating a magnetostrictive material in cost-effective and resilient transducers.

To date, magnetostrictive thin films are one of such smart materials which are

widely exploited. They have also been used in a variety of microelectromechan-

ical (MEMs) and nanoelectromechanical (NEMs) based devices, for example in

microcantilevers, acoustic sensors, vibrational sensors, wireless rotational motors,

wireless linear micro-motor, remote-interrogation strain gauge, optical fiber mag-

netic field sensors, magnetometer, etc.. Magnetostrictive thin films apart from

being used in MEMs and NEMs based devices found their way into the "spin-

tronics" industry. It is an emerging technology that exploits the intrinsic spin

of the electrons and its associated magnetic moment to create functionalities in
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solid-state devices [83, 84]. Traditionally, recording data onto a ferromagnetic

material consists of a coil of wires attached to some current-sensitive device. As

the ferromagnetic material passes under the coil, current is sent through the coil

which is proportional to the desired signal as a result generating a magnetic field.

The magnetic field then aligns the spins in the ferromagnetic material along a

particular direction thus storing the information. Even though charged based or

electronically based devices have been around for decades. The retention of in-

formation or non-volatile memory is one of the major challenges faced by charged

based electronic devices. Furthermore, with an increasing demand to fit more

and more electronics devices into smaller and smaller spaces limits the further

expansion of the electronic industry.

Ferromagnets are the primary materials used for non-volatile memory storage.

The information is stored in the form of binary bits of "0" and "1". Writing in

the form of bits requires switching the magnetisation to the desired state using

an external agent. Although there are several ways of modifying the magnetisa-

tion state, more recently, the use of a hybrid ferromagnetic piezoelectric device

is incomparably the most energy-efficient techniques used for logical processing

and information storage. This method exploits the Villari effect observed in fer-

romagnetic materials. A ferromagnetic thin film is mounted on a piezoelectric

transducer which induces a strain in that ferromagnetic layer using an electro-

static potential. The electrostatic potential of one polarity will generate a tensile

(compressive) strain and will switch the magnetisation to one state to write bit

"1" ("0") [85–87].

The foundation of spintronics can be traced back as early as 1856 whenWillian

Thompson (Lord Kelvin) observed that the resistance of a ferromagnetic material

is dependent on the relative orientation between the magnetisation within the

material and the current direction. This phenomenon was termed as anisotropic

magnetoresistance (AMR) [88]. In 1990s, IBM commercialised AMR-based read

heads (IBM 9340 and 9345) and used it in hard disk drives (HDD) [89]. However,

the magnitude of areal densities of AMR-based sensors was predicted to be limited

to 5 Gb/in2 [90, 91]. To overcome the increasing demands for higher capacity

and improved sensitivity of hard drives, giant magnetoresistance (GMR) was
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first discovered independently by Albert Fert and Peter Grunber in 1988 [92–

94]. They were also awarded Nobel prize in 2007 for this discovery. As the name

suggests, there is a large change in resistivity for a small applied external magnetic

field. GMR worked on the principle of Mott’s two current model [95–98]. Mott

proposed that in ferromagnetic materials, the electrical conductivity occurs using

two independent currents, corresponding to the up-spin and down-spin electrons.

Figure 1.2: Shows a schematic diagram of a simple GMR device, where an non-

magnetic spacer layers separate two ferromagnetic layers. (a) the magnetisation in

the ferromagnetic layers are parallel to each other that results in lower resistance

(b) the magnetisation in the ferromagnetic layers are in anti-parallel configuration

that results in high resistance.

Suppose we consider a multilayer system of ferromagnets and non-magnetic

metals, assuming that the scattering is strong for electrons with spin anti-parallel

to the magnetisation direction, and is weak for electrons with spin parallel to

the magnetisation direction. If a current is applied perpendicular to the plane

(CPP), for a ferromagnetic arrangement between the layers, one of the spin carries

passes through the layer with no scattering, but the other spin carries scatters

at both the layers. However, if the layers are in antiferromagnetic configuration,

both the spin-up and spin-down electrons scatter. Figure 1.2 shows a depiction

of the spin-up and spin-down electrons being scattered for ferromagnetic and

antiferromagnetic configuration. In figure 1.2 (a) only the spin-down electrons

are scattered by both the layers however figure 1.2 (b) shows that the first layer

scatters the spin-down electron and the second layer scatters the spin-up electron.
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Therefore, overall the resistance in the antiferromagnetic case will be larger than

the ferromagnetic configuration. In 1997, IBM introduced it first commercialised

GMR-based HDD with 16.8 GB memory space, which had spin-valve sensors

[90, 99, 100].

Soon, in 2004, GMR-based hard drives were replaced by tunnelling magne-

toresistance (TMR) based hard drives, first being commercialised by Seagate. By

2006, TMR-HDD had an areal density of 300 Gb/in2 [101]. TMR effect occurs

when a thin insulating layer separates two ferromagnets creating a magnetic tun-

nel junction (MTJ) and the resistance of the tunnelling current changes with the

relative orientation of the two magnetic layers [102]. That is when electrons come

across a barrier which it cannot cross over, it can tunnel through the barrier if it

is thin enough. The resistance of the structure depends on the relative orientation

of the magnetisation of the two ferromagnetic layers. For most of MJTs, the resis-

tance is higher for magnetisation of the ferromagnetic layers aligned anti-parallel

to each other than in the case where they are aligned parallel to each other. The

TMR-MJT spin-valve technology was used in the read heads of HDD and also

in a new type of solid-state memory, a promising contribution towards spintron-

ics, called magnetic random access memory (MRAM) which was a non-volatile

memory. The first commercially available MRAM was in the year 2006 [103].

MRAM stood an advantage over regular RAM because of its non-volatile nature;

that is a constant supply of power is no longer required to retain information.

These devices also had a higher MR ratio, thus enabling a smaller time frame for

reading information for the MRAM.

Over the last few decades with the discovery of GMR, TMR [104–106], interest

involving ultrathin ferromagnetic structures is ever-increasing. We are currently

in an era where ultrathin ferromagnetic structures are incorporated within the

magnetoelectronic industry by controlling and manipulating the magnetisation

in thin films to store information and for computational purposes. Addition-

ally, recent advancements in materials science research has facilitated more ca-

pable magnetostrictive materials in various forms, including polycrystalline and

single-crystal thin films. One such non-rare-earth material with moderate magne-

tostriction constant of 400 ppm is Galfenol which can take the form of bulk as well
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as polycrystalline and single-crystal thin films. They have high Curie tempera-

ture, low coercivity, low saturation field and excellent mechanical properties mak-

ing them ideal candidates. This thesis reports detailed studies of its structural,

magneto-static and magneto-dynamic properties while varying its composition

and thickness in thin-film form.

1.2 Magnetostriction in Galfenol (Fe-Ga)

Galfenol being a single-phase alloy with disordered substitution of Ga in body cen-

tred cubic α-Fe exhibits an extraordinary tenfold increase in the magnetostriction

constant over pure single-crystal iron [1, 107, 108]. The magnetostriction being

the largest in the [100] crystal direction (λ100). 3/2λ100 has a dependence on

the Ga concentration achieving 400 ppm at ≈ 20% Ga and 440 ppm at ≈ 28%

Ga for quenched bulk Galfenol along [100] crystal direction. It was a dramatic

improvement when compared to the 20 ppm observed in pure single-crystal iron.

However, the magnetostriction constant along the rhombohedral [111] direction

continued to be relatively unchanged [1].

The magnetostrictive behaviour for the Fe100−xGax alloys for the [100] crystal

direction at various Ga concentration can be broadly divided into four groups ac-

cording to the different lattice structure formation due to disordered substitution

of Ga in Fe lattice as the Ga concentration is increased [109]. Figure 1.3 shows

the change of 3/2λ100 for bulk Fe-Ga alloys divided into four different regions

depending on the concentration of Ga. The figure shows the magnetostriction

constant for Fe100−xGax (4 < x < 35) prepared by furnace cooling ≈10◦C/min

and by rapid quenching into water at room temperature [109]. The blue solid

points represent the alloys prepared under the slow-cooled condition, and the

solid red points represent the quenched alloys.

In region I, as the Ga concentration is increased the magnetostriction constant

increases monotonically, reaching a maximum value of ≈ 320 ppm at ≈ 17.9%

of Ga for slow-cooled alloys and ≈ 390 ppm at 20.6% of Ga for quenched alloys.

In region II, as the Ga concentration continues to increases the magnetostriction

constant decreases reaching a minimum at 22.5% of Ga for both slow cooled
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and quenched alloys. In region III, for Ga concentration between 22.5 to 28.5%,

the strain increases again reaching a maximum value of ≈ 380 ppm for slow-

cooled alloys and 440 ppm for quenched alloys at 28.5% of Ga. In region IV, for

Ga concentration above 28.5%, the magnetostriction constant decreases sharply

with the increase in the Ga concentration.

Figure 1.3: Shows the magnetostriction coefficient of bulk Fe-Ga alloy along [100]

crystal direction at different Ga concentration. The magnetostriction values have

been divided into four different sections, where each section represent a phase

formation in Galfenol depending on the Ga concentration. This graph has been

adapted from reference [109]. The red points represent the quench cooled samples,

and the blue points represent the slow cooled samples.

The origin of an unexpected rise and high enhancement in the magnetostric-

tion of Fe with the addition of Ga has been a subject of research, and numer-

ous theories have been proposed. Comprehensive studies have revealed that the

origin of large magnetostriction is structural [110–119]. Figure 1.4 shows the dif-

ferent crystal structures of Fe and Fe100−xGax involved as the Ga concentration

is changed. At atmospheric pressure, pure Fe can have three types of allotropes,

α-Fe, γ-Fe and δ-Fe. Single crystal iron α-Fe is the most stable form of Fe found

at room temperature, and it has a body-centred cubic (bcc) lattice structure, and

γ-Fe has a face-centred cubic (fcc) lattice structure as shown in figure 1.4 (a) and
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Figure 1.4: Represents the crystal structures of various phase formation of Fe

and FeGa. These are the phases formed as the Ga concentration is varied. The

black points represent Fe atoms, and the blue points represent Ga atoms. (a)

and (b) are the two main allotropes of Fe, α-Fe (body centred cubic) and γ-

Fe (face centred cubic) respectively. As Ga is added into Fe, the crystal can

take two forms (c) A2-FeGa, where Ga atoms randomly substitute Fe atoms or

(d) B2-FeGa, where Ga atoms only occupy the body centred position. As Ga

concentration is increased (e) D03-FeGa structured nano precipitates are formed,

and (f) a distorted tetragonal D022 phase is formed. L12-FeGa, shown in (g) has

fcc crystal structure for Ga concentration more than 28%.

(b). When Ga is alloyed with Fe, it can take two forms, an A2 disordered crystal

structure where Ga can randomly substitute Fe (figure 1.4 (c)) or Ga will only

occupy the body centred sites forming a B2 (ordered bcc) crystal structure (figure

1.4 (d)) [120]. However, B2 ordered structure only exists at temperatures above

650 ◦C and is not relevant in the current scenario [111]. In region I (fig.1.3), as

the Ga concentration is increased, the magnetostriction value increases until it

reaches a maximum at ≈ 20% Ga, and is attributed to the disordered A2 phase

being in metastable equilibrium with an ordered D03 phase [29, 121–123]. D03

phase (Fe3Ga) has Ga at the 4a sites of the face centred cubic structure of γ-Fe,

as shown in figure 1.4 (e). A proposed model for the magnetostriction in FeGa
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alloys suggested that the D03 nanoclusters are embedded in an A2 matrix. These

D03 nanoclusters are cubic in nature; however, under the influence of an external

magnetic field, they give rise to a magnetic field induced rotation to an inter-

mediate tetragonal D022 phase with Ga-Ga c-axis pairs (shown in figure 1.4 (f)).

These tetragonal nano precipitates cause a tetragonal distortion in the A2 cubic

structure enhancing the magnetostriction along [100] crystal direction [109, 117–

119]. In region III (fig.1.3), the magnetostriction constant peaks again at ≈ 28%

Ga concentration, the second peak arises due to the formation of a purely D03

crystal structure resulting in lattice softening [122–124]. Ultimately in region IV

(fig.1.3) as the Ga concentration is increased further, Fe3Ga existing as a simple

fcc L12 structure starts mixing into the structure resulting in the deterioration of

the magnetostriction constant as shown in figure 1.4 (g) [109, 125].

Galfenol on gallium arsenide

For the work presented in this thesis, Galfenol thin films were grown on gallium

arsenide (GaAs(001)). GaAs has a cubic zincblende structure. It is an fcc lattice

of Ga with another fcc lattice of As displaced by
√

3/4 of the lattice constant

along [111] crystal direction [126]. It has a lattice constant of 5.653Å which

almost twice the lattice constant of bcc α-Fe which is 2.866Å. Therefore, it

yields a comparatively low misfit of ≈1.4% in a cube on cube epitaxy grown

using sputtering.

1.2.1 Early work on Galfenol thin films

Galfenol has been widely studied, and extensive work has been reported on bulk

single-crystal and polycrystalline Fe-Ga alloys. They have shown excellent prop-

erties characterised by high Curie temperature, low saturation field, low coercivity

and high saturation magnetostriction constant. Nevertheless, for it to be incor-

porated in nano and micro-scale structures, the same functionality had to be

reflected in thin films as well [127]. Over the period, efforts have been made to

explore the structural, static and dynamic magnetic properties of polycrystalline

Fe100−xGax films.

From the bulk work, it is already established that the magnetic properties of
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Fe100−xGax alloys strongly depended on the Ga concentration. Therefore, poly-

crystalline thin films with varying Ga concentration were studied broadly by

various groups. Dunlap et al. [128] prepared Fe100−xGax films of 800 nm over

a wide composition range 0 < x < 36 grown on Si(100) substrate. The films

were grown using the co-sputtering technique where individual targets of Fe and

Fe50Ga50 were used. The samples were structurally characterised using the x-ray

diffraction and Fe Mössbauer effect spectroscopy. They observed a systematic

increase in the lattice parameter, a, as the Ga concentration was increased. They

have shown that the distribution of Ga atoms in the bcc structure is not random.

Ga nanoclusters are formed within the crystal structure before it transitions to

the ordered D03 phase, which confirmed that the short-range ordering plays a

vital role in the enhancement of the magnetoelastic properties of Fe-Ga alloys

as postulated in previous studies [124]. Javed et al. [129] reported polycrys-

talline Fe100−xGax (19 < x < 23) films of thickness 50 nm grown on Si(100)

substrate using co-sputtering and evaporation technique. They successfully de-

posited single-phase bcc FeGa thin films. They also observed a similar trend

of increase in the lattice parameter with the increase in the Ga concentration.

The films had a weak uniaxial anisotropy at lower Ar pressure and were isotropic

with the increase in Ar pressure. Additionally they also reported that the lattice

constant was a function of film thickness. Several studies have also reported the

saturation magnetostriction constant of these polycrystalline films over a wide

range of Ga concentration. They have observed a double peak trend as was

seen in bulk Fe100−xGax alloys [130–133]. Apart from Si, other substrates were

also used for the growth of polycrystalline Fe-Ga thin films. Lalitha et al.[134]

grew Fe-Ga thin films on Si, MgO and quartz substrates using RF sputtering and

studied the growth and magnetic properties of thin films using x-ray, atomic force

microscopy and vibration sample magnetometry measurements. They observed

that the MgO substrate favoured higher magnetisation when compared to Si and

quartz substrates. Butera et al. [135, 136] have grown epitaxial Fe81Ga19 films

with cubic magnetic symmetry on MgO substrates with dc magnetron sputter-

ing. The cubic magnetocrystalline anisotropy constant was determined to be 1.59

kJ/m3, and the saturation magnetisation was ≈ 0.15 T. They also observed an
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angular variation of the ferromagnetic resonance linewidth suggesting a contri-

bution of two-magnon scattering towards relaxation of the magnetic excitations.

Yasushi et al. [137] have studied the effect of Ga composition on the static and

dynamic properties of Fe100−xGax (18.5 < x < 33.4) films of 50 nm thickness onto

quartz substrates using dc magnetron sputtering. The saturation magnetisation

decreased as the Ga concentration was increased. They observed a maximum

saturation magnetostriction constant of 54 ppm. The in-plane effective damping

constant decreased up to x =22.3, followed by an increment between 22.3 and

27.2, and decreased further as x was increased. They observed a high value for

the in-plane damping constant and associated it with two-magnon scattering and

in-plane anisotropy dispersion. The perpendicular (out-of-plane) damping con-

stant showed a similar trend with respect to x but with a lower damping value

indicating that the intrinsic damping dominates.

Polycrystalline thin films of Fe-Ga were also studied a function of change in

film thickness. Javed et al. [138] studied the thickness dependence of the struc-

tural and magnetic properties of Fe80Ga20 thin films on Si(100) substrate. They

varied the thickness of the films between 20 nm to 200 nm. They found that the

lattice constant for the films were smaller than the for bulk alloys. As the film

thickness was changed, the lattice constant decreased at first and then increased,

approaching the bulk value. The surface roughness and grain size increased with

film thickness. The saturation magnetostriction constant increased with the in-

crease in the film thickness approaching the bulk isotropic polycrystalline value of

98 ppm. Daniel et al. [139] performed measurements of the static and magnetic

properties of Fe80Ga20 polycrystalline thin films with thickness varying between

20 nm to 80 nm. The films were grown on Si(001) with Cu buffer layer. They

observed a lower saturation magnetisation value compared to bulk and epitaxial

films. The surface roughness, coercive field, and inhomogeneous broadening tends

to increase with the increase in the film. The observed Gilbert damping varied

between 0.012 to 0.047 over the thickness range. Yasushi et al. [140] also stud-

ied the static and dynamic properties of Fe78Ga22 polycrystalline thin films with

thicknesses between 3 nm to 100 nm grown on soda lime glass substrates. The

coercivity increases for increase in the film thickness between 5 nm and 50 nm,
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but decreases for the thickness of 100 nm attributed to either the domain wall

nucleation or pinning. They observed a damping constant of maximum 0.084,

which was much larger than those observed in single-crystal Fe-Ga film. The

inhomogeneous broadening also increased with an increase in the film thickness.

Nonetheless, the polycrystalline films had a magnetostriction constant value lower

than that observed for single and polycrystalline crystal bulk alloys due to the

difference in microstructure between films and bulk alloys [141]. Also, the res-

onant linewidths were large, which was insufficient for microwave applications

[136].

Parkes et al. [2] reported cubic epitaxial thin film of Fe81Ga19 of 21 nm thick-

ness grown by molecular beam epitaxy (MBE) on GaAs(001) substrates. They

performed x-ray diffraction to establish the epitaxial growth of the thin film. The

magnetostriction was measured using the Villari effect. They observed a magne-

tostriction constant value of 3/2λ100 = 395 ppm, as large as the value reported

for single-crystal bulk Fe-Ga alloys. It was also noted that the resonant linewidth

was 6.7 mT at 10 GHz and a damping parameter of 0.017 from ferromagnetic reso-

nance studies, lower than those previously reported in the literature. Parkes et al.

[85] also demonstrated large cubic magnetocrystalline anisotropy in 22.5 nm thick

single-crystal Fe81Ga19 grown by MBE on GaAs(001) substrates. They demon-

strated a strong cubic anisotropy (Kc = 32.7 kJm−3) favouring the [100]/[010]

easy axis direction and a uniaxial term (Ku = 8.6 kJm−3). Bijoy et al. [142]

reported the growth of single-crystal 20 nm Fe100−xGax (x = 20, 23, 28) films on

GaAs(001) substrate with a buffer layer of ZnSe by MBE. They observed a narrow

FMR linewidth. The FMR linewidth and the Gilbert damping increased with the

Ga concentration. The saturation magnetisation of the samples decreased with

the increase in Ga concentration.

Even though Fe-Ga alloy is widely studied within its thin-film form, but focus

has been mostly on the improvement of the magnetostriction. At the moment,

limited research has been carried out on magnetron sputtered epitaxial Fe–Ga

films and details about the effect of film composition and film thickness on the

magnetic parameters of epitaxial Fe–Ga films are not fully elucidated. In par-

ticular, a detailed and elaborated study of the structural, magneto-static and
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magneto-dynamic properties of Galfenol thin films grown of GaAs(001) substrate

using magnetron sputtering is still not available in literature. Hence, studying

the structural and magnetic properties as a function of parameters such as film

composition and film thickness could help bring new insight.

1.3 Thesis outline

This thesis has been divided into several chapters presenting an in-depth knowl-

edge about the experimental methodology followed by the analysis undertaken.

Chapter 1 gives a brief overview of the various topic associated with the

material under speculation such as a brief history about magnetostriction and

magnetostrictive materials, what is Galfenol alloy, the relevant crystal structure

of Galfenol, what makes it special, and the motivation.

Chapter 2 is assigned to provide a detailed discussion of the physics behind the

basic phenomenon of ferromagnetism, magnetic free energy density and its ori-

gin, the process of magnetisation reversal, magnetisation dynamics and magneto-

transport effect on thin films. The above mentioned phenomena are the basis of

the work presented in this thesis.

Chapter 3 focuses on the materials and the techniques used for the measure-

ment of the structural and magnetic properties of the material. The chapter

starts with the growth and fabrication technique used for the samples used in

this thesis. Followed by the equipment set-up and measurement techniques that

were used on the samples for the collection of the data. In total, five measure-

ments were done on two sets of samples with varying Ga composition and film

thickness. Finally, the chapter ends with the steps followed for the simulation

and fitting of the experimental data with the simulated data.

Chapter 4 presents the study of the structural properties of the Galfenol thin

films obtained by x-ray diffraction (XRD), x-ray reflectivity (XRR) and x-ray

photoelectron spectroscopy (XPS).

Chapter 5 focuses on the static magnetic properties of the material which

were extracted from the Superconducting QUantum Interference Device (SQUID)

magnetometry measurements. It was discussed and compared with similar work
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on Fe thin films.

Chapter 6 focuses on the electrical properties of the samples measured by

magneto-transport measurements. A direct comparison of the trend observed for

magnetocrystalline coefficients and the anisotropy constants were made.

Chapter 7 presents the dynamic properties of Galfenol thin films with varying

Ga concentration. The dynamic properties were investigated using the ferromag-

netic resonance (FMR) technique. The static properties extracted through FMR

measurements were compared with those obtained from the SQUID measure-

ments. The dynamic properties were compared with previously reported results.

Unfortunately, due to time constraint, FMR measurements were not performed

on the samples with varying film thickness.

Chapter 8 summarises the work that was done and all the conclusions that

could be drawn from the experimental results.

Appendix A contains the fitting of the experimental graphs from the SQUID

magnetometry measurements with the simulated graph obtained via mathemat-

ical calculations.
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Chapter 2

Theory

A brief discussion about the background theory of magnetism and the concept

behind analysing and understanding the experimental data discussed in this thesis

have been presented.

2.1 Ferromagnetism

Ferromagnetic materials show long-range magnetic ordering with a net magneti-

sation due to the parallel alignment of atomic moments. The net magnetisation is

a result of the unpaired spins in the outer d-orbitals interacting with neighbouring

atoms via quantum mechanical exchange interaction (explained in section 2.1.2).

They carry a spontaneous magnetised state even in the absence of an external

magnetic field [143] and can be manipulated using a sufficiently high enough ex-

ternal magnetic field. Iron, cobalt, nickel, alloys such as permalloy, alnico and

magnetite are a few examples of these materials possessing ferromagnetism at

room temperature, making them essential in industry and modern technological

advancement. The electronic configurations at room temperature for these met-

als are shown in figure 2.1. It gives an idea about the paired and unpaired spin

states in the outer d and s orbitals.

Temperature is a critical factor contributing towards the existence of ferro-

magnetism. When a ferromagnet is heated above a specific critical temperature

known as Curie temperature (TC), the thermal energy within the system be-

gins to exceed the exchange energy. Once the temperature reaches beyond TC ,
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Figure 2.1: The electronic configurations of some ferromagnetic metals at room

temperature are shown. The arrows represent the up and down spins. The

orbitals are filled using Hund’s rule where every orbital is first singly occupied

before double occupancy. Hence all the lower energy levels are filled first. It is

these unpaired electrons in the d orbitals that interact with neighbouring unpaired

d orbital electrons via the exchange interaction resulting in ferromagnetism.

the magnetic moments lose their magnetic ordering producing no net magnetic

moment eventually becoming paramagnetic. Figure 2.2 shows the temperature

dependence of the magnetisation in a ferromagnetic material. It illustrates the

phase transformation from one magnetic state to another. Typically, the Curie

temperature for Fe is 1043 K, giving an idea about the amount of thermal energy

required to break the long-range ordering in a particular ferromagnetic material.

Figure 2.2: The spontaneous magnetisation in ferromagnets at temperature below

the Curie temperature is shown. As the temperature approaches absolute zero

the spontaneous magnetisation reaches saturation. When the sample is heated

above the Curie temperature the thermal motion randomizes the spin orientation

and it loses its spontaneous magnetisation thus behaving as a paramagnet.
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2.1.1 Spin-orbit Interaction

The magnetic moments expressed in terms of the Bohr magnetron (µB) can be

represented as,

~µL = −gLµB
}

~L

~µS = −gSµB
}

~S
(2.1)

where ~µL, ~µS are the magnetic moments associated with orbital angular momen-

tum and spin angular momentum respectively, gL, gS are the Landé g-factor with

values 1 and 2 respectively, ~L is the orbital angular momentum, ~S is the spin

angular momentum, µB is the Bohr magnetron quantifying the spin magnetic

moment of a single electron, and } is the reduced Planck constant. Suppose we

consider the reference frame of the electron and the nucleus is orbiting around

the electron creating a positive current loop and a magnetic field ~B. Thus, the

change of energy of the electron due to the induced torque by the magnetic field
~B on the spin magnetic moment µS is given by,

∆E = −~µS · ~B (2.2)

The relative motion of the nucleus of the atom creating the magnetic field is

related to the orbital angular momentum ~L by [143],

~B =
µ0Ze~L

4πmer3
(2.3)

where µ0 is the permeability in vacuum, Z is the number of protons in the nucleus,

and r is the radius of the orbit. If we compare equations 2.1, 2.2 and 2.3 we

can establish a relation between spin angular momentum and orbital angular

momentum,

∆E ∝ ~S · ~L (2.4)

This interaction between the orbital angular momentum of the nucleus and the

electron spin angular momentum is known as the spin-orbit coupling. Spin orbit

interaction is responsible for many magnetic phenomena such as magnetocrys-

talline anisotropy and anisotropic magnetoresistance (AMR) [144].
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2.1.2 Exchange Interaction

The exchange interaction is the phenomenon behind the existence of long-range

magnetic ordering in a ferromagnetic lattice. For a two-electron system, the total

Hamiltonian is given by,

Ĥ = Ĥ1 + Ĥ2 + Ĥex (2.5)

where Ĥ1, Ĥ2 are the single electron Hamiltonians for electrons 1 and 2 respec-

tively, and Ĥex is the exchange interaction. The exchange energy between the

two electrons with spins S1 and S2 separated by an angle φex, is

Ĥex = −JexS1 · S2 = −2JexS
2 cosφex (2.6)

where Jex is the exchange integral originating from the overlap of wave functions

of the two spins describing the relative proximity of the spins to each other. The

exchange interaction is strong enough to orient neighbouring magnetic dipole

moments but decays exponentially with distance. The spontaneous ordering of

these magnetic moments thus minimises the exchange energy. The spins are

oriented parallel or anti-parallel depending on the sign of the exchange integral

Jex. In the case of ferromagnets since Jex > 0, the exchange energy is minimised

when the spins are aligned parallel to each other.

2.2 Magnetic Free Energy Density

The exchange interaction or the exchange energy discussed in the section 2.1.2

describes the interaction between two neighbouring spins in a ferromagnetic ma-

terial but does not explain why the magnetisation in a ferromagnetic material

favours to orient along one particular direction over the other. In the absence

of an external magnetic field, the spontaneous magnetisation of the ferromagnet

will lie along the easy axis of magnetisation [18, 143]. Hence, when an external

magnetic field is applied, there will be an energy expenditure to rotate from the

preferred direction of orientation of magnetisation to a required direction of ori-

entation. This energy is called magnetic anisotropy energy. There can be various

possible origins for magnetic anisotropy in a material such as the shape or geom-
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etry of the sample, crystal symmetry giving the magnetocrystalline anisotropy,

and magneto-elastic effects through the strain in the material [18, 144].

The combination of different energies that influence the direction of the mag-

netisation of a material is the total magnetic free energy density. It is given by

equation 2.7.

Etotal = EZeeman + EExch + EMagAnis + EME + EDemag (2.7)

where EZeeman is the energy associated with interaction of the moments with

the external applied magnetic field, EExch is the exchange energy between spins,

EMagAnis is the magnetocrystalline energy associated with a crystal lattice, EME is

the magnetoelastic energy associated with the strain in the material, and EDemag

is the demagnetising or magnetostatic energy associated with the shape of a ferro-

magnetic material. Understanding the different energy contributions is important

to analyse and understand the experimental data presented in this thesis. The

different energy terms that influence the magnetisation of the material studied in

this thesis are described in the following sections.

2.2.1 Zeeman Energy

As discussed in section 2.1.1, a ferromagnetic material has ordered magnetic mo-

ments hence it has an internal magnetisation. When this ferromagnetic material

is placed in an externally applied magnetic field Hext, the energy due to the in-

teraction between the internal magnetisation and the external applied magnetic

field is known as Zeeman Energy.

EZeeman = −µ0Ms

∫
V

(Hext ·m)dV (2.8)

where µ0 is the permeability in vacuum, m = M
|M | is the unit vector along the

direction of magnetisation, and the energy is integrated over the entire volume

V . In equation 2.8, if we consider no other factors are influencing the magnetisa-

tion, Hext will try to align the internal magnetisation parallel to the applied field

direction to minimise the total energy.
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2.2.2 Magnetocrystalline Anisotropy Energy

In a ferromagnetic material, there are easy and hard axes of magnetisation. Along

certain crystallographic directions, it is easy to magnetise the material i.e min-

imum energy is required to achieve saturation along the easy axis and higher

energy along others. As a result, the free energy is no longer isotropic. The

anisotropic energy introduced by the crystal structure is due to the spin-orbit

coupling [143]. This directional dependent anisotropy is known as magnetocrys-

talline anisotropy, EMagAnis.

Magnetocrystalline anisotropy in FeGa/GaAs

The anisotropy energy associated with FeGa thin films grown on GaAs substrate

can be represented in terms of direction cosines (αi) between the magnetisation

and the principle crystallographic axes, as shown in figure 2.3. In bulk, Fe has

a bcc cubic anisotropy structure with easy axes along crystallographic <100>

directions and the hard axes along the <111> directions [143, 145], hence for

FeGa thin films grown on [001] oriented GaAs the in-plane cubic easy axes lie

along the [010] and [100] directions.

The magnetisation vector as shown in figure 2.3 is represented by the direction

cosines,

α1 = cosφM sin θM

α2 = sinφM sin θM

α3 = cos θM

(2.9)

The magnetocrystalline cubic anisotropy energy Ec can be written as [143, 146,

147],

Ec = Kc0 +Kc1(α2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) +Kc2(α2

1α
2
2α

2
3)... (2.10)

where Kci is the ith order cubic anisotropy constant, which varies depending

on the material. Since the 0th order term has no direction dependence it does

not contribute towards the cubic anisotropy energy. The 2nd and higher order

terms are usually smaller in magnitude hence can be neglected. Thus, the cubic
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Figure 2.3: The coordinate system of a single layer thin film of FeGa grown on a

GaAs substrate is shown. [010] is the cubic easy axis and [110] is the uniaxial easy

axis. This coordinate system was used for all the simulations that are included

in this thesis.

magnetocrystalline energy term can be simplified to,

Ec = Kc(α
2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) (2.11)

Substituting the cosines in the above equation we get,

Ec = Kc

(
1

4
sin2(2φM) sin2 θM + cos2 θM

)
sin2 θM (2.12)

In thin films the magnetocrystalline energy is different from bulk due to the

break in symmetry caused by the thin film geometry [126, 143]. θM = π
2
since

the magnetisation ~M lies in plane of the film due to the demagnetising energy

explained in section 2.2.3. Hence the biaxial or cubic anisotropy energy for Fe

thin films is

Ec =
Kc

4
sin2(2φM) (2.13)

For the thin films which are grown on [001] oriented GaAs substrates such as

the case for the samples presented in this thesis there is an additional uniaxial

anisotropy along [110] due to the interface between the GaAs substrate and the

Fe or FeGa thin film [148]. Since the uniaxial anisotropy is confined to the plane

of the film, the first order uniaxial anisotropy energy Eu can be expressed as,

Eu = Ku sin2(φM − φ0) (2.14)
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where φ0 = π
4
for FeGa on [001] GaAs, since the uniaxial anisotropy along [110] lies

at an angle π
4
from the cubic easy axis [010]. Therefore the net magnetocrystalline

anisotropy energy for FeGa grown on GaAs can be represented as,

EMagAnis = Ec + Eu

=
Kc

4
sin2(2φM) +Ku sin2(φM −

π

4
)

(2.15)

2.2.3 Demagnetising Energy

When a magnetic material is uniformly magnetised by an external magnetic field,

the magnetisation becomes discontinuous or divergent at the edges creating ef-

fective magnetic monopoles on either side. But from electrodynamics, we already

know magnetic monopoles cannot exist. The magnetic induction ~B thus obeys

Gauss’s law [145],

~∇ · ~B = 0

~B = µ0( ~H + ~M)

~∇ · ~H = −~∇ · ~M

~H = ~HDemag

(2.16)

As we observe in equation 2.16, a magnetic field ~HDemag is generated in the

direction opposite to the magnetisation ~M hence appropriately named as the

demagnetising field. The demagnetising energy associated with the demagnetising

field is given by,

EDemag = −µ0

2

∫
V

~M · ~HDemagdV (2.17)

If the magnetisation of the material is aligned out of the plane of the sample,

then the magnetic dipoles will be formed between the upper and lower faces of

the sample as shown in figure 2.4 (b) and the demagnetising energy is given by

[149];

EDemag =
1

2
µ0M

2 cos2 θ (2.18)

However, if the magnetisation is aligned in the plane of the sample, the dipoles

are formed at opposite edges of the sample (figure 2.4 (a)). For thin films where
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sample length >> sample thickness, the demagnetising field can be approximated

to 0 due to the long distance between the effective monopoles; therefore, the

demagnetising energy induced is 0 [143]. Hence, to reduce the total energy of the

system the magnetisation lies in the plane of a thin film.

(a)
(b)

Figure 2.4: The cross-sectional view of demagnetising field of a magnetic thin

film is shown. (a) If the magnetisation lies in the plane of the film, tiny poles are

created on the edge. The magnetic field produced at the edge is small comparing

to the length of the film hence no demagnetising field is observed. (b) If the

magnetisation is perpendicular to the plane of the film as shown a divergence is

created on the top and bottom surface of the film, generating a demagnetising

field of finite magnitude.

2.2.4 Magnetoelastic Anisotropy Energy

In some ferromagnetic materials, the magnetic properties can change under an

application of mechanical deformation (or stress) as a result of a change in the

crystal lattice structure. This particular property is defined as the magnetoelastic

effect (or inverse magnetostriction or Villari effect). The energy associated with

this effect is called the magnetoelastic energy. In elemental ferromagnets it arises

through the spin-orbit interaction. In heterogeneous alloys, it can also be associ-

ated with inclusion of nanoscale heterogeneities in A2 matrix and is regarded as

the structural origin of enhanced magnetostriction in Galfenol, which has been

explained previously in section 1.2. Magnetoelastic energy can also be related to

the phenomenon of magnetostriction, λ, where a fractional change in length of

the sample is observed as it is subjected to a magnetic field. Equation 2.19 gives

the mathematical definition of the magnetostriction.

λ =
∆l

l
(2.19)
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where l is the length of the material and ∆l is the change in length after the

application of the magnetic field. Magnetostriction under a saturating magnetic

field is denoted by λs and can have either a positive or negative value. The

sign of these values determines whether the applied magnetic field will cause an

elongation (positive) or contraction (negative) along the direction of the applied

field. Magnetostriction is an anisotropic property; hence in a crystalline material,

the magnetostriction will depend on the angle between the applied magnetic

field and the crystal axes. In cubic materials, the magnetostriction is typically

measured along the two crystallographic directions [100] and [111].

The magnetoelastic effect can also be described in terms of the magnetoelastic

coupling constant, B, corresponding to the magnetic stress causing the magne-

tostriction. For cubic crystals, the magnetoelastic energy contribution to the free

energy is given by the equation 2.20 [144].

EME = B1

[
εxx(α

2
1 −

1

3
) + εyy(α

2
2 −

1

3
) + εzz(α

2
3 −

1

3
)

]
+B2

[
εxyα1α2 + εyzα2α3 + εzxα3α1

] (2.20)

where B1 and B2 are the magnetoelastic coupling coefficients, α1, α2, α3 are the

direction cosines of magnetisation along x, y, z directions respectively, and εij

are the components of the strain tensor. For thin films, with magnetisation only

in the plane of the film, α3 goes to 0 and also assuming the strain terms εxy, εyz,

εzx are negligible, equation 2.20 can be simplified to equation 2.21.

EME = B1

[
εxx(α

2
1 −

1

3
) + εyy(α

2
2 −

1

3
)

]
(2.21)

The magnetoelastic constant B1 is given by,

B1 =
3

2
λ100(c12 − c11) (2.22)

where λ100 is the relevant magnetostriction constant and c12 and c11 are the elastic

constants. Hence, the magnetoelastic energy is given by,

EME =
3

2
λ100(c12 − c11)(εxx − εxy) cos2 φM (2.23)
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where φM is the angle between the magnetisation and the [010] axis. Fe100−xGax

has been reported to show high magnetoelasticity at various Ga concentration

along [100] direction both in case of bulk as well as in thin films. Galfenol can

have large magnetostriction coefficient of up to 3/2λ100 ≈ 350 ppm at room

temperature [1, 107].

2.3 Magnetisation Reversal

Magnetisation reversal is the process of inversion of magnetisation from a positive

saturation magnetisation to a negative saturation magnetisation or vice versa

by application of a sweeping external magnetic field with sufficient strength to

align the magnetisation uniformly with the field direction. The projection of

the magnetisation along the sweeping field typically generates a hysteresis loop

(figure 2.5).

Figure 2.5: An example of a typical hysteresis loop depicting the magnetisation

projection along the applied field when the magnetic field is applied along an

arbitrary angle with respect to the easy axis. Ms, Mr, Hci, Hk represents the

saturation magnetisation, remanent magnetisation, coercive field and anisotropy

field respectively.

Figure 2.5 gives a typical example of a hysteresis loop. When a strong positive

external magnetic field is applied, the magnetisation will tend to align with the
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external field exhibiting a saturation magnetisation (Ms). When the positive

applied magnetic field is reduced, the magnetisation retains a positive value at

zero applied field, called remanence or remanent magnetisation (Mr) due to the

strong exchange interaction and the magnetic anisotropy. In fact, a negative

field is required to bring the magnetisation state to zero, known as the coercive

field (Hci). Hk represents the anisotropy field, is the field value at the slope

break where the magnetisation reaches its saturation value. Upon reduction of

the applied field to the opposite direction, the magnetisation undergoes a reversal

which occurs due to a combination of magnetisation rotation within domains, and

domain wall motion. The main mechanisms involved in magnetisation reversal

are described below.

2.3.1 Domain and Domain Walls

In 1907, Weiss discovered that in ferromagnetic materials, uniform magnetic or-

dering exists within small regions called domains, and different regions with dif-

ferent magnetic orientation coexists, which averages to a zero net magnetisation

on a macroscopic scale [143]. These domains are separated by regions, where the

magnetic moments rotate coherently, known as domain walls. The magnetisation

orientation within a domain and the size of the domain are dependent on various

competing energies discussed earlier, ultimately to minimise the free energy of a

ferromagnetic material.

Figure 2.6 shows a magnet in the shape of a rectangle in which the magneti-

sation aligns with the easy axis to minimise the exchange energy and anisotropy

energy but at the expense of having high magnetostatic energy due to large stray

field. In order to minimise the total free energy density, anti-parallel domains sep-

arated by a domain wall reducing the stray fields is formed [143]. However, this

anti-parallel alignment of domains leads to a further energy cost due to exchange

interaction and anisotropy. But a further decrease in magnetostatic energy can

be achieved by the formation of 90◦ domain walls leading to a full flux closed

structure with no magnetostatic energy. The domains are expected to form until

the energy required to create a domain wall becomes more significant than the

reduction in the magnetostatic energy.
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Figure 2.6: Domain formation in a magnet in the shape of a rectangle due to

the competition between magnetostatic energy and exchange energy. (a) shows a

uniform magnetisation with large stray fields, (b) shows anti-parallel 180◦ domain

with relatively smaller stray fields at the expense of increase in exchange energy

and (c) shows formation of closure domain with no stray fields.

Domain Walls

Domain walls separate neighbouring magnetic domains. In order to minimize

the total energy of the system, the magnetic moments gradually change direction

at the boundaries between neighboring domains. Within a domain wall there

is an energy cost related to the exchange energy due to the abrupt change in

the orientation of the magnetisation. As the exchange energy increases with the

increase in the angle between the spins, it can be reduced by minimising the

angle of rotation between the adjacent spins. If the spins rotate over N sites in

the domain wall, the angle between adjacent spins becomes π/N . Apart from

the exchange energy, since the two domains are oriented to align along the easy

axis, which indicates that the spins in the domain wall will lie along the non-easy

axis, producing an energy cost associated with it. The exchange energy and the

anisotropy energy is combined to govern the total energy per unit area of the

domain wall (σ) [18, 144].

σ = JS2 π2

Na2
+
NKa

2
(2.24)

where J is the exchange integral, S is the net spin, N is the number of sites

over which the spin undergoes π rotation, K is the magnetocrystalline anisotropy

constant, and a is the lattice spacing. The first term is due to the exchange

energy and is proportional to 1/N , and tends to make the domain walls wider.
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Whereas, the second term is due to the anisotropy energy and is proportional to

N , and tends to narrow down the domain wall. The equilibrium wall width is

then determined by minimising the sum of these two energies, dσ/dN = 0.

N =

√
2JS2π2

Ka3
(2.25)

The domain wall thickness is usually expressed by,

δ = Na = πS

√
2J

Ka
(2.26)

The two common types of 180◦ domain walls with different spin structures

are Bloch and Neél walls [18, 143, 150]. A Bloch wall is shown in figure 2.7(b), it

is the transition region between the magnetic domains, where the magnetisation

direction rotated in a plane parallel to the plane of the wall. In a Neél (figure

2.7(c)) wall the magnetic moments rotate perpendicular to the plane of the wall.

In the case of thin films with magnetisation in the plane of the film, Neél domain

walls are preferred because of the extra cost due to the demagnetising energy

while Bloch walls are generally found in thicker films.

Figure 2.7: Schematic diagram of different types of domain wall (DW) separating

anti-parallel or 180◦ domains in a thin film. (a) shows the DW separating the the

180◦ domains, (b) Bloch wall (out of plane rotation) and (c) Neél wall (in plane

rotation)
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2.3.2 Coherent rotation

For materials of smaller dimension, the exchange interaction is dominant hence

inducing a uniform magnetisation. The critical size for uniform magnetisation is

dependent on the material parameters as well as the shape of the material. Co-

herent rotation can be described as a process in which a single uniform magneti-

sation vector undergoes continuous rotation as a result of a competition between

the anisotropy energy and Zeeman energy when they are not oriented in the same

direction. We consider a particle with uniform magnetisation lying along the easy

axis and an external magnetic field is applied along an arbitrary angle, θ, away

from the easy axis. For a sufficiently large externally applied magnetic field, the

magnetisation vector will be aligned with the applied field. Upon reduction of the

strength of the external magnetic field, the torque induced by it to align it along

the external field will decrease, and the torque created by the anisotropy field

becomes more and more significant, consequently will start rotating the magneti-

sation vector towards the easy axis. Coherent rotation is a reversible process, that

is if the conditions for the initial rotation are kept constant, the magnetisation

will rotate back to its initial position through the same configuration.

2.3.3 Magnetisation Switching

Magnetisation switching is the process in which the uniform magnetisation jumps

from a local energy minimum to a global energy minimum at a certain external

applied field strength when applied in the opposite direction. Magnetisation

switching is a discontinuous process; that is the magnetisation vector orientates

along with the global energy minimum without passing through the intermediate

steps. This magnetisation reversal process is irreversible; that is if the external

magnetic field is applied along the initial direction, the magnetisation vector will

not switch back through the same steps for the same applied field strength since

the free energy has multiple minima.
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2.3.4 Stoner-Wohlfarth model

One of the most relevant and simplified cases of magnetisation reversal can be

studied for a single domain system. The magnetisation curve for a single domain

particle can be calculated using the Stoner-Wohlfarth (SW) model [151, 152]. The

model assumes an ellipsoidal particle for a uniform magnetisation throughout the

sample. The easy axis is assumed along the elongated axis of the sample hence

having a uniaxial magnetic anisotropy as shown in figure 2.8. The total free

energy density of the system is given by the exchange energy, anisotropy energy

and the Zeeman energy. But for a single domain particle, the exchange energy

can be ignored since the exchange energy is always minimised irrespective of the

magnetisation vector orientation. Hence the free energy for the SW model is

given by,

ESW = Ku sin2 φ−MH cos(θ − φ) (2.27)

where Ku is the uniaxial anisotropy constant, θ is the angle between the applied

magnetic field and the easy axis of the sample, and φ is the angle between the

magnetisation and the easy axis of the sample. SW model also assumes that the

magnetisation vector always lies in the plane of the applied field vector and the

easy axis.

Figure 2.8: Schematic diagram of the SW model where θ is the angle between

the applied magnetic field and the easy axis of the sample, and φ is the angle

between the magnetisation and the easy axis of the sample.
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Field applied along the easy axis

When a high saturating positive magnetic field is applied along the easy axis, θ =

0◦, the magnetisation vector will lie along with the only energy minimum, φ = 0◦,

which is the global minimum. When the external magnetic field is removed, two

equal energy minima would appear at φ = 0◦ and φ = 180◦. Nonetheless, the

magnetisation will occupy only one of the energy minima, in which it was located

previously that is φ = 0◦. When a field is applied along θ = 180◦, the previous

energy minimum at φ = 0◦ along which the magnetisation currently lies moves

up in energy becoming a local minimum while the minimum at φ = 180◦ is

further reduced in energy; thus, becoming a global minimum. Thus, at a certain

negative field strength, the magnetisation will switch to the new global minimum

at φ = 180◦. This behaviour is represented by a square hysteresis loop with an

abrupt magnetisation reversal if the field is swept between positive and negative

saturating fields.

Figure 2.9: Shows the hysteresis loop when the magnetic field is applied along

the easy axis as a representation of the SW model.

Field applied along an arbitrary direction away from the easy axis

When the magnetic field is applied along a direction other than the easy axis,

such as θ = 60◦, for a high positive saturating magnetic field the magnetisation

will align along with the energy minimum at φ = 60◦. But as the strength of the

magnetic field is reduced the position of the energy minimum rotates towards the
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easy axis, φ = 0◦. This rotation is represented by the reduction in the value of

the component of the magnetisation vector measured along the direction of H, as

shown in figure 2.10. When a magnetic field is applied in the opposite direction,

at certain field strength the magnetisation will switch to the global minimum

manifesting a discontinuous jump similar to the field applied along the easy axis.

Figure 2.10: Shows the hysteresis loop when the magnetic field is applied at an

arbitrary angle away from the easy axis as a representation of the SW model.

Field applied along the hard axis

When the magnetic field is applied along the hard axis, θ = 90◦ specific to the

sample assumed by the SW model, the magnetisation will always lie along one

of the two equivalent global minima. Hence, the magnetisation reversal will not

experience any switching or hysteresis behaviour.

The lowest energy state in a thin film at zero applied magnetic field is gen-

erally a demagnetised state with multiple domains and domains walls. For a

high saturating magnetic field, the samples can be assumed having a single do-

main with a uniform magnetisation vector achieved by domain wall motion. The

domains which are parallel to the applied field will grow at the expense of anti-

parallel domains. As the strength of the magnetic field is increased to achieve

saturation, there is a coherent rotation of domains towards the applied magnetic

field direction. Upon application of the magnetic field in the reverse direction, the

magnetisation reversal involves coherent rotation followed by domain nucleation

and eventually propagating through the domain wall motion.
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Figure 2.11: Shows the hysteresis loop when the magnetic field is applied along

the hard axis as a representation of the SW model.

2.4 Magnetisation dynamics in thin films

Technological advancements in the field of high-quality thin films demand an

understanding of the dynamic response of magnetic materials to high-frequency

magnetic fields. The precession of the magnetisation under the influence of a

time-varying magnetic field in GHz frequency range is governed by the physics of

magnetisation dynamics. This section gives a brief introduction to the magneti-

sation dynamics, and the phenomenon of ferromagnetic resonance.

2.4.1 Larmor precession

As already established in equation 2.1, the magnetic moment of a single electron

is related to the spin angular momentum, ~S,

~µS = −γ~S (2.28)

where γ is the gyromagnetic ratio given by γ = gSe/2me. However, the static

magnetic field will exert a torque on the magnetic moment given by [153, 154],

~τ = ~µS × ~H (2.29)

Since torque is equal to rate of change of angular momentum, therefore from

equation 2.29 we can write,

d~µS
dt

= −γ~µS × ~H (2.30)
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This torque will cause a precession of the magnetic moment around the magnetic

field ~H. Thus the precession frequency, ωL, called Larmor frequency is given by,

ωL = γH (2.31)

γ is a constant quantity with approximate value of 1.75× 1011 rad s−1 T−1 or γ/2π

as 28.02 GHz T−1.

2.4.2 The Landau-Lifshitz-Gilbert Equation

If we approach the ferromagnetic system from a classical point of view, it can be

approximated as a macrospin i.e the sum of individual spins, as a result equation

2.30 takes the form,
d ~M

dt
= −γ ~M × ~H (2.32)

where ~M is the magnetisation of the ferromagnetic system. Using the macrospin

model and adding a dissipative or damping force to equation 2.32, the magnetisa-

tion dynamics can be described by the Landau-Lifshitz-Gilbert (LLG) equation

[155, 156],

d ~M

dt
= −γ ~M × ~Heff +

α

Ms

(
~M × d ~M

dt

)
(2.33)

where α is the dimensionless Gilbert damping parameter, and Heff is the total

effective magnetic field acting on the magnetic moments given by,

~Heff = ~HZeeman + ~HExch + ~HMagAnis + ~HME + ~HDemag (2.34)

~Heff = − 1

µ0

O ~Mεtot (2.35)

where ~Heff is the derivative of the total energy density εtot with respect to the

magnetisation, ~M , ~HZeeman is the magnetic field originating due to the interaction

of the magnetic moments with the external applied magnetic field, ~HExch is the

field due to the exchange energy, ~HMagAnis is the field due to the anisotropy

energy, ~HME is the field due to the magnetoelastic energy, and ~HDemag is the

field due to the demagnetising energy.

The first term in equation 2.33 describes the precessional motion of the mag-

netisation, ~M , around the effective magnetic field, ~Heff , and the second term is
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the damping included through the Gilbert damping parameter which forces the

magnetisation precession to decay towards the direction of the effective magnetic

field, Heff . Figure 2.12 shows a schematic diagram of precession of the mag-

netisation vector, ~M , around the effective magnetic field, ~Heff , as well as the

damping parameter trying to force the magnetisation to be along the magnetic

field direction.

Figure 2.12: Schematic diagram showing the torque acting on magnetisation

described by LLG equation. Magnetisation, M , precesses around the effective

magnetic field, Heff , and the damping pushes the magnetisation to align along

Heff .

2.4.3 Ferromagnetic resonance

Ferromagnetic resonance (FMR) spectroscopy is a highly sensitive technique to

investigate both the static and dynamic magnetic properties of ferromagnetic thin

films. By performing angle, frequency, and field-dependent FMR measurements it

can provide essential parameters such as magnetocrystalline anisotropy constants,

saturation magnetisation and the damping parameter [157, 158]. In this section,

a brief introduction to the FMR technique is discussed.

The principle behind FMR spectroscopy is based on the precessional motion

of the magnetisation in an external magnetic field. As described in section 2.4.1

when a static magnetic field is applied to a magnetic material, the magnetisa-

tion starts precessing around the effective magnetic field, Heff . This precessing

magnetisation is perturbed when an alternating microwave field, ~HRf , is applied.

Figure 2.13 shows a schematic diagram of this precessional motion occurring in
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Figure 2.13: A schematic diagram of the FMR effect on a ferromagnetic thin film.

When a microwave field, HRf , is applied normal to the external magnetic field, it

perturbs the precession of the magnetisation, M , around the effective magnetic

field, Heff .

a ferromagnetic thin film when microwave field, ~HRf , is applied transverse to

the external applied magnetic field, ~H. It generates a resonance condition when

the frequency of the alternating microwave field matches the Larmor frequency

[159, 160]. At this resonance condition, the magnetic component of the microwave

is absorbed by the spin system having a maximum microwave power absorption

observed as a Lorentzian line shape, as shown in figure 2.14.
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Figure 2.14: S21 transmission spectra for sample S534 (Fe86Ga14) at 15 GHz,

when the magnetic field is applied along [110] direction. A Lorentzian line shape

is observed when there is maximum microwave power absorption at the point of

resonance.

The resonance condition can be obtained by solving the LLG equation since

it gives the time evolution of the magnetisation of a ferromagnet in an external

magnetic field [156]. The LLG equation for resonance condition can be solved
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using the Kittel approach [159], but since it is based on specific geometries, this

restricts the formulae in many ways. In 1955, Smit, Suhl and Beljers [161, 162]

obtained a simple form for the resonance condition for any ferromagnet in terms

of second derivatives of the total free energy density, E, with respect to polar

angle, θM , and azimuthal angle, φM . In this thesis, the method proposed by

Smit, Suhl and Beljers is used to obtain the resonance condition.

A magnetic system reaches equilibrium when the total magnetic free energy

density (E) is minimum. This equilibrium condition is therefore achieved by,

∂E

∂θM
= 0 and

∂E

∂φM
= 0 (2.36)

As long as microwave field, ~HRf , has a component perpendicular to magnetisa-

tion, ~M , it will disturb the equilibrium. In principle, the LLG equation should

be used but for simplicity the LLG equation without the damping (LL equation)

is used since the damping doesn’t affect the resonance condition. Thus, the LL

equation is given by,

d ~M

dt
= −γ ~M × ~Heff (2.37)

Representing the above equation using the polar coordinate system gives,

d ~M

dt
= −γ(Msr̂)× (Hsr̂ +Hθθ̂ +Hφφ̂) (2.38)

where Ms is the magnitude of the magnetisation. Writing 2.37 in matrix form,
dMs

dt

Ms
dθM
dt

Ms sin θM
dφM
dt

 = −γ

∣∣∣∣∣∣∣∣∣
r̂ θ̂ φ̂

Ms 0 0

Hr Hθ Hφ

∣∣∣∣∣∣∣∣∣ (2.39)

The total free energy density is,

E = − ~M · ~Heff = −γ(Msr̂) · (Hsr̂ +Hθθ̂ +Hφφ̂) (2.40)

Now, if the magnetisation is rotated by a small angle, ∆θ, the free energy density

becomes,

Erot = −γ[Ms(r̂ + ∆θM θ̂)] · (Hsr̂ +Hθθ̂ +Hφφ̂) (2.41)

Therefore the change in free energy density is,

∆E = E − Erot = −MsHθ∆θM (2.42)
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Thus, Hθ can be expressed as

Hθ = − 1

Ms

∂E

∂θM
(2.43)

Similarly, Hφ can be expressed as

Hφ = − 1

Ms sin θM

∂E

∂φM
(2.44)

Substituting equation 2.43 and 2.44 into 2.39 yields,
dMs

dt

Ms
dθM
dt

Ms sin θM
dφM
dt

 = −γ

∣∣∣∣∣∣∣∣∣
r̂ θ̂ φ̂

Ms 0 0

Hr − 1
Ms

∂E
∂θM

− 1
Ms sin θM

∂E
∂φM

∣∣∣∣∣∣∣∣∣ (2.45)

Equating the above equation gives us,

dMs

dt
= 0

−Ms

γ
sin θM

dθM
dt

=
∂E

∂φM
Ms

γ
sin θM

dφM
dt

=
∂E

∂θM

(2.46)

The small magnetic field generated by ~HRf will try to disturb the magnetisation

from the equilibrium position. Hence to solve the above set of equations we need

to first find the equilibrium position. Assuming, that the deviation of θM and φM

from the equilibrium position of θM,eq and φM,eq is small [163],

θM = θM,eq + δθM

φM = φM,eq + δφM

(2.47)

If we do a Taylor series expansion of ∂E
∂θM

and ∂E
∂φM

keeping only the linear terms

from the expansion and substituting 2.47 into 2.46 yields,

−Ms

γ
sin θM

dδθM
dt

=
∂2E

∂φM∂θM
δθM +

∂2E

∂φ2
M

δφM

Ms

γ
sin θM

dδφM
dt

=
∂2E

∂θM∂φM
δφM +

∂2E

∂θ2
M

δθM

(2.48)

The above equations are a pair of homogeneous equations and will have a periodic

solution δθM , δφM≈eiωt, where ω is the frequency of the microwave magnetic field.

If the determinant of the system of equation is equated to 0 this will give us the
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resonance frequency of oscillation also known as the Smit Suhl Beljers equation

as [161],(
ωres
γ

)2

=
1

M2 sin2 θM

[
∂2E

∂θ2
M

∂2E

∂φ2
M

−

(
∂2E

∂θM∂φM

)2]
θM,eq ,φM,eq

(2.49)

And the field linewidth which is related to the damping is given by the equation

[164],

∆H =
α

|∂ωres/∂Hext|
γ

Ms

[
∂2E

∂θ2
M

+
1

sin2 θM

∂2E

∂φ2
M

]
θM,eq ,φM,eq

(2.50)

2.4.4 Ferromagnetic resonance damping

As the magnetisation precesses around the applied magnetic field, it experiences

resistance to its precessional motion represented by the rate of energy dissipa-

tion of the system. This is known as magnetic damping [155, 165]. The FMR

linewidth (∆H) discussed in the previous section arises from the magnetic damp-

ing as well as the imperfections and inhomogeneities within the material. The

sources of damping contributing towards FMR linewidth can be divided into in-

trinsic effects called Gilbert damping, and extrinsic effects often attributed to two

magnon scattering, eddy current damping, spin pumping etc. [165–168]. Since

eddy currents are proportional to the square of the film thickness, hence in thin

films such as in case of the samples discussed in this thesis, its contribution can

be ignored towards damping. In ferromagnetic thin films, the contributions to-

wards damping mainly come from Gilbert, two magnon scattering, mosaicity and

dragging effects which will be discussed in the following section. Attempts have

been made to separate these contributions from the measured FMR linewidths.

2.4.4.1 Intrinsic damping

Intrinsic (Gilbert) damping originates from the phenomenological spin relaxation

of magnetisation precession. Usually, the itinerant electron behaviour is the dom-

inant cause of intrinsic damping [169, 170]. The origin of this damping is due to

the spin-orbit coupling within the crystal lattice structure [155, 171]. Although

the mechanism by which damping arises is still a matter of debate, however,

the most widely accepted model for intrinsic damping effect is achieved using the
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breathing Fermi surface model [172, 173]. The model describes the transfer of an-

gular momentum from the Fermi level electrons to the crystal lattice due to spin

orbit coupling effect. In a ferromagnetic crystal lattice the itinerant s-electrons

couple with neighbouring non-itinerant d-electrons. As a result of this coupling

both s and d electrons undergo precessional motion upon application of a mag-

netic field. However, the finite mean free path of itinerant electrons leads to a

phase lag between the two moments as they attempt to align along the effective

magnetic field. This phase lag leads to a transfer of angular momentum [174].

The contribution of the Gilbert damping towards the resonance linewidth is

given by,

∆Hin = α
ω

γ
(2.51)

where α is the Gilbert damping parameter, ω is the angular frequency, and γ is

the gyromagnetic ratio. In a sample with a perfect crystal structure, the general

form of damping terms of the resonance linewidth is given by,

∆H = ∆H0 + ∆Hin (2.52)

where ∆H is the field linewidth, ∆Hin describes the intrinsic damping behaviour

originating due to spin orbit coupling and is a fundamental property of the mate-

rial, and ∆H0 is the extrinsic effects originating from the disparity of the magnetic

properties within the sample due to structural defects [175].

2.4.4.2 Two-magnon scattering

Two magnon scattering is one of the extrinsic contributions towards FMR damp-

ing. The two magnon scattering originates from the coupling between uniform

magnetisation precession (FMR mode) and the non-uniform magnetisation pre-

cession (spin-wave mode). This could arise from various reasons like local defects,

inhomogeneity, boundary conditions, grain size, etc. identified as the scattering

centres. At resonance, excited magnons precesses as a wave defined by the wave

number, k. If the precession is uniform then k = 0, known as the FMR mode. If

these uniform spin waves are scattered at the scattering centres to lead the energy

transfer from uniform magnetisation precession into degenerate non-uniform spin-

waves, k 6= 0, dissipating energy into the lattice. Two-magnon scattering imposes
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non-linearity in the FMR damping and is given by [165, 176],

∆H2m = Γ sin−1

√√√√√
√
ω2 + (ω0/2)2 − ω0/2√
ω2 + (ω0/2)2 + ω0/2

(2.53)

where Γ is a dimensionless parameter describing the magnitude of the two magnon

scattering, and ω0 is given by,

ω0 = 4πγMeff (2.54)

where Meff is the effective magnetisation. If the two magnon scattering is domi-

nant over the intrinsic damping, the resonance linewidth no longer remains linear

and is given by,

∆H = ∆H0 + ∆Hin + ∆H2m (2.55)

Since FMR damping is strongly dependent on the structure of the magnetic

material and determines the dynamic behaviour of the material, hence, measuring

the damping of the material gives a crucial understanding of the magnetisation

dynamics within the material to be used as spintronic devices. For some appli-

cations, a low damping parameter is preferred to have a low critical switching

current for magnetic switching. Conversely, a higher damping parameter gives

faster switching such as required in case of memory devices.

2.4.4.3 Mosaicity and Dragging effect

The mosaicity within thin films structure is one of the sources of enhanced re-

laxation contributing towards extrinsic damping (∆H0). Mosaicity may occur

if the crystalline structure, internal fields or the thickness of the film vary from

one region to another within the thin film subtly shifting the resonance fields by

introducing a range of spin alignments among these individual regions causing a

broadening in the linewidth.

Dragging effect is associated with the fact that the magnetisation at lower

field may not be collinear with the applied field [177, 178]. Since the linewidth

is inversely depended on the cosine of the angle between the magnetisation and

the magnetic field, the linewidth is enhanced whenever the magnetisation is not

aligned with the magnetic field. In order to minimise the dragging effect, it is
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a good practice to use higher values of the applied magnetic field during FMR

experiments. However, these terms are usually small; so no further consideration

will be given henceforth. For samples which have mosaicity driven line-width

broadening shows a eightfold angular dependency. Their is also a eightfold an-

gular dependency in case of samples with a strong field-dragging contribution

towards the Gilbert damping.

2.5 Magneto-transport Properties

Magneto-transport is the study of coupling between the transport of electrons

through metal or semiconductors and a magnetic field. The resistivity of these

metals changes on application of the external magnetic field; this effect is defined

as magnetoresistance. It is one of the fundamental properties in the development

of data storage, sensors and logic devices [179–181]. In general, magnetoresistive

devices are based on ferromagnets, therefore making it a topic of interest. There

are several effects that relate the magnetic state of a material to its resistivity.

The ordinary Hall effect or ordinary magnetoresistance depends on the applied

magnetic field whereas, the anomalous Hall effect is related to magnetisation in

the material. Anisotropic magnetoresistance is when the magnetoresistance is

affected by both the direction of current and the magnetisation with respect to

the crystalline axes. These important concepts and theories have been discussed

in this section, which was later used to gain a better understanding and analysis

of the experimentally obtained data presented in this thesis.

2.5.1 Ordinary Hall effect

Discovered in 1879 by E.H. Hall [182], if an electric current flows through a con-

ductor and a magnetic field is applied perpendicular to it, a Lorentz force normal

to both the directions is exerted on the carriers. Charge starts to accumulate on

the edge of the conductor in the course of deflection until a transverse electric

field (Hall field) balances the Lorentz force. For example, if we consider a 2D elec-

trically conducting bar of thickness, t, and apply a magnetic field with magnetic

flux density, Bz, along the z-direction and current, Ix, along the x-direction, the
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resulting electric field will lie in x-y plane hence giving a transverse (Rxy) Hall

resistance. The Hall voltage, VH , and Hall resistance, Rxy, are given by,

VH =
IxBz

ne
and Rxy =

Ey
jxBz

=
VHt

IxBz

= − 1

ne
(2.56)

where n is the charge carrier density, e is the charge of electron, Ey is the induced

electric current and jx is their current density. As evident from equation 2.56 the

ordinary Hall effect is linear to the applied magnetic applied.

2.5.2 Anomalous Hall effect

In a ferromagnetic material, an additional type of Hall effect called the anoma-

lous Hall effect (AHE) occurs along with the ordinary Hall effect (OHE). When

an electric current is applied through a ferromagnetic material, spin-dependent

scattering occurs due to the spin-orbit coupling, however, as there is an uneven

number of up and down spins in a ferromagnet more carriers deflect towards one

side of the bar than the other, generating a net electric field. Thus in Hall bar

geometry generating a finite transverse resistance, Rxy, proportional to the out

of plane component of the magnetisation. Rxy due to AHE is usually smaller

than the OHE, but depending on certain applied field strengths can exceed as

well. A saturating external magnetic field is applied to make sure that OHE Rxy

contribution dominates over the AHE Rxy contribution. The total effect is given

by [183–185],

Rxy = ROHE
xy + CRn

xxMz (2.57)

where n usually takes a value between 1 and 2, C is a material specific constant

and Mz is the out of plane component of the magnetisation. The anomalous part

of the equation 2.57 depends both on material specific parameters as well as the

longitudinal resistance, Rxx.

AHE can originate from three different types of contributions: intrinsic, skew

scattering and side-jump. Intrinsic contribution, as the name suggests depends

only on the band structure and is independent of any scattering impurities. The

intrinsic AHE is observed to yield a contribution proportional to R2
xx. Skew or

asymmetric scattering contribution is due to the scattering from impurities caused

by the spin-orbit interaction and is proportional to Rxx. AHE current can also
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have a contribution from side-jump experienced by carriers upon scattering from

spin-orbit coupled impurities. Side-jump scattering also being proportional to

R2
xx, cannot be separated from the intrinsic contribution by dc Hall measurements.

2.5.3 Anisotropic Magnetoresistance

The resistance of a magnetic material changes depending on the angle between

the applied magnetic field and the current flowing through the sample i.e. the

longitudinal (Rxx) resistance and transverse (Rxy) resistance of a magnetic ma-

terial change as the orientation of the magnetisation changes. This effect was

first discovered by W. Thomson in 1856 in Fe and Ni [186]. This was understood

to arise as a result of spin-orbit interaction. AMR can be described using the

equation 2.58 [187],
∆ρ

ρave
=
ρ|| − ρ⊥
ρave

(2.58)

where ∆ρ/ρave is the AMR ratio with ∆ρ being the change in resistivity of the

sample due to AMR effect, ρave is the average value of the resistivity for the

magnetisation rotated 360◦ in the plane of the sample, ρ|| is the resistivity when

the current is parallel to the magnetisation, and ρ⊥ is the resistivity when the

current is perpendicular to the magnetisation.

Figure 2.15: The angles between the magnetisation, current, and uniaxial easy

axis [110] with respect to each other as defined and used in this thesis.

AMR has contributions from both crystalline and non-crystalline terms. The

crystalline term appears due to its dependency on the angle between the mag-

netisation and the crystalline axes. The non-crystalline term is due to the angle

between the magnetisation and the applied electric current. The crystalline terms

are typically much smaller than the non-crystalline term. Phenomenologically, it
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has been shown in reference [188] that the form of AMR in an anisotropic single

crystal ferromagnetic sample is given as,

∆ρxx
ρave

= CI cos 2Φ + CU cos 2ψ + CC cos 4ψ + CI,C cos (4ψ − 2Φ)

∆ρxy
ρave

= CI sin 2Φ + CI,C sin (4ψ − 2Φ)

(2.59)

where ∆ρxx = ρxx − ρave, ρave is the average value of the resistivity ρxx for the

magnetisation rotated 360◦ in the plane of the sample, CI is the non-crystalline

coefficient, CU is the uniaxial crystalline coefficient, CC is the cubic crystalline

coefficient, CI,C is the crossed non-crystalline and cubic crystalline coefficient,

Φ is the angle between the current and the magnetisation in the plane of the

sample, and ψ is the angle between the magnetisation and uniaxial easy axis

[110] as shown in the figure 2.15. Figure 2.16 shows longitudinal AMR along

different crystalline directions for sample S642 (5 nm).
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Figure 2.16: Longitudinal AMR for sample S642 along the crystalline direction

(a) [11̄0] (b) [110] (c) [100] and (d) [010]. A constant dc current of 1 mA is passed

along different crystal direction. ψ is the angle between the magnetisation and

uniaxial easy axis [110].
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Chapter 3

Materials and Techniques

This chapter describes the growth, experimental and computational techniques

used in this thesis.

3.1 Materials Used

The materials used in this thesis are single layers of ferromagnetic Galfenol (Fe-

Ga) thin films grown on semiconductor gallium arsenide (GaAs) substrates. All

the samples were grown on GaAs(001) substrates of thickness 450 µm and a cap-

ping layer of chromium (Cr) of thickness 2 nm was deposited to prevent the sam-

ples from oxidising. Two sets of samples were grown which are enumerated in

table 3.1 and 3.2. For the first set of samples, the Ga concentration was varied

keeping the film thickness as a constant. For the second set, the thickness of the

films was varied keeping the composition of the alloy as a constant.
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Sample

name

Nominal

Sample

Composition

Growth

Rate

(Ås−1)

Fe FeGa

Argon

Pressure

(mTorr)

S529 Fe70Ga30 0.10 0.32 1.18

S530 Fe76Ga24 0.20 0.32 1.18

S531 Fe80Ga20 0.30 0.32 1.16

S532 Fe82Ga18 0.40 0.32 1.18

S533 Fe85Ga15 0.50 0.32 1.21

S534 Fe86Ga14 0.60 0.32 1.21

S535 Fe88Ga12 0.70 0.32 1.09

S536 Fe90Ga10 0.70 0.25 1.12

S537 Fe91Ga09 0.70 0.20 1.21

S538 Fe93Ga07 0.70 0.15 1.21

Table 3.1: List of the samples used in this thesis for the purpose of studying

the role of Ga composition in ferromagnetic Fe-Ga samples as described in the

experiments later. All the samples have a film thickness of 20 nm and a Cr capping

of 2 nm.

Sample

name

Nominal

Thickness

(nm)

Argon

Pressure

(mTorr)

S642 5 1.34

S643 7.5 1.15

S641 10 1.15

S640 20 1.26

S644 29 1.24

S646 56.5 1.17

S645 95 1.30

Table 3.2: List of the samples used in this thesis for the purpose of studying

the role of thickness variation of ferromagnetic Fe-Ga thin films as described

in the experiments later. The above samples have a nominal composition of

Fe79Ga21 with growth rate of Fe(99.99%) and Fe50Ga50 targets being 0.25Å s−1

and 0.15Å s−1 respectively. All the samples have 2 nm Cr capping layer.
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3.1.1 Growth

The thin film layers prepared and studied in this thesis have been grown by the

magnetron sputtering technique using the Mantis QPrep500 high vacuum sputter

deposition system in the Spintronics Group at the University of Nottingham. The

surface of the substrate was prepared by cleaning in 1:1 HCl (≈ 37%) to water

solution for 2 minutes. This step was done to ensure that all the native surface

oxides and contaminants were well removed [189, 190]. Then the substrate was

annealed in the vacuum chamber of the sputtering machine at 550◦C for 1 hour

and was allowed to cool down to room temperature naturally. It helps to improve

the crystal quality of the film by ensuring epitaxial growth as well as a larger grain

size [191, 192].

First, a series of Fe100−xGax thin films on GaAs(001) were grown to calibrate

the sputter system. Calibration was necessary since the Fe100−xGax films were

grown by co-sputtering a composite Fe50Ga50 target along with a pure Fe(99.99%)

target. Hence, calibrating both the growth rates of FeGa and Fe, along with

knowing the composition of the composite target was required. The thicknesses

of these samples were monitored in-situ using the crystal quartz monitor (QCM)

as well as ex-situ by x-ray reflectivity measurement. The x-ray reflectivity mea-

surements were performed and fitted by myself. The results were used to set the

tooling factor on the sputter machine.

Sputtering

Sputtering is a physical vapour deposition (PVD) technique where high energy ion

strikes the target, physically ejecting the atoms and molecules from the surface

transferring them onto a substrate for deposition. Sputtering is a plasma-based

process which is achieved by applying an electric potential to argon gas at low

pressure to increase the rate of ionization. Electrons present near the target (cath-

ode) will get accelerated towards the anode (figure 3.1), on the way colliding and

ionising the neutral argon atoms resulting in a plasma. The resulting Ar+ atoms

will then be attracted towards the target. Thus, due to momentum transfer,

target surface atoms gain sufficient energy for outward motion and get sputtered
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onto the substrate. During magnetron sputtering, the plasma is kept confined

near the target by applying a magnetic field, increasing the plasma density, the

sputtering rate and subsequently increasing the deposition rate.

Figure 3.1: Schematic diagram of the magnetron sputtering system used to grow

the samples investigated in this thesis. The substrate holder is being rotated at

20 rpm to ensure uniform thin film growth. The magnetic field lines are seen as

a cross-section from the side.

Sputtering is among the most widely used deposition techniques due to its

high deposition rate at the same time providing high purity uniform thin films

at a lower cost. Depending on the material that is being used as a sputtering

target, there are two types of magnetron sputtering, DC and RF sputtering.

Usually, during DC sputtering a constant electric field is used to ionize argon, for

targets that have good electrical conductivity. However, for insulating targets, RF

sputtering is used where an radio frequency power supply is used. The vacuum

chamber was pumped down to 1 × 10−9 Torr before sputtering; thus, removing

any gas contaminants present in the chamber as well as ensuring an increase in

the mean free path. When the argon gas is fed into the chamber during sputtering

the pressure drops down to roughly 1×10−3 Torr. The samples were also rotated

at 20 rpm speed in vacuum chamber to ensure uniform thin film deposition.
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3.1.2 Fabrication

3.1.2.1 Photo-lithography

Photo-lithography is an optical fabrication process to fabricate micrometer scale

device patterns onto thin films using photoresist layers. The sample is prepared

by cleaning in acetone and isopropyl alcohol (IPA) to remove any kind of con-

tamination aiding to better adhesion of the photoresist. Then, a thin uniform

coating layer of photoresist is achieved by spin-coating. A photoresist is a pho-

tosensitive material. There are two types of photoresist positive and negative.

A positive photoresist becomes more soluble in a developer on exposure to light,

whereas a negative photoresist becomes less soluble. The sample fabrication pre-

sented in this thesis was done using a negative photoresist. After spin coating,

the sample is baked on a hot plate to dry the photoresist by removing the excess

solvent. Then UV light exposure was used to transfer a geometric pattern on

to the film by using a photomask, only allowing a specific design to be exposed

to light. Once exposed, the photoresist has to be developed using a developing

agent which removes the photoresist, leaving behind the exposed pattern. The

thin film layer is then removed in the areas that are not protected by photoresist

by Ion milling explained later in details in section 3.1.2.2. Finally, the samples are

cleaned using acetone and IPA leaving behind the desired device pattern. Figure

3.2 gives a sequence of steps followed during the photo-lithography process for a

typical negative photoresist. However, in order to use the samples for magneto-

transport measurements, a electrical contact pad is required on the pattern for

making necessary connection with the header. Table 3.3 gives a summary of all

the steps involved in fabrication procedure after Ion milling for the samples to be

used for magneto-transport measurements.
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(a)

(b)

Figure 3.2: Schematic diagram demonstrating the process involved in photo-

lithography (a) shows a detail schematic diagram of the UV exposure onto a mask

and photoresist after development. These steps were followed for a negative pho-

toresist which was used for all the samples in this thesis (b) shows a schematic

diagram of the union jack device pattern used for the magneto-transport mea-

surements.

Step name Process name

Spin Coat BPRS 150 , 4k rpm, 30 seconds

Soft Bake Hot plate, 90◦C, 60 seconds

Expose UV exposure, 75 J/cm2 , 6 seconds

Develop AZ400K:H2O(1:90), 6 seconds

Metallisation Thermal evaporator(Ti(20 nm) & Au(100 nm))

Lift off Warm Acetone

Table 3.3: List of steps used to fabricate samples for the magneto-transport

measurements after photo-lithography and ion milling. The sample preparation

as well as the fabrication steps were carried out in the clean room facility at

University of Nottingham.
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3.1.2.2 Ion Milling

Ion milling is a physical etching technique under ultra-high vacuum conditions.

Ion beams can be used to etch or erode the surface of the sample after photo-

lithography removing all the film layer around the masked device pattern (as

shown in figure 3.2) leaving behind just the device pattern. A broad, energetic

beam of accelerating ions typically Ar+ is bombarded at the sample surface; thus

etching the sample. The ion source is a helical coil wrapped around a ceramic

discharge tube which is then enclosed by a pair of concentric high transparency

grids. An RF power at 13.56 MHz is applied as the gas is introduced into the

discharge tube thus generating a plasma. A voltage is applied to the inner grid

generating the ion beam with the required energy to erode the sample surface,

and the outer grid is at ground potential creating a potential difference. As a

result of this, ions from the plasma are drawn through the holes in the outer grid,

forming a broad ion beam.

Figure 3.3: Schematic diagram of ion milling used to etch the surface of the sample

after photo-lithography to remove the metal layer around the device pattern.

The samples mentioned in this thesis were milled using the Mantis RFMax60

ion source system in the Spintronics Group at the University of Nottingham. An

argon (Ar+) plasma gun and an electron (e−) gun were co-sputtered at a power

of 100 W and 200 W respectively on to the surface of the sample rotating at

20 rpm at a pressure of 1× 10−3 Torr. A Faraday cup was used to validate that

the resulting current is neutralised so that the sample doesn’t get charged. Ion
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milling is the preferred method of etching since it gives precise and crisp edges

leaving behind good quality device pattern.

3.1.2.3 Thermal Evaporation

Thermal evaporation is a physical deposition process where the pure metal source

material is evaporated using high heat and deposited onto a substrate under

vacuum. The source metals are placed on a boat or a coil of wire with the

substrate suspended above it (figure 3.4). The chamber is then pumped down to

a pressure of 2× 10−7mbar. A current is passed through the boat high enough

so that the source material is heated above its melting point, producing some

vapor pressure. The evaporated atoms then travel ballistically and accumulate

on the substrate surface, forming a thin film. For the samples used in magneto-

transport measurement, the electrical contact pads were made using the thermal

evaporation process. First, a thin film of Ti (20 nm) and then Au (100 nm) were

deposited on the surface of the device.

Figure 3.4: Schematic diagram of the thermal evaporator used to create thin metal

films on the device pattern to be used as a electrical contact pad for magneto-

transport measurements.
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3.2 Measurement Techniques

The experimental techniques that have been used to characterise and understand

the two sets of samples with varying Ga concentration and varying film thickness

are discussed in this chapter. Several measurements techniques were involved in

gaining a better understanding of the structural, electrical and magnetic proper-

ties of the magnetic thin films.

3.2.1 X-ray Diffraction

X-ray diffraction is a non-destructive technique to determine the structural and

physical properties of a material. Structural characterisation of the samples is

essential to get an understanding of the crystallinity of the samples as well as

the growth quality of the samples. It also gives a better understanding of the

behaviours and trends observed during the magnetic characterisation of the sam-

ples. When a wave propagates through a medium, it undergoes scattering as long

the incident angle (θi) is greater than the critical angle (θc) which is dependent on

refractive index of the material. When a wave is incident on a periodic structure,

the scattered waves add up constructively along few specific directions determined

by Bragg’s law. The Bragg’s law for a cubic system is given by equation 3.1.

nλ = 2dhkl sin θi

sin2 θi = (h2 + k2 + l2)λ2/4a2
(3.1)

where the integer n is the order of diffraction, λ is the x-ray wavelength, dhkl is the

inter-planar spacing, θi is the angle of incidence of the x-rays, h, k and l are the

Miller indices of the Bragg plane and a is the lattice spacing of the cubic crystal.

The diffraction of x-ray waves off a periodic crystal structure is demonstrated in

figure 3.5

3.2.1.1 Equipment Set-up

The x-ray diffraction measurements mentioned in this thesis were performed using

a Philips X’Pert PANlytical Material Research Diffractometer (MRD), at the

62



Figure 3.5: Schematic diagram demonstrating Bragg’s diffraction. The x-rays

with identical wavelength and phase are incident at an angle θi onto the planes

separated by distance d. The incident rays are scattered off by two different

atomic planes within the crystal.

University of Nottingham. A schematic diagram of the Philips X’Pert PANlytical

MRD for x-ray diffraction characterization is shown in figure 3.6. The system

comprises of a CuKα1 source with a wavelength of 0.154 nm when the generator

is at 45 kV and 40 mA. The beam is then placed through a 1
2
◦ slit to limit

divergence which is then projected onto a parabolic mirror to get rid of any

residual divergent beams. The beam is then passed through soller slits to get rid

of any axial divergence. A Bartels symmetric Ge(220) 4 crystal monochromator

is used, which works using the Bragg’s law for CuKα1 wavelength. The set-up

also contains an open Eularian cradle along with two detectors.

3.2.1.2 Measurement technique

The sample is mounted on the open Eularian cradle which is capable of movement

along x, y and z cartesian coordinate direction. Along with this, it is also capable

rotation around the axis perpendicular to the plane of the sample (φ) and rota-

tion about an axis parallel to the plane of the sample (ψ) allowing freedom for

alignment along any preferred orientation. 2θ − ω continuous specular scan was

done on the samples mentioned in this thesis. The angle between the detector

and the source is called 2θ, the angle between the detector and the sample surface

(tilt) is called ω, and the source position is fixed. The specular scan is achieved by

varying both 2θ and ω simultaneously, once the desired crystallographic plane is
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(a)

(b)

Figure 3.6: (a) Schematic diagram of XRD measurement using the Philips X’Pert

PANlytical MRD. The sample is mounted on the open Eularian cradle which is

capable of adjusting along x, y, z, φ and ψ. The angle and alignment between

the source, sample, and the detector is shown. The x-rays go through the beam

conditioner allowing it to collimate and monochromate. (b) Shows the operation

of the Eularian cradle with the incident beam along the x-direction.
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set after alignment, hence the name. The angular resolution that can be achieved

using the Phillips PANlytical X’Pert MRD are 0.0003◦ for rotation along ω and

2θ, and 0.01◦ along φ and ψ.

3.2.2 X-ray Reflectivity

X-ray reflectivity (XRR) is a non-destructive and fast characterisation technique

with a high precision for thin films and multilayers. One can extract informa-

tion about film thickness, interface roughness, densities etc.. Internal structural

properties are crucial to understand how these structures and interfaces among

different layers affect the magnetisation of the corresponding material.

When a beam of x-rays is incident onto an interface between two mediums

with different refractive index at grazing incidence angles, it undergoes specular

reflection from the sample. Classically, when an electron experiences an oscil-

lating electromagnetic field, it can absorb the x-rays and re-emit them with the

same energy and frequency. At the interface between two mediums the electron

density changes as a result part of the x-ray beam is reflected. The interference

of these partially reflected x-ray beams creates the oscillation pattern observed

in reflectivity experiments. Hence by studying these scattered frequencies, it is

possible to gain an understanding of the structural properties. Typically, θc, is

smaller than ≈ 1◦, but the exact value is dependent on the material properties

refractive index and density of that particular material. The net reflectivity using

the Fresnel’s equation in a single layer thin films is given by,

R2 =

∣∣∣∣ r1 + r2e
(−2ikzt)

1 + r1r2e(−2ikzt)

∣∣∣∣2 (3.2)

where r1 and r2 are the Fresnel reflectivity coefficients of the film and the substrate

respectively, kz is the vertical component of the incident wave vector, and t is

the film thickness. Reflectivity maximises when the exponential term goes to 1,

which occurs when the difference between the path lengths is an integer multiple

of the wavelength (λ) given by,

mλ = 2t(sin2 θ − sin2 θc)
1
2 (3.3)

where m is an integer. As observed from the figure 3.7 the intensity reduces by
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few orders of magnitude after a particular θc and then oscillates with decreasing

intensity every single time. The interference pattern called the Kiessig fringes is

due to the combination of the total internal reflection from the film and substrate.

As shown in the figure, the gradient of the reflectivity profile is related to the

surface roughness, the amplitude of the fringes is related to the film density, and

the width of the fringes is related to the film thickness. Since the fringes are

dependent on film thickness, for thick samples (> few hundred nanometers) the

fringes become so close to each other almost becoming indistinguishable.

Figure 3.7: Shows an example fit of the reflectivity measurement of sample S644,

where the blue line represents the experimental data, and the red line represents

the fitting.

3.2.2.1 Equipment Set-up

The x-ray reflectivity measurements mentioned in this thesis were performed

using the Philips X’Pert PANlytical Material Research Diffractometer (MRD),

at the University of Nottingham, as mentioned in 3.2.1.1. A set-up similar to

XRD measurements is used; however, the Bartels symmetric Ge(220) 4 crystal

monochromator is replaced with the flat graphite monochromator to improve the

peak to background ratio for the measurements. A thin film attachment that is

a fine slit of 0.1 mm is required between a parallel plate collimator and the flat

graphite monochromator to improve the 2θ resolution for the low angle reflectivity
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measurements.

3.2.2.2 Measurement technique

The monochromatic x-ray beam is incident on the sample surface at an angle ω

and the reflected intensity at an angle 2θ is recorded by the detector. However,

2θ always kept equal to 2ω in case of reflectivity measurements. Alignment of

the x-ray source and detector is crucial for reflectivity measurement, more than

x-ray diffraction due to the small glazing angle of incidence. In order to achieve

it, the source and the detector were aligned to ω = 2θ = 0◦ in the absence of the

sample and 2θ scan was recorded, and peak intensity of the scan was calibrated

to 0◦ to achieve the maximum intensity of the beam path. The sample was then

inserted in the beam path by moving the Eulerian cradle in the z-direction until

the count rate of the beam intensity is half of its maximum value. This step was

done to ensure that the beam reaches the substrate after being reflected from the

sample surface. Then, a ω scan was done to ensure that the sample is aligned at

the peak intensity, if the sample is slightly misaligned this would result in a shift

of the peak and is then recalibrated. To ensure a perfect alignment, the above

step was repeated until the sample is aligned with the beam giving the maximum

intensity peak during the ω scan. The samples mentioned in this thesis were

measured with the range of incident angle ω between 0.25◦ and 6◦, and only the

film thickness were extracted.

3.2.3 X-ray Photoelectron Spectroscopy

X-ray photoelectron spectroscopy (XPS) is based on the photoelectric effect. In

1914, Rutherford presented a basic equation for XPS given by;

Ek = hν − (Eb − φ0) (3.4)

where Ek is the kinetic energy associated with the photoelectrons, hν is the en-

ergy required to excite a photon, Eb is the binding energy of an electron before

ionisation, and φ0 is the work function of the spectrometer. According to the

photoelectric effect, an electron can be excited and eventually ejected from an

atomic orbital upon application of sufficient energy. XPS utilises hard x-rays to
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excite electrons and measures the kinetic energy of the emitted electrons. Gener-

ally, x-rays having energy in 1-2 keV range generate photons with enough energy

to excite core electrons. In order for the resultant emitted photoelectrons to be

detected, they must escape from the surface without interacting with overlaying

atoms. This process may lead to unwanted inelastic scattering. Therefore, XPS

is termed as a surface phenomenon. The thickness of the sample to avoid unnec-

essary inelastic scattering depends on the material density as well as the kinetic

energy of the electron being emitted. The photoelectrons that are emitted from

the core of the atom are bound to orbitals with energy characteristic to that par-

ticular element. Thus by analysing the electron binding energies, it is possible to

identify the elements present in that sample.

The XPS provides a spectrum with a series of photoelectron peaks plotted

versus the binding energy. The peaks in an XPS spectrum take the form of a

convoluted Gaussian-Lorentzian curve. The position of the binding energy gives

the specific element and their respective oxidation state. The area of the peak

can be utilised to determine the elemental composition of the sample.

3.2.3.1 Equipment Set-up

Typically a XPS setup is equipped with photon source, sample manipulation with

different linear and rotational degrees of freedom, an electron optic, an electron

energy analyser and an electron detector. It must be carried out under ultra-high

vacuum conditions in order to avoid inelastic scattering of electrons ejected from

the sample to reach the detector. A metal anode is bombarded with electrons

generating x-rays. These x-rays are then monochromated using an electron optic,

ensuring that the photons used are quantised. Core electrons with lower binding

energy than the incident photon gets ejected. A hemispherical analyser at a fixed

potential is used, allowing only certain photoelectrons to pass through it. These

electrons then go through the detector which records the number of electrons with

corresponding energies. A hybrid magnetic/electrostatic lens mode is used for

maximum electron signal. Electrostatic lens mode was used because the sample

responded to the magnetic field when tested. Finally, a spectrum is produced

using the Kratos VISION II software.
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3.2.3.2 Measurement technique

All XPS analysis presented and completed as part of this work was performed by

Dr Emily F Smith using the Kratos AXIS ULTRA present at the nanoscale and

microscale research centre (NMRC), University of Nottingham. Samples were

mounted on a standard Kratos sample bar (13 cm × 1.5 cm), using double-sided

tape. They were pumped down in the instrument airlock overnight and placed

on the sample stage at ≈ 3.75 × 10−6 mTorr pressure for analysis. The charge

neutraliser filament was used to prevent sample surface charging. Samples were

analysed using a monochromatic Al kα x-ray source (1.5 keV) operated at 10

mA emission current and 12 kV anode potential. Spectra were acquired with the

Kratos VISION II software. The measurement was done on a sample area of

≈ 300 × 700 µm. For each sample, three different areas were analysed to verify

the uniformity of the measurement. A wide scan at low resolution was used to

estimate the total atomic percentage of the detected elements. Furthermore, a

high-resolution spectrum was acquired for photoelectron peaks from the detected

elements, and these were used to model the chemical composition. Data sets were

exported and processed using CasaXPS.

3.2.4 SQUID Magnetometry

A Superconducting QUantum Interference Device (SQUID) magnetometer is used

to measure the magnetisation of materials as a function of an externally applied

magnetic field and/or temperature. SQUID magnetometry is a powerful tech-

nique because of its sensitivity towards detecting extremely weak magnetic signals

[193].

3.2.4.1 Equipment Set-up

A SQUIDmagnetometer works using the principle of flux quantisation and Joseph-

son effect. It was found that a tunnelling current flows between two superconduc-

tors when separated by an insulating medium, in the absence of any externally

applied voltage. This separation junction was called Josephson junction (JJ). As

established by Brian David Josephson (1962), the current flowing through the
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insulating medium between the two superconductors depends on the phase dif-

ference (∆φph) of the two superconducting wave functions. Hence, the current

flowing (is) through a Josephson junction is given by the equation 3.5.

is = ic sin(∆φph) (3.5)

where ic is the critical current below which the cooper pairs of the superconducting

region can tunnel through the junction and ∆φph is the phase difference between

the two pairs of superconductors on either side of the Josephson junction. ∆φph is

also influenced by the change in magnetic flux in the superconducting ensemble.

The quantisation of magnetic flux makes SQUID magnetometer such a sensitive

device.

Figure 3.8: Circuit diagram showing the pick up coils and samples inductively

coupled to the Josephson junction and rf circuit.

Depending on the number of Josephson junction, SQUID can be of two types,

RF (single JJ) and DC (two JJs). The SQUID magnetometer at the University

of Nottingham used for magnetometry measurements presented in this thesis is

an RF SQUID. The sample is sinusoidally oscillated up and down through the

detection coils along the axis of the gradiometer, perpendicular to the plane of

the coils. This motion of the sample generates current within the detection coils

as the flux keeps on changing. The detection coils are inductively coupled with

the Josephson junctions. The induced current is then passed through to the RF

circuit from the superconducting Josephson junction, thus changing the ampli-

tude and frequency of the RF oscillations. A feedback loop is added to the RF

circuit to measure these changes in the amplitude and frequency more accurately.

This feedback loop finds the longitudinal moment of the magnetisation from the
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current required to counteract the change produced by the detection coil. The

schematic diagram of a rf SQUID is shown in figure 3.9 which has been taken

from reference [193].

Figure 3.9: Circuit diagram showing a typical rf SQUID. The input circuit dia-

gram as well as the electronics is shown. The input coil is inductively coupled

with the pick up coils.

3.2.4.2 Measurement technique

The SQUID magnetometry measurements discussed in this thesis were performed

using the Quantum Design MPMS XL SQUID magnetometer in the Spintronics

group at the University of Nottingham. A schematic diagram of Quantum Design

MPMS XL SQUID is shown in figure 3.10. All the superconducting elements of

the system are immersed in liquid Helium. The sample is placed in the central

sample space whose temperature can be varied between 1.9 K-400 K. The super-

conducting magnets provide magnetic field up to 1 T with uniformity of 0.01%

over 4 cm.

The samples to be measured were scribed to a dimension of ≈ 4 mm×5 mm

and attached to a high purity silver wire using GE varnish and placed inside a

straw for in-plane measurements. The straw is then attached to the bottom of a

non-magnetic sample rod mechanically driven by a servo motor. This rod is then

placed within the superconducting detection coil and centred. The SQUID mag-

netometry measurements were performed in reciprocal sample oscillation (RSO).

The magnetic field was swept between ±0.2 T and the sample was kept at room
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Figure 3.10: The schematic diagram of magnetic property measurement system

(MPMS) is shown. All the superconducting elements are emerged in liquid He and

the sample sits in the central sample space. The detection coils are inductively

coupled with the SQUID.

temperature. The magnetisation measured along the direction of oscillation as

mentioned earlier, is called longitudinal moment. To measure the magnetisation

along different crystal direction, the sample has to be physically remounted in

other crystallographic direction.

3.2.5 Ferromagnetic Resonance Spectroscopy

Ferromagnetic resonance spectroscopy (FMR) is one of the most widely used

techniques to measure both magnetisation dynamic properties such as magnetic

damping and static properties like anisotropy in ferromagnetic materials. FMR

spectroscopy uses the principle discussed in section 2.4. The FMR experiments

discussed in this thesis were performed in collaboration with Dr S.A. Cavill and

Ms L.E. Clarke at the University of York, department of physics.
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3.2.5.1 Equipment Set-up

The two most widely used FMR spectroscopy techniques are vector-network anal-

yser FMR (VNA-FMR) and modulated FMR. While both of them use the same

basic principle of FMR they differ slightly in the method of radio-frequency (rf)

generation and signal measurement. Typically, a VNA-FMR is used for samples

with stronger resonance signals, while modulated FMR being more sensitive is

used to detect smaller resonance signals. For the FMR measurements of samples

discussed in this thesis, VNA-FMR was used. A schematic diagram of VNA-FMR

outlining the basic design of the spectrometer is shown in the figure 3.11.

The spectrometer uses two large Helmholtz coils and a soft iron pole is pro-

vided at the centre of each coil to focus the field to the centre of the coil which

can be used to provide a magnetic field up to 2 T. This whole set up is placed on

a turntable to achieve azimuthal plane rotation of the magnetic field. The VNA

is then used to provide an rf signal of a variable frequency to the ferromagnetic

samples using non-magnetic SMA port ending coaxial cables. VNA works by

comparing the rf frequency of the input and the output signals between the SMA

ports connected to either side of the device. The VNA fundamentally measures

the scattering parameter (S-parameters) as a ratio of the input signal and output

reflected/transmitted signal. For this particular VNA set-up transmission coef-

ficient was used, i.e. the ratio of the power of the transmitted to the incident

signal, given by the equation 3.6.

S21 =
b2

a1

(3.6)

where 1 and 2 are identified as the input and output port respectively, S21 is the

forward transmission coefficient, a1 is the incident wave at port 1 and b2 is the

transmitted wave at port 2.

3.2.5.2 Measurement technique

As shown in figure 3.11, the sample is mounted approximately at the centre of

the coils on to a coplanar waveguide (CPW) which is non-magnetic. The sample

is mounted such that the sample growth side faces the stripline of the waveguide

to maximise the coupling between the sample magnetisation and rf field. This is
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Figure 3.11: A schematic diagram of the FMR spectrometer operating in VNA-

FMR mode.

known as the ’flip-chip’ geometry [194]. The CPW serves two purposes, one as

a sample mount and secondly transmitting the rf signal. An externally varying

rf signal ranging between 1 GHz to 20 GHz was provided through the coaxial

cables using the VNA in order to provide the rf excitation signal required to

generate FMR as discussed in the section 2.4.3. The external applied in-plane

magnetic field was varied from 0 T to 0.3 T along different crystalline directions

of the sample achieved by rotating the sample in steps of 5◦, and the forward

transmission signal S21 was measured. All the FMR measurements discussed in

this thesis were performed at room temperature.

3.2.6 Magneto-transport

Magneto-transport measurements are used to measure the anisotropic magne-

toresistance (AMR) in a ferromagnetic film.

3.2.6.1 Equipment Set-up

The magneto-transport measurements discussed in this thesis were performed

using the helium-cooled cryostat system at room temperature in the Spintronics

group at the University of Nottingham. An electromagnet is positioned outside

surrounding the cryostat and is capable of being rotated around a 200◦ range

so that the angle of the sample with respect to the field can be altered. The
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Figure 3.12: Schematic diagram of a union jack device pattern for magneto-

transport measurements. The magnetic field is being rotated in the plane of the

sample and the measurement geometry for longitudinal and transverse resistances

are indicated.

electromagnets are capable of applying a field up to ±0.4 T. The system also

comprised of a Keithley 2400 source meter operated in constant current mode

and two Keithley 2000 multimeters for measurement of the resistances.

3.2.6.2 Measurement technique

For the magneto-transport measurement for measuring anisotropic magnetore-

sistance, the sample was first fabricated into the union jack device pattern as

discussed in section 3.1.2. The sample was then mounted on a non-magnetic

header using GE varnish and attached to a sample probe which can be connected

to the source meter and multimeters mentioned above and placed inside the sam-

ple space of the cryostat. An in-plane magnetic field of 0.3 T was provided using

the electromagnets. A constant current supply of 1 mA was passed along the

crystal direction whose longitudinal (Rxx) and transverse (Rxy) resistances are

to be measured. The electromagnets were rotated in steps of 5◦ to change the

relative oriented between the sample and the magnetic field. Figure 3.12 shows

a schematic diagram of a union jack device pattern for magneto-transport mea-

surements.
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3.3 Simulations

3.3.1 Simulating MH loops from the free energy equation

Fitting the hysteresis curves obtained from the SQUID magnetometry data yields

the magnetic anisotropy constants. The equation of the total free energy density

used for simulation of the hysteresis loops is stated below in equation 3.7.

E = −M ·Hext cos(θ − φ) +Ku sin2(φ− π

4
) +

Kc

4
sin2 2φ (3.7)

where E is the magnetic free energy density, M is the magnetisation, Hext is the

external applied magnetic field, Ku and Kc are the uniaxial and cubic anisotropy

coefficients respectively, θ is the angle between the applied magnetic field and the

easy axis of the sample, and φ is the angle between the magnetisation and the

easy axis of the sample (the model takes into account the angle between [010]

and the magnetisation).

All the loops were simulated at a magnetic field value ranging in between

±0.2 T. The field was swept from a large saturating positive (0.2 T), to large

negative (−0.2 T) and back to large positive field, essentially to make sure that

the sample is saturated with the magnetisation vector along the applied magnetic

field, eventually generating a complete set of M vs H hysteresis loop at room

temperature. Energies were then generated using the equation 3.7 for φ ranging

from 0 to 2π. The direction of the magnetisation is then determined by the

corresponding φ value which gives the minimum magnetic free energy represented

by φmin. When Hext is decreased by a small amount, φmin is changed by ±δφ

and scanned to obtain the local minimum. Once the new minimum φ value

for the given external magnetic field is determined, it is then converted into

magnetisation using the equation 3.8.

M = Ms cos(θ − φ) (3.8)

where Ms is the saturation magnetisation and φ is the angle obtained after min-

imisation of the magnetic free energy.

In order to obtain the magnetic anisotropy constants, hysteresis curves were

generated using a range of Ku and Kc along [110] and [11̄0] crystalline direction
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using the above method. Then the difference between the simulated curves and

the experimentally collected data is found using the cost function (C) given by

the equation 3.9. The curves were considered only up to the 0 T external field in

order to be consistent with the SW model explained in section 2.3 and to ensure

that that the effects of domain wall nucleation is not included during fitting. The

cost function value along [110] and [11̄0] direction were summed and the Ku and

Kc values with the minimum total cost function were determined as the best fit

for that experimental SQUID loop.

C =
n∑
i=1

(xi − yi)2 (3.9)

where n is the number of points on both the simulated and experimental curves,

xi is the point i on the simulated curve and yi is the point i on the experimental

curve.

In order to estimate the uncertainties,Ku andKc were determined by changing

the θ value by ±5◦ to represent a reasonable error in the angle in which the sample

was mounted. For example, the crystalline axis along [110] is at an angle 45◦ with

respect to the easy axis along [010], so the best fit value for Ku and Kc is taken

along this direction. The error is the difference between the best fit value and

the value obtained for Ku and Kc at 45◦±5◦. This is demonstrated in figure 3.13

showing the experimentally collected data, the best fit value and the MH loop

taken into consideration for estimation in error bars for Ku and Kc for sample

S536.

3.3.2 Simulating Ferromagnetic resonance conditions

Fitting the data obtained from the ferromagnetic angular resonance at a fixed

saturating in-plane external magnetic field yields the saturation magnetisation,

the magnetic anisotropy constants, and the damping parameter. It also provides

a comparison between the anisotropy constants obtained from SQUID magne-

tometry. For fitting the FMR data discussed in this thesis, the approach of Smit,

Suhl and Beljers was used [162, 195] as discussed in section 2.4.3. In this ap-

proach, a simple form for the resonance condition is determined in terms of the

second derivative of the total free energy density of magnetisation in an external
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Figure 3.13: Modelled MH loops for SQUID along with the experimentally col-

lected data as well as MH loop for estimation of the error bars for Ku and Kc

is demonstrated. In (a) MH loop along the crystalline direction [110] is demon-

strated and in (b) MH loop along [11̄0] crystalline direction. The MH loops were

fitted in the region shown in the above figure.

magnetic field for any ferromagnet. The derivative was done with respect to the

polar angle, θM , and the azimuthal angle, φM .

The ferromagnetic resonance frequency is expressed by equation 3.10.(
ωres
γ

)2

=
1

M2 sin2 θM

[
∂2E

∂θ2
M

∂2E

∂φ2
M

−

(
∂2E

∂θM∂φM

)2]
θM,eq ,φM,eq

(3.10)

where ωres is the resonant angular frequency, γ is the gyromagnetic ratio , M is

the magnitude of the magnetisation vector, E is the total free energy density of

magnetisation. The field line width is given by the equation 3.11

∆H =
α

(∂ωres/∂Hext)

γ

M

[
∂2E

∂θ2
M

+
1

sin2 θM

∂2E

∂φ2
M

]
(3.11)

where ∆H is the field linewidth, α is the damping parameter.

As we can see from both the equation 3.10 and 3.11 in order to obtain the

angular resonance frequency and field linewidth first we need to find the double

derivative of the total free energy density equation in polar coordinates. A new

demagnetising energy term is added to the total free energy equation density (eq.

3.7). The precessing magnetisation around the effective magnetic field generates

an additional stray field in the perpendicular direction, hence the demagnetising

energy comes into picture. The total free energy density in polar coordinates is
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given by equation 3.12.

E = −HextMs[sin θH sin θM cos(φH − φM) + cos θH cos θM ]

+
1

2
HuMs sin2 θM cos2(φM − φ0)

+
1

8
HcMs(sin

4 θM sin2 2φM + sin2 2θM)

+
1

2
4πM2

s cos2 θM

(3.12)

where E is the total free energy density, Hext is the external applied magnetic

field, Ms is the saturation magnetisation, θM is the polar angle, φH is the angle

between the applied magnetic field and the easy axis of the sample, φM is the

azimuthal angle, Hu = 2Ku/Ms is the uniaxial anisotropy field, φ0 is the angle

between in-plane uniaxial easy axis and the cubic easy axis, and Hc = 2Kc/Ms is

the cubic anisotropy field. The coordinate system used for finding the resonance

frequency condition is shown in figure 2.3 in section 2.2.2. Equation 3.13 gives

the first derivative of the free energy equation.

∂E

∂θM
= −HextMs[sin θH cos θM cos(φH − φM)− cos θH sin θM ]

+
1

2
HuMs sin 2θM cos2(φM − φ0)

+
1

8
HcMs(2 sin2 θM sin 2θM sin2 2φM + 2 sin 4θM)

− 1

2
4πM2

s sin 2θM

∂E

∂φM
= −HextMs sin θH sin θM sin (φH − φM)

− 1

2
HuMs sin2 θM sin 2(φM − φ0)

+
1

4
HcMs sin4 θM sin 4φM

(3.13)

In order to find the equilibrium condition, the first derivative of the free energy

equation is equated to 0. With the polar angle of the external magnetic field

fixed at θH = π
2
the equilibrium conditions are derived to be

θM =
π

2
(3.14)

and,
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−HextMs sin (φH − φM)− 1

2
sin 2(φM − φ0) +

1

4
Hc sin 4φM = 0 (3.15)

Hence the second derivative of the total energy density using the equilibrium

condition becomes,

∂2E

∂θ2
M

= HextMs cos(φH − φM)

−HuMs cos2(φM − φ0)

+HcMs cos2 2θM

+ 4πM2
s

∂2E

∂φ2
M

= HextMs cos(φH − φM)

−HuMs cos 2(φM − φ0)

+HcMs cos 4φM

∂2E

∂θM∂φM
= 0

(3.16)

Substituting equation 3.16 in equation 3.10 yields the resonance condition,(
ωres
γ

)2

= [HextMs cos(φH − φM)

−Hu cos2(φM − φ0) +
1

2
Hc cos2 2θM + 4πMs]

× [Hext cos(φH − φM)

−Hu cos 2(φM − φ0) +Hc cos 4φM ]

(3.17)

As we can see from the above equation that resonance angular frequency depends

both on the uniaxial and cubic anisotropy fields. Hence, the anisotropy constants

and the saturation magnetisation can be obtained by fitting the in-plane angular

resonance frequency at a constant external field. Sum of least square method was

used to fit the simulated data with the experimentally obtained data. Saturation

magnetisation and anisotropy fields were kept as free parameters to vary.

Substituting equation 3.16 in equation 3.11 yields the field linewidth. Fitting

the simulated linewidth with the experimental data using the same approach as

discussed above results in the extrinsic, ∆H0, and intrinsic, α, damping parameter

and two magnon scattering was excluded while fitting since it gave unrealistic fit.
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The equation for the field line width is given by

∆H = ∆H0 +
2αωres
γ

1

cos (φH − φM)
(3.18)

The slope of the graph yields the intrinsic Gilbert damping and the intercept

gives the extrinsic parameter. Figure 3.14 shows an example fit to the resonance

frequency and field linewidth for sample S536, where the black solid points rep-

resent the experimentally obtained data and the red line represents the fit to the

data using equations 3.17 and 3.18 respectively.
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Figure 3.14: Example for fitting of resonance frequency and linewidth for sample

S536 is shown. (a) shows the fitting of the experimental data for resonance

frequency at 0.15 T to equation 3.17 (b) shows the fitting of the experimentally

obtained linewidth to equation 3.18.
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Chapter 4

Structural properties investigated

using XRD, XRR and XPS

In this chapter, the structural properties of the samples discussed in this thesis

are investigated using x-ray reflectivity, x-ray diffraction, and x-ray photoelectron

spectroscopy. The structural properties of the samples are investigated as the Ga

concentration is changed in Fe100−xGax thin films, and as the film thickness is

changed in Fe79Ga21 thin films.

4.1 X-ray reflectivity analysis

The first stage of characterisation was done using x-ray reflectivity. As discussed

earlier in section 3.2.2, x-ray reflectivity (XRR) is a popular technique used for

characterisation of magnetic thin films. In this section, information about the

film thickness, interface roughness and density of the films was extracted from

the reflectivity curves obtained for the samples mentioned in this thesis.

4.1.1 X-ray reflectivity analysis of Fe100−xGax thin films

with varying Ga concentration

The XRR measurements were carried out using the X’Pert materials research

diffractometer system, as discussed in section 3.2.2. The samples were measured

with an incident angle (θ) ranging between 0.1◦ to 3.0◦. The data were simulated

using the X’Pert reflectivity fitting tool by PANalytical. Although the incident
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angle for obtaining the reflectivity curve ranged between 0.1◦ to 3.0◦, the incident

angle range for the fitting tool was chosen such that it only fits the curve with

minimum background noise. To fit the experimental data, the simulated curve

was generated by considering three layers in the sample; originally, at the start

of fit, the substrate layer of GaAs(001) is considered of thickness 450 nm, the

sample layer (Fe100−xGax) is considered of thickness 20 nm, and the capping (Cr)

is considered of thickness 2 nm. The thickness of the sample layer and capping

layer, the density of the sample layer and capping layer, and the roughness be-

tween the substrate and the sample layer as well as the roughness between the

sample layer and capping layer were allowed to vary, making it six parameters

of fitting for the simulated graph. All the parameters of the substrate layer are

fixed to a constant value because of its high quality.

Figure 4.1 presents an example fit of the experimental curve for sample S536

(Fe90Ga10). All the simulated curves had a similarly good fitting except for sample

S535 (Fe88Ga12) where the simulated curve did not fit the experimental data

despite varying all the possible parameters. The exact reason for this ambiguity

was not understood; one of the reasons could be that something went wrong

during the sputter deposition. This ambiguous behaviour of sample S535 was

consistent with other measurements discussed later on in this thesis. Therefore,

it has been excluded. Table 4.1 shows the value for the film thickness obtained

from the fitting as compared to the 20 nm film thickness expected from the growth

parameters. The average thickness of the samples were determined to be 26.20 ±

1.1 nm. It also presents the density of the films varying with the Ga concentration

but there is no clear relationship between density and Ga concentration and most

samples have the same density within the experimental error. During the fitting,

the density of the film was initialised as the density of iron that is 7.83 g/cm3

and kept as a varying parameter. The density of polycrystalline bulk Galfenol

(Fe81.6Ga18.4) quoted by the patent holders ETREMA Products, Inc is 7.80 g/cm3.

The errors on the parameters were calculated using the error analysis function in

the X’Pert Reflectivity software. The software gives an error percentage of ±5%

of the original fit value.
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Figure 4.1: Shows the result of fitting between the simulated XRR specular scan

represented by the red curve and the experimentally obtained data represented

by the blue curve for sample S536 (Fe90Ga10).

Nominal

Sample

Composition

Film thickness

from XRR

measurement

(nm)

Interface-roughness

between

GaAs(001) and

Fe100−xGax

(nm)

Density of

Fe100−xGax film

(g/cm3)

Fe70Ga30 24.84±0.10 2.06±1.14 7.81±0.21

Fe76Ga24 27.22±0.09 0.52±0.56 6.88±0.08

Fe80Ga20 26.06±0.05 3.22±1.722 7.74±0.11

Fe82Ga18 25.97±0.06 0.57±0.29 7.68±0.07

Fe85Ga15 26.11±0.10 0.002±0.00 7.14±0.03

Fe86Ga14 26.03±0.07 1.72±0.78 7.81±0.19

Fe90Ga10 25.33±0.06 1.01±0.01 8.00±0.09

Fe91Ga09 27.04±0.11 1.23±0.02 7.77±0.20

Fe93Ga07 27.20±0.06 1.44±0.01 8.02±0.07

Table 4.1: Tabulates the samples with the corresponding Galfenol film thickness,

surface roughness between Galfenol, and the substrate and the density of the film

obtained from the simulation using X’Pert Reflectivity software. All samples had

a film thickness of 20 nm at the time of growth.

84



4.1.2 X-ray reflectivity analysis of Fe79Ga21 thin films with

varying film thickness

A similar approach was followed to fit the experimental curve with the simulated

curve for the samples of Fe79Ga21 with varying film thickness using the X’Pert

Reflectivity software. To fit the experimental data and the simulated curve, the

only initial parameter that was varied was the nominal film thickness, the rest

of the fitting parameters were the same for all the samples; that is the substrate

layer is considered to be 450 nm thick, and the capping (Cr) is considered of

thickness 2 nm. All the parameters associated with the substrate layer are fixed

to a constant value because of its high quality. Figure 4.2 represents an example

fit for sample S644 (30 nm). The red curve represents the simulated result of the

XRR specular scan, and the blue curve represents the experimental data. All

the samples had a similarly good fit to the simulated data. Table 4.2 shows the

value for the film thickness obtained from the fitting as compared to the nominal

film thickness expected from the growth, the film density, and the interface-

roughness between the Galfenol film and the substrate. The x-ray reflectivity

measurements were never performed for samples S642 (5 nm) and sample S643

(7.5 nm); therefore, they are not mentioned in the table. It can be observed that

for films with smaller thickness, the thickness obtained by fitting the experimental

data to the simulated XRR specular scan was close to the nominal thickness

expected during the growth. However, the thicker samples deviated from the

expected growth thickness by a more significant margin. One of the possible

reason could be because thicker samples take a longer time to grow. During that

time, the internal sputtering parameters may vary slightly.
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Figure 4.2: Shows the fitting between the simulated curve and the experimentally

obtained curve. The red curve represents the simulated curve and the blue curve

represents the experimentally obtained data for sample S644 with nominal film

thickness of 30 nm.

Sample

name

Nominal

film

thickness

(nm)

Film

thickness

from XRR

measure-

ment

(nm)

Interface-

roughness

between

GaAs(001) and

Fe79Ga21

(nm)

Density of

Fe79Ga21 film

(g/cm3)

S641 10 9.79±0.38 1.50±0.01 7.37±0.96

S640 20 19.80±0.14 1.49±0.79 7.82±0.25

S644 30 29.02±0.09 0.49±0.10 8.36±0.08

S646 60 56.51±0.17 1.25±0.31 7.58±0.29

S645 100 95.07±0.10 0.003±0.00 7.64±0.18

Table 4.2: Tabulates a comparison between the nominal film thickness and that

obtained by fitting the data to simulated curve using X’Pert Reflectivity software

for Fe79Ga21 thin films. The surface roughness between Galfenol and the substrate

and the density of the film are also presented.
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4.2 X-ray diffraction analysis

Another technique used for characterisation of the samples discussed in this the-

sis was x-ray diffraction (XRD). The XRD line scans were performed for the

ferromagnetic thin films to ascertain the lattice parameters of the crystal. It was

performed using the PANalytical X’Pert materials research diffractometer present

at School of Physics and Astronomy, University of Nottingham.

4.2.1 X-ray diffraction analysis of Fe100−xGax thin films with

varying Ga concentration

XRD measurements were done in order to find the lattice parameter, as well as to

monitor change in structure of the thin films as the Ga concentration is gradually

varied in the Galfenol films. Figure 4.3 shows the 2θ − ω scan for the samples

as the Ga concentration is gradually increased. It can be clearly seen that for

samples up to Fe82Ga18 with lower Ga concentration there are two significant

peaks, a narrow peak corresponding to the GaAs(004) substrate reflection and a

weaker broader (002) peak for the Galfenol film layers. The presence of a single

peak indicates that the films are crystalline in nature. However, sample Fe88Ga12

was an exception where no sample peak was observed. We are assuming that

something went wrong during the growth of Fe88Ga12 (S535) sample beyond the

capacity of interpretation, which is consistent with the ambiguous results for other

measurements carried out on this sample as a part of this thesis. For samples

with Ga concentration 20% and higher we observe no sample peak, indicating that

with the increase in the impurities in the crystalline Fe structure, the samples

becomes random polycrystalline or amorphous in nature. The graphs were fitted

to a Gaussian function to determine the sample and substrate peak position,

and as well as the FWHM of the peaks. From the graphs, the peak for the

film was ≈ 63.85◦ at Fe100−xGax(002) , and the peak for the substrate was at ≈

65.45◦. By using the Bragg’s law discussed in section 3.2.1 the lattice parameter

(a) along the growth direction was determined to be 0.2953±0.0008 nm which

agrees with previously reported values [2]. The average crystallite size was also

determined using the Scherrer equation to be 9.55±0.06 nm. These parameters
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were calculated using the XRD scan of Fe93Ga07. The lattice mismatch was

calculated as well using (a − a0)/a0, where a is the lattice parameter along the

growth axis of the film and a0 corresponds to half the GaAs substrate lattice

parameter. a0 was determined to be 0.284 nm. Therefore the lattice mismatch

was established to be ≈ 4%.
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Figure 4.3: Shows the x-ray diffraction 2θ − ω scans for the samples with vary-

ing Ga composition. The peak for the film was at around 63.81◦ and the peak

for the substrate was at around 65.45◦. The sample showed a trend of slowly

transitioning from being crystalline for smaller Ga concentration to amorphous

or polycrystalline samples for higher Ga concentration.
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Figure 4.4 shows the plot for the lattice parameter as the Ga concentration

is varied. As the Ga concentration is increased lattice parameter decreases. But

the lattice parameter for bulk Galfenol increases linearly with Ga concentration

[196]. The contradicting trend between thin film form and bulk Galfenol is due

to the stress in the thin films grown on substrates.
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Figure 4.4: Shows the plot for the lattice parameter as a function of Ga concen-

tration.

4.2.2 X-ray diffraction analysis of Fe79Ga21 thin films with

varying film thickness

Figure 4.5 shows the 2θ − ω scan for the Fe79Ga21 thin films with varying film

thickness. Similar to as discussed for samples with varying Ga concentration,

these samples also have two peaks, a narrow peak corresponding to the sub-

strate(004) at ≈ 66.05◦and a broad sample peak(002) at ≈ 64.35◦. The sample

peak is not that prominent for thinner samples (5 nm and 10 nm), as the thickness

of the samples are gradually increased the sample peak also gradually increases

and becomes more prominent. The sample peak confirms that the samples are

crystalline in nature. This is because the diffraction intensity directly depends on

the film thickness, and thinner films have a lower signal to noise ratio; therefore,
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smaller peaks are not distinguishable. By using Bragg’s equation the lattice pa-

rameter (a) for sample S646 (56.5 nm) along the growth direction was determined

to be 0.2163±0.0002 nm and the average crystallite size was also determined to be

≈ 10.27±0.07 nm. The lattice parameter for the sample S645 (95 nm) is slightly

smaller with 0.1931±0.0002 nm. The lattice parameter was difficult to extract

for other samples since the sample peak was closer to the substrate peak; there-

fore, the sample peak was not so prominent for fitting. The lattice parameter for

these samples were smaller than the lattice parameter of samples with varying

Ga concentration as well as from previously determined value [2]. Increase in the

film thickness give rise to compressive strain in the film plane, thereby resulting

in tensile strain in the film growth direction. Therefore, the lattice parameter

decreases with increase in film thickness. The lattice constant of these films were

smaller than bulk single crystal (0.29 nm [197]). Javed et al. [138] studied poly-

crystalline thin films of Galfenol with varying film thickness. They observed that

the lattice constant first decreased and then increased toward the bulk value with

increasing film thickness.
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Figure 4.5: Shows the x-ray diffraction 2θ − ω scans for the Fe79Ga21 thin films

with varying film thickness. As the film thickness is increased a more promi-

nent sample peak is observed. A narrow peak corresponding to the substrate is

observed at ≈ 66.05◦and a broad sample peak is observed at ≈ 64.35◦.
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4.3 X-ray photoelectron spectroscopy analysis

X-ray photoelectron spectroscopy (XPS) also known as electron spectroscopy for

chemical analysis (ESCA) is a surface analytical technique that provides informa-

tion about the elemental composition and chemical state of an atom in a material

of the top few nanometers of a sample [198, 199]. XPS is based on photoemis-

sion process of electrons that is the photoelectric effect [200]. It is a result of

interaction between x-rays and electrons in an ultra-high vacuum environment.

When x-rays are incident on a sample, they collide with the core electrons and

photoelectrons are ejected from the electronic shell of the atoms. The electron

is ejected with a certain kinetic energy, directly related to the binding energy of

the electron to the atom. Since the core electron is unstable because of the hole

in the electronic shell, a valance electron then fills the newly formed hole. Since

the binding energy is unique for every element, this can be used to identify the

elements in the sample, given by the peaks of the XPS spectrum. The intensity of

the peak varies with the concentration of that element at the surface, providing

a quantitative determination of the composition. The binding energy of the core

electron is also sensitive to the chemical environment of that element, such as

bonding to different elements, therefore applied to study the chemical state of

the elements present at the surface of the film. Although x-rays can penetrate a

material, XPS is a surface-sensitive phenomenon as a consequence of the elastic

mean free path of electrons within solids. The unscattered electrons can only

escape from roughly 4 nm.

XPS measurements were done on the samples with varying Ga concentration

to obtain the composition of the magnetron sputtered grown thin films. Samples

were analysed using the Kratos AXIS ULTRA with a monochromatic Al kα x-

ray source present at the nanoscale and microscale research centre (NMRC),

University of Nottingham. The XPS spectra and data processing of the spectra

were acquired by Dr Emily F Smith. Two samples with extreme Ga concentrations

that is S538 with 7% Ga and S529 with 30% Ga were selected for the measurement

so that the in-between samples can be assumed to have relevant composition. The

samples were etched with a 20 kV ion beam over an area of 1.2 mm square. For
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Figure 4.6: Shows the region of binding energy of sample S529(Fe70Ga30) con-

taining Fe 3p, Cr 3p, As 3d and Ga 3d peaks. (a) in thin film of Fe-Ga with Cr

still present from the capping layer after etching (b) in GaAs substrate layer.

the Fe70Ga30 sample a 93 s etch removed enough Cr to see peaks for Fe and Ga

underneath, leaving some Cr on top. Although the most common peaks used in

XPS analysis are Fe 2p, Cr 2p and Ga 3d, the comparison of a low KE electron

peak with a much higher KE one when attenuated by an overlayer will affect the

quantification. Therefore a higher KE Fe and Cr 3p peaks were selected as they

are a closer KE to the Ga 3d and As 3d from the substrate. Although Cr 3p and

As 3d peaks are overlapping, because of depth profiling, the Cr is gone by the

time it reaches the GaAs layer.

Quantification of the Fe to Ga ratio was directly obtained from Fe 3p and Ga

3d peaks as they are very close in kinetic energies therefore will be attenuated

in similar amounts by the overlying Cr metal. XPS spectra of solid-state sam-

ples always have a background due to inelastic scattering of the photoelectrons,

which needs to be subtracted first to estimate the Stoichiometry of that material.

CasaXPS software was used for the analysis to determine the elements and the

composition of the samples. Both the samples had composition comparable to

what was expected from the growth. Sample S529 (Fe70Ga30) had 70±1 % of

Fe and 30±1 % of Ga, and sample S538 (Fe93Ga07) had 93±1 % of Fe and 7±1

% of Ga. The composition of the Ga50As50 substrate for sample S529 was also

measured. According to the measurement, the substrate was Ga enriched with

57±1 % of Ga to 43±1 % of As. One of the possible reason could be that there
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is Ga enrichment at the interface of the layers. Figure 4.6 shows the spectra for

sample S529 (Fe70Ga30). Figure 4.6 (a) shows the elements present in the film.

Figure 4.6 (b) shows spectra for the substrate layer.

4.4 Summary

This chapter investigated the structural properties of the samples discussed in

this thesis. The structural properties covered three areas, firstly monitoring the

thickness of the samples grown using magnetron sputtering by using x-ray reflec-

tivity (XRR); secondly, x-ray diffraction (XRD) was done to get an idea about the

crystallinity of the samples; lastly, x-ray photoelectron spectroscopy (XPS) mea-

surements were done on the samples with extreme Ga composition (Fe70Ga30 and

Fe93Ga07) to compare with the expected composition during growth. The sam-

ples grown with varying Ga composition had the average thickness of 26.20 nm

when compared with the as-expected growth thickness of 20 nm. For the samples

with varying thickness, the obtained thicknesses remained close to those expected

for thinner samples, the deviation from expected thickness increased with the in-

crease in the film thickness because of the prolonged growth time. From the XRD,

it was confirmed that the samples remained crystalline for lower Ga concentra-

tion, but as the Ga concentration was increased the crystallinity of the samples

gradually started to reduce. For the films with varying thickness, it was observed

that the thicker films showed prominent crystalline peaks as expected, but for

the ultra-thin films the peaks were not distinguishable because of the low signal

to noise ratio. From the XPS, it was confirmed that the samples had a compo-

sition close to what was expected from the growth initially. In later chapters, a

comparison between the structural data and the magnetic properties are made to

recognise the agreement of the magnetic properties with respect to the internal

structure of the films.
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Chapter 5

Static properties investigated using

SQUID magnetometry

In this chapter, the effects of altering Ga concentration as well as the film thick-

ness on the static magnetic properties of the sputter grown epitaxial Fe100−xGax

thin films on GaAs(001) substrates were characterised using the Superconducting

QUantum Interface Device (SQUID) magnetometry. SQUID magnetometry was

performed at room temperature using the Quantum Design MPMS XL SQUID

magnetometer in the Spintronics group at the University of Nottingham. The

longitudinal moment measured by the SQUID gives a measure of the total mag-

netisation differentiating the crystallographic easy and hard axes additionally

giving the corresponding anisotropy energies.

5.1 SQUID magnetometry of Fe100−xGax thin films

with varying Ga concentration

SQUID magnetometry measurements were performed at room temperature on

26.20 nm thick Fe100−xGax thin films with x being in the range of 7 to 30 grown

on GaAs(001) substrates. The thin films were grown using the sputter deposition

technique. The measurements were carried out following the procedure described

in section 3.2.4.2. Static magnetic properties such as saturation magnetisation,

uniaxial and cubic magnetocrystalline anisotropies, coercivity, and remanence

were investigated.
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Magnetic hysteresis loops were generated by sweeping the external applied

magnetic field from 0.2 T to −0.2 T and back at room temperature. A high

magnetic field was used to make sure that the samples are fully saturated in each

field direction. The magnetic field was applied along [010]/[100], [110] and [11̄0]

directions. The SQUID magnetometry measurements for samples discussed in

the table 3.1 are presented in figures 5.1 (a) to (j), demonstrating MH loops for

26.20 nm thick samples with varying Ga concentration. It shows the plot of the

longitudinal moment versus the applied magnetic field as the field is varied along

different crystallographic directions.
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Figure 5.1: Hysteresis loops for 26.20 nm Fe100−xGax thin films grown on

GaAs(001) substrate. The hysteresis loops are normalised by saturation mag-

netisation as a function of magnetic field. The longitudinal magnetic moment

along three crystalline direction [11̄0], [110] and [100]/[010] are shown. The hys-

teresis loop along [11̄0] is represented by the black points, [110] is represented by

the red points and [100]/[010] is represented by blue points.
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It has been well established for Fe thin films (thickness 8.9 nm, 9.6 nm, 26.20 nm

and 32.9 nm) grown on GaAs(001) substrate that [1̄10] was harder than [110],

while [100] and [010] were magnetically equivalent [126, 201]. The study sug-

gested that the in-plane magnetic anisotropy of these thin films is given by a

uniaxial anisotropy (Ku) with an easy axis parallel to [110] superimposed on the

cubic anisotropy (Kc) with easy axis along [010] and [100]. It has also been es-

tablished that epitaxial single-layer thin films of Fe100−xGax grown on GaAs(001)

substrate has a net in-plane anisotropy that is a combination of uniaxial and

cubic anisotropy [2, 85]. By looking into the experimental SQUID loops of figure

5.1 (a) to (g) as the field is swept along [010]/[100], [110] and [11̄0] directions the

difference in the anisotropies is clearly evident. As the magnetic field is swept

along [010]/[100], the magnetisation saturates for the smallest external magnetic

field value and the remanent magnetisation is largest making it the easy direc-

tion of magnetisation. Hence, [010]/[100] direction is established as the easy axis

among all the other directions in which the magnetic field was applied. Similarly,

if we compare the MH loops along [110] and [11̄0] direction it can be concluded

that it is much harder to saturate the magnetisation along the [11̄0] axis, making

[110] direction a relatively easier axis of magnetisation. This clearly indicates

that there is a strong cubic anisotropy along [010]/[100] directions and weaker

uniaxial anisotropy along [110] direction.

By looking into the SQUID loops in figure 5.1 (a) to (g) a qualitative analysis

of the trends in the cubic and uniaxial anisotropy constants as well as the coercive

fields can be provided. Observing the hysteresis loop of the easy axis along

[010]/[100] direction in figure 5.1 (a) for sample S538 with 7 % Ga concentration,

it is a square loop with high squareness indicating a significant value for the cubic

anisotropy constant. However, as the Ga concentration is gradually increased

the squareness of the loop decreases eventually becoming isotropic, indicating a

reduction in the value of the cubic anisotropy constant, which is confirmed in later

sections. Similarly, the hysteresis loop for the uniaxial axis along [110] becomes

harder with the increase in the Ga concentration eventually becoming saturated,

indicating an increase in the uniaxial anisotropy constant. The intrinsic coercive

field increases as well with increase in the Ga concentration.
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Sample

name

Fe Content

%

Ms

×106

Am−1

S529 70 0.826±0.048

S530 76 1.25±0.073

S531 80 1.23±0.075

S532 82 1.38±0.080

S533 85 1.42±0.084

S534 86 1.48±0.089

S535 88 1.48±0.089

S536 90 1.52±0.088

S537 91 1.53±0.089

S538 93 1.53±0.089

Table 5.1: Shows the saturation magnetisation of the sputtered grown thin films

as obtained from SQUID measurements.

Table 5.1 presents the saturation magnetisation for epitaxial thin films grown

using the sputtered deposition as obtained from SQUID measurements. In a sat-

urated material, the value of the saturation magnetisation can be equated to the

total number of magnetic moments present per unit volume. In a Fe100−xGax

sample we assume that the magnetic moment contribution will only arise from

the Fe concentration. The experimental saturation magnetisation, Ms, was cal-

culated by taking the average of the longitudinal moment at saturation for all

the three crystallographic directions in which SQUID was measured initially and

dividing it per volume of the sample. The average magnetic moment per Fe

atom, <µFe>, in Bohr magnetron, µB, can be calculated from the saturation

magnetisation by dividing the saturation magnetisation by atomic density of Fe.

The atomic density of Fe was adjusted accordingly to account for the reduction

in Fe concentration when Ga is added. The atomic density of pure Fe is 85.5

atoms/nm3 [145]. Figure 5.2 shows the average magnetic moment per Fe atom

at room temperature as a function of Fe concentration. In order to achieve a

gradual increase in Ga concentration, the growth rate of pure Fe(99.99%) target

was reduced progressively. The average magnetic moment per Fe atom decreases
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as the Fe content decreases. For sample S529 with 70% Fe concentration the

average magnetic moment per Fe atom shows a significant deviation. It has been

previously reported that for Ga concentration greater than or equal to 30% the

magnetic moment of Fe decreases almost linearly with Ga concentration [202].

In another study, they observed that the average magnetic moment per Fe atom

decreases with a linear dependency on the Ga content up to 20%. However, this

dependency was no longer linear for 25% of Ga. The average magnetic moment

per Fe atom had a sudden drop for 25% of Ga. The average magnetic moment per

Fe atom reduced from ≈ 2.15 µB for 20% Ga to ≈ 1.83 µB for 25% Ga at 300 K

which rounds up to a 15 % change in the average magnetic moment per Fe atom

[197]. This was due to the hybridisation of Fe and Ga states and attributed to

the formation of D03 precipitates which is consistent with the samples discussed

in this thesis [203, 204]. The average magnetic moment per Fe atom for 10% and

20% Ga sample discussed in this thesis and reference [197], the magnetic mo-

ment in case of our samples are systematically lower when compared to the work

presented in the reference [197]. One of the possible explanation for the lower

magnetic moment could be because of the magnetically dead layer formation of

≈ 1 nm at the interface layer of the film with the substrate (GaAs) and capping

layer (Cr). Thus, the average magnetic moment increased by ≈ 5% to account

for a possible magnetically dead layer.

Mathematically, the anisotropy energies can be determined by solving the free

energy equation which is discussed in details in section 3.3.1,

E = −M ·Hext cos(θ − φ) +Ku sin2(φ− π

4
) +

Kc

4
sin2 2φ (5.1)

where E is the magnetic free energy, M is the magnetisation, Hext is the external

applied magnetic field, Ku and Kc are the uniaxial and cubic anisotropy coeffi-

cients respectively, θ is the angle between the applied magnetic field and the easy

axis of the sample, and φ is the angle between the magnetisation and the easy

axis of the sample. By convention θ for [010] direction is assigned 0◦, for [100]

direction as 90◦, for [110] as 45◦ and for [11̄0] as 135◦ as shown in figure 5.3.
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Figure 5.2: Shows average magnetic moment per Fe atom, <µFe>, at room tem-

perature as a function of Fe content (at. %) in Galfenol thin films.

Figure 5.3: Shows the crystallographic directions with respect to one another

with respect to a GaAs(001) substrate. The hysteresis loops were simulated by

considering the angle between the applied magnetic field and [010] direction as

0◦.

From figure 5.1, hysteresis loops for samples (h)-(j), that is the samples with

higher Ga concentration, the hysteresis loops in all crystalline directions are alike

and hardly distinguishable. The samples have lost their anisotropic nature and

have become entirely isotropic. The exact reason behind this behaviour has been

explained in details in later sections. Since the samples have become isotropic in

nature, equation 5.1 used for simulating hysteresis loops along different crystalline
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directions is no longer valid and gives unrealistic results. Hence, samples S531,

S530 and S529 will be excluded from further studies about anisotropy constants

and will be labelled as isotropic samples wheresoever required.

The hysteresis loops were generated, and the anisotropy constants along with

their associated errors were extracted by fitting the hysteresis loops along [110]

and [11̄0] using the method described in details in section 3.3.1. The uniaxial

and cubic anisotropy constants of these samples were extracted from the hystere-

sis loops obtained by SQUID experiment at room temperature using the fitting

model discussed in section 3.3.1. Figure 5.4 shows an example of this fitting

where the hysteresis loop for S536 sample collected during SQUID experiment at

room temperature is represented by the black points, and the results from the

fitting program is shown in the red line. The fit to the magnetic hysteresis loop

is demonstrated for two crystalline directions [110] and [11̄0]. The fitting was fo-

cused in the region up to 0 T to ensure that the effects of domain wall nucleation

were not included during the fitting procedure to agree with the single domain

model. A full set of all the fits to the SQUID magnetometry experimental data

can be found in Appendix A.
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Figure 5.4: Demonstrates the fitting of the experimental data obtained via SQUID

magnetometry with the simulated data for sample S536. The experimental data

is represented by the black points and the fitted curve is shown by the red line.

Fitting along both the crystalline axes [110] and [11̄0] considered while extracting

the anisotropy constants are shown respectively in (a) and (b).

The extracted values of Kc and Ku along with the associated errors for
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Fe100−xGax thin film samples with varying Ga composition are shown in table

5.2. The values obtained for sample S535 is deliberately omitted because it gave

ambiguous and unrealistic values for the anisotropy constants; one of the possible

reason could be the growth parameters during sputtering didn’t go as intended.

The anomalous nature of this sample was later confirmed during other exper-

imental data discussed in later chapters. Hence, the results will be excluded

henceforth.

Sample

name

% Ga Kc

(kJ/m3)

Ku

(kJ/m3)

S532 18 17.0±2.6 7.6±2.3

S533 15 16.8±4.5 3.3±1.3

S534 14 31.4±6.4 8.3±3.0

S536 10 41.7±9.1 6.8±2.6

S537 9 35.5±7.3 4.4±1.7

S538 7 50.5±14.6 0.7± 0.2

Table 5.2: Values of the cubic anisotropy constant, Kc, and uniaxial anisotropy

constant,Ku, in kJ/m3 for Fe100−xGax thin films grown at room temperature. The

values were determined by fitting numerically simulated data with the experimen-

tal data obtained from SQUID experiment. The percentage of Ga concentrations

are represented as it was expected during the growth.

The resulting graph for the Kc anisotropy constant values as a function of Ga

composition is shown in figure 5.5. Figure 5.5 shows that the cubic anisotropy

initially reduces as the Ga concentration is increased and then saturates. When

the Ga concentration is further increased samples become completely isotropic.

The primary source for four-fold cubic magnetocrystalline anisotropy in Fe and

its alloys is spin-orbit coupling which links the magnetic properties to the crystal

symmetry via the electronic orbitals. In section 4.2.1, where the XRD measure-

ments indicated that as the Ga concentration was increased in the Fe100−xGax

thin films, the crystallinity of the samples gradually decreased to a point where

no sample peak was observed. In the Fe100−xGax thin films, as we keep adding

the second element, Ga, reduction in the crystalline quality results in a decrease
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in cubic anisotropy eventually becoming completely isotropic.
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Figure 5.5: Values of the cubic anisotropy constant, Kc, as obtained by fitting

experimental SQUID hysteresis loop with the simulated loops for Fe100−xGax thin

films with varying Ga composition.

The resulting graph for the Ku anisotropy constant values as a function of

Ga composition is shown in figure 5.6. From the figure, it is apparent that the

uniaxial anisotropy, Ku, increases up to a certain point and then saturates as

the Ga concentration is increased. Above 18 % Ga the magnetic behaviour is

isotropic. It has been well studied that the origin of uniaxial anisotropy in thins

films of Fe and its alloys is an interface phenomenon between the film and the

GaAs substrate [126, 148, 205]. Although the origin of uniaxial anisotropy in

Fe/GaAs thin films has been studied vastly, there has not been any conclusive

answer to its existence. Some studies have shown that the p states in the As

atoms hybridises with the d states in the Fe atoms resulting in a quenching of

magnetic moments along the hard axis [11̄0] producing a uniaxial anisotropy along

the [110] axis making it a relatively easier axis than [11̄0] [206, 207]. However, to

determine the exact phenomenon behind this behaviour and the trend observed

is still an enigma.
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Figure 5.6: Values of the uniaxial anisotropy constant, Ku, as obtained by fitting

experimental SQUID hysteresis loop with the simulated loops for Fe100−xGax thin

films with varying Ga composition.

Magnetic anisotropy strongly affects the shape of the hysteresis loops and af-

fects the coercivity, and remanence. Figure 5.7 shows the change in the coercive

field as the Ga concentration is increased in Fe100−xGax thin films. As discussed

earlier, coercivity is the reverse field required to completely demagnetised a ma-

terial, and this reversal magnetisation process proceeds via domain wall motion.

As the Ga concentration increases, impurities increases in the thin film. These

defects may act as pinning sites for some domain walls in addition to nucleating

them. Hence, as the impurity content increases a larger reversal field is required to

demagnetise the material; therefore, increasing the coercivity [145]. This could be

reconfirmed from the XRD measurements in section 4.2.1 where the crystallinity

of the samples decreased with the increase in the impurity added in the form of

Ga.
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Figure 5.7: Shows the variation of the coercive field as the Ga concentration is

varied in three crystallographic directions.

If we consider the free energy equation with no external applied magnetic

field, the total energy of the system will only depend on the cubic and uniaxial

anisotropy energy.

E = Ku sin2(φ) +
Kc

4
sin2 (2φ) (5.2)

Therefore, energy minimisation (dE/dφ = 0) will yield the angle where the

magnetisation will lie due to the competition between the uniaxial and cubic

anisotropies when no magnetic field is applied as shown in figure 5.8.

φ =
1

2
arccos(−Ku

Kc

) (5.3)

The projection of the saturation magnetisation along different crystallographic

direction will give the magnetisation along that particular direction. For example,

M010 = Mscosφ (5.4)

and,
M010

Ms

= cosφ (5.5)

gives the remanence ratio. The remanence ratio can also be extracted from the

MH loop obtained from the SQUID magnetometry measurements given by the
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Figure 5.8: The magnetisation will lie at an angle φ from one of the cubic easy

axes such that it lies inbetween the cubic easy axis and the uniaxial relatively

easy axis due to the competition between the uniaxial and cubic anisotropies.

ratio between the remanent magnetisation along a particular crystal direction and

the saturation magnetisation along one of the cubic easy axes. Consequently, the

anisotropy constants obtained using the least squares fit analysis discussed in

earlier sections can be checked with the experimental MH loops from SQUID

magnetometry for the consistency of the fitting method. Figure 5.9 shows the

remanence ratio along [110] and [11̄0] direction extracted from the MH loop as

well as from the remanence ratio obtained from the anisotropy values from the

fitting program. The black data points with the error bars are the remanence

ratio obtained from the fitting program and the red points gives the remanence

ratio obtained from the MH loop.

In figure 5.9 we see that the values obtained via both the method are roughly

equal. The sample with 9 % Ga concentration is an exception along [110] di-

rection. A possible reason behind this deviation could not be established. The

differences in values are within the boundaries of reasonable error. This indicates

that the values of the anisotropies extracted by fitting the MH loops from the

SQUID magnetometry experimental data is accurate.
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Figure 5.9: Shows the variation of the remanence magnetisation ratio as the Ga

concentration. The graph shows the comparison between the remanence ratio

obtained from the MH loops collected during the SQUID experiment and the

remanence ratio extracted via indirect process from the anisotropies obtained

from the fitting process discussed earlier (a) shows the remanence ratio along

[110] and (b) shows the remanence ratio along [11̄0]

5.2 SQUID magnetometry of Fe79Ga21 thin films

with varying film thickness

SQUID magnetometry measurements were performed at room temperature on

Fe79Ga21 thin films with increasing film thickness varying between 5 nm to 95 nm

grown on GaAs(001) substrates. The measurements were carried out following

the procedure described in section 3.2.4.2.

Similar parameters to as discussed in the earlier section were used to gener-

ate the hysteresis loops along [010]/[100], [110] and [11̄0] directions. The SQUID

magnetometry measurements for samples presented in table 3.2 are demonstrated

in figure 5.10. All samples have a nominal composition of Fe79Ga21. The longitu-

dinal magnetic moment along [11̄0] direction is represented by black points, along

[110] direction is represented by red points and [100]/[010] direction is represented

by blue points.

A recognisable distinction between the cubic easy axis along [100]/[010], rel-

atively easy uniaxial axis [110], and the hard axis [11̄0] is observed for most of

the samples. For sample S642 with 5 nm film thickness the [100]/[010] and [110]
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axes are approximately equivalent and are easy axes. As the film thickness is

increased, [100]/[010] and [110] axes start to separate into cubic easy axis and rel-

atively easy uniaxial axis respectively. However, as the sample becomes thicker,

S646 and S645 with sample thickness 56.5 nm and 95 nm respectively uniaxial

[110] axis almost becomes equivalent to the cubic axes. For samples S646 and

S645, the magnetisation reversal is a combination of more prominent coherent

rotation of magnetisation and magnetisation switching. There is also a striking

similarity between the shape of the hysteresis loop along the hard axis, [11̄0], for

samples S642, S646 and S645.
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Figure 5.10: Hysteresis loops for Fe79Ga21 thin films grown on GaAs(001) sub-

strate with varying film thickness are shown. The loops were taken by sweeping

the external magnetic field between ±0.2 T. The hysteresis loops are normalised

by saturation magnetisation as a function of magnetic field. The longitudinal

magnetic moment along three crystalline direction [11̄0], [110] and [100]/[010] are

represented by the black, red and blue points respectively.
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The fitting procedure was repeated using the same method used for samples

with varying Ga composition in order to extract the values of the uniaxial, Ku,

and cubic, Kc, anisotropy constants. The extracted values of Kc and Ku along

with the associated errors for Fe79Ga21 thin film samples with varying film thick-

ness are shown in table 5.3. An example fit to the SQUID magnetometry data of

sample S640 is shown in figure 5.11, the black points represent the experimental

data, and the fit is shown using the red line. A full set of all the fits to the SQUID

magnetometry experimental data can be found in Appendix A.
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Figure 5.11: Demonstrates the fitting of the experimental data obtained via

SQUID magnetometry with the simulated data for sample S640. The experi-

mental data is represented by the black points and the fitted curve is shown by

the red line. Fitting along both the crystalline axes [110] and [11̄0] considered

while extracting the anisotropy constants are shown respectively in (a) and (b).

The extracted values of Kc and Ku along with their associated errors for

Fe79Ga21 thin film samples with varying film thickness are shown in table 5.3. A

graphical representation of the anisotropy constants are presented in figure 5.12

and 5.13.

The cubic anisotropy increases with increase in film thickness within the

boundaries of reasonable error with a significant spike for sample S646 with a

nominal film thickness of 56 nm. In section 4.2.2, the sample peak observed for

sample S646 was sharper and clearer than other samples, agreeing with the ob-

servation concluded for the cubic anisotropy constant. Both samples S646 and

sample S645 had much more distinctive sample peak compared to other sam-
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Sample

name

Thickness

(nm)

Kc

(kJ/m3)

Ku

(kJ/m3)

S642 5 17.4±2.4 12.9±0.4

S643 7.5 19.4±1.2 7.7±2.2

S641 10 19.1±2.2 6.2±1.8

S640 20 17.5±0.4 4.9±2.0

S644 29 17.9±0.6 7.0±2.4

S646 56.5 25.2±2.6 14.3±2.4

S645 95 20.1±5.6 18.8±2.1

Table 5.3: Values of the cubic anisotropy constant, Kc, and uniaxial anisotropy

constant, Ku, in kJ/m3 for Fe79Ga21 thin films with varying film thickness are

shown. The values were determined by fitting numerically simulated data with

the experimental data obtained from SQUID experiment.

ples, which was later reflected on the cubic anisotropy constant being higher for

these two samples than other ones. The trends observed for the cubic and uni-

axial anisotropies for Fe79Ga21 thin films agrees with that observed for epitaxial

Fe/GaAs(001) thin films for a wider range of thicknesses (3.53 - 210.92 nm) in ref-

erences [126, 207–210]. Their results indicated that in addition to an increase in

uniaxial anisotropy with decreasing film thickness, cubic anisotropy significantly

reduces in the thinnest films. A similar trend was observed for the samples with

film thickness 20 nm and below discussed in this thesis. We can also see that

the uncertainty in the Kc value in sample S645 (95 nm) is relatively large. The

behaviour of the uniaxial anisotropy for samples above film thickness of 20 nm

was not exactly understood.
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Figure 5.12: Values of the cubic anisotropy constant, Kc, as obtained by fitting

experimental SQUID hysteresis loop with the simulated loops for Fe79Ga21 thin

films with varying nominal film thickness.

The uniaxial anisotropy constant (figure 5.13) decreases as the film thickness

is increased being the lowest for 20 nm thick sample (S640). However for films

thicker than 20 nm Ku starts rising again well within the error limits. From previ-

ous studies of Fe thin films grown on GaAs(001) substrate, the uniaxial anisotropy

is an effect of interface interaction since the interfacial Fe atoms are electronically

in a different environment compared to those in the rest of the film. Although

the Fe (bcc) and GaAs (zincblende) crystal structures are both cubic in nature,

their electronic structures and bonding geometries are different. Therefore, the

interfacial Fe atoms will not only have to adapt to a different bonding partner but

also a different bonding geometry. Consequently, the thickness (t) dependence of

the uniaxial anisotropy in Fe thin films is established to be 1/t [126, 207, 208].

It has been observed to decrease as the thickness increases in Fe/GaAs samples

[207, 208] where films of thickness ranging between 1.0 nm to 8.6 nm were used.

The samples discussed in this section deviates from this behaviour for films thicker

than 20 nm. However, the reason for the increase in Ku for thicker samples is not

known.

114



0 2 0 4 0 6 0 8 0 1 0 02
4
6
8

1 0
1 2
1 4
1 6
1 8
2 0

S a m p l e  T h i c k n e s s ( n m )

K u
(kJ

/m
3 )

Figure 5.13: Values of the uniaxial anisotropy constant, Ku, as obtained by fitting

experimental SQUID hysteresis loop with the simulated loops for Fe79Ga21 thin

films with varying nominal film thickness.

Figure 5.14 shows the variation in the coercive field as the thickness of Fe79Ga21

sample changes. The coercive field along [11̄0] increases in the beginning as the

thickness increases but for the most part remains almost constant. The coercive

field along [110] and [100] axes are moderately consistent with each other for

samples which are less than 30 nm thick; however, samples thicker than 30 nm

seems to have a divergence in their coercive field value. As the thickness in-

creases, the defects in Fe79Ga21 films increases as well due to the relaxation of

the lattice growth strain. As discussed earlier in section 5.1, as the number of

defects increase, they become pinning site for domain walls as well as becoming

domain nucleation cites. Therefore, as the film thickness increases the coercivity

increases as well.
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Figure 5.14: Shows the variation of the coercive field as the film thickness is

varied in three crystallographic direction.

Similar to the remanence ratio discussed earlier for samples with varying Ga

composition, figure 5.15 shows a comparison between the remanence ratio along

[110] and [11̄0] direction extracted from the MH loop as well as from the rema-

nence ratio obtained from the anisotropy values from the fitting program. The

black data points with the error bars are the remanence ratio obtained using the

anisotropy values obtained from the fitting program and the red points gives the

remanence ratio obtained from the MH loop acquired by SQUID magnetometry.

In figure 5.15 we see that the values obtained via both the method are approx-

imately comparable, indicating that the values of the anisotropies extracted by

fitting the MH loops from the SQUID magnetometry experimental data is accu-

rate and confirming that the fitting method is reliable.
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Figure 5.15: Shows the variation of the remanence magnetisation ratio as a func-

tion of sample thickness. The graph shows the comparison between the remanence

ratio obtained from the MH loops collected during the SQUID experiment and

the remanence ratio extracted using the anisotropies values obtained from the

fitting process discussed earlier (a) shows the remanence ratio along [110] and (b)

shows the remanence ratio along [11̄0].

5.3 Summary

This chapter investigated the static magnetic properties of Fe100−xGax thin films

with a nominal thickness of 26.20 nm and x ranging between 7 to 30 as well as

the static properties of Fe79Ga21 thin films with thickness ranging between 5 nm

to 95 nm. The films were grown on GaAs(001) substrate by magnetron sputter

deposition. The static properties were characterised using the SQUID magnetom-

etry technique. The work presented in this chapter highlights the anisotropies

associated with Galfenol samples grown on GaAs substrates. The films exhibited

a cubic anisotropy along [010]/[100] direction and a uniaxial anisotropy along

[110] direction which was evident from the shape of the MH loops along different

directions.

For the samples with varying Ga composition, the anisotropic nature tends to

disappear above 18 % Ga concentration. There was no clear distinction between

the MH loops obtained by SQUID magnetometry when the magnetic field was

applied along the different crystalline direction, therefore becoming completely

isotropic. The saturation magnetisation obtained from the SQUID MH loops
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seems to be in close agreement with the calculated values obtained using the

thin film thickness. The MH loops obtained from the SQUID magnetometry are

consistent with those generated using the model program; hence the values for the

anisotropy constants can be assumed to be reliable. The cubic anisotropy constant

tends to decrease with the increase in the Ga concentration. Whereas, the uniaxial

anisotropy increases initially but eventually saturating with the increase in the

Ga concentration.

For samples with varying film thickness, the cubic and uniaxial anisotropy con-

stants of these films demonstrated a similar relation to thickness as was reported

for studies of Fe films grown on GaAs substrate. The cubic anisotropy constant in-

creases with the increase in the film thickness and the uniaxial anisotropy constant

decreases with the increase the film thickness but increases for film thicknesses

greater than 20 nm.

The parameters extracted and investigated in this chapter will be used to

compare with the static magnetic properties that will be extracted from the

ferromagnetic resonance experiment in chapter 7.
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Chapter 6

Electrical properties investigated

using magneto-transport

measurements

In this chapter, the magneto-transport measurements on union jack devices fab-

ricated from Galfenol thin films have been described. The effects of altering the

Ga concentration on different contributions towards the anisotropic magnetoresis-

tance (AMR) of Fe100−xGax thin films have been studied and discussed. Similarly,

the effects of changing the film thickness on the AMR of Fe79Ga21 thin films have

been considered as well.

6.1 Magneto-transport measurements of

Fe100−xGax thin films with varying Ga

concentration

Magneto-transport measurements were performed at room temperature on Fe100−xGax

thin films grown on GaAs(001) substrates with x ranging between 7 to 30, using

the helium-cooled cryostat system in the Spintronics group at University of Not-

tingham. The union jack devices were fabricated on the sputtered grown thin films

using the method described in section 3.1.2, and the magneto-transport measure-

ments were performed using the technique described in section 3.2.6. Magneto-
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transport measures the magnetoresistive response of conducting ferromagnetic

thin films placed in an external magnetic field. One of such responses is AMR.

Phenomenologically AMR has contributions from crystalline and non-crystalline

components [188]. The crystalline component arises from the underlying crys-

tallographic structure of the thin film, hence yielding a trend for the behaviour

of the uniaxial and cubic magnetocrystalline anisotropies as the Ga composition

is altered. In this section, I have described and analysed both the crystalline

and non-crystalline contributions towards the AMR from the magneto-transport

measurements carried out on thin films with varying Ga concentration.

The magneto-transport measurements for measuring the AMR were done by

aligning the union jack device mounted on a non-magnetic header in a saturating

magnetic field of 0.3 T such that the magnetic field was in the plane of the sample.

The longitudinal and transverse voltages were collected as a function of the angle

of the saturating magnetic field. Figure 6.1 (a) to (d) shows an example of

longitudinal AMR as a function of angle between the sample and the magnetic

field with respect to the [110] crystal direction for sample S534 obtained when

a constant dc current of 1 mA passed along different crystalline directions. The

AMR is calculated by dividing the voltages recorded from the magneto-transport

measurements with the constant dc current being supplied. The measurements

were recorded in 5◦ intervals as the relative orientation between the magnetic

field and the sample is being changed. The data points represented in figure 6.1

(a) to (d) have been normalised. This involved finding the average value of ρxx,

subtracting it from each data point and then dividing each data point with the

average ρxx value.

120



- 1 0 0 - 5 0 0 5 0 1 0 0 1 5 0 2 0 0 2 5 0- 0 . 3

- 0 . 2

- 0 . 1

0 . 0

0 . 1

0 . 2

0 . 3

∆ρ
xx/

ρ a
ve

(%
)

 

 

ψ

 [ 1 1 0 ]

(a)

- 1 0 0 - 5 0 0 5 0 1 0 0 1 5 0 2 0 0 2 5 0- 0 . 3

- 0 . 2

- 0 . 1

0 . 0

0 . 1

0 . 2

0 . 3

∆ρ
xx/

ρ a
ve

(%
)

 

 

ψ

 [ 1 1 0 ]

(b)

- 1 0 0 - 5 0 0 5 0 1 0 0 1 5 0 2 0 0 2 5 0- 0 . 0 8
- 0 . 0 6
- 0 . 0 4
- 0 . 0 2
0 . 0 0
0 . 0 2
0 . 0 4
0 . 0 6
0 . 0 8

∆ρ
xx/

ρ a
ve

(%
)

  

 

 [ 1 0 0 ]

ψ

(c)

- 1 0 0 - 5 0 0 5 0 1 0 0 1 5 0 2 0 0 2 5 0- 0 . 0 8
- 0 . 0 6
- 0 . 0 4
- 0 . 0 2
0 . 0 0
0 . 0 2
0 . 0 4
0 . 0 6
0 . 0 8

∆ρ
xx/

ρ a
ve

(%
)

 

 

ψ

 [ 0 1 0 ]

(d)

Figure 6.1: Longitudinal AMR for sample S534 along the crystalline direction (a)

[11̄0] (b) [110] (c) [100] and (d) [010]. A constant dc current of 1 mA is passed

along different crystal direction. ψ is the angle between the magnetisation and

uniaxial easy axis [110].

As discussed earlier in section 2.5.3, for ferromagnetic materials which have an

ordered crystalline structure, the AMR is largely a function of the angle between

the crystalline axes and the magnetisation. Hence, the AMR obtained for the

samples discussed in this thesis comprises of two parts, the crystalline AMR due

to the crystallographic structure of the material and the non-crystalline AMR

due to the lowering of symmetry due to the current along certain specific di-

rection. In order to extract each crystalline and non-crystalline contributions

individually accounting for the various allowed symmetries of the observed AMR

a more detailed approach is required which was adapted from reference [188]. In

the impressive work of reference [188], four different contributions CC , CU , CI ,

CI,C to AMR in (Ga,Mn)As were individually identified. Each component has a

unique symmetry that depends on the magnetisation orientation with respect to
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the current direction and the crystalline axes. The form of AMR in an anisotropic

single-crystal ferromagnetic sample is given as,

∆ρxx
ρave

= CI cos 2Φ + CU cos 2ψ + CC cos 4ψ + CI,C cos (4ψ − 2Φ)

∆ρxy
ρave

= CI sin 2Φ + CI,C sin (4ψ − 2Φ)

(6.1)

where ∆ρxx = ρxx − ρave, ρave is the average value of the resistivity ρxx for the

magnetisation rotated 360◦ in the plane of the sample, CI is the non-crystalline

coefficient, CU is the uniaxial crystalline coefficient, CC is the cubic crystalline

coefficient, CI,C is the crossed non-crystalline and cubic crystalline coefficient, Φ

is the angle between the current and the magnetisation in the plane of the sample,

and ψ is the angle between the magnetisation and uniaxial easy axis [110].

In order to extract the different AMR coefficients mentioned in equation 6.1,

we consider the magnetisation rotation magneto-transport experiment discussed

in section 3.2.6. A constant dc current is supplied along a specific crystal direc-

tion, thus defining Φ. An in-plane saturated rotating magnetic field is provided.

The magnetic field is rotated in steps of 5◦ and the respective longitudinal and

transverse resistances were measured.

For current along crystalline axis [110], Φ = ψ;

AMRxx,[110] =
∆ρxx
ρave

= CI cos 2ψ + CU cos 2ψ + CC cos 4ψ + CI,C cos 2ψ

AMRxy,[110] =
∆ρxy
ρave

= CI sin 2ψ − CI,C sin 2ψ

(6.2)

For current along crystalline axis [11̄0], Φ = ψ + π
2
;

AMRxx,[11̄0] =
∆ρxx
ρave

= −CI cos 2ψ + CU cos 2ψ + CC cos 4ψ − CI,C cos 2ψ

AMRxy,[11̄0] =
∆ρxy
ρave

= −CI sin 2ψ + CI,C sin 2ψ

(6.3)
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For current along crystalline axis [100], Φ = ψ + π
4
;

AMRxx,[100] =
∆ρxx
ρave

= −CI sin 2ψ + CU cos 2ψ + CC cos 4ψ + CI,C sin 2ψ

AMRxy,[100] =
∆ρxy
ρave

= CI cos 2ψ + CI,C cos 2ψ

(6.4)

For current along crystalline axis [010], Φ = ψ − π
4
;

AMRxx,[010] =
∆ρxx
ρave

= CI sin 2ψ + CU cos 2ψ + CC cos 4ψ − CI,C sin 2ψ

AMRxy,[010] =
∆ρxy
ρave

= −CI cos 2ψ − CI,C cos 2ψ

(6.5)

Combining the above four longitudinal AMR equations along various crystal-

lographic directions cancels out certain coefficients from each equation due to

symmetry, such as:

AMRxx,[110] + AMRxx,[11̄0]

2
= CU cos 2ψ + CC cos 4ψ

AMRxx,[100] + AMRxx,[010]

2
= CU cos 2ψ + CC cos 4ψ

AMRxx,[110] − AMRxx,[11̄0]

2
= CI cos 2ψ + CI,C cos 2ψ

AMRxx,[100] − AMRxx,[010]

2
= −CI sin 2ψ + CI,C sin 2ψ

(6.6)

Figure 6.2 (a) shows the overlap of AMR graph along [110] direction to the

graph along [11̄0] direction such that the non-crystalline terms drop out by sym-

metry and just the crystalline components are left for fitting. The red points

represent the AMR along [110] direction, and the black points represent the

AMR along [11̄0] direction. Similarly, in figure 6.2 (b) shows how the AMR along

[100] and [010] cancels out to give the crystalline components. The blue points

represent the graph along [100] direction, and the dark green points represent the

graph along [010] direction. The measured AMR ratios also show a difference

more than one order of magnitude for different current directions. In single crys-

talline ferromagnetic systems, the AMR is related to both the direction of the
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magnetisation and the orientation of the current with respect to the crystal axes

[211–214]. As a result, the AMR in single crystalline films deviates from the reg-

ular cos 2Φ dependence, particularly an additional four-fold symmetry could be

observed as a result of the spin-orbit coupling, which reflects the effect of the crys-

talline axes. By combining and fitting the experimentally obtained longitudinal

AMR data with equations 6.6 yields the respective AMR coefficients.
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Figure 6.2: Shows the overlap the longitudinal AMR graphs along the crystalline

direction such that the non-crystalline terms drop out of symmetry. (a) Overlap of

longitudinal AMR for sample S534 along [11̄0] and [110] crystallographic direction

(b) overlap of longitudinal AMR along [100] and [010] crystal direction.

Figure 6.3 shows an example of fitting of the combined experimental data

with equation 6.6 for sample S534. The legend on the graphs represent the

crystal directions which were considered to determine experimental data points

for fitting. As presented earlier the data points along different crystal direction

were added or subtracted to satisfy equation 6.6. The black solid points represent

the experimental data, and the red line represents the fitting. Figure 6.3 (a) and

(c) are dependent on both cos2ψ and cos 4ψ therefore, the fitting to these curves

had two independent parameters. Figure 6.3 (b) and (d) is dependent only on

cos2ψ therefore, the fitting to these curves had only one independent parameter

which gives a combination of two linear equation for CI and CI,C coefficients. CI

and CI,C were was then extracted by solving these equations.
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Figure 6.3: Shows the fitting to the longitudinal AMR data of sample S534 using

the method described in the above section. (a) and (c) depends on cos 2ψ and

cos 4ψ and gives the crystalline components CC and CU . (b) and (d) depends on

cos 2ψ and gives the non-crystalline components CI and CI,C .
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The origin of the dependence of electric resistance of magnetic metals on

the direction of magnetisation is often associated with the interplay between the

spin-orbit interaction and the magnetisation. The AMR of a crystalline material

has various contributions which are each associated with different symmetries.

The crystalline terms associated with the AMR are due to the band warping ef-

fects which reflect the underlying crystal symmetry [188, 215]. Hence, the trend

observed for crystalline anisotropies for samples with varying Ga concentration

can be compared with the pattern for the crystalline coefficients obtained from

magneto-transport measurements. Figure 6.4 (a) and (b) shows the cubic crys-

talline coefficient (CC) obtained from the magneto-transport measurements and

the cubic anisotropy constant obtained from the SQUID magnetometry measure-

ments up to Ga concentration of 18%, respectively. Above 18% Ga, the mag-

netocrystalline anisotropy coefficients were zero within experimental uncertainty.

The inset in figure 6.4 shows the cubic crystalline coefficients for all the samples

discussed in table 3.1. By comparing both the graphs, it can be observed that

the cubic magnetocrystalline coefficients and magnetocrystalline anisotropy con-

stants follow a similar pattern. The cubic magnetocrystalline coefficient decreases

as the Ga concentration is increased as expected. From the XRD measurements

in section 4.2.1 we observe that the crystal quality reduces with the increase in

the Ga concentration, comparing the data with the cubic crystalline coefficient

it can be concluded that the cubic magnetocrystalline AMR coefficient reduces

with the reduction in the crystal quality.

Similarly, figure 6.5 (a) and (b) shows the uniaxial crystalline coefficient (CU)

obtained from the magneto-transport measurements and the uniaxial anisotropy

constant obtained from the SQUID magnetometry measurements, respectively.

The inset in figure 6.5 shows the uniaxial crystalline coefficients for all the samples

discussed in table 3.1 excluding sample S535. The uniaxial crystalline coefficient

replicates the pattern followed by the uniaxial anisotropy constant with change

in Ga concentration. As the Ga concentration is increased in Galfenol thin films,

the uniaxial crystalline coefficient increases and then saturates.
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Figure 6.4: Shows comparison of the (a) cubic magnetocrystalline coefficient

(CC) obtained by fitting to the longitudinal AMR and (b) the cubic crystalline

anisotropy constants (KC) for samples with varying Ga concentration. The inset

in (a) shows the cubic crystalline coefficient for all samples discussed in table 3.1

except sample S535.
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Figure 6.5: Shows comparison of the (a) uniaxial crystalline coefficient (CU)

obtained by fitting to the longitudinal AMR and (b) the uniaxial crystalline

anisotropy constants (KU) for samples with varying Ga concentration. The inset

in (a) shows the uniaxial crystalline coefficient for all samples discussed in table

3.1 except sample S535.
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Non-crystalline AMR is governed only by the angle between the magnetisation

and the current contradictory to the crystalline AMR which is governed by the

orientation with respect to the crystallographic axes. Non-crystalline component

of the AMR arises from the breaking of the symmetry by choosing a specific

current direction and spin-orbit interaction. In reference, [216], the underline

physical mechanism of the non-crystalline AMR was presented. Non-crystalline

AMR is ruled by a mechanism in which anisotropic Fermi velocities occur because

of the distortion of Fermi surfaces from the spherical shape therefore, indicating

an anisotropic scattering rate. This can happen either due to anisotropic wave

function or anisotropic scatterers. The magnetisation thus induces a magneto-

transport anisotropy via the spin-orbit interaction present at the group velocities

of the exchange-split Fermi surfaces. Figure 6.6 (a) and (b) shows the non-

crystalline coefficient (CI) and the coefficient due to the crossing between the

crystalline and non-crystalline contribution (CI,C) towards AMR respectively.

The inset in both the graphs presents the values of the coefficients for all the

samples discussed in table 3.1 excluding sample S535. This was done to have

consistency in the representation of the data. As can be seen from the graph 6.6

(a), as the Ga concentration increases the non-crystalline coefficient (CI) increases

as well. Figure 6.6 (b) represents the cross term (CI,C), it decreases with the

increase in Ga concentration. There is a significant contribution from the crossed

cubic crystalline/non-crystalline term towards the AMR. These effects are due

to the interplay of the crystalline and non-crystalline components. The errors

on these measurements are reasonably small indicating that the measurements

are reliable. In section 4.2.1, it has been already established that crystal quality

reduces over the addition of Ga impurities. In contrary to the observation of the

CC , the CI increases with the increase in the Ga concentration, establishing the

fact the resistance increases with increase in the impurities.

For the isotropic samples, CU is a non-zero value, however smaller than those

compared with the CU value for the anisotropic samples. Since uniaxial crystalline

coefficient (CU) gets its contribution from the uniaxial anisotropy, which is an

interface phenomenon, therefore, its impact reduces for isotropic samples but

never entirely drops down to zero. Cubic crystalline coefficient (CC) however
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drops down to zero within experimental error for isotropic samples because of

the loss in crystallinity due to the increase in Ga concentration. This could be

reconfirmed from the XRD measurements in section 4.2.1 where the crystallinity

of the samples decreased with the increase in Ga concentration, and the isotropic

samples did not show any sample peak. CI gives a non-zero value and CI,C drops

down to zero within experimental error respectively for the isotropic samples.

From figure 6.6, the longitudinal AMR is dominated by the non-crystalline

cos 2φ and sin 2φ part, being of the order of magnitude higher than the crys-

talline contribution of cos 4φ from cubic anisotropy. CI and CI,C are of a similar

magnitude.
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Figure 6.6: Shows the non-crystalline coefficients (a) CI and the cross-term (b)

CI,C . The inset shows the non-crystalline coefficients for all samples discussed

in table 3.1 except sample S535.
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6.2 Magneto-transport measurements of Fe79Ga21

thin films with varying film thickness

Magneto-transport measurements were performed at room temperature on Fe79Ga21

thin films with increasing film thickness varying between 5 nm to 95 nm grown on

GaAs(001) substrates. The extracted crystalline AMR coefficients for the sam-

ples were then compared with the pattern followed by the anisotropy constants

extracted from the SQUID magnetometry measurement.

Figure 6.7 shows an example of fitting of the combined experimental data

with equation 6.6 for sample S643 (7.5 nm). The black solid points represent the

experimental data, and the red line represents the fitting. Graphs 6.7 (b) and

(d) gives a combination of two linear equation for CI and CI,C coefficients, which

was then extracted by solving the equations.

Figure 6.8 (a) and (b) shows the cubic magnetocrystalline coefficient (CC)

obtained from the magneto-transport measurements and the cubic anisotropy

constant obtained from the SQUID magnetometry measurements, respectively.

By analysing both the graphs, it was observed that both the graphs have a re-

sembling pattern. The cubic crystalline AMR coefficient increases eventually

saturating with the increase in the film thickness. In section 4.2.2, the XRD

measurements revealed that the clarity of sample peak increases with an increase

in the film thickness, indicating an increase in the crystal quality. This is then

reflected in the crystalline AMR coefficients observed for the films. Crystalline

AMR increases with an increase in crystal quality.

Likewise, the analysis for uniaxial crystalline AMR coefficient (CU) is shown in

figure 6.9 (a) and figure 6.9 (b)shows the uniaxial anisotropy constant obtained

from the SQUID magnetometry measurements for the purpose of comparison.

The uniaxial crystalline AMR coefficient replicates the pattern followed by the

uniaxial anisotropy constant with change in film thickness. As the film thickness

is increased in Galfenol thin films, the uniaxial crystalline AMR coefficient de-

creases first, but as the film continues to increase to 30 nm and above the uniaxial

crystalline coefficient starts increasing again.
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Figure 6.7: Shows the fitting to the longitudinal AMR data of sample S643

(7.5 nm) using the method described in the above section. (a) and (c) depends

on cos 2ψ and cos 4ψ and gives the crystalline components CC and CU . (b) and

(d) depends on cos 2ψ and gives the non-crystalline components CI and CI,C .
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Figure 6.8: Shows comparison of the (a) cubic magnetocrystalline coefficient

(CC) obtained by fitting to the longitudinal AMR and (b) the cubic crystalline

anisotropy constants (KC) for samples with varying film thickness.
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Figure 6.9: Shows comparison of the (a) uniaxial crystalline AMR coefficient

(CU) obtained by fitting to the longitudinal AMR and (b) the uniaxial crystalline

anisotropy constants (KU) for samples with varying film thickness.

Figure 6.10 (a) and (b) shows the non-crystalline coefficient (CI) and the

coefficient due to the crossing between the crystalline and non-crystalline contri-

bution (CI,C) towards AMR respectively. As seen in the graph 6.10 (a), as the

film thickness increases the non-crystalline coefficient increases as well but starts

dropping as the film thickness gets to 56.5 nm and above. It is not possible to

accurately identify the film thickness from which the coefficient starts decreasing

due to lack of data between the film thickness of 30 nm and 56.5 nm. It was ex-

pected that thicker films will have higher non-crystalline AMR coefficient, which

was the case for 30 nm thick sample, however it started decreasing after that,

to establish a concrete answer more films with thickness in between 30 nm and

95 nm is required. Figure 6.10 (b) represents the cross term (CI,C), it decreases

with the increase in the film thickness with the exception for sample S645 with

the film thickness of 95 nm.
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Figure 6.10: Shows the non-crystalline coefficients (a) CI and the cross-term (b)

CI,C for samples with varying film thickness.

For Fe/GaAs(001) thin films in reference [211] have concluded that the AMR

depends on the crystallographic direction of the current flow from there observa-

tions. The longitudinal resistivity (ρxx) for Fe/GaAs(110) thin films showed the

largest difference between 0◦ and 90◦ which clearly agrees with what we have ob-

served [212]. A systematic AMR study of five Fe/GaAs(110) films with thickness

varying between 9 nm to 20 nm was done to extract the anisotropy constants using

a first-order magnetisation-reorientation phase transition [217]. The increasing

trend observed with the increase in film thickness for the cubic anisotropy con-

stant agrees within reasonable boundaries of error with the trend observed for

the samples discussed in this section. However, the uniaxial anisotropy constant

increases with the increase in the film thickness in reference [217] disagreeing with

the trend observed for the samples discussed in this section. The uniaxial crys-

talline coefficient decreases with the increase in the film thickness up to 20 nm

and then starts increasing, since uniaxial anisotropy is an interface phenomenon

a conclusive answer was difficult to draw.

6.3 Summary

This chapter presented measurements, analysis, and discussion of AMR in sput-

tered Galfenol thin films on GaAs(001) substrates, with varying Ga concentration

as well as varying film thickness. Previous studies have shown that ferromagnetic

materials not only have a non-crystalline AMR contribution that varies with the
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angle between the magnetisation and current direction but also have crystalline

AMR contributions that vary with the angle between magnetisation and crys-

talline axes that can be of considerable size. The motivation behind the study

in this chapter was to understand the origins of the different AMR contributions

and observe how they change with Ga concentration and film thickness as well

as compare the trend with that concluded from SQUID magnetometry measure-

ments.

The non-crystalline part comes from the lowering of the symmetry by imposing

a current direction. The crystalline contributions have two parts one due to

the cubic anisotropy along [100] and [010] directions and a uniaxial anisotropy

along [110] direction. Union jacks were fabricated on the thin films such that

current can be passed along the [100], [010], [110] and [11̄0] crystallographic axes

and the different AMR coefficients were extracted through magneto-transport

measurements.

For both set of samples the non-crystalline component dominates the AMR.

The cubic and uniaxial AMR coefficients for both the groups of samples tend

to follow a similar trend as observed for the cubic and uniaxial anisotropies ob-

tained from the SQUID magnetometry measurements within reasonable bound-

aries. The striking similarity is because the crystalline AMR contribution is due

to the underlying crystal symmetry.
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Chapter 7

Dynamic properties of Fe100−xGax

thin films with varying Ga

concentration investigated by

ferromagnetic resonance

In this chapter, the ferromagnetic resonance (FMR) measurements and the anal-

ysis conducted to obtain the magnetic parameters as a consequence of altering

the Ga concentration in the samples is discussed. The FMR experiments were

performed by Ms L. Clark under the supervision of Dr S. Cavill at the University

of York, UK.

7.1 Magnetic anisotropy constants

The FMR experiments were performed using the vector network analyser based

FMR set-up to investigate the magnetic static and dynamic properties of the

samples with varying Ga concentration, as discussed in the previous sections.

The magnetic field was applied between 0 T to 0.3 T at microwave frequencies

ranging from 0 GHz to 20 GHz along different in-plane direction as the magnetic

field is being rotated in steps of 5◦ with respect to the transmission axis parallel

to the [110] crystallographic direction.

Sweeping the frequency across, the resonance frequency in a fixed magnetic
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field gives rise to a characteristic Lorentzian absorption peak, as observed in

figure 7.1. A coplanar waveplate (CPW) will have some losses as a function of

the frequency, therefore the baseline of these measurements are usually not flat.

This is then compensated by forcing the resonance to high frequencies beyond

the VNA measurement range and recording the background or reference signal

and subtracting it from the experimental data to flatten the baseline.

1 2 1 3 1 4 1 5 1 6 1 7
- 0 . 5

- 0 . 4

- 0 . 3

- 0 . 2

- 0 . 1

0 . 0

0 . 1

∆ fS 21
(dB
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f r e s

Figure 7.1: Shows a typical VNA-FMR linescan of S21 as a function of the applied

frequency at a fixed magnetic field of 0.15 T for sample S536 along [110] direction

with the baseline already been removed. The resonance frequency, fres is given

by the trough centre and the frequency linewidth, ∆f given by the half-width at

half maximum of the trough.

In order to extract the anisotropy constants, the resonance frequency at dif-

ferent azimuthal angles when a constant in-plane external field was applied were

extracted for each sample from the S21 spectra (eq. 3.6). This was achieved by

extracting line scans from the 2D array at a fixed field, then plotting the in-

tensity data as a function of frequency and fitting the resulting absorption dip

using an asymmetric Lorentzian function, given by equation 7.1. An asymmetric

Lorentzian fit is appropriate since in a practical system, asymmetry can arise as

a result of the coupling between the sample and the waveguide giving rise to the
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mixing between the real and the imaginary susceptibility components [218, 219].

χ
′
sinαi + χ

′′
cosαi = A

∆f cosαi + (f − fres) sinαi

∆f 2 + (f − fres)2 +B (7.1)

where χ′ and χ′′ are the real and imaginary components of the AC susceptibility

respectively, αi is the mixing angle between the absorptive and dispersive compo-

nents of the FMR signal, A and B are constants, ∆f is the frequency linewidth

given by the half-width at half maximum (HWHM) of the absorption lineshape,

f is the applied frequency in GHz, and fres is the resonance frequency in GHz.

By fitting the lineshape using the equation 7.1, resonance frequency(fr) and

linewidth can be extracted at a particular applied magnetic field. The magnetic

parameters discussed in this thesis were extracted at the saturating applied mag-

netic field of 0.15 T, to ensure that all the magnetic moments are saturated along

the direction of the applied magnetic field and all of them were resonating. From

the asymmetric Lorentzian fit, as shown in figure 7.1, the resonance frequency is

the trough, and the frequency linewidth is given by the half-width at half maxi-

mum of the trough. Example fitting of the lineshape using equation 7.1 is shown

in figure 7.2. It shows FMR spectra along four different crystallographic direc-

tions [010], [100], [110], and [11̄0] at a fixed external magnetic field of 0.15 T for

sample S536. The blue solid circle is the experimental data obtained from the

FMR experiment, and the red coloured solid line is the asymmetric Lorentzian

fit. During the FMR experiment, the [110] crystal direction of the sample was

held parallel to the transmission axis for the first measurement and the sample

was then rotated away from the transmission axis in steps of 5◦ to ± 90◦ to cover

all possible crystallographic directions. Therefore as seen in figure 7.2, the FMR

spectra along [110] direction have better signal to noise ratio in comparison to

the other crystal directions. This ambiguity was introduced by the experimental

set-up and cannot be improved by external factors.
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Figure 7.2: FMR spectra for sample S536 at 0.15 T along different crystallographic

direction (a)[010], (b)[100], (c)[110] and (d)[11̄0]. The lineshape is fitted using

the asymmetric Lorentzian function to extract the resonance frequency. The solid

blue points represent the experimental data, and the solid red line represents the

fitting. The signal to noise ratio is better along the [110] direction since the sample

was kept parallel to the transmission axis during the measurement along [110], as

the angle deviates from the transmission axis the noise increases. Therefore, the

FMR spectra along [11̄0] doesn’t give a clear Lorentzian absorption peak hence

the fitting was not possible along the [11̄0] crystal direction.

The extraction of the resonance frequency, fres, as a function of the azimuthal

angle, φM , facilitates the extraction of the in-plane anisotropy constants, Ku and

Kc. For the samples with varying Ga composition, the values of the resonance

frequency at different azimuthal angles achieved by rotating the sample in steps

of 5◦ at a fixed magnetic field value of 0.15 T and the transmission axis only

being parallel to the magnetic field for the measurement along [110] direction

corresponding to 45◦ in the figure, were extracted and are shown in figure 7.3
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(a) to (g). For samples with Ga concentration 20 % and higher, no anisotropy

could be detected within the level of uncertainty allowed by the noise; therefore

the FMR measurements for these samples have been excluded from any further

analysis.

In figure 7.3, the peaks at 0◦ and 90◦ are represented by the [010] and

[100] crystal direction and the troughs at −45◦, 45◦ and 135◦ are represented

by [1̄10], [110] and [11̄0] respectively. There is a slight difference between the

resonance frequency along [110] direction and [1̄10], [11̄0] direction due to the

uniaxial anisotropy present in the thin film. From the resonance frequency ver-

sus azimuthal angle plots, it can be observed that the epitaxially grown samples

of Fe100−xGax on GaAs with varying Ga concentration shows a four-fold cubic

anisotropy along the easy axis and two-fold uniaxial anisotropy along [110] agree-

ing with the conclusion from section 5.1.

In order to extract the anisotropy constants and the saturation magnetisation,

the resonance frequency extracted from the experimental data was fitted using

the equation 7.2, previously discussed in section 3.3.2.(
ωres
γ

)2

= [HextMs cos(φH − φM)

−Hu cos2(φM − φ0) +
1

2
Hc cos2 2θM + 4πMs]

× [Hext cos(φH − φM)

−Hu cos 2(φM − φ0) +Hc cos 4φM ]

(7.2)

where ωres is the angular resonance frequency, Hext is the external applied mag-

netic field, Ms is the saturation magnetisation, θM is the polar angle, φM is the

azimuthal angle, Hu = 2Ku/Ms is the uniaxial anisotropy field, φ0 is the angle

between in-plane uniaxial easy axis, and the cubic easy axis and Hc = 2Kc/Ms

is the cubic anisotropy field. The resonance frequency variation with respect to

the azimuthal angle for all the samples were fitted with the above equation 7.2

using the sum of least squares method, with the anisotropy fields and the satu-

ration magnetisation constant as the free parameters. The fit to the resonance

frequency at 0.15 T is represented by the red solid line and the resonance fre-

quency extracted from the experimental data is represented by the blue points in

figure 7.3 (a) to (g).
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Figure 7.3: Fit to the angular resonance frequency at 0.15 T for the samples

with varying Ga composition discussed in table 3.1. The resonance frequency

extracted from the experimental data is represented by the blue points, and the

solid red line represents the simulated fit to the experimental data. Anisotropy

constants, Ku and Kc, as well as saturation magnetisation, Ms, were extracted

from the fitting.
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Table 7.1 enumerates the calculated values of the magnetic anisotropy con-

stants, Ku and Kc, and the saturation magnetisation, Ms, along with the asso-

ciated errors calculated by fitting the experimental data with the mathematical

model as described above.

Sample

name

% Ga Kc

(kJ/m3)

Ku

(kJ/m3)

Ms

(×106Am−1)

S532 18 20.5±0.5 6.3±0.5 1.5±0.1

S533 15 20.4±0.5 1.8±0.0 1.5±0.1

S534 14 35.7±0.7 5.9±0.1 1.6±0.2

S536 10 44.7±0.8 4.4±0.5 1.7±0.1

S537 9 43.4±0.8 4.4±0.0 1.7±0.2

S538 7 45.8±1.7 2.6± 0.0 1.8±0.4

Table 7.1: Extracted values of the cubic and uniaxial magnetocrystalline

anisotropy constant in kJ/m3 for Fe100−xGax thin films. Extracted values of the

saturation magnetisation are in Am−1. The values were determined by fitting nu-

merically simulated data with the experimental data obtained from ferromagnetic

resonance experiment.

The magnetocrystalline anisotropies and the saturation magnetisation ex-

tracted by fitting the resonance frequency obtained from the FMR experiment

with the mathematical model is compared with anisotropies and saturation mag-

netisation obtained from the SQUID experiment discussed in section 5.1. Figure

7.4 (a) and (b) gives a graphical comparison between the cubic and uniaxial con-

stants extracted from FMR measurement and SQUID magnetometry. The blue

triangular points represent the values extracted from FMR measurements, and

the red points represent the values from the SQUID magnetometry. The values

of the uniaxial and cubic anisotropies extracted from the SQUID magnetometry

measurements discussed in section 5.1 substantiates the values obtained using

ferromagnetic resonance experiment measurements within the boundaries of rea-

sonable error. The error bars on the FMR measurements are reasonably small,

indicating that the pattern observed for the cubic and uniaxial magnetocrystalline
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constant values as the Ga concentration is varied are reliable. As the Ga concen-

tration is increased the cubic anisotropy decreases eventually becoming entirely

isotropic. Whereas, the uniaxial anisotropy constant increases with increase in

Ga concentration.

Figure 7.4 (c) gives a graphical comparison between the saturation magneti-

sation extracted from FMR measurement and SQUID magnetometry. The satu-

ration magnetisation decreases with the increase in Ga concentration. This trend

agreed with previously observed trend for bulk Galfenol as well as polycrystalline

thin films [220]. The saturation magnetisation values for SQUID magnetometry

measurement are systematically lower than the values extracted from the FMR

measurement. The reasonably smaller error bars on the saturation magnetisation

extracted from the mathematical fitting of the resonance frequency indicates that

this pattern is not imprecision in the fitting method and the pattern observed is

reliable. In case of SQUID magnetometry since the saturation magnetisation is

calculated using the volume of the sample, there is a possibility that the regions

near the interfaces with the substrate (GaAs) and capping layer (Cr) may not

be magnetic. This non-magnetic layer near the interfaces may be assumed to be

within 0.5-2.0 nm. Hence, the SQUID measurements would systematically un-

derestimate the magnetisation by ≈ 5-20%. Therefore, these process might have

introduced a systematic error in the saturation magnetisation obtained from the

SQUID measurements. Therefore, the numbers from the SQUID could be in-

creased by 5% to account for a possible magnetically dead layer at the GaAs/FeGa

interface. Figure 7.4 (d) shows the dead layer present near the interfaces.

In a study on epitaxial thin films of Fe-Ga grown on GaAs(001) using molec-

ular beam epitaxy, the saturation magnetisation decreased from 1371 to 1105

kA/m with increasing Ga concentration from 10.5 to 24.3 % at room tempera-

ture [221]. Similar decreasing trend in saturation magnetisation was observed for

our samples as well. Kellogg et al. reported a saturation magnetisation of 1265

kA/m for single crystal Fe81Ga19 [222]. A saturation magnetisation of 765 kA/m

in the Fe75Ga25 thin film on GaAs (001) was observed by Erve et al [223].
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Figure 7.4: Shows a comparison between the magnetic parameters extracted from

FMR measurements and SQUID magnetometry (a) cubic anisotropy constant,

(b) uniaxial anisotropy constant, and (c) saturation magnetisation. The blue

triangular points represent the values extracted from FMR measurements, and

the red points represent the values from the SQUID magnetometry. Figure (d)

shows the non-magnetic dead layer near the interfaces.
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7.2 Dynamic parameters

In order to understand and investigate the magnetisation dynamics in ferromag-

netic thin films, the regularly used parameter is the field linewidth. The field

linewidth (∆H) of the ferromagnetic resonance can be linked to the magnetic

damping in the sample, hence extracting ∆H from the lineshape as a function of

the rf frequency, the damping within the system can be quantified. This gives in-

sight into different spin relaxation and scattering processes involved in a magnetic

system exposed to varying rf signal in a magnetic film.

∆H can be extracted using the same procedure described in section 7.1. This

is achieved by extracting lineshape at a fixed frequency, then plotting the inten-

sity data as a function of field and fitting the absorption dip to the asymmetric

Lorentzian. Figure 7.5 shows an example of the asymmetric Lorentzian fit to the

resonance dip at 15 GHz. The blue points represent the experimental data, and

the red line represents the Lorentzian fitting. The half-width at half maximum

of the absorption lineshape gives ∆H.

0 . 1 2 0 . 1 4 0 . 1 6 0 . 1 8 0 . 2 0- 0 . 5

- 0 . 4

- 0 . 3

- 0 . 2

- 0 . 1

0 . 0
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M a g n e t i c  F i e l d  ( T )

H r

∆ H

Figure 7.5: FMR spectra for sample S536 at 15 GHz along [110] crystallographic

direction. The lineshape is fitted using the asymmetric Lorentzian function to

extract the resonance frequency. The solid blue points represent the experimental

data, and the solid red line represents the fitting.
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For the purpose of extracting the damping in the system, the linewidths were

extracted as a function of frequency. Assuming the relationship between the field

linewidth and frequency is linear, fitting the data to equation 7.3 discussed in

section 3.3.2 yields the Gilbert damping parameter (α) as well as the extrinsic

damping parameter (∆H0). Otherwise, if the trend has a curvature, the two-

magnon scattering parameter can be included to quantify the dominant damping

mechanism. The field linewidth is given by;

∆H = ∆H0 +
2αωres
γ

1

cos (φH − φM)
(7.3)

where φH is the angle between the applied magnetic field and the easy axis of the

sample, φM is the azimuthal angle. However, since a high saturating magnetic

field is applied during FMR measurements, φH and φM are assumed to be in the

same direction; therefore, cos (φH − φM) becomes 1.

The linewidths determined from the Lorentzian fits at varying rf frequency

for all the samples along [110] have been shown in figure 7.6 (a) to (f). In the

plots, the blue solid points represent the experimentally extracted linewidth, and

the red lines represent the fitting. The linewidths were extracted only along the

[110] crystal direction. Since the transmission line was parallel to [110] direction,

the extracted linewidths had the best signal to noise ratio in comparison to the

other crystal direction. The fitting was done for rf frequencies 10 GHz and higher

frequencies up to which it gave the best signal to noise ratio. Linear fit using

equation 7.3 seems to be the most suitable option for fitting to the experimental

data with the exception of S538 sample. The fit to figure 7.6 (b) to (f) seems

reasonable within the boundaries of error.
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Figure 7.6: Field linewidth for samples with magnetic field along [110] direction.

The experimental values are represented by the blue solid points, and the fitting

is represented by the red lines. The Gilbert damping and the extrinsic damping

are obtained from the fit.
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The linear fits to the experimental field linewidths yield the intrinsic damping

parameter (Gilbert damping) as well as the extrinsic damping parameter. Table

7.2 gives the intrinsic and extrinsic damping parameters along with the associated

errors for all the anisotropic samples with varying Ga composition discussed in

this thesis.

Sample

name

% Ga Gilbert

damping

(×10−3)

Extrinsic

damping

(×10−3 T)

S532 18 11.7±1.0 1.7±0.4

S533 15 23.8±5.4 3.8±2.6

S534 14 9.2±1.0 0.8±0.5

S536 10 8.7±0.5 -0.01±0.2

S537 9 8.7±1.1 0.6±0.5

S538 7 6.2±1.6 1.3± 0.8

Table 7.2: Table showing the extracted values of the intrinsic damping or Gilbert

damping and the extrinsic damping by fitting the field linewidth with the math-

ematical model for the samples with varying Ga composition.

Typically, the Gilbert damping for Fe is ≈ 0.002 [224], and the Gilbert damp-

ing for epitaxial Fe81Ga19 has been reported previously as 0.017 [2]. Phenomeno-

logically, the damping term exists to bring the system to equilibrium; hence

the value of α determines how quickly or slowly a system will attain equilibrium.

Therefore, measuring the damping within a material is critical to be used in prac-

tical spintronic based devices. The Gilbert damping parameter for sample S532

(Fe82Ga18) is comparable to what was reported previously within the reasonable

boundaries of error.
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Figure 7.7: Shows the values of the intrinsic or Gilbert damping obtained by

fitting the field linewidth with the mathematical model as a function of Ga con-

centration. The inset shows the plot when S533 is included and was removed from

the main graph purely to show a clear trend as plotted against Ga concentration.

Figure 7.7 shows the plot of Gilbert damping as a function of Ga concentration

extracted by fitting the field linewidth. As the Ga concentration increases, the

Gilbert damping gradually increases. It has been previously reported that the

intrinsic damping is affected by the Ga concentration in Galfenol samples, as

the Ga concentration increases the intrinsic damping increases [142]. Since the

Gilbert damping term originates from spin-orbit coupling [171], adding a second

element Ga increases the intrinsic damping. In section 4.2.1 it has already been

established that as the Ga concentration was gradually increased the crystallinity

of the films tend to reduce. As the Ga concentration is increased the ordering

in the films reduces, which is reflected in the increase in the Gilbert damping

parameter. However, the Gilbert damping parameter may also be affected by

surface morphology; therefore, a definitive answer cannot be presumed.
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Figure 7.8: Shows the values of the extrinsic damping obtained by fitting the field

linewidth with the mathematical model as a function of Ga concentration. The

inset shows the plot when S533 is included and was removed from the main graph

to keep a similarity between the extrinsic and intrinsic damping representation.

Figure 7.8 shows the plot of extrinsic damping as a function of Ga concen-

tration given by the intercept of the field linewidth. Extrinsic damping effects

are primarily the outcome of interactions with the structural defects. The ex-

trinsic damping decreases initially up to 10 % Ga concentration after which it

starts increasing. Non-linearity in the damping arises from extrinsic damping

effects, primarily due to two magnon scattering in the sample; however, the field

linewidths mentioned in this thesis were fairly linear; so it can be concluded that

the extrinsic damping is caused by the inhomogeneity within the structure of the

magnetic films.
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Figure 7.9: Field linewidth versus the azimuthal angle for the samples with vary-

ing Ga composition discussed in table 3.1. The field linewidths were extracted

at 15 GHz frequency. Some of the points near to the hard axis [11̄0] are missing

because the linescan S21 was noisy and a fit to the Lorentzian was not possible.

Figure 7.9 shows the plot of the field linewidth as a function of the azimuthal

angle at 15 GHz frequency. The linewidths were extracted by fitting the linescans

to the asymmetric Lorentzian. As reported in reference [165], if the contribution

of Gilbert damping towards the linewidth when plotted as a function of the
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azimuthal angle is considered alone, a linear line parallel to the x-axis is obtained.

Whereas, when the two-magnon scattering was included, the in-plane angular

dependency of the FMR linewidth showed a fourfold symmetry. From figure 7.9,

it clearly shows that the Gilbert mechanism alone is not sufficient to describe the

relaxation within the films, so we can expect to have some two-magnon scattering

contribution as well during the relaxation process. However, since the signal

to noise was low, it was challenging to fit the in-plane angular dependency of

linewidth. Therefore, only the Gilbert damping parameters have been extracted

in the earlier sections, and a conclusive answer towards the two-magnon scattering

could not be drawn.

7.3 Summary

In summary, this chapter examined the static and magnetic properties of Fe100−xGax

thin films grown on GaAs substrates with varying Ga composition discussed in

table 3.1 using the measurements obtained from ferromagnetic resonance experi-

ment. The saturation magnetisation, cubic and uniaxial anisotropy constants ob-

tained from the FMR experiments were compared with the anisotropy constants

and saturation magnetisation obtained from the SQUID magnetometry measure-

ments. The dynamic properties like Gilbert damping and extrinsic damping were

also extracted as a function of Ga concentration.

The static properties were obtained by fitting the resonance frequency as a

function of in-plane angular dependency. The values of the uniaxial and cu-

bic anisotropies extracted from the ferromagnetic resonance experiment verify

the values obtained from the SQUID magnetometry measurements within the

boundaries of reasonable error. The error bars on the FMR measurements are

reasonably small comparing to those obtained from the SQUID magnetometry

measurements. However, the saturation magnetisation values obtained from the

SQUID magnetometry measurement are systematically lower in value than those

extracted from the FMR measurement possibly due to a systematic error intro-

duced during the process of extracting saturation magnetisation from the SQUID

measurements. Gilbert damping and extrinsic damping are the two dynamic
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parameters that were extracted from the field linewidths obtained from the fer-

romagnetic resonance experiment. The Gilbert damping showed an increasing

trend with the increase in the Ga concentration and the extrinsic damping de-

creases initially up to 10 % Ga concentration after which it starts increasing.

There could be a possible contribution from the two-magnon scattering towards

the damping; however, due to poor signal to noise ratio fitting was not possible.

Hence, a conclusive answer could not be drawn.
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Chapter 8

Conclusion

In this thesis, a combination of structural characterisation techniques including

XRD, XRR, XPS and magnetic characterisation techniques including SQUID

magnetometry, ferromagnetic resonance and magneto-transport were employed to

investigate the structural and magnetic properties (both static and dynamic) of

Galfenol thin films deposited using sputter deposition onto GaAs(001) substrates.

These measurements were done for two sets of samples, first by varying the Ga

concentration in 26.20 nm thick Fe100−xGax films with 07 ≤ x ≤ 30, secondly by

varying the film thickness (t) for Fe79Ga21 films between 5 nm ≤ t ≤ 95 nm. The

work presented in this thesis gives a comprehensive study about the structural

and magnetic properties of the epitaxially grown Galfenol thin films.

Chapter 4 began by presenting the fundamental structural characterisation of

the sputtered grown epitaxial thin films of Fe100−xGax with 07 ≤ x ≤ 30. XRR

was used to determine the thickness of the films grown as compared with the

expected thickness from the calibration during the sputtered growth. The actual

thickness estimated from XRR for the samples with varying Ga composition was

systematically slightly higher than what was expected. The interface roughness

between the film and the substrate was below 2 nm for most of the samples, which

was expected from epitaxially grown samples. The density of the samples varied

over the range of samples reaching a maximum of 8.02 ± 0.07 g/cm3 as compared

to the density of Fe (7.83 g/cm3). Next, the XRD was used to determine the

lattice parameter along the growth direction and the crystallite size of the thin

films. The XRD results also showed a good epitaxial and crystalline growth
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for the samples with lower Ga concentration, however with the increase in the

Ga concentration in the thin films the sample peak slowly became insignificant

indicating that the crystallinity reduced with the increase in the impurities. The

final stage of structural properties analysis on these samples was done using XPS

to determine the composition of these films. From analysing two samples with

extreme Ga composition, it was confirmed that the thin films had good agreement

with what was expected.

In Chapter 5, SQUID magnetometry was used to determine the magnetocrys-

talline anisotropy constants of these samples. The samples were found to have cu-

bic magnetic anisotropy along [100]/[010] direction and a weak uniaxial anisotropy

along [110] direction and a hard axis along [11̄0] crystalline direction. For Ga con-

centration up to 18% there is a clear distinction between the axes representing

cubic anisotropy and uniaxial anisotropy. But, for Ga concentration 20% and

above the sample becomes entirely isotropic, which was consistent with the lack

of crystallinity for the higher Ga concentration samples. For lower Ga concen-

tration the hysteresis loops indicated a strong cubic anisotropy along [100]/[010]

direction which reduces with the increase in the Ga concentration, which was

consistent with the values extracted for the cubic anisotropy constant by fitting

the hysteresis loops with the mathematically modelled magnetisation loops. The

uniaxial anisotropy increased initially with the increase in the Ga concentration,

ultimately saturating upon a further increase in Ga concentration. The coercive

field was also determined to have an increasing trend with the increase in Ga

concentration which we attribute to the increased number of pinning sites due to

impurities.

The AMR of these samples were investigated in chapter 6 through field ro-

tation measurement and passing current along the four in-plane crystalline axes.

The AMR was decomposed to four different contributions with corresponding

unique symmetries. The non-crystalline contribution dominates the AMR as

expected for a metallic ferromagnet. The cubic and uniaxial AMR crystalline co-

efficient followed a similar pattern as the magnetocrystalline anisotropy constants

obtained for the samples using the SQUID magnetometry hysteresis loops. For

the samples with Ga concentration above 18%, the magnetocrystalline anisotropy
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coefficients were zero within the experimental uncertainty being consistent with

the disappearing XRD sample peaks.

Chapter 7 presents the dynamic magnetic properties of these samples. FMR

was performed on these samples at different GHz frequencies alongside a field ro-

tation measurement in order to determine the Gilbert damping parameter. The

Gilbert or the intrinsic damping increased with the increase in Ga concentration,

which was consistent with the previously reported pattern. The Gilbert damping

parameter was also comparable to the previously reported value [142]. Although

there could have been a two-magnon scattering contribution to the relaxation

process, it was challenging to perform a fitting on the extracted values due to

low signal to noise ratio. The magnetocrystalline anisotropy coefficients were

also determined by fitting the angular resonance frequency with the mathemat-

ical model. These coefficients were later compared with those obtained using

the SQUID magnetometry. The determined values of both the cubic and uniax-

ial anisotropy were comparable to those previously obtained from the hysteresis

loops. However, the error bars on the values obtained from SQUID magnetometry

were comparatively larger to those from FMR measurement. One of the possible

reason could be an underestimation of the magnetisation due to non-magnetic

interfaces at the substrate and the capping layer.

Similarly, a comprehensive study of the Galfenol films with varying film thick-

ness was studied. Thin films with composition Fe79Ga21 films and thickness (t)

ranging between 5 nm ≤ t ≤ 95 nm were grown on GaAs(001) substrate. In chap-

ter 4, the structural properties of these samples were studied. It began with the

determination of the thickness of these samples using XRR. The thickness of the

thinner samples was close to the expected thickness from the growth. The thick-

ness of the thicker samples deviated from the expected thickness because of the

prolonged deposition conditions. XRD was performed to determine the lattice

parameter along the growth direction and the crystallite size of the films. From

the XRD, the epitaxial and crystalline growth of the samples could be confirmed.

The lattice parameter determined was comparable with the previously reported

value. The sample peak for the thinner samples was not distinguishable because

of the low signal to noise ratio.
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Chapter 5 continued with the determination of the magnetocrystalline anisotropy

constant of the samples using the SQUID magnetometry. All the samples were

found to have cubic magnetic anisotropy favouring the [100]/[010] axes and a

weaker uniaxial anisotropy along [110] crystalline direction. The cubic crystalline

anisotropy increases with the increase in the film thickness with a peak for the

56.5 nm sample, which is in accordant with the sample peaks observed for the

samples using the XRD measurement. The uniaxial anisotropy, on the other

hand, decreased with an increase in the film thickness being the lowest for 20 nm

thick sample and again started increasing for thicker samples associated with the

interface phenomenon between the sample and the GaAs(001) substrate.

The electrical properties using the magneto-transport measurements were in-

vestigated in chapter 6. The samples were studied using field rotation and ana-

lytical fitting by enabling the current to flow along the four in-plane crystalline

axes. As discussed earlier, the AMR was established to have four different contri-

butions with unique symmetries. The non-crystalline term dominated the AMR

contribution. The non-crystalline coefficient increases with the increase in the

film thickness but starts dropping for thicker samples (56.5 nm and above). The

crystalline AMR coefficients were compared with the magnetocrystalline con-

stants extracted from the hysteresis loops obtained by SQUID magnetometry.

The pattern observed for both the measurements were in good agreement with

each other.

Galfenol being such a versatile magnetostrictive material with a wide range

of applications has been a centre of attraction for a long period. Up until now,

the focus has been on bulk and polycrystalline thin films of Galfenol. There are

few works concerning sputtered grown epitaxial thin films [2, 85]. Because these

films are epitaxial and sputtered grown, it makes them more economical with

the easier and less time-consuming growth process. There are some areas which

could be further explored as a continuation to work presented in this thesis. One

could attempt to vary the thickness of these films with a gradual increase in film

thickness between 30 nm to 95 nm and study the magnetic properties. There were

some interesting deviation for thicker samples which could be further explored.

Even increasing the thickness further could reveal some interesting results and
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evaluate when does the thin film approach the bulk state. FMR measurements

as a function of thickness could reveal some interesting magneto-dynamic prop-

erties. Further these epitaxial layers could be investigated for strain-induced

microwave magnetisation dynamics as a function of Ga composition and film

thickness, and exhibit some intriguing results with prospective of applications.

The magnetostriction properties of epitaxial thin films of Galfenol as a function

of Ga composition and thickness can be monitored by the change in the magnetic

anisotropy in response to an applied strain (i.e. the Villari effect). A more direct

approach for measurement of magnetostriction could be attempted by using a

cantilever beam magnetometer.
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Appendix A

SQUID Magnetometry fitting

The uniaxial and cubic anisotropy constants of the samples discussed in this thesis

were extracted from the hysteresis loops obtained by SQUID experiment at room

temperature using a mathematical fitting model discussed in section 3.3.1. This

appendix contains the loops fitted to the SQUID data in chapter 5. The black

points represent the experimental data, and the red line shows the fitted curve in

all the graphs below.
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A.0.1 Fe100−xGax thin films with varying Ga concentration.
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Figure A.1: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe93Ga07 along (a) [110]

and (b) [11̄0] crystalline direction.

0 . 0 0 0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0

0 . 7 5

0 . 8 0

0 . 8 5

0 . 9 0

0 . 9 5

1 . 0 0

M a g n e t i c  I n d u c t i o n ( T )

M\
M s

 e x p t
 f i t t i n g

(a) [110]

0 . 0 0 0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0
0 . 6 4

0 . 7 2

0 . 8 0

0 . 8 8

0 . 9 6

1 . 0 4

M a g n e t i c  I n d u c t i o n ( T )

M\
M s

 e x p t
 f i t t i n g

(b) [11̄0]

Figure A.2: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe91Ga09 along (a) [110]

and (b) [11̄0] crystalline direction.
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Figure A.3: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe90Ga10 along (a) [110]

and (b) [11̄0] crystalline direction.
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Figure A.4: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe88Ga12 along (a) [110]

and (b) [11̄0] crystalline direction.
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Figure A.5: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe86Ga14 along (a) [110]

and (b) [11̄0] crystalline direction.
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Figure A.6: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe85Ga15 along (a) [110]

and (b) [11̄0] crystalline direction.
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Figure A.7: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe82Ga18 along (a) [110]

and (b) [11̄0] crystalline direction.
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Figure A.8: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe80Ga20 along (a) [110]

and (b) [11̄0] crystalline direction.
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Figure A.9: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe76Ga24 along (a) [110]

and (b) [11̄0] crystalline direction.
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Figure A.10: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe70Ga30 along (a) [110]

and (b) [11̄0] crystalline direction.
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A.0.2 Fe79Ga21 thin films with varying film thickness.
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Figure A.11: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe79Ga21 with 5 nm film

thickness along (a) [110] and (b) [11̄0] crystalline direction.
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Figure A.12: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe79Ga21 with 7.5 nm

film thickness along (a) [110] and (b) [11̄0] crystalline direction.
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Figure A.13: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe79Ga21 with 10 nm film

thickness along (a) [110] and (b) [11̄0] crystalline direction.
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Figure A.14: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe79Ga21 with 20 nm film

thickness along (a) [110] and (b) [11̄0] crystalline direction.
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Figure A.15: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe79Ga21 with 29 nm film

thickness along (a) [110] and (b) [11̄0] crystalline direction.
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Figure A.16: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe79Ga21 with 56.5 nm

film thickness along (a) [110] and (b) [11̄0] crystalline direction.
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Figure A.17: Demonstrates the fitting between simulated data and experimental

data collected using a SQUID magnetometer for sample Fe79Ga21 with 95 nm film

thickness along (a) [110] and (b) [11̄0] crystalline direction.
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