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Abstract

The research on computer-based optimisation of public transport networks has
seen huge advances in recent years. However, there is almost no application of
its results in real-world planning processes. A review of the literature identifies
several possible reasons for this: a) many developed algorithms do not consider
important details for urban applications, b) methods to generate the required input
datasets struggle when applied to irregular urban networks, or c) the absence of an
interface to use the developed algorithms with transport modelling software. The
three publications presented in this thesis address these three issues.

The first publication introduces a method to scale down an available street
network to a level where optimisation methods can be applied while preserving
its characteristics. All travel times, demand data, and information regarding the
permitted route endpoints are derived from openly available data. The methodology
is applied to the urban area of Nottingham, UK, to generate new benchmark
datasets for bus route optimisation. An optimisation procedure centred on a genetic
algorithm and adapted for the use of restricted route endpoints is applied to
the generated dataset.

In the second publication, these methodologies are extended to use a more
realistic zone-based representation of passenger journeys. Zone-based trip rep-
resentations are rarely used in academic studies as the conventional node-based
approach is considered simpler to implement and many input datasets are publicly
available. The publication presents a new hybrid-approach to calculate zone-based
journey times using established node-based concepts, and introduces a first publicly
available, zone-based input dataset.

The third publication introduces an interface between route optimisation algo-
rithms and the professional transport modelling software PTV Visum. The interface
manages the differences in data requirements between the two modelling approaches,
allowing users to directly optimise the public transport network in a given Visum
network model. It is successfully combined with Selection Hyper Heuristics to
optimise passenger travel time and operator costs in network models based on
real-world planning processes. An additional optimisation experiment exemplary
reduces the number of private vehicles on a selected street, demonstrating the
capabilities of the interface.
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1
Introduction

1.1 Background

Around the world, the number of people living in urban areas is increasing. In 2018

the UN estimated the world’s urban population to have reached 4.2 billion, a number

which is expected to grow by over 50% over the next thirty years [1]. These numbers

indicate the enormous challenges urban planners are facing in the upcoming decades.

One of these challenges is the adaptation of urban transportation systems.

The transportation system is of enormous importance for the functioning of an

urban area. Its design influences many factors ranging from travel times between

destinations, pollution levels, to aspects of social cohesion. In the past, many

urban transport systems were designed with a focus on suitability for private cars.

However, this resulted in excessive congestion and pollution in many cities [2].

In recent years many reports have emphasised the importance of efficient public

transport (PuT) [3]. In 2013 a UN report [4] even found that adequate public

transport systems improve the quality of life for both users and non-users and have

a positive influence on all aspects of urban prosperity. The design of efficient public

transport systems is therefore of great importance.

1
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To date, the planning of public transport networks relies on local knowledge,

planning experience and published guidelines [5, 6]. Further, most of these networks

have evolved over time rather than being designed as a whole, a process which

inherently leads to inefficiencies [7, 8]. With cities around the world struggling to

adapt to growing populations and technological changes, the near future will likely

require significant revisions of many urban public transport networks. Multiple

reports have highlighted the insufficiencies in the manual planning processes and

the need for optimisation algorithms to support planners in this task [6, 9].

Researchers have been working on such tools for decades; however, there appear

to be high barriers for their practical application, especially when it comes to

optimising the public transport routes themselves. This thesis presents steps to

bring the research for this vital aspect of public transport network optimisation

closer to practical applications.

1.2 Problem formulation

This Section will give a brief overview of the problems addressed in this thesis.

Please note that all topics will be discussed in more detail in Chapters 2 and 3.

The task to generate an efficient public transport network is described in [10] as

a process of five phases1: 1st) Route Design, 2nd) Vehicle Frequency Setting, 3rd)

Timetable Development, 4th) Vehicle Scheduling, and 5th) Driver Scheduling.

These phases are interconnected, and a procedure which solves all five phases

simultaneously would be optimal. However, due to the tasks’ high complexity,

researchers simplify the problem by focusing on a subset of phases. One such

simplification is to separate route design phase from the remaining four by assuming
1The five phases of PuT network design introduced in [10] are the most commonly used

formulation, however differing formulations also exist. E.g. in [8] the phases Vehicle Frequency
Setting and Timetable Development are combined into one phase, and in [11] the Driver Scheduling
phase is split up into separated phases for short-term and long-term planning.
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a unified standard waiting time for all interchanges. This formulation in the following

is referred to as the "Urban Transit Routing Problem" (UTRP) and is the focus of

this thesis.

For many decades, researchers have been working on methods to automatically

generate solutions to the UTRP. The proposed methods range from mathematical

programming to a vast array of heuristic and meta-heuristic algorithms [12–14].

However, despite the numerous studies existing in this field, only in very few cases

have their results found a practical application in planning processes [5, 6]. The

reasons why the results of these studies are not utilised have so far not been analysed

conclusively2. However, several possible reasons are related to the used problem

instances, i.e., the input data sets required to run the UTRP algorithms.

In its simplest form, UTRP instances consist of a graph structure with nodes and

links representing the available transport infrastructure and information regarding

the travel demand in the respective area. Other information can be added to

increase the realism of the instance, especially for the representation of urban areas.

Unfortunately, most researchers base their algorithms on relatively simple instances

which bear little resemblance to the complexity and size of real-world urban areas.

Although algorithms developed in this way are compelling, they can also easily be

too far removed from applications used in real-world planning processes.

Among urban specific aspects often missing from UTRP instances is information

on potential terminal nodes. The most common definition of routes in UTRP studies

requires vehicles to perform a U-turn when reaching the end of a route to start the

journey in the opposite direction (more on this in Section 3.2.1). Given the fact

that the possibility for vehicles to turns is often restricted, it can not be assumed
2To the best of the author’s knowledge, the only work on this question is a series of interviews

with the planning agencies of major cities in Europe and the Middle East, which included questions
on the use of UTRP algorithms. It was conducted by Walter in 2010 [6]. The responses showed
that none of the agencies in question included such algorithms in their planning process; however,
they could not give a conclusive answer on why this was the case.
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that such manoeuvres are possible at all points of an urban street or rail network.

Therefore, an urban instance should include information on where U-turns can be

realistically performed so the route construction can be restricted accordingly (more

details in Section 3.2.2). A further aspect is the representation of the travel demand.

Most UTRP instances provide the travel demand as the number of trips between

PuT access points. This is more abstract than a representation of trips based on

a zonal division of the study area typically used in real-world planning processes

(more details in Section 3.3.2). Using zone-based demand requires an extension

of the instances to include zones and the connectors between them and the PuT

network. If a UTRP algorithm takes these aspects into account it is more likely

that it can be applied in real-world planning processes. However, the development

of such algorithms requires the availability of instances featuring the respective

information.

As generating instances is very time consuming, many researchers prefer to

develop and test their algorithm on publicly available instances. This practice also

allows using these instances as benchmarks to compare results from different studies.

Unfortunately, the instances which are currently available publicly are relatively

small and only rarely include the above mentioned urban specific aspects (more

details in Section 3.2.4). These problems are well known, and many researchers

have in the past called for larger and more realistic instances to be published [12].

Another problem related to instances is that there are very few published

procedures on the generation of instance data sets. Another problem related to

instances is that there are very few published procedures on the generation of

instance data sets. Although several studies feature instances generated by the

researchers, the procedures used for this task are usually not sufficiently described

to reproduce them. Those generation procedures which are described in more detail

cannot be reliably applied to all urban areas. They are often best suitable for

areas with a repetitive, preferentially grid-like, layout. However, for the application
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on urban areas with an irregular layout, like most European cities, the available

methods are not sufficient. More on this in Section 3.2.3. As a result, planners who

want to use UTRP algorithms in their work have no guidelines on how to prepare

the required input data.

There are two possible approaches to solve these problems. The first is to

develop a new methodology to generate instances. It needs to include procedures

to scale down an irregular urban street (or rail) network to a size manageable for

optimisation algorithms while preserving its characteristics. Preferably, this will

include information on zones and connectors required for using zone-based demand

representation. Additionally, procedures are required to both prepare the travel

demand, and to extract information on potential terminal nodes. In the optimal

case, these procedures should be based on freely available data to boost its usability

to researchers and smaller planning agencies. Such a procedure would also allow

the generation and publication of larger and more realistic instances to be used as

benchmarks for all researchers.

The alternative approach is to interface UTRP algorithms directly with transport

the modelling software packages used in real-world planning processes. Planners

use these software packages to build models allowing them to simulate a wide

array of transport-related phenomena. The implementation and calibration of these

network models is based on detailed information on the street layout, transport

infrastructure, and real-world travel behaviour. Completed, these models include

all the necessary information to run UTRP algorithms. If this information can be

exchanged with the algorithm via an interface, there would be no need to generate

a separate UTRP instance. Such a tool would significantly reduce the barriers for

planners to use UTRP algorithms. Additionally, researchers would profit from such

an interface as they would gain access to a vast array of evaluation tools embedded

in these software packages. The main problem in developing such an interface is to

translate route information between the undirected graph representation usually
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used in the UTRP and the network models which are generally based on directed

connections. More on this in Section 3.3.3.

1.3 About this Thesis

1.3.1 Aims and Objectives

The publications presented in this thesis aim to move UTRP research closer to

real-world applications by following both approaches outlined above:

A) Introduction of a new generation procedure for urban UTRP instances

applicable to irregular urban areas. It needs to include both information

on potential terminal nodes and should allow for a zone-based representation

of passenger trips.

B) Development of an interface between UTRP algorithms and a professional

transport modelling software.

The secondary aim is to facilitate the research on UTRP algorithms which better

take urban characteristics into account. Here the objectives are:

• publishing new, and more realistic instances based on data from real-world

urban areas.

• demonstrate how existing optimisation procedures can be adapted to in-

clude urban specific aspects (restricted terminal nodes and zone-based trip

representation).

1.3.2 Thesis Structure and Cohesion

The presented thesis is a Published Works Thesis. At its core are three journal

papers which make up the Chapters 4, 5, and 6. In addition to these publications

themself, these chapters further feature information on the contribution of each
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author to the respective work3 as well as a summary of the content. The latter also

contains explanations on why certain research decisions were taken. Preceding these

core publications, the Chapters 2 and 3 provide a more general context. Chapter

2 introduces basic concepts around optimisation and graph theory, while Chapter

3 reviews the available literature on public transport route optimisation. This

review focuses especially on the above-mentioned obstacles for practical application

detailing the gaps in research which are addressed in the later Chapters. In this,

Chapter 3 goes both broader and deeper into the relevant subjects than the respective

introduction and background Sections of the later presented publications.

The first two publications follow approach A. The publication presented in

Chapter 4 introduces a generation procedure for instances usable for urban areas

with an irregular layout. The methodology includes the determination of node

positions and travel times between these, the identification of potential terminal

nodes, and the construction of a node-based demand matrix. Additionally, the

publication presents an optimisation procedure centring on a genetic algorithm

adapted for the use with restricted terminal nodes. Experimental results show

that the optimised route networks are superior to those pre-existing in the study area.

Chapter 5 extends the methodologies presented in Chapter 4 to work with

a zone-based representation of trips and travel demand. This includes adding

zones and connectors to the instance generation procedure. Additionally, a new

concept to calculate zone-based journey times is introduced and utilised to adapt

the optimisation procedure for it to work with zone-based travel demand. Computer

experiments show that the presented procedure can to generate efficient solutions

for a variety of parameter settings.

Approach B is explored in Chapter 6 with the development of an interface

between a UTRP algorithms and the professional transport modelling software
3The formulations of the Authors’ Contribution sections was agreed to by the respective

co-authors.
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PTV Visum. This includes interface procedures to extract a graph structure from

a given Visum network model and to implemented changed routes into Visum for

evaluation. These evaluations are by default using a zone-based trip representation.

The presented optimisation algorithm is based on selection hyper heuristics and

takes terminal nodes into account. The optimisation results show considerable

improvements in an example network taken from a real-world city.

Both branches of research are connected as the adaptations to the optimisation

procedure introduced in Chapter 5 includes elements vital to implement such a

procedure with the Visum interface presented in Chapter 6. These interconnections

will be outlined in more detail in a concluding discussion in Section 7.2. In addition,

Chapter 7 further provides a summary and outlines avenues for further research.

Additional to these Chapters, there is a short appendix to this thesis. The

conference paper in appendix A introduces three smaller instances generated with

the procedure introduced in Chapter 4. It further provides an additional link

between the core publications by providing a comparison between the genetic

algorithm used in Chapter 4 and the sequence-based selection hyper heuristics

used in Chapter 6. Further, Appendix B presents additional results not used in

any of the presented publications, and Appendix C outlines two potential research

projects which are supported by the work presented in this thesis but branch

out of the definitions of the UTRP.

1.3.3 Main Contributions

The main contributions of the publications assembled in this thesis are the introduc-

tion of procedures to generate both node-based and zone-based instances, as well

as the development of an interface between UTRP algorithms and a professional

transport modelling software. Further, the adaptation of optimisation algorithms

for urban specific aspects, such as restricted terminal nodes is demonstrated and
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new more realistic instances are published for free use by other researchers. More

details are listed below with indications of the Chapters containing them.

Instance generation procedure

Chp. 4: Introduction of a procedure to generate UTRP instance dataset. It is

applicable to urban areas with irregular layouts, and includes a data-driven

process to identify potential terminal nodes.

Chp. 4: An additional methodology for mapping the pre-existing public transport

routes onto the generated graph to allow comparisons.

Chp. 5: Extension of the procedure described in Chapter 4 to generate dataset

necessary to use a zone based representation of passenger trips.

Chp. 5: Extension of the demand matrix generation to include cross-boundary

flow.

Adaptation of optimisation algorithms for urban specific aspects.

Chp. 4: Adaptation of a multi-objective genetic algorithm for restricted terminal

nodes.

Chp. 5: Improvement in the generation of routes with restricted terminal nodes

to better connect non-terminal nodes.

Chp. 5: Introduction of a new concept for the calculation of zone-base journey

times.

Chp. 5: Adaptation of construction heuristic and genetic algorithm described in

Chapter 4 for using zone-based trip representations.

Publication of instances including urban specifications.

multiple: The instances generated in the Chapters 4, 5, and Appendix A were

published online for free use for all researchers.
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Interface between a UTRP algorithm and transport modelling software.

Chp. 6: Development of an interface to facilitate transferring and translating data

between UTRP algorithms and PTV the professional transport modelling

software PTV Visum.

Chp. 6: Use of the interface to optimise the PuT routes in two Visum network

models representing real-world urban areas with an optimisation procedure

based on Selection Hyper-Heuristics.

Chp. 6: Examples for how to use Visum functions in the evaluation of altered

route networks.



2
Theoretical Background

This chapter introduces basic concepts which are of relevance throughout the

following literature review and the later chapters. This includes the mathematical

definition of optimisation, brief introductions into graph theory and computational

complexity and short descriptions of different types of solution methods.

2.1 Basics of Optimisation

Optimisation is the task of identifying the best solution for a given problem from

all possible solutions. Mathematically speaking, a minimisation1 optimisation

process can be described as:

minimise f(x) subject to x ∈ X (2.1)

Where f(x) is the objective function, defined by the problem formulation, and X

the solution space. The optimisation process aims to reach a globally optimal

solution x̄ which fulfils

f(x̄) ≤ f(x) ∀ x ∈ X (2.2)
1Depending on the problem formulation the optimisation is either a maximisation or a

minimisation process. In the following only minimisation is considered as all problem formulations
used through this thesis are minimisation problems. However, all concepts can also be be applied
to maximisation problems.

11
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The time required to do so depends on the problem instance, the employed solution

methods as well as the used computer infrastructure. In cases where the time to

reach x̄ is considered infeasibly long the aim is to approximate x̄ as best as possible.

2.1.1 Solution Space and Constraints

X is the space of all possible solutions. For so-called combinatorial problems,

which includes the UTRP, the solutions are combinations of a finite set of solution

components. Although, in theory, this allows finding the optimal solution via an

exhaustive search, the number of possible solutions makes this infeasible in most

cases. The number of available solutions for a concrete application is defined by

the respective problem instance, i.e. the set of input data for the concrete application.

The solution space defined by the instance can be reduced by constraints

additional conditions a solution x has to fulfil to be considered feasible. Constraints

are often introduced to exclude solutions which are considered unrealistic. Doing

so speeds up the optimisation process, as less time is required to explore the

reduced search space. However, constraints can also be forced by the construction

of the optimisation algorithm, or the objective function. Such constraints are

problematic, as they might exclude realistic solutions which are potentially superior

solutions from the search.

2.1.2 Multi objective optimisation

Multi-objective optimisations are used for problems with several, often conflicting,

objectives. This modifies equation 2.1 to

minimise f(g1(x), g2(x), . . . , gk(x)) subject to x ∈ X (2.3)

For multi-objective problems it is common that no single globally optimal solution

can be found and instead solutions offering a good compromise need to be selected.

In this regard two concepts are important: a) a solution x ∈ X is considered
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Pareto2 optimal if it is impossible to change it without worsening at least one

objectives. b) A solution xs ∈ X is called dominating another solution xp ∈ X if

gi(xs) ≤ gi(xp)∀i ∈ {1, ..., k}. Some optimisation algorithms return a set of solutions

which are non-dominant to one another and approximate Pareto optimality as close

as possible[15].

Therefore, it is common that multiple objectives have to be combined into one

function. Therefore, it is common that multiple objectives have to be combined

into one function. This can be done in different ways. In the ε- constraint method

maximal values εp are defined for all but one objective function. This objective

function gs is then minimised under the condition that none of the other objectives

gp exceeds its assigned εp. When using this method the function f is defined as

f(g1(x), g2(x), . . . , gk(x)) =

gs(x) if gp(x) ≤ εp ∀ p 6= s

∞ otherwise.
(2.4)

This method is only used if one objective is clearly preferred over others. The

alternative is the weighted sum method which assigns different weighting factors

ws > 0 to individual objective functions gs(x) to define the function f as

f(g1(x), g2(x), ..., gk(x)) =
k∑
s

wsgs(x) (2.5)

This method is very sensitive to the chosen ws, however, if properly calibrated

it can generate well-balanced solutions.

2.2 Graph Theory

Graphs are mathematical structures to model the pairwise interactions between

objects. In urban planning, they are commonly used for the representation of

transport networks. A graph G = (N,E) is defined by a set of nodes3 N and a set
2The term Pareto optimum and related terms (Pareto efficient, Pareto set, Pareto front, etc.)

are named after the Italian engineer, and economist Vilfredo Federico Damaso Pareto (1848 to
1923) who first brought forward these concepts.

3Different terms for nodes and links are used throughout the literature. Alternative terms for
nodes include vertex, hubs, and points. Alternative terms for links include edges, arcs, and lines.
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of links3 E. Both sets are finite, non-empty, and disjointed. Each link connects

two nodes associated to it the incident function ψ: if ψ(ek) = (xi, xj) the link ek

connects the node xi with the node xj. This connection can be either directed, i.e.

go only from xi to xj, or undirected, i.e. be equal form both directions. If at least

on link ei ∈ E is directed, G is considered an directed graph. Otherwise G is called

an undirected graph. Each link ei ∈ E can be associated with a weight. In graphs

representing transport network, an often-used weight is the travel time along the

links.

The number of links connected to a node are called its degree, denoted as dG(ni).

The set of nodes which is directly connected to a node ni via at least one link is

called the neighbourhood of ni. In directed graphs, the degree of a node is separated

in its in- and out-going degree. In the same way, the neighbourhood is separated

into in- and out-neighbourhood.

In so-called multigraphs, there can be more than one link between the same pair

of nodes. However, in all the graphs used within this thesis a more simple structure

where two nodes are connected by maximally one link is used. The connectivity

of such graphs can be described by its adjacency matrix A. This matrix is of size

|N |× |N |, where |N | denotes the number of nodes. Its entries are binary. If ai,j = 1,

the nodes ni are nj adjacent, i.e. directly connected. A special form of the adjacency

matrix is the weight matrix. Its entries give the weight of the respective link with

the non-existing links being represented by a default value (e.g. ∞ in the case of

the travel times). In undirected graphs, both the adjacency matrix and the weight

matrix are symmetric.

A path through the graph is a sequence of nodes and connecting links. The

length of a path is sometimes given in steps, i.e. the number of used links. However,

if the weights of the links represent length measures (e.g. travel times) the length of

a path is more commonly defined as the sum of the weights of the links it uses. A
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N = {nA, nB, nC , nD, nE, nF}
E = { e1 , e2 , e3 , e4 , e5 , e6 }

ψ(e1) = (nA, nB) , ψ(e2) = (nA, nD)
ψ(e3) = (nB, nC) , ψ(e4) = (nB, nC)
ψ(e5) = (nB, nE) , ψ(e6) = (nC , nF )

Adjacency matrix
0 1 0 1 0 0
1 0 1 0 1 0
0 1 0 1 0 1
1 0 1 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0

Travel time matrix
- 1 ∞ 3 ∞ ∞
1 - 2 ∞ 1 ∞
∞ 2 - 1 ∞ 1
3 ∞ 1 - ∞ ∞
∞ 1 ∞ ∞ - ∞
∞ ∞ 1 ∞ ∞ -

Figure 2.1: Example for an
undirected graph with 6 nodes
and 6 links.

graph allowing trips between all pairs of its nodes is called a connected graph. If this

is not the case the graph is considered separated into several components (or islands).

One of the most well-studied graph-based optimisation problems is that of

finding the shortest path between pairs of nodes. Several standard algorithms for

this task exist. One of these is Floyd’s algorithm4, outlined in algorithm 1 (on

page 16). It determines the shortest path between all pairs of nodes in one run,

making it useful to, for example, evaluate the travel times in graph representations

of PuT networks. Another often used algorithm is Dijkstra’s algorithm[19], which

determines the shortest path from one origin node to all other nodes. It can be used

as an all-pairs shortest path algorithm by repeating the operation for every node.

2.3 Computational time complexity

One important aspect for the practicability of an optimisation algorithm is its

run time. Comparing the run times in computer experiments is in general not a

sufficient approach, as the results can differ drastically between different problem

instances and the used computer infrastructure.

4Floyd’s algorithm is also known as Floyd-Warshall algorithm, Roy–Warshall algorithm, or
Roy–Floyd algorithm. The reason these different names is that the algorithm was published three
times in almost identical form by Roy in 1959 [16], Warshall in 1962 [17] and Floyd in 1962 [18].
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Algorithm 1: Floyd’s all-pairs shortest path algorithm.
Data: graph G = (N,E) (includes travel times along edges)
Result: distance matrix K (size |N | × |N |)

1 begin
2 // A) Initialisation
3 ki,j ← ∞∀{ni, nj} ∈ N
4 foreach ek in E do
5 ΨG(ek) → (ni, nj)
6 ki,j ← tk // travel time along ek written into entry ki,j

7 // B) Loop over all nodes
8 foreach nk ∈ N do
9 foreach ni ∈ N do

10 foreach nj ∈ N do
11 if ki,j > (ki,k + kk,j) then
12 ki,j ← ki,k + kk,j

13 return K

A commonly used measure for the general estimation of run time is its time

complexity. The (worst case) time complexity5O(m) of an Algorithm gives the

number of elementary operations which are maximally required to complete the

Algorithm for an input of size m. For example, due to its triple loop over all nodes

Floyd’s Algorithm (see Algorithm 1) has a time complexity of O(N3), with n being

the number of nodes. Such an Algorithm, which has a time complexity expressible

by a polynomial function, is called a polynomial-time Algorithm.

The time complexity of Algorithms also allows classifying the problems they

can solve. If a problem A can be solved by a (deterministic) polynomial-time

Algorithm it is considered being part of complexity class P. If, instead, a non-

deterministic6 polynomial-time Algorithm is required to solve A, it is considered

being part of class NP7. Other classes exist for problems requiring non-polynomial
5Time complexity is the most often considered type of computational complexity. Other types

also exist, e.g. space complexity which estimates the required memory space.
6A non-deterministic polynomial-time Algorithm is a hypothetical polynomial-time Algorithm

which can explore an unlimited number of solutions in parallel.
7It is at present not proven if P = NP or P 6= NP.
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time Algorithms[20].

Within the class NP is the subclass NP-complete. Problems of this class can

be transformed into any other problems in NP . As a result, an Algorithm solving

a NP-complete problem can be adapted to solve any problem in NP [20]. The

UTRP is one such NP-complete problem, as proven in [21, 22].

2.4 Solution Methods

This Section introduces basic concepts on different types of algorithms, while their

applications in the existing UTRP literature will be discussed in Section 3.1.

2.4.1 Mathematical Programming

Mathematical programming methods relay on strict mathematical formulations

of both the objective functions and constraints. The field is subdivided into

numerous classes. An example is linear programming where objective functions

and constraints are given as linear functions. If some of the decision variables of

the solution can be restricted to integers, the problem belongs to the subclass of

mixed-integer linear programming. Other examples for classes include quadratic

programming, for problems which can be described using quadratic functions, and

stochastic programming, where objectives or constraints include stochastic variables.

For some classes, standardised algorithms exist which can be applied to all

problems included in the class. One example is the simplex algorithm for finding

solutions to linear programming problems [23].

2.4.2 Heuristics

Heuristics do not rely on strict mathematical problem formulation and the objective

functions are only used for the evaluation of competing candidate solutions. As a

result, heuristics are more flexible in the way they explore the solution space. In

contrast to mathematical programming, heuristics seek less to find provably optimal
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solutions but rather a sufficiently optimal solution for the benefit of shorter search

time [24].

Heuristics can be classified by way they explore the search space. While

construction heuristics aim to build optimal solutions from given components,

local search heuristics start with initial solutions and iteratively search through the

neighbouring solution space to find more optimal solutions [25]. With the exceptions

of meta-heuristics, heuristics are specific to the problem they are trying to solve.

2.4.3 Meta-heuristics

Meta-heuristics are heuristic frameworks which can be applied to different problems,

following the additions of problem-specific operators. Due to the large number

of meta-heuristics, this Section reviews only the concepts most often applied to

solve the UTRP.

Improved Neighbourhood Search: The most basic local search algorithms

always selects the neighbouring solution which most dominates the current solution.

This leads to a fast search, however, it often stops in local optima. Simulated

Annealing (SA) overcomes this disadvantage by accepting worsening solutions with

a certain probability. Another modification is the concept of Tabu Search (TS) which

always moves forward to the neighbouring solution with the lowest objective value.

To prevent repetitions, TS is blocked from selecting various solutions, including

those which have already been visited [25].

Genetic Algorithm: The basic concept of genetic algorithms (GA) is inspired by

the concept of biological evolution: a set of solutions, the parent population, is used

to generate new solutions by exchanging solution components. Afterwards these

children solutions undergo mutations. Both parent and children populations are

then combined and evaluated to select the best solutions as a new parent population

for the next generation. This process continues for a fixed number of generations.

A concrete implementation of a genetic algorithm is described in Chapters 4 and 5.
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Swarm intelligence methods: Several types of meta-heuristics are inspired by

self-organisation in groups of social animals. One such approach is ant-colony

optimisation (ACO), based on the principle of pheromone traces that ants use

to find the best path from their nest to a food source. Individual ants are

assigned to the different possible paths. The ant which completes the journey

first will leave behind the strongest pheromone trace, attracting other ants which

strengthens the pheromone trace further. Other swarm intelligence methods are

particle swarm optimisation (PSO), inspired by the behaviour of bird flocks, and bee

colony optimisation (BCO) based on the way bee colonies determine the distribution

of workers over available food sources [26].

2.4.4 Hyper-Heuristics

Hyper-heuristics are a relatively new category of solution methods. While regular

heuristics manipulate the solutions directly, hyper-heuristics work on a higher

level determining the lower-level heuristics which perform the manipulations. The

different operational level allows the hyper-heuristic to function without direct

knowledge of the concrete optimisation problem and allows simple adaptations

to different problem domains. Hyper-heuristics can be classified into two main

categories: while construction hyper-heuristics generate the necessary low-level

heuristics from a set of components, selection hyper-heuristics select existing low-

level heuristics from a given set [27]. Concrete implementations of the latter are

described in Chapter 6 and Appendix A.
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3
Review of Literature

This Chapter reviews the available literature on the UTRP. In total 132 publications

were analysed and are summarised in Table 3.1. This review is designed to go both

wider and deeper than respective Sections in the later Chapters. The reader is

therefore invited to skip Section 1 in the Chapters 4 and 5, and Sections 1 and 2 in

Chapter 6.

The review includes publications on the UTRP1 as well as publications on the

combined optimisation of routes and other phases of PuT network design, most

often the optimisation of frequencies. In the latter case, only the parts for the

optimisation of routes are discussed. Also included are variations such as the

E-TNDP, which adds the optimisation of the battery location [34], or the “Rapid

transit network design problem" (RTNDP), which includes constructions costs for

rail infrastructure into its objectives [35, 36]). Not included are publications on

related yet distinct problems such as the "Feeder Bus Network Design Problem"

(e.g. [37, 38]), or the "School Bus Routing Problem" [39].

1 The literature knows the same problem formulation also under other name and acronyms.
One often-used name is the “Transit Network Design Problem" (TNDP) (used e.g. in [28–30]).
Other, less-common names include “Bus Network Design Problem" [31], “Bus Transit Route
Network Design Problem" [32], and “Urban Transit Network Design Problem"[33].

21
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Most of the listed publications are journal and conference papers. However,

technical reports and thesis were included if no other publications of the same author

could be found covering the work in question. Publications were only considered

when all the required information could be identified. Therefore, publications were

excluded if they could not be found in full-text or did not include the required

information. The review does not claim to be complete.

3.1 A brief history of applied solution methods

The first recognised work on the UTRP was published in 1925 by Patz [40]. This first

approach uses linear programming to select the best combination of candidate routes

for a tram network represented by a simple graph with 10 nodes and 9 links [22].

Since then, several more mathematical programming approaches have been published

with most of them using mixed-integer linear programming. Nevertheless, with

just 20 studies (15%), such approaches remain relatively few in number, compared

to heuristic and meta-heuristic approaches. In the past, one hindering factor the

limited applicability on larger instances due to long run-times[41]. However, in

recent years some approaches have been applied to at least medium size instances

based on real-world examples (see e.g [35, 42, 43]).

Probably the first heuristic approach to the UTRP was published in 1961 by

Nebelung et al., [44]. Over subsequent decades many more were added as can be

seen in figure 3.1. In total, Table 3.1 lists 26 publications (20%) which only use

heuristics (excluding meta-heuristics). Most of these are construction heuristics.

Usually, these first generate a palette of candidate routes based on shortest path

criteria and then assemble and/or recombine these routes in an iterative process

(examples for such studies are [45–47]). Approaches relying only on construction

heuristics have declined since the 1990s. However, such algorithms are still used to

generate the required initial solutions as part of optimisation procedures centred on

meta-heuristic local search approaches.
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Table 3.1: Summary of reviewed publications. Description of columns:
• "Method" - solution methods (see 3.1): MP - Mathematical Programming, Heu - Heuristic, GA - Genetic Algorithm, SA - Simulated
Annealing, TS - Tabu Search, ACO - Ant Colony Optimisation, BCO - Bee Colony Optimisation, ACO - Ant Colony Optimisation, PSO -
Particle Swarm Optimisation, oHM - other Meta-Heuristics, HH - Hyper Heuristics; "+" - combination , "/" - comparison.
• "Instance" - instance type (see 3.2.2): fi - fictional instance, ui - urban instance, ri - regional instance, [reference] if instance was introduced
in other publications, if "()" instance is not public.
• "Terminal" - if publication uses restricted terminal nodes (see 3.2.2).
• "Objectives" - category of objectives used (see 3.3.1): PT - Passenger Travel Time, OC - Operator Cost, Tr - Passenger Transfers, Cv -
PuT network coverage, oth - other.
• "TR" - used trip representation (see 3.3.2): N - node-based, Zn - zone-based using standard shortest path algorithms, Za - zone-based
using other assignment algorithms, Zp - zone-based interfacing with transport modelling software, Z* - zone-based using other method.

Ref. Year Authors Method2,3 Instance Term. Objective2 TR
[40]4 1925 Patz et al. MP fi OC N
[44]5 1961 Nebelung Heu ui

√
PT N

[51] 1967 Lampkin & Saalmans Heu ui PT, Tr N
[52]6 1967 Mueller MP ui-[44]

√
PT N

[45] 1974 Silman et al. Heu ui
√

PT, OC N
[46] 1979 Sonntag Heu ui-[44]

√
PT, Tr N

[54] 1979 Dubois et al. Heu ui PT N
[53] 1979 Mandl Heu ri PT, Tr N
[55] 1984 Marwah et al. Heu ui

√
PT N

[10] 1986 Ceder & Wilson Heu fi PT, Tr N

2For many publications the information on solution methods and objectives were taken from of the review papers [12, 14, 48, 49]
3Not listed in this column is the use of constructions heuristics for the generation of initial solutions are not listed as combinations. Such initialisations

are required for most meta-heuristic approaches, most especially GA approaches.
4Original not found, information taken from [22]
5Original not found, information taken from [46, 50]
6Original not found, information taken from [46]
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[56] 1987 Oudheusden et al. MP fi OC N
[57] 1988 vanNes et al. Heu ui Tr Z*
[28] 1991 Baaj & Mahmassani Heu ri-[53]

√
PT, OC, Tr N

[58] 1992 Xiong & Schneider GA fi PT N
[47] 1995 Baaj & Mahmassani Heu ui

√
PT, Tr N

[59] 1995 Israeli & Ceder MP fi
√

PT, OC N
[50] 1995 Pape et al. Heu ui-[44] Tr, oth N
[60] 1997 Chien & Schonfeld MP fi PT, OC Zn
[66] 1998 Ceder & Israeli Heu ui PT, OC N
[64] 1998 Bussieck MP ri OC, Tr N
[61] 1998 Pattnaik et al. GA ri

√
PT N

[62] 1998 Bruno et al. Heu fi-[63] OC, Cv Zn
[65] 1998 Shih et al. Heu ui

√
PT, Tr N

[67] 1998 Bielli et al. GA ui PT, OC N
[68] 1999 Soehodo & Koshi Heu ui-[69]

√
PT, OC, oth N

[72] 2002 Carrese & Gori Heu ui PT, OC N
[71] 2002 Fusco et al. Heu ri-[53] PT, OC N
[74] 2002 Chakroborty & Dwivedi GA ri-[53] PT, Tr N
[73] 2002 Bielli et al. GA ri-[53], ui PT, OC Za
[70] 2002 Chien & Spasovic MP fi PT, OC Zn
[76] 2003 Tom & Mohan GA ui PT, OC N
[75] 2003 Chakroborty GA ri-[53] PT, Tr N
[77] 2003 Ngamchai & Lovell GA fi PT, OC N
[22] 2003 Quak et al. Heu fi, ui

√
PT, OC N

[78] 2003 Wan & Hong MP fi OC N
[80] 2004 Gao et al. MP fi-[81] PT, OC N
[82] 2004 Agrawal & Mathew GA ui PT, OC N
[83] 2004 Zhao & Ubaka SA+TS ri-[53], ui Tr N
[79] 2004 Petrelli et al. GA ui PT, OC Zp
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[90] 2005 Bachelet et al. MP ui PT N
[85] 2005 Cipriani et al. GA ui PT, OC Zp
[84] 2005 Hu et al. ACO/GA+SA ui

√
PT, OC N

[87] 2005 Zhao et al. SA+TS ri-[53], ui(-[83]) Tr N
[86] 2005 Yu et al. ACO ui

√
Tr N

[88] 2005 Lee & Vuchic Heu fi-[89] PT, OC N
[95] 2006 Cipriani et al. GA ui

√
PT, OC Zp

[98] 2006 Guan et al. MP ui
√

PT, OC, Tr N
[92] 2006 Fan & Machemehl GA fi PT, OC, Cv Zn
[94] 2006 Fan & Machemehl SA fi(-[92]) PT, OC, Cv Zn
[96] 2006 Zhao & Zeng GA+SA ri-[53], ui(-[83]) Tr N
[97] 2006 Yu & Yang ACO ui(-[86])

√
Tr N

[91] 2006 Zhao & Zeng GA+SA ri-[53], ui(-[83]) PT N
[93] 2006 Zhao SA ri-[53], ui PT N
[100] 2007 Zhao & Zeng SA+TS ri-[53] PT, OC N
[101] 2007 Yang et al. ACO fi, ui(-[86])

√
Tr N

[99] 2007 Barra et al. MP ri-[53] PT, OC N
[104] 2008 Zhao & Zeng SA+TS ri-[53] PT N
[103] 2008 Fernandez et al. Heu ui PT Zn
[102] 2008 Borndorfer et al. Heu ui

√
PT, OC N

[105] 2008 Fan & Machemehl TS fi(-[92]) PT, OC, Tr Zn
[106] 2009 Wan & Hong MP fi Tr N
[107] 2009 Marin & Garcia-Rodenas MP fi-[108] Cv, oth Zn
[108] 2009 Marin & Jaramillo MP fi, fi, ui PT, OC, Cv, oth Zn
[111] 2009 Mauttone & Urquhart Heu ui PT, OC N
[112] 2009 Fan et al. oMH fi(-[92]), ri-[53] PT, OC N
[110] 2009 Mauttone & Urquhart oMH ui(-[111]) PT, OC N
[109] 2009 Beltran et al. GA fi, ri-[53] PT, OC N
[33] 2009 Pacheco et al. TS ui

√
PT N
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[113] 2010 Fan & Mumford SA ri-[53] PT, OC N
[6] 2010 Walter Heu ui oth Zp
[114] 2010 Blum & Mathew ACO ui

√
PT, OC N

[117] 2011 Szeto & Wu GA ui PT, Tr N
[116] 2011 Bagloee & Ceder GA+ACO ui, ui PT, Tr Zp
[31] 2011 Poorzahedy & Safari ACO ui-[69], ui(-[31])

√
PT Zp

[115] 2011 Fan & Machemehl GA fi(-[92]) PT, OC, Cv Zn
[119] 2011 Marauli Heu ui oth Zp
[118] 2011 Alt & Weidmann ACO ri-[53], ui

√
PT, OC Zp

[120] 2012 Shimamoto et al. GA fi
√

PT, OC N
[169] 2012 Sadrsadat et al. GA ui

√
PT Zp

[125] 2012 Yu et al. ACO ui(-[86])
√

Tr N
[124] 2012 Roca-Riu et al. TS ui

√
PT, OC Zn

[123] 2012 Cipriani et al. GA ui PT, Tr Zp
[122] 2012 Szeto & Jiang BCO ui

√
PT, Tr Za

[121] 2012 Chew & Lee GA ri-[53] PT, Tr N
[131] 2013 Chew et al. GA ri-[53] PT, OC N
[43] 2013 GutierrezJarpa et al. MP ui PT, OC N
[126] 2013 Afandizadeh et al. GA ri-[53], ui PT, OC, Tr N
[29] 2013 Jiang et al. BCO ui

√
PT, Tr N

[128] 2013 Nikolic & Teodorovic BCO fi, ri-[53] PT, Tr N
[7] 2013 Mumford et al. oMH fi, ui, ui, ui PT, OC N
[129] 2013 Yan et al. SA ri-[53] OC N
[130] 2013 Walteros et al. GA ui PT, OC N
[141] 2014 Kechagiopoulos & Beligiannis PSO ri-[53] PT, Tr N
[138] 2014 Yao et al. TS fi Tr N
[136] 2014 Cooper et al. GA fi-[7], ui PT, OC N
[137] 2014 John et al. GA fi-[7] PT, OC N
[132] 2014 Owais et al. GA ri-[53] PT N
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[142] 2014 Nikolic & Teodorovic BCO ri-[53] PT, OC, Tr N
[143] 2014 Nayeem et al. GA fi-[7], ri-[53] PT, OC, Tr N
[140] 2014 Xu et al. SA ui PT, OC N
[144] 2014 Amiripour et al. GA ui(-[135])

√
PT, OC N

[135] 2014 Amiripour et al. GA ui
√

PT, OC N
[134] 2014 Szeto et al. BCO ui, ui

√
Tr Za

[133] 2014 Kilic & Gok Heu fi-[7], ri-[53] PT, OC, Tr N
[139] 2014 Amiripour et al. GA ri-[53], ui PT, OC N
[147] 2015 Rahman et al. GA fi-[7], ri-[53] PT, Tr N
[41] 2015 Cancela et al. MP fi, ri-[53] PT N
[30] 2015 Arbex & da Cunha. GA ri-[53] PT, OC, Tr N
[146] 2015 Zhao et al. oMH ri-[53] PT, Tr N
[145] 2015 Liu et al. oMH ui PT N
[148] 2015 Pternea et al. GA ui PT, OC, Tr, oth N
[149] 2016 Wu & Wang oMH ri-[53] PT, Tr N
[151] 2016 Buba & Lee oMH ri-[53] PT N
[150] 2016 Owais et al. GA ri-[53] PT, OC N
[21] 2016 John GA fi-[7], ui, ui PT, OC N
[153] 2017 Khakbaz et al. GA ui Tr N
[36] 2017 LopezRamos et al. GA ui, ui PT, OC N
[152] 2017 Cadarso et al. MP fi-[108] OC, Cv Zn
[35] 2017 GutierrezJarpa et al. MP ui(-[43]) PT, OC N
[154] 2018 Chu et al. MP ri-[53] PT, OC, Tr, Cv N
[156] 2018 Huang et al. BCO ri-[53], ui

√
PT, OC N

[157] 2018 Buba et al. oMH ri-[53] PT, Tr N
[155] 2018 Owais & Osman GA ui(-[111]) PT, OC N
[34] 2019 Iliopoulou et al. PSO fi-[7] PT, OC N
[159] 2019 Islam et al. oMH fi-[7], ri-[53], ui PT, Tr, Cv N
[158] 2019 Jha et al. GA/PSO ri-[53] PT, Tr N
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[166] 2019 Ahmed et al. HH fi-[7], ri-[53] PT, OC N
[161] 2019 Feng et al. GA ui PT N
[163] 2019 Bourbonnais et al. GA ui, ui, ui

√
PT, OC Za

[160] 2019 Kim et al. GA ri-[53] PT, OC N
[164] 2019 Mahdavi Moghaddam et al. GA ri-[53] PT, OC N
[165] 2019 Duran et al. GA fi-[41], fi-[78], ri-[53] PT, Tr, oth N
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Figure 3.1: Number of publications in Table 3.1 for every year summarised by solution
method. Publications which combine several solution methods in one study are counted
multiple times.

Meta-heuristics were first used in studies on the UTRP in the 1990s. They

quickly grew in importance and have dominated the field since the 2000s (see

figure 3.1). From the publications listed in Table 3.1, 85 (64%) use some kind of

meta-heuristic. By far the most commonly used type of meta-heuristics is GA (48

publications). This includes the combination of GAs with other techniques, e.g.

as additional improvements through neuronal networks in [58], or combinations

with other meta-heuristic types, e.g. the combinations GA and ACO in [37, 116].

Other commonly applied meta-heuristic concepts are SA (12 publications), ACO (9

publications), TS (8 publications), BCO (6 publications), and PSO (3 publications).

Further, nine publications use other meta-heuristics. These include, for example, a

memetic algorithm in [146] and discrete wolf pack search in [149].

Only a single publication ([166]) could be identified which uses a hyper-heuristic

approach. However, this excludes the publications on two hyper-heuristic approaches

which are presented in Chapter 6 and Appendix A in this thesis.
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3.2 On UTRP Instances

3.2.1 Basic components of UTRP Instances

The problem instances for the UTRP generally have at least two components: a

graph which represents the available transport infrastructure and the information

of the transport demand.

In a UTRP graph, also termed instance graph, the nodes are treated as PuT

access and interchange points while the links represent connecting infrastructure

(e.g. streets for bus travel, or tram rails). With such a graph, the public transport

PuT routes can be represented as a series of directly connected nodes. Usually,

these routes are considered undirected by assuming that the vehicles turn around

after reaching the final node and start the journey again in the opposite direction.

The alternative, using directed half route for the different directions of travel, would

effectively double the number of routes considered and therefore drastically increase

the complexity of the problem. Further, it would likely lead unwelcome divergence

between the course of two directions of the same route. For these reasons, routes

and UTRP graph are usually undirected. The possible solution for the UTRP is

given by a set of routes [12, 14].

Most7 publications listed in Table 3.1 use the above described graph concept as

basis for their work. In some studies the graph structure is extended by, for example,

adding information on other modes of transport (e.g. in [106, 152]), information on

potential terminal nodes (discussed in Section 3.2.2), or the addition of zones and

connectors (discussed in Section 3.3.2).

The travel demand is provided in the form of origin-destination matrices giving

the number of trips between pairs of nodes, or pairs of zones, in a given time. Some
7Exceptions are as follows: the route proposal algorithm used in [6, 119] only determines

the end points of routes and leave their design to a transport modelling software. Further, the
approach in [33] does split routes into directed half routes. These approaches will be discussed in
more detail in the Sections 3.3.3 and 3.4 respectively.
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instances include additional information such as a limited number of terminal nodes,

i.e. nodes which can be used as beginning or end nodes of routes.

3.2.2 Fictional and Real-World Instances

In Table 3.1 the instances used in the listed studies are separated into three categories:

fictional instances (fi), which are purely theoretical, regional instances (ri) which

are based on real-world scenarios of inter-urban travel, and urban instances (ui),

which are based on real-world inner-urban travel.

Fictional instances are usually comparatively rather small, with the largest ones

having 30 nodes [7, 138]. In total, the publications listed in Table 3.1 introduced 21

different fictional instances. These are used especially often in studies employing

mathematical programming approaches. However, since this area of research is

increasingly shifting towards the use of larger urban instances, the number of studies

solely relying on fictional instances has drastically declined.

Urban instances form the largest of the three groups. Over the past decades,

urban areas from around the world have served a basis of such instances. Examples

include Cardiff (UK) [136], Ahmedabad (India) [167], Nanjing (China) [156], Austin

(USA) [47], Bogota (Colombia) [130], and many more. These instances hugely

vary in their size and level of detail, with the simplest ones not being substantially

different from larger fictional instances. However, to show that an algorithm can be

used in urban planning processes, they need to be applied to instances resembling

real-world urban areas in sufficient possible detail. This also includes urban specific

constraints and conditions.

One such urban specific condition is the use of zone-based trip representation,

which will be discussed in Section 3.3.2. Another is the restriction of route endpoints.

As mentioned in Section 3.2.1, it is assumed that vehicles, after finishing a journey
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along a route, perform a U-turn and start the journey in the opposite direction8. In

urban areas, it is a common situation that the possibilities for vehicles to perform

U-turns is heavily restricted. Consequently, it can not be assumed that such a

manoeuvre are possible at every node of the UTRP graph. Therefore, instances

representing urban areas should specify which of their nodes are terminal nodes, i.e.

nodes in the vicinity of which vehicles can perform U-turns [46, 168]. However, from

the 66 urban instances found in the reviewed publications only 22 offer information

on terminal nodes. Of these, only one is publicly available (see Section 3.2.4).

In regional instances, where the nodes usually represent whole cities, such details

are not necessary. With only three identified instances, this group is by far the

smallest. Nevertheless, one of these instances, introduced by Mandl in [53] and based

on the national road network of Switzerland, is the most often used public instance

(see Section 3.2.4). Even studies which specifically aim to develop algorithms for

use in urban scenarios often only use this instance (e.g. [71, 154, 160]).

3.2.3 Generation of Instances

As mentioned in Section 1.2, one of the hurdles for the practical application of UTRP

algorithms is the absence of generation procedures for urban instances. Although

a large number of urban instances exists, there are only very few publications

describing the generation of their instances in detail. These approaches can be

separated into three categories.

Some instance generation procedures are based on the spatial layout of the

urban street (or rail) network. In [111], the generation of the instance is based

on the street network of Rivera (Uruguay). Each of the 84 nodes represents a

400m×400m square of housing blocks. They were placed on street junctions closest

to the block centre and the shortest path links connect the nodes of adjacent blocks.

Unfortunately, this procedure is only applicable urban areas built in a strict grid
8Only few studies (e.g. [21, 36, 159]) mention this assumption explicitly. However, it is implicit

for all studies which use undirected routes (see Section 3.2.1).
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pattern, it could not be applied to cities built with an irregular layout, such as most

European cities. Another method is outlined in [31, 169] for the generation of an

instance representing Mashhad (Iran). It places nodes on street junctions 700m

to 1km apart and connects those on adjacent junctions with shortest path links.

Terminal nodes are selected based on optimal population coverage. This method is

described in less detailed, but it seems it requires a very regular street layout to

determine adjacency relations between nodes.

Other procedures define node location based on the demand structure. In [127]9

both demand and node locations are derived from taxi GPS data from Hangzhou

(China). Pick-up and drop-off points are aggregated in 500m grid cells which are

themselves aggregated in clusters based on their proximity and usage. In each

cluster, a cell is selected as node-location. The demand between clusters and travel

times between the nodes are also determined by taxi travel data. In the generation

procedure described in [170] the position of nodes is optimised with a GA considering

on the demand structure in the study area. Node adjacency is determined based on

the angle between direct connections and travel times between adjacent nodes are

calculated as Euclidean distances. Terminal nodes have to be selected manually.

An instance generation with this method was used [118].

Finally, there are procedures which determine node position based on those

of real-world PuT stop points. Due to the large number of stop points in most

study areas, it is usually infeasible to use all stop points as a nodes. Therefore,

different methods have been proposed to select a subset of the available stop points

as graph nodes. In [21] this selection is made at random while ensuring a minimal

distance between the selected stop points. The final number of nodes is set by the

user. Also the connectivity and travel demand between the nodes were determined

via randomised processes. The node selection in [116] is based on stop points who
9[127] is not listed in Table 3.1 as it deals the design of a single bus route, rather than a route

network. However, it is discussed here, as the described instance generation procedure could also
be used to generate instances for UTRP algorithms.
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are ranked by their expected travel demand. All stop points which are not within

300 meters around another stop point with higher expected demand are selected.

Both procedures can easily be applied to different urban areas. However, as the

location of the selected stops within the transport network is not fully taken into

account the resulting graph is likely to insufficiently reflect the study areas spatial

layout [21]. Further, both methods do not include a procedure to determine realistic

adjacency relations. The procedure most recently introduced in [163] bases the

stop point selection on both demand structure and the layout of major streets.

Unfortunately, its parameters are not described in great detail. In this model, all

nodes are considered adjacent and travel times between them are generated based

on shortest path searches.

It can be concluded that the existing instance generation procedures are not well

suited to applications on irregular urban street or rail networks. While layout-based

methods rely on regular layouts and optimally grids to work accurately, methods

based on stop point selections or demand patterns lack procedures to determine

the correct adjacency relationships between the selected node positions. Also, none

of the procedures includes an infrastructure-based process to determine terminal

nodes. Such an instance generation is in Chapter 4 of this thesis.

3.2.4 Publicly Available Instances

Most researchers understandably prefer to focus their research efforts on solutions

methods rather than the generation of instances. Therefore, many researchers use

instances which have been fully published in earlier publications. The additional

advantage of this is that it allows comparing the results of different studies using

the same instance. However, the problem with this approach is the limited variety

of instances publicly available.
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Table 3.2: Publicly available instances used in the publications listed in table 3.1.
Description of columns:
"Ref" - reference of publication first publishing the instance;
"Name" - term most commonly used term when referring to this instance;
"Represents" - real world area the instance is based on ("-" for fictional instances);
"|N |", "|E|","|U |" - Number of nodes, links, and potential terminal nodes (subset of N);
"num" - Number of reviewed publications using the instance;
"Ref" - reference of publication first publishing the instance.

Ref. Year Name Represents num |N | |E| |U |

[53] 1979 Mandl Instance Swiss road network 45 15 21 -
[7] 2013 Mumford3 Cardiff (UK) 9 127 425 -
[7] 2013 Mumford1 Yubei (China) 9 70 210 -
[7] 2013 Mumford2 Brighton (UK) 8 110 385 -
[7] 2013 Mumford0 - 6 30 90 -
[44]13 1961 Nebelung Network Düsseldorf (Germany) 4 32 33 19
[69] 1975 Sioux Falls Network Sioux Falls (USA) 2 23 38 -
[78] 2003 Example Network - 2 10 19 -
[108] 2009 R2 - 2 8 15 -
[41] 2015 Small Instance - 2 8 10 -
[108] 2009 R1 - 2 6 9 -
[138] 2014 Medium Size Network - 1 30 59 -
[77] 2003 Testing Model - 1 25 39 -
[63] 1987 Sample Network - 1 21 39 -
[101] 2007 Example Network - 1 17 29 3
[89]11 1972 Rea’s Network - 1 16 34 -
[106] 2009 Multi-modal Network - 1 13 26 -
[10] 1986 Example Network - 1 5 7 -
[81] 1993 Transit Network - 1 4 6 -

Table 3.2 lists all publicly available instances10 used in the reviewed publications.

The collection shows mostly small fictional instances which were rarely reused. The

fictional instances from [63, 81, 89]11 were originally designed for other routing

problems. The same is true for the Sioux Falls instance from [69].

The instance used most often is the one published by Mandl in [53]. About

one-third of the publications listed in Table 3.1 use this instance. Its popularity

allowed the authors of [14] to compare the performance of meta-heuristic approaches.
10Not included are instances which were your multiple times by the same researchers or were

passed on through institutional links(see "()" notation in Table 3.1).
11[89] could not be found online, but instance was reprinted in [88].
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Unfortunately, it is not an urban instance but based on the national road network

of Switzerland. Further, it is relatively small. In 2013 Mumford published four

more instances in [7], three of which are urban instances12. These are the largest

instances which have been published so far.

Terminal nodes only feature in two of the available instances. One is a small

fictional instance introduced in [101], the other is an instance already published in

1961 by Nebelung based on the tram network of Düsseldorf (Germany) [44]13. It

was mainly used in German publications. Today it would no longer be considered a

large instance.

In the past, several researchers have called for the publication of larger and

more realistic instances [7, 99]. For this reason, all instances introduced throughout

the following Chapters will be made public.

3.3 Evaluating route networks

3.3.1 Objectives

The result of an optimisation process is largely influenced by the chosen objectives.

Over the years, many different objectives for the UTRP have been explored in

various studies. In Table 3.1 these have been grouped into three main types:

operator costs (OC), passenger travel times (PT), passenger transfers (Tr) and

PuT network coverage (Cv) as outlined below. Additionally, there are a few other

objectives used in more specialised problem definitions, such as the reduction of

air pollution in [148, 165], or travel demand taken up by newly added routes [6, 119].

12For the generation of the instances introduced in [7], only the number of nodes and their
level of connectivity were extracted from the urban areas they represent. Node positions, demand
matrix, and links were generated via randomised processes. The instances therefore do not capture
the spatial layout of these areas in any detail.

13[44] could not be found online, but instance was reprinted in [46].
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Calculating the real cost of operating a PuT network is difficult and requires a

large number of techno-economic variables, such as fleet composition and vehicle

crowding [171, 172]. Correctly determining such detailed information is beyond

the scope of most UTPR studies. Instead, the 74 publications considering the

operator costs use very different measures for their estimations. Some studies used

the combined length of all the routes as a simple approximation (e.g. [7, 21, 166]).

In studies which combine the optimisations of routes with that of vehicle frequencies,

operator costs are typically represented by the required fleet size (e.g. [73, 139,

154]). Further, in studies focusing on rail-based systems, infrastructure costs are

considered (e.g. [35, 43, 62]). Also included in this category are estimations of

unused vehicle capacity (e.g. used in [40, 51, 68]).

Passenger travel time is used in the evaluation process of 109 publications. Most

common is the average travel time, but also the total travel time is used [14].

The exact approaches to determine the passenger path, and thereby their travel

times, differ. One differing factor is the way transfer times are considered. Few

publications (e.g. [106]) only consider connections without transfers. Other studies

ignore transfer times when assigning passenger paths and either calculate the total

transfer times separately (e.g. [98]) or evaluate transfers in other ways as discussed

below. Such approaches result in fast run times for the travel time calculation;

however, they are less accurate as transfer times can have a large impact on the

path a passenger chooses. Other studies (e.g. [7, 53, 135]) include transfers by

duplicating nodes which are used in several routes and inserting links representing

possible transfers between them. This approach will be discussed in more detail

in Chapter 5 - Section 2.2. Another important factor for the calculation of travel

times is the representation of trips which will be discussed in Section 3.3.2.

Passenger transfers as an objective separate from the travel times are used in 47

of the reviewed publications. This includes minimising the total number of transfers

required by all passengers (e.g. [142, 143, 167]), or to maximise the number of
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passengers which can reach their destination without transfers (e.g. [83, 91, 96]).

Another common transfer-based objective is to minimise unsatisfied demand defined

as number or percentage of passengers which require ore than a defined limit of

transfers t complete their journeys. Usually, three or more transfers are assumed

unsatisfactory [14]; however, a two-transfer limit is used in some cases (e.g. [135,

139, 144]).

Finally, nine studies allow the designed PuT network to cover only a part of the

available trips but use this coverage as an objective. In five of these, e.g. [92, 115,

159], the number of travellers with no access to PuT is to be minimised. Further,

four studies ([62, 107, 108, 152]) provide travellers with the option to travel with

alternative modes such as walking or private cars. In these studies, one objective

is to maximise the number PuT passengers.

3.3.2 Node-based and zone-based trip representation

The way trips and travel demand are represented has a big impact on determined

passenger path and, therefore, travel times and number of transfers. Figure 3.2

illustrates this by depicting the two approaches used in the reviewed publications.

In 105 of the 132 reviewed publications, the travel demand is given as trips

between pairs of nodes, as shown on the right side of Figure 3.2. This node-based

approach assumes that travellers begin and end their PuT trips on the same pair of

nodes independent from the available routes. One possible reason for the popularity

of this concept is the availability of instances, as all publicly available instance

identified during this review (see Table 3.2) are node based. Another likely factor

is that node-based approaches are more straightforward to implement and allows

to calculate the passenger travel times efficiently with standard shortest path

algorithms (see Section 2.2). However, the fact that the nodes are also the demand

sources results in parts of the travel demand not being covered when the designed

PuT network does not include all of the nodes. An uncovered demand complicates
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Figure 3.2: Example of the impact of different trip representations on the trip options.
Assumed is a trip between two zones centroids O and D. Two PuT routes can be used:
"orange" over nodes 1 and 3, and "blue" over nodes 2 and 3. (Figure and caption are
slightly variations of figure 1 in chapter 5)
In a zone-based approach (left) travellers can choose from two options: a) walk from O to
1, ride on route "orange" to 3, walk on destination connector from 3 to D. b) walk from
O to 2, ride on route "blue" to 3, walk on from 3 to D.
In a node-based approach (right) the trip is assigned to nodes based on their catchment
areas (grey circles). The travellers can only travel with route "blue" from 2 to 3.

.

the evaluation of route sets, as it has to be excluded from the calculation of the travel

time- or transfer-based objectives and instead needs to be represented separately

via coverage objectives. Of the 105 reviewed node-based studies, only two ([154,

159]) allowe the exclusion of nodes. All of the other studies instead constrain the

route sets to include all the nodes. Unfortunately, this constraint can exclude route

sets which do not include all the nodes even though they might be favourable in

reality. Further, it restricts comparisons between the optimised and the existing

PuT networks, as will be discussed in Chapter 4.

The alternative approach is to divide the study area into zones, each of them

represented by a centroid. These centroids are connected with the nodes of the

UTRP graph via connectors, allowing them to represent a trip between two zones

as a path between the respective centroids. This approach allows passengers to
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choose the nodes where they start and end their PuT journeys on the basis of the

available routes.

The concept of zone-based trip representations offers several advantages. In

most cases, it drastically simplifies the generation of demand matrices14. Zones can

further serve as the basis for trips of both public and private modes. This is essential

for other modelling procedures such as trip distribution and mode choice models.

These are an integral part for many more complex transport modelling processes,

e.g. the standard four-step model [173–175]. Consequently, zone-based approaches

are the most common concept in macroscopic transport modelling and, by extension,

the basis of many real-world planning processes. It is, therefore, important that

more UTRP algorithms be developed using a zone-based trip representation.

At least if the zones are sufficiently small in size, a zone-based approach is a

more realistic concept of trip representation. This is particularly true in an urban

setting where passengers often have access to several stop points (see Figure 3.2).

It also allows for a more straightforward generation of demand matrices15.

From the 132 studies listed in Table 3.1, only 27 use a zone-based trip repre-

sentation. The models in question are often described as a bi-level concept. The

upper level, represented by the UTRP graph, is where the PuT network is designed.

The lower level is represented by a travel graph made of centroids and connectors,

as well as nodes and the PuT connections given by the current route set. This
14Most travel demand data sources, such as surveys or mobile phone data, produce origin-

destination data based on zones. For a node-based demand matrix, these have to be aggregated
on node-level using a node catchment area (as illustrated in Figure 3.2). Even when node-based
demand data can be directly generated (e.g. by accessing boarding data from smart card ticketing
systems), using this data for network optimisation is not ideal as it comes with an undesirable
bias towards the existing PuT network.

15Most travel demand data sources, such as surveys or mobile phone data, produce ori-
gin–destination data based on zones. For a node-based demand matrix, these have to be aggregated
at the node level by using a node catchment area (as illustrated in Figure 3.2). Even when node-
based demand data can be directly generated (e.g. by accessing boarding data from smart card
ticketing systems), the use of these data for network optimisation is not ideal, as they come with
an undesirable bias toward the existing PuT network.
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travel graph is used to assign passengers travelling between specific zones to a path

through the PuT network. A variety of methods can be used for this task. The once

used in zone-based studies listed in Table 3.1 can be classified in three categories16.

There are ten studies which use interfaces to professional macroscopic transport

modelling software to execute the assignment. These approaches are denoted as

"Zp" in Table 3.1 and will be discussed in Section 3.3.3. Unfortunately, not all

researchers and planners have access to such software packages. It is also possible

to use the specialised assignment algorithms employed in these software packages

separately (e.g. [177–179]). However, it seems few researchers have the resources

to recreate them, as only four publications, denoted as "Za", could be found using

such algorithms. Finally, there are 12 publications that use regular shortest path

algorithms (see Section 2.2) on the travel graph. These are denoted with "Zn". Such

a set-up is more straightforward to implement than the other approaches; however,

it is still more complex than using a node-based concept.

The fact that the number of zone-based UTRP studies is comparatively low

is one possible reason why only few UTRP algorithms are applied in real world

planning processes. Transport planning processes are usually based on macroscopic

transport models using zone-based approaches [175]. In this context, differences in

data structures between existing zone based datasets and node based algorithms

can lead to high application barriers. Therefore, it is important to demonstrate

how node-based UTRP algorithms can be converted to work with zone-based trip

representations. This task is taken on in Chapter 5. The Chapter will further

introduce a publicly available zone-based instance to make zone-based UTRP

research more accessible.

16There is one study which does not fit this concept: In the study from van Nes et al. in 1998
[57] travel times between nodes only. However these where then used to distribute the passengers
of a zone to the nodes available to them based on the trip distribution model from [176]. This
study is denoted "Z*" in Table 3.1.
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3.3.3 Interfacing with transport modelling software

Macroscopic transport modelling is used to support the decision making in planning

processes. Among the most commonly used software packages for this task are

PTV’s Visum [180] and INRO’s Emme [181], which have been used in UTRP studies

in the past. The input for these simulations are so called network modes which

are based on directed graph structures17 representing the relevant infrastructure of

the application area. Generating and calibrating these so-called network models

requires detailed information about the street layout, transport infrastructure, and

travel demand and is a complex and time-consuming task. The resulting models,

however, are very powerful and allows planners to simulate and study a variety of

transport-related phenomena.

Interfacing between these software packages and UTRP algorithms would

drastically reduce the barriers for planners to use the latter. Additionally, it

would allow researchers easy access for a vast pool of powerful evaluation tools.

The challenge for a generally usable interface process is to handle the differences

between the directed connections in the network models and the undirected graph

which forms the basis of almost18 all UTRP studies. Although there have been

several studies utilising transport modelling software packages for their evaluation

procedures, they usually used network models based on undirected graphs which

were likely not designed for general planning purposes.

Two of these studies were already mentioned in Section 3.2.3, as both include

procedures to generate the required graph. The first is the 2011 study of Bagloee

and Ceder which implements an undirected graph in Emme for evaluation [116]. The

second is a study by Alt and Weidmann which describes an algorithm interfacing

with Visum on several points during the optimisation process [118]. In the latter

case, the authors mention that the procedure can be used on existing network
17The structure of Visum network models is discussed in more detail in Chapter 6 Section 3.2.
18The only study working with directed connections is [33] (discussed in Section 3.4).
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models. However, problems with directed connections do not appear to be discussed

and all applications presented are based on undirected graphs.

Further, there is a series of studies interfacing a GA with Emme conducted by

researchers at the Università di Roma Tre, Rome (Italy) [79, 85, 95, 123], the last

of which in cooperation with the mobility agency of Rome. Unfortunately, it is

unclear if the undirected graph representations used were generated specifically for

these studies or existed before. Further, none of these publications describes the

interface procedures that were used. Both are also true for [31, 169] which, likewise

interfaced their algorithms with Emme and used an undirected graph representing

the city of Mashhad (Iran).

So far, the line proposal algorithm for Visum, developed by PTV itself in 2006

[182], seems to be the only algorithm applicable to network models with directed

connections. It is designed to add new routes to an existing Visum network model.

It first generates a palette of candidate routes between predefined terminals which

are not directly connected with existing routes. In a second step, the candidate

routes are individually evaluated in Visum and the route taking up the most demand

is then permanently added to the network. The second step is repeated as long

as required. The user can directly interfere in parts of the process (e.g. select a

different route to be added in the system). This set-up does not require a UTRP

graph as the algorithm only determines the beginning and endpoints of routes,

leaving the design to Visum’s inbuilt shortest path procedure. It also should be

noted, that this algorithm in no way alters the existing PuT network. Although

this algorithm has been successfully used in at least two academic studies [6, 119], it

is only a prototype and was never fully developed into an official Visum extension.

All these studies underline the potential that interfacing UTRP algorithms and

transport modelling software can bring. Unfortunately, the available approaches

seem to only work for either very special algorithms or when the used network models
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exclude common complications like one-way streets. To transfer data between more

general network models and more standard UTRP algorithms, more sophisticated

interface procedures are required. Such processes will be presented in Chapter 6.

3.4 Applications in planning processes

From the 133 reviewed publications in this Chapter only two describe studies which

were part of real-world planning processes.

The first was published in 2009 by Pacheco et al., and describes the optimisation

of the bus network in Burgos (Spain) [33]. This study is the only one using directed

connections by subdividing each route into two directed half-routes beginning and

ending on the same node. Waiting- and passenger travel time were optimised under

a fixed total number of buses and drivers. All 382 bus stops of the study area were

used as nodes in the instance graph provided by the Burgos transport authority

together with a node-based demand matrix and a list of terminal nodes. The

solutions obtained improved significantly over those created manually by planners.

The second is the work from Cipriani et al., conducted in 2012 in cooperation

with the mobility agency of Rome (Italy) [123], as mentioned in Section 3.3.3.

It describes the application of a parallel genetic algorithm on one of the largest

recorded instances composed of over 1300 nodes, 7000 undirected links, and 450

zones. The results show improvements over the existing bus route network in terms

of waiting times, operator costs, and unsatisfied demand. According to the authors,

the mobility agency of Rome began implementing these results in 2012.

Combined, the two studies listed here include many features which are missing

in most other studies and were identified throughout the past Sections as possible

reasons for the general lack of practical applications. For example it can be

noted that [33] is using restricted terminal nodes and [123] a zone-based trip

representation. Both aspects are only in a minority of publications (26% and 20%,



3. Review of Literature 45

respectively). Their use in studies on actual practical applications is an indication

of their importance for such applications. Also the fact that [33] is the only study

using directed connections, and [123] one of the few publications interfacing their

algorithm with transport modelling software, highlights the usefulness of both

for the practical application.

3.5 Conclusion of literature review

The past Sections reviewed different aspects of the publications listed in Table 3.1,

with a special focus on potential obstacles to applications in real-world planning

processes.

Section 3.2.2 classified the used instances into fictional-, regional-, and urban

instances. Although most studies use urban instances, only few of these instances

include urban specific aspects. For example, only one-third of the used urban

instances offer information on which nodes offer sufficient infrastructure for vehicles

to perform U-turns. As it is usually assumed that vehicles perform U-turns at the

end of each route to start the next journey in the opposite direction such information

is vital to incorporate realistic constraints.

Section 3.2.4 highlighted that the absence of information on such terminal nodes

from the publicly available instances identifies can be one reason why terminal

nodes rarely feature in UTRP studies. Such instances are used by many researchers

who otherwise would not have access to the required input datasets. In line with

other reviews [99, 141], it was concluded that there is a need for more publicly

available instances which better reflect size and complexity in real-world urban areas.

One problem for both the practical application of UTRP algorithm and the

publication of more realistic instances is the generation of such instances. Section

3.2.3 reviews publications which previously described instance generation processes.

It was concluded that the generation procedures presented in the past struggle
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with determining suitable node positions and adjacency relations, especially when

applied to urban areas which are not built in a repetitive pattern. Further, none

of the described processes include a infrastructure base procedures to determine

potential terminal nodes.

These issues will be addressed in Chapter 4 of this thesis which will introduce an

instance generation procedure which scales down the available street network while

maintaining its characteristics and extracts information about potential terminal

nodes from the existing PuT services. This procedure will be used to construct

several instances which have been made publicly available.

Section 3.3.2 discussed the differences between zone-based and node-based trip

representation and their use in UTRP studies. Being used in 80% of publications,

the node-based approach is more prominent among UTRP researchers. Among

the reasons for this dominance is a more straightforward implementation and the

absence of publicly available zone-based instances However, most planning process

use zone-based macroscopic transport modelling processes as basis for their work.

Consequently, the differences in data requirements between both approaches, create

barriers for the application of UTRP algorithms in planning processes.

To facilitate the development of zone-based UTRP algorithms, Chapter 5 will

extend the instance generation procedure introduced in Chapter 4 and generate

a publicly available zone-based instance. Further it will introduce a concept to

calculate zone-based travel times, which is straightforward to implement and can

be utilised in the adaptation operations used in the optimisation procedures in

Chapter 4 and other node-based publications to a zone-based set-up.

Finally, Section 3.3.3 reviewed publications which interface their algorithms with

transport modelling software. This approach has high potential to effectively reduce

barriers for applications as a generally usable interface would allow planners to use
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UTRP algorithms with already existing datasets and in a familiar environment.

Unfortunately, all reviewed approaches only work for either very limited algorithms

or when the used input datasets only include undirected connections. For this

reason, Chapter 6 of this thesis will present interface procedures to translate

between directed and undirected network- and route structures, and demonstrate

their effectiveness in an application on datasets based on real-world urban areas.
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Summary of content

This paper introduces a new procedure to generate input datasets for UTRP

algorithms (Section 2). The aim is to scale down the street network of a mid-

size urban area with an irregular layout to generate a graph to represent local

bus networks with less than 500 nodes. This boundary was set after a run time

estimation judged it to be the uppermost limit for practical work with the available

computing infrastructure.

As the first step, the available streets are selected on the basis of official classifi-

cations and the position of the existing stop points (Section 2.3.1). Graph nodes

are then placed on the basis of the position of street junctions and demand sources

(Section 2.3.2). Certain placement rules were set to maintain the characteristics of

the street network as best as possible, while covering all of the available demand

sources and keeping the number of nodes as low as possible.
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The adjacency relations and travel times between the nodes are determined on

the basis of the shortest paths between nodes (Appendix 1). This process used

the graphical information system ArcGIS, because of its python interface and the

ability to calculate the routing information on spatial networks.

A separate procedure maps the course of the existing bus routes on the generated

graph to determine their endpoints as the potential terminal nodes (Section 2.5 and

Section 4). With this, the detailed route data available for the study area allowed

us to identify the possible terminal locations significantly better than alternative

manual methods.

The procedures are implemented on in an application of the extended urban area

of Nottingham, UK. This area was chosen because its size and layout fit well with

the aims of the project. The street and the demand data were obtained from official

sources. A second, reduced version of this instance is generated to allow comparisons

between the optimised route sets and a representations of the pre-existing services

(Section 4). For this, all nodes which are not used by the pre-existing bus services

operating within a given time window are excluded. Both instances are published

online alongside the paper. The datasets contain the following files: a) a list of

nodes giving the respective positions and stating whether a node is a potential

terminal, b) a matrix giving the travel times between the directly connected nodes,

and c) a node-based matrix.

Further, an optimization procedure centres on an NSGAII-type genetic algorithm

(previously used e.g. in [137]), which is modified to work with the restricted terminal

nodes (Section 3.3) is presented. The main adaptations are in two genetic operations

(Appendix 2): The operation deleting nodes from a route is only allowed to stop

when the reduced route ends again on a terminal node. The operation adding

nodes to routes uses a guided random walk to connect the current endpoint to

a new available terminal node. This prevents the extension from meandering
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before reaching a terminal node and, therefore, balances the delete and add-nodes

operations. The same principle is also used in the adapted version of the add-

missing-nodes repair operation.
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Abstract
We introduce an adaptive network for public transport route optimisation by scal-
ing down the available street network to a level where optimisation methods such as 
genetic algorithms can be applied. Our scaling is adapted to preserve the character-
istics of the street network. The methodology is applied to the urban area of Notting-
ham, UK, to generate a new benchmark dataset for bus route optimisation studies. 
All travel time and demand data as well as information of permitted start and end 
points of routes, are derived from openly available data. The scaled network is tested 
with the application of a genetic algorithm adapted for restricted route start and end 
points. The results are compared with the real-world bus routes.

Keywords Public transport · Route optimisation · Network design · Benchmark 
instance · Genetic algorithm

1 Introduction

In the majority of cities around the world, public transport networks have been 
developed using a combination of local knowledge, planning experience and pub-
lished guidelines. Most often these networks have evolved over time rather than 
being designed as a whole (Mumford 2013). Multiple reports have pointed out 
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the insufficiencies of this process and the need for a systematic computer-based 
approach (see e.g. Zhao and Gan 2003; Nielsen et al. 2005).

The task to generate efficient public transport networks can be treated as five 
interconnected phases (Ceder and Wilson 1986): (1) route design, (2) vehicle fre-
quency setting, (3) timetabling, (4) vehicle scheduling and (5) crew scheduling. 
Solving all five phases simultaneously would be optimal. However, due to the high 
complexity of the task, most researchers focus their efforts on simplified versions of 
the problem. One common simplification is to focus on the route design phase under 
the assumption of a fixed transfer time between different routes. This approach will 
also be used in this paper.

Research for public transport route optimisation requires information on the avail-
able transport network and the travel demand. These combined datasets are usually 
referred to as instances. Many researchers have tested their algorithms on the few 
fully published instances. A prominent example is the instance published by Mandl 
(1979) [used e.g. in Ahmed et  al. (2019), Arbex and da Cunha (2015) Baaj and 
Mahmassani (1991), Fan and Mumford (2010) and Nayeem et al. (2014)]. Another 
often used test instance [e.g. used in Poorzahedy and Safari (2011) and Soehodo 
and Koshi (1999)], a 24-node network published by Leblanc (1975), is based on the 
city of Sioux Falls, USA. As these two instances are rather small (15 and 24 nodes), 
Mumford published four larger instances ranging from 30 to 127 nodes, based on 
the Chinese city Yubei and the two UK cities of Brighton and Cardiff  (Mumford 
2013). These have been used by several studies since (e.g. John et  al. 2014; Nay-
eem et al. 2014). In addition to these studies, other researchers built their own test 
instances based on data from urban areas around the world. Among these are Silman 
et al. (Haifa, Israel, 1974) (Silman et al. 1974), van Nes et al. (Groningen, Nether-
lands, 1988), Pattnaik et al. (Madras, India, 1998) (Pattnaik et al. 1998), Feng et al. 
(Taoyuan-County, Taiwan, 2011) (Feng et  al. 2010), Cipriani et  al. (Rome, Italy, 
2012) (Cipriani et  al. 2012), or Gutiérrez-Jarpa et  al. (Concepcíon, Chile, 2017) 
(Gutierrez-Jarpa et al. 2017).

Few publications describe the rules of instance generation in detail. One excep-
tion is the work by Mauttone and Urquhart (2009) who generated a network with 
84 nodes to represent the city of Rivera, Uruguay. The nodes were placed on street 
junctions close to the centres of housing blocks. This method is only suited to cit-
ies built in a strict grid pattern. Another node selection algorithm was proposed by 
Bagloee and Ceder (2011) to generate instances for Winnipeg, Canada, and Chi-
cago, USA. They select every stop point as a node provided it is further than 300 m 
from another with a higher expected travel demand. A similar method was also used 
by John (2016) to generate networks for the UK cities of Nottingham and Edin-
burgh. Here a fixed number of stops was selected randomly while a minimal dis-
tance between selected stops was ensured.

The methods from Bagloee and Ceder (2011) and John (2016) are applicable 
to most urban areas, but both share the same disadvantage: as the locations of the 
selected stops within the street network are not fully taken into account, the chance 
that the resulting network does not reflect the real spatial layout of the city is high 
(John 2016), especially if the number of selected stops is only a fraction of the total 
number available.
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As the layout of the street network is essential for the design of bus routes, it 
is important that an instance network sufficiently reflects the characteristics of the 
street network. We therefore propose a network design procedure which scales down 
the network to a size manageable for meta-heuristic-based optimisations, while 
at the same time preserving the characteristics of the urban street network. Scal-
ing down an urban street network is desirable principally to restrict the computation 
times needed for the passenger objective, which is usually the main bottleneck and 
leads to an increase of the run time with f (N3) , N being the number of nodes in the 
network [see Mumford (2013) for a full explanation]. For our modest desktop set 
up,1 we determined 500 nodes, which would result in a runtime of about 600 h, to be 
the upper-most limit for practical work.

The down-scaling of the street network is achieved by devising simple and robust 
rules applicable to all urban layouts. The procedure further includes the identifica-
tion of potential terminal nodes, an aspect vital for route design in an urban context.

We will limit this work to instance generation and route network optimisation 
with restricted start and end points, as it is part of an incremental approach to more 
realistic public transport network optimisation. Our generation procedure is used to 
produce an instance for bus route optimisation in the extended urban area of Not-
tingham, UK. Further, a route initialisation procedure and a modified heuristic route 
optimisation algorithm, both specialised for work with restricted route start and end 
points, are applied to the generated instance. The optimisation results are compared 
to the real-world bus routes.2

The main contributions of this paper are as follows:

1. A novel methodology for generating an instance dataset, by systematically scal-
ing down a street network and utilising census data (see Sect. 2). The generated 
instance will be published online for free use for all researchers.

2. An additional methodology for transforming pre-existing public transport routes 
to fit the scaled-down street network (see Sect. 4).

3. A multi-objective genetic algorithm modified for restricted route start and end 
points, to allow direct comparison with the pre-existing public transport routes, 
showing potential to improve performance (methodology in Sect. 3 and results 
in Sect. 5).

1 We used a desktop PC with an Intel i5-6500 3.20GHz Quadcore CPU and 8GB RAM.
2 It should be noted that this work focuses on mono-modal transport, and the Nottingham tram network, 
with only two lines in 2011, was not taken into account. For the instance generation, the interoperation 
of the tram could be included in principle with the rules described in Sect. 2. However, the optimisation 
algorithm (see Sect. 3) would require modifications beyond the scope of this paper to deal with multi-
modal optimisation.
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2  Generating a scaled instance network for bus route optimisation

This section outlines a systematic approach to generate a street network, consist-
ing of node placement, link generation, and the production of the travel time and 
demand matrices. The methodology is applied to the extended urban area of Not-
tingham, UK (see Fig. 1), using UK-specific street and census data. However, the 
same can be applied to areas outside the UK using other data sources. Examples 
for potential sources are given in the footnotes 4, 5, and 6.

2.1  Problem description

An available transport network can be represented as an undirected graph 
G = {N,E} , with nodes N = {n1, n2,… , n|N|} representing access and interchange 
points (see Sect. 2.3.2) and links E = {e1, e2,… , e|E|} representing the edges (e.g. 
streets) connecting the nodes (see Sect. 2.4). Given such a graph, a public trans-
port route can be represented as a list of directly connected nodes r = [nf ,… , nl] 
and the public transport network as a set of routes R = {r1, r2,… , r|R|} . It is nec-
essary to ensure that the first and the last node on each route is a designated ter-
minal node V = {v1, v2,… , v|V|} ∈ N which allows u-turns (see Sect. 2.5 ). Travel 
times T and travel demand D are symmetrical matrices as defined below.

In order to allow an optimisation of the route set R on the graph G, the travel 
time and travel demand between the nodes N need to be given. We do this in form 
of two symmetrical matrices: 

T:  Gives the travel times ti,j along the connection between the nodes ni and nj . 
Travel times between nodes that are not directly connected are set to ti,j = ∞ 
and self connections are set to ti,i = 0.

D:  Gives the number of passengers di,j travelling from source ni to destination nj . 
Travellers staying at one node are not considered ( di,i = 0).

2.2  Definitions

We first define some parameters:

• Catchment radius c:
  Defines circular catchment areas around the nodes used to assign travel 

demand (see Sect.  2.6). For the Nottingham instance we used c = 400 m, a 
value widely considered as an acceptable walking distance to a bus stop 
(Ammons 2001).

• Snapping Distance s:
  Distance within which two or more junctions are snapped together to be 

represented by one single node in between (see Sect.  2.3.2). The value for 
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this snapping distance is not critical and has been chosen to be s = c ⋅ sin(
�

4
) , 

resulting in s = 283m.

2.3  Constructing the network

The first step is to select which streets will be taken into consideration for the net-
work. This is followed by a process to determine the positions of the nodes on the 
street map.

2.3.1  Defining the street network

For the Nottingham application we base our selection of streets on the integrated 
network layer from 20113 generated by the UK Ordnance Survey.4 We selected all 
streets classified as “A-”, “B-” or “Minor Road”. Streets classified as “Local Street” 
were only selected if they fulfil two conditions: (a) bus stop points exist alongside 
them5; (b) they are not parallel to any street classified as “A-”, “B-” or “Minor Road” 
within a distance s. One-way streets are only selected if travel in the other direction 
is possible on streets within s.

2.3.2  Placing nodes

With the streets selected, the positions of the nodes N need to be determined. In con-
trast to the instances generated by Bagloee and Ceder (2011) and John (2016), the 
nodes in our network do not directly represent bus stop points. Instead they usually 
represent street junctions. The interpretation is not that buses stop at each node but 
rather that they travel from node to node and stop at the stop points they encounter 
on the way. The nodes simply allow us to identify the path a bus will take.

We determine the position of our nodes in three steps:

1. Initial nodes are placed on all points where two or more of the previously selected 
streets meet. This includes junctions, (t-)intersections, roundabouts, etc.

3 The same year of census data used to assign the demand (see Sect. 2.6).
4 Researchers with UK institutional access can download ITN data from http://digim ap.edina .ac.uk/. The 
procedure can also be applied to data from other sources. The only constraints are a sufficient classifica-
tion to select streets available for bus travel and the ability to convert the data to a network dataset for 
use in ArcGIS to generating the travel time matrix (see Appendix 1). Such data should be available from 
most national transport authorities, or local authorities. Alternatively, street data from OpenStreetMap 
(https ://www.opens treet map.org) can be used as long as it is sufficiently accurate for the study area.
5 The location of bus stops can be extracted from the National Public Transport Access Nodes (NaP-
TAN) which is included in the National Public Transport Data Repository (NPTDR) downloadable from 
https ://data.gov.uk/datas et/nptdr . Outside the UK similar datasets should be available from national trans-
port authorities, local authorities or public transport operators. For operators which use General Transit 
Feed Specification (GTFS) these datasets can be downloaded from https ://trans itfee ds.com/. Also Open-
StreetMap (https ://www.opens treet map.org) usually provides bus stop locations with a sufficient accu-
racy.
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2. Nodes within a distance s of each other form clusters, and each cluster of nodes 
is snapped together to form a new node. This leads to a simplification error of up 
to s

2
 for the distance between two nodes, but removes the clustering nodes (see 

Figs. 2, 3).
3. It can happen that two directly connected nodes are too far apart to assign all the 

demand from zones along the connection to one of the nodes (see Sect. 2.6). In 
these cases additional nodes need to be placed in-between the regular nodes to 
properly capture the demand for a bus route along this route (see Fig. 4). The 
same situation might occur in case of dead-end streets which are longer than c.

Snapping clusters of initial nodes together has several implications. It further simpli-
fies the representation of transfers between bus stops located at the same node, and 
it increases the effective length between some snapped nodes compared to a sin-
gle pair of the snapped nodes (see Fig. 3). However, it drastically reduces the total 
number of nodes and thereby the processing time. In our case snapping reduces the 
number of 497 initial nodes by about one third to 324. The mean distance between 
an initial node and the snapped node placed instead is 73.8  m. The accumulated 
simplification error for the travel time estimation is about 1.6% of the total travel 
time along all network edges. As 104 additional street nodes have to be added to 
ensure all demand can be assigned, giving a total of 324 + 104 = 428 (see Fig. 2 ), 
the snapping process is important to keep the total number of nodes sufficiently low. 
Using an estimation of run time of f (N3) , the snapping process reduces the run time 
for the network with 428 nodes by a factor of 3 when compared to a network with 
about 600 nodes (initial nodes plus street nodes).

Fig. 1  Left: map of the study area together with the street network and placed nodes (source: UK Ord-
nance Survey, map source: https ://www.opens treet map.org, street data source: UK Ordnance Survey; see 
footnote 4). Right: graph network showing the connections between the nodes with terminal nodes high-
lighted in red (colour figure online)
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2.4  Generating links

After placing the nodes, a travel times matrix T is required for the optimisation 
stage. Thus the travel times ti,j between connected nodes need to be determined. We 
do this by calculating along the shortest path between two directly connected nodes 
using ArcGIS. The process takes turning restrictions and traffic calming zones into 
account. The details are given in Appendix 1. Travel times between nodes that are 
not directly connected are set to ti,j = ∞ and self connections are set to ti,i = 0.

2.5  Determining terminal nodes

One often overlooked aspect in route optimisation studies is that public transport 
routes cannot terminate everywhere, as this implies that the vehicles are able to turn 
around and traverse the route in the opposite direction. Therefore, possible termi-
nal nodes require sufficient infrastructure to perform u-turns. It is vital to take this 
constraint into account when modelling real-world data in an urban context (see e.g. 
Amiripour et al. 2014).

While it is possible to check the surrounding area of every node manually for 
turning possibilities, this process would be very time-consuming. Instead we iden-
tified possible terminal nodes based on the journey patterns of real-world buses. 
These journey patterns can be extracted in the form of lists of traversed stop points 
from the UK’s 2011 National Public Transport Data Repository (NPTDR).6 The 
stop point lists are then projected on the generated instance network (this process 
is described in Sect. 4.2). This allows us to determine the nodes at which real-world 
journey patterns end, either by leaving the study area or by using an existing turn 
possibility to start the journey in the reverse direction. There may be further nodes 
which offer such possibilities and are not used by the existing routes. However, as 
this method already identified 168 terminal nodes in our Nottingham instance (39% 
of all nodes), we are confident that this process is sufficient. Four additional nodes 
had to be added to the list of terminal nodes. These are dead-end nodes and in the 
algorithm used in this paper can only be included at the beginning or end of a route. 
For them, manual examination ensured the turning possibilities.

2.6  Assigning travel demand

The final step is to generate a node-to-node travel demand matrix D for the network, 
which gives the demand di,j between the nodes ni and nj , with ( di,i = 0).

Generating a fully realistic travel demand dataset is a very complex task and not 
within the scope of this work. What we will show here is not a process for extracting 

6 The 2011 NPTDR contains a snapshot of every public transport journey in Great Britain in a selected 
week in October 2011 (UK Department for Transport 2015). It can be downloaded from https ://data.gov.
uk/datas et/nptdr . For outside the UK, datasets containing lists of traversed stop points as well as the loca-
tion of stops should be available from national transport authorities, local authorities or public transport 
operators. For operators which use GTFS, the datasets can be downloaded from https ://trans itfee ds.com/.
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Fig. 2  Example for snapping 
nodes in one part of the Notting-
ham street network: the nodes n1 
and n3 emerge directly from ini-
tial nodes placed on junctions, 
while the node n2 results from 
the snapping together of initial 
nodes a and b (which are closer 
than distance s). It should be 
noted that node n2 remains rep-
resentative of both the junctions 
it emerged from (i.e. a and b). 
Thus it is not possible to travel 
directly between nodes n1 and 
n3 without passing through node 
n2 . This generates a maximum 
simplification error of s for a 
travel between node n1 and node 
n3 . In our case the accumulated 
error is estimated to be 1.6% of 
the total travel time

Fig. 3  Left: three initial nodes which are all within snapping distance and which are snapped together 
to a single node. Right: three initial nodes of which two pairs are within snapping distance. They are 
snapped into two nodes and the junction between them is represented by either node, depending on the 
best option for a particular route

Fig. 4  Example for placing a street node: two regular nodes (red) with catchment area are displayed. The 
blue dots mark centroids of census zones used to assign the transport demand (see Sect. 2.6). Zone 2 is 
completely outside the catchment of the two regular nodes; therefore, an additional street node (green) is 
placed in between them to capture the travel demand for that zone (colour figure online)
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travel patterns from raw data sources, but rather a method to transform given travel 
data between specified zones to a node-to-node demand matrix. Zonal demand data 
can be generated in different ways. One option is to estimate the number of trips 
between zones based on the number of origins and destinations in each zone and 
other parameters [see e.g. Wills (1986) or Wilson (1969)]. This methodology, how-
ever, depends much on the quality of the land use data and requires trip survey data 
or trip counts for calibration. Another methodology well studied in recent years is to 
extract the travel demand from mobile phone data [see e.g. Golding (2018) or Zhang 
et al. (2010)], which requires the cooperation of one or several telecommunication 
companies. A third option is to use survey data. Producing trip surveys is usually 
time consuming and expensive, and it is preferable to try to access existing survey 
data if available. In our case we used travel-to-work flow data from the 2011 UK 
census. It lists the number of commuters from all output areas (in the following ori-
gin zones) to all workplace zones (in the following destination zones).7

To generate a node-to-node origin-destination matrix (OD-matrix) we take the 
population weighted centroids of the origin and destination zones8 and assign them 
to nodes based on the catchment areas. The catchment area of a node is of circular 
shape with a radius c but can be modified under the following circumstances:

• Natural or man-made barriers (rivers, rail tracks, etc.) prevent the commuters 
from having access to the part of the street network the node represents.

• If a centroid is outside of the catchment area of any node, even when its associ-
ated zone overlaps with one or more catchment areas, then these catchments are 
extended to include this population. (This is to reduce the number of additionally 
placed street nodes as described in step 3 in Sect. 2.3.2).

• A street node (see step 3 in Sect. 2.3.2) represents the whole street and not just 
the point where it is placed. (This removes the need to place several nodes along 
longer streets.)

After this assignment, trips between origin zones and destination zones can easily be 
converted to trips between the nodes to which the respective zones are assigned. For 
zones which are within two or more catchment areas, their trips are divided equally 
between the nodes.

There are of course problems with using travel-to-work data to generate the 
demand matrix. It represents only a subset of all trips, e.g. trips for shopping or 

7 Output areas and workplace zones are low-level census geographical types. They are redefined for 
every census. Every output area includes between 40 and 250 households (for the 2011 census on aver-
age 309 residents). Workplace zones are created using similar criteria to output areas, to capture employ-
ment statistics. It should be noted that output areas and workplace zones overlap (UK Office for National 
Statistics 2016a). The geometries and flow data can be downloaded from https ://censu s.ukdat aserv ice.
ac.uk/.
8 Population weighted centroids are generated by the UK data service, UK Office for National Statistics, 
together with the respective areas (UK Office for National Statistics 2016b). They can be downloaded 
from https ://censu s.ukdat aserv ice.ac.uk/. If using other datasets where the exact distribution of the popu-
lation within the zones is not known, the geometric center of a zone can be used instead. These can be 
calculated with GIS software.
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leisure purposes are not included. We will therefore in the following limit our com-
parisons with the real-world bus routes to the morning rush hour when trips to work 
dominate the overall travel pattern. This represents a sufficient estimate for this step 
of our incremental approach. It is worth noting that the demand matrix does not 
have to be an accurate count of trips but only a weighting for the trip demand within 
the generated instance network.

3  Optimisation procedure

The main goal of this paper is to present a new approach to bus route network 
design. Thus, we use a genetic algorithm (GA) here simply to produce some viable 
results to demonstrate the potential of the new network design method. Improve-
ments to the optimisation procedure will follow as future work. For our present pur-
pose, we have implemented an NSGAII algorithm based on the one in John et al. 
(2014), making some necessary changes to the initialisation process and the genetic 
operators to accommodate the specified terminal nodes in our Nottingham instances 
[in the paper by John et al. (2014), any node in the network could act as terminal 
node for a route].

3.1  Initial definitions

3.1.1  Passenger and operator objectives

Optimisation will attempt to minimise the travel times for individual passengers, 
while at the same time ensuring the cost to the bus company is reasonable. Our 
objectives are the average travel time as cost for the passengers, and the total drive 
time of the route sets as cost for the operator. These are the same objective functions 
which have been used in John et al. (2014) and other studies (e.g. Mumford 2013). 
We are using them as it is our aim to only adapt the algorithm described in John 
et al. (2014) for the use of terminal nodes. Changes to these objectives are possible 
but beyond the scope of this paper.

The minimum journey time for a given passenger travelling between their ori-
gin a and destination b, can be given by �a,b(R) , representing the shortest path in 
terms of travel time. However, this path is made up of two components: in vehicle 
travel time and transfer time. In this paper (in line with other recent studies) we will 
assume that the transfer time is a constant, which is imposed each time a passenger 
changes vehicle. We set this time constant, representing the average waiting time, to 
be 5 min.9 Furthermore, we will assume that each passenger will choose to travel on 
their shortest-time paths. We define the passenger objective for a route set R to be 
the mean journey time over all passengers,

9 This is in line with the definition for “frequent services” given by the UK Department for Transport, 
which is to have at maximum 10 min between buses (Turfitt 2018). For Nottingham the majority services 
in the morning rush hour fall into this category.
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where �ij is the shortest journey time from i to j using route set R. The operator 
objective depends on many factors; however, we shall use a simple proxy for opera-
tor costs: the sum of the costs (in time) for traversing all the routes in one direction,

where r is a typical route in R, and |R| is the number of routes in the route set. ti,i+1(r) 
represents the travel time between adjacent nodes in route r. The passenger cost CP 
(average travel time) and the operator cost CO (total route length) will be traded off 
as conflicting objectives by our multi-objective optimisation algorithm.

Changes in route frequency would effect both costs for the operator and the 
average travel time, which would in turn require a re-optimisation of the route 
design. For the present we will set a standard headway of 10 min, in line with 
UK Government definitions for frequent services (Turfitt 2018).

3.1.2  Optimisation constraints

While optimising sets of routes for the two objectives, the optimiser has to fol-
low the specifications of the instance generated in Sect. 2, including the recogni-
tion of terminal nodes. These are in addition to the constraints applied in John 
et al. (2014). The full list of constraints is given below:

1. Each route set R consists of a predefined number of routes, |R|
2. Each route r in a route set R will consist of a number of nodes greater than or 

equal to lmin , and less than or equal to lmax : lmin ≤ |r| ≤ lmax.
3. No route fully overlaps with another route in the same set.
4. The route set is connected—it is possible to travel between each pair of nodes in 

the transport network.
5. Each node ni is present in at least one route in a route set.
6. No loops or cycles are present in a route.
7. Buses travel back and forth along each route, for which the inbound journey is 

the reverse of the outbound journey.
8. There is a fixed waiting/transfer time for passengers transferring from one route 

to another.
9. Each route r begins and ends at a terminal node v ∈ {v1, v2,… , v|V|} , where buses 

can turn around.

(1)CP(R) =

∑�N�
i,j=1

dij�ij(R)

∑�N�
i,j=1

dij

(2)CO(R) =

|R|∑

i=1

|r|−1∑

i=1

ti,i+1(r)
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3.2  Heuristic construction of route sets

Our initialisation procedure attempts to produce a population of high quality, legal 
route sets, obeying all of the constraints listed above. We will tackle the construction 
of route sets in three separate stages:

1. production of a shortest path usage map and a transformed shortest path usage 
map

2. generation of candidate routes to form a palette of routes
3. selection of candidate routes to form route sets

3.2.1  First step: constructing a shortest path usage map and transforming it

We use the technique described in Kiliç and Gök (2014) to create a demand map 
based on edge usage. The process begins by evaluating shortest travel time paths 
between each pair of nodes for which there is a source to destination travel demand. 
Then, by recording the total usage of each edge (assuming that each passenger is 
able to travel along their shortest path) it is an easy matter to create a ‘shortest path 
usage map’.

Next we perform a simple transformation on the usage map, to reverse the ranks 
of the labels on the edges. This is where our technique diverges from that of Kiliç 
and Gök (2014), who convert the usage values directly into edge selection probabili-
ties. In our approach we transform usages into distances, so that the highest usage 
value becomes the shortest distance and vice versa. We use these transformed values 
in a deterministic way to create routes, based on shortest path distances through the 
transformed usage network. The transformation is achieved simply by subtracting 
the usage on each edge from the total demand for the network as a whole.

3.2.2  Second step: generating candidate routes

This second step produces a palette of routes from which selections can be made to 
construct the initial population of route sets for our GA. It makes sense to ensure 
that edges with the highest usage occur in one or more routes within the palette. On 
the other hand, the inclusion of less busy links will almost inevitably be required to 
satisfy some of the demand. Thus, although our algorithm begins by selecting the 
busier edges, the weight on each edge will be very slightly increased every time it is 
selected, so that the more times an edge is chosen, the less likely it is to be chosen 
again. We use an arbitrary factor of 1.1 (chosen after some sensitivity tests), making 
the updated weights equal to 1.1 times the previous weight.

In our initialization we ensure that all routes generated for the route palette begin 
and end at a terminal node. To this end, our algorithm iterates through all pairs of 
terminal nodes in turn, choosing the source-destination pair with the highest total 
demand first, and then the pair with the second-highest total demand, and so on. 
The algorithm then selects the source-destination node pairs from a pre-sorted list 
(on total demand for each node pair), created at the start of this second step. For 
each pair of terminal nodes, the shortest paths from source to destination are then 
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computed according to the transformed demand usage map. (Note: the edge weights 
for the shortest paths here are entirely different from those used in stage 1. The stage 
1 weights are travel times, but the stage 2 weights are transformed demand usages).

Each shortest path through the transformed usage map forms a candidate route 
which can be added to our route palette. Following the creation of each new route, 
the transformed demand usage map is updated by applying the factor 1.1 to the 
edge weight of each link selected for the route. The iterations cease once we have 
included each of the nodes in the instance in at least one of the routes included in 
our palette. It is likely that the algorithm iterates more than once through the list of 
terminal node pairs, to ensure that all the nodes are included somewhere in the pal-
ette. One further point is that in the presence of problem constraints, such as limita-
tions to the lengths of the routes, our procedure will discard any routes that do not 
obey all the constraints. However, the transformed usage map is updated, whatever 
the outcome. It is worth noting that, if the imposed constraints are too severe, it may 
not be possible to generate a route set that obeys all of the constraints, so care is 
needed when setting the parameters for an instance.

The question now arises whether it is possible to construct legal route sets by 
making selections from the routes generated by our heuristic construction method. 
To begin with, we delete duplicate routes from our palette of routes. In the next par-
agraph we describe a simple method to select and aggregate subsets of routes from 
the above palette of routes to form route sets that obey all the constraints.

3.2.3  Third step: forming route sets by combining routes from the palette 
of candidate routes

We select routes from the palette one at a time until we have generated an initial 
population, of route sets P0 (50 for our experiments), each containing exactly |R| (i.e. 
69) routes. For the first route set, the procedure begins by selecting the first route in 
the palette. We then add further routes in such a way that: (1) the chosen route has 
at least one node in common with a route already in the selected subset (beginning 
with just the first route), and (2) the addition of the selected route maximises the 
proportion of new nodes included, related to the total number of nodes in the candi-
date routes. At each iteration, the current subset of routes is tested for inclusion of 
all the nodes present in the instance. Once all the nodes are present, unused routes 
from the palette are added at random until the first route set contains |R| routes. To 
generate the second route set for the initial population, the second route in the pal-
ette is the first route to be selected, and the third route set is seeded with the third 
route in the palette, and so on.

3.3  Genetic algorithm

We adopt an NSGAII genetic algorithm to evolve the generated route sets further. 
NSGAII is an elitist non-dominated sorting genetic algorithm for the optimisation 
with multiple objectives (Deb et al. 2002). We constructed our implementation of 
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the NSGAII after the one in John et al. (2014) but made some changes to adapt to 
the use of terminal nodes. A flow diagram of the algorithm can be seen in Fig. 5.

3.3.1  Outline of our implementation of NSGAII

To save space we do not give full details of the genetic algorithm here, but refer the 
interested reader to Deb et al. (2002) and John et al. (2014). In summary, let P0 be 
an initial population with |P| route sets. All these route sets are evaluated and sorted 
into a series of Pareto fronts ( f1, f2,… ) based on their level of domination. Each 
solution is assigned a fitness value according to its front membership, with f1 being 
the fittest, f2 the second fittest, and so on. An offspring population Q0 , also of size 
|P|, is then generated from P0 through binary tournament selection, crossover and 
mutation (see Fig. 5).

Next, the combined (mating) population M0 = P0 ∪ Q0 is used to select |P| route 
sets as a new parent population P1 . This selection is primarily based on domina-
tion, but crowding distance is also taken into account (see Fig. 5). Crowding dis-
tance is an additional fitness measure used to obtain a wide spread of solutions that 
adequately covers the full extent of the Pareto front (Deb et al. 2002). P1 is then used 
to generate Q1 via binary tournaments, crossover and mutation as previously. The 
stages of NSGAII repeat for a predetermined number of generations.

3.3.2  The genetic operators

Crossover: In the crossover step, route sets of the current parent population Pk 
are selected in binary tournaments and used to generate in total |P| offspring route 
sets. For each parent route set it is decided probabilistically10 if it is either directly 
inserted in the offspring population, or if it performs a crossover operation with one 
other parent to generate an offspring route set. In the crossover operation, routes 
from both parent route sets are selected in alternation to construct the new route 
set. The route selection prefers routes which visit nodes not already included in the 
offspring route set. Before the new route set is allowed to enter the offspring popula-
tion, a feasibility test is applied (see below). If it fails the test, the crossover process 
is restarted.

Mutations: In the mutation stage, all route sets of the offspring population 
undergo changes through mutation operations. The number of mutations in each 
route set is defined by a binomial distribution B(|R|, 1

|R| ) , with |R| being the number 
of routes in each route set. For every mutation one of the following mutation opera-
tions11 is selected at random:

10 The probability to perform a crossover with another route set is in our case set to �
cross

= 0.9.
11 We use in principle the same mutation operators as John et  al. (2014). The operators Delete Node 
and Add Node, both originally from Mumford (2013), had to be modified to work with terminal nodes. 
The operator Exchange is used as it was originally proposed by Mandl (1979). The operators Merge and 
Replace, both from John et al. (2014), stay as they were, apart from the changes in the route generation 
procedure. Only the operator Remove Overlapping (John et al. 2014) is deleted from the set of mutations 
as it is part of the feasibility test.
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• “Delete nodes”: selects a route at random, ensures that it includes more than two 
terminals and starts to delete nodes from one of its ends until it reaches another 
terminal. If less than Z nodes12 are deleted in this way, another route is chosen 
and the process is repeated until at least Z nodes are deleted.

• “Add nodes”: selects a route at random and adds nodes at one of its ends. The 
new nodes are selected by a guided random walk to ensure that the route ends 
at the next possible terminal. If fewer than Z nodes (see footnote 12) are added 
in this way, another route is chosen, and the process is repeated until at least Z 
nodes are added.

• “Exchange”: extracts two intersecting routes at random, splits them at one com-
mon vertex and forms two new routes from the split paths.

• “Replace”: calculates which route satisfies the least demand and deletes it. The 
route is replaced by a newly generated route13.

• “Merge”: randomly selects two routes which share one terminal node and do not 
overlap elsewhere and merge them into one route. Afterwards a new route is gen-
erated13.

After every mutation operation, the mutated route set is subject to a feasibility test14 
(see below). If it fails the test, all mutations are undone and a new mutation opera-
tion is selected at random.

Further details of add nodes and delete nodes are given in the appendix Sects. 1 
and 2, respectively. The other operators are changed very little from those in John 
(2016).

Feasibility test: Every offspring route set generated by a crossover as well as 
every route set changed by mutation is subject to a feasibility test to ensure that all 
route sets obey the constraints listed in Sect. 3.1.2. However, to avoid rejecting inva-
lid solutions that are easily corrected, we implemented two repair operations to fix 
two common constraint violations:

• “Add missing nodes”: In cases where nodes are missing, we adopt a repair pro-
cedure based on that used in Mumford (2013). However, this method required 
some adaptation to work effectively with pre-defined terminal nodes and is 
explained in detail in Appendix 3.

• “Replace overlapping”: In cases where one route fully overlaps with another 
route in the same set, we replace the shorter route with a newly generated route13 . 
Details are given in John (2016).

12 Z ∈ [0,
n
max

2
] is randomly selected at the beginning of the operation [as in Mumford (2013)].

13 The new route is generated by a version of the generation procedure of Shih and Mahmassani (1994) 
which is modified for the use of terminal nodes. The original procedure selects the node pair with the 
highest travel demand that is not yet directly connected and generates a shortest path route between them. 
For the use with terminal nodes it has to be ensured that only terminal node-pairs can be picked.
14 It is important to note that for the operation “Delete Nodes” the repair function is disabled as it could 
undo the mutation.
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These repair algorithms are automatically run when the corresponding constraint 
validation is detected. If the repair is successful, the feasibility test continues for the 
remaining constraints.

4  Comparison of optimisation result and real bus routes

One way to evaluate the effectiveness of our bus routing optimisation is by compari-
son with real-world bus routes. Such comparisons are relatively rare in the available 
literature. One reason for this could be that the often used published instances, such 
as the Mandl instance (Mandl 1979), do not come with a given set of real-world 
bus routes. From the researchers who create their instances, a few have made com-
parisons with the real-world routes within their study area [e.g. Bagloee and Ceder 
(2011), Bielli et al. (2002), or Cipriani et al. (2012)].

4.1  Necessary network reduction

For our Nottingham instance generated with the method in Sect.  2, a compari-
son between the real-world bus routes and the routes generated by the algorithm 
described in Sect.  3 is not straightforward. As the evaluation procedure for route 
sets is based on the average travel time between the different nodes, it consequently 
requires that all nodes of the network are included in the route sets. The real-world 
route set, however, does not include all the nodes generated by the rules in Sect. 2.3, 
as bus operators drop those parts of the network they consider too unprofitable. To 
make a comparison with the real-world routes possible, we first need to generate a 
reduced version of the Nottingham instance in which all the nodes not visited by the 
real-world routes are excluded (see Fig. 6).

Excluding the non-visited nodes essentially generates a second instance net-
work. Travel times between the remaining nodes have to be recalculated and the 
travel demand has to be reassigned, as described in Sects. 2.4 and 2.6, respectively. 

Fig. 5  Flow diagram for NSGAII. In every generation k the parent population Pk is used to generate an 
offspring population Qk . The parent population of the next generation Pk+1 is then selected from the com-
bined population Mk based on domination and crowding distance



395

1 3

An adaptive scaled network for public transport routes

Demand from zones which are not within the catchment area of any of the remain-
ing nodes will not be taken into account.

The final reduced instance has 376 nodes, 52 less then the full instance. The total 
demand is reduced by 14%. In the following we will run experiments with both 
instances to point out the differences necessary to serve different network sizes.

4.2  Extracting real‑world routes

As mentioned in Sect. 2.5, it is possible to extract information about the existing bus 
routes from the UK’s 2011 National Public Transport Data Repository (NPTDR)6 . 
The NPTDR provides this information in the form of 990 Journey Patterns (JP). A 
JP consists of a list of stop points the buses traverse and the starting times of the bus 
journeys. To convert this information into a route set comparable with the results of 
our optimisation requires a three-step process: filtering JPs by starting time, convert-
ing stop points to nodes, and filtering out overlaps.

4.2.1  Filtering journey patterns by starting time

As not all Journey Patterns are in use at a given time, we need to filter out those 
routes which fit our demand data. As we generated our demand data from travel to 
work data, we aim to include only JPs active during the morning rush hour into our 
real-world route set. We therefore select only the 210 JPs which, according to the 
journey starting times, cover the entire time window of 7:30 am to 10:30 am.

4.2.2  Converting stop point lists to node lists

The NPTDR comes with a 2011 version of the National Public Transport Access 
Nodes (NaPTAN) containing the location of all bus stop points. We use this to link 
every stop point with the node closest to it, up to a distance � =

s

2
+ 2sp . Where s

2
 

is the maximal distance between a node and a junction it represents. sp is the usual 
distance between a junction and a bus stop. For the Nottingham street network, we 
found sp = 30m which results in � = 202m.15 Mapping the stop point lists of the JP 
to node lists allows the real-world routes to be compared with the routes generated 
by the optimisation algorithm.

4.2.3  Filtering out overlaps

Journey Patterns always contain only one journey in one direction. In contrast, the 
routes in our optimisation are undirected and represent travel in both directions. 
Also, there are several bus routes which consist of similar JPs which are used in 
alternation. To filter out these overlaps, we add the node lists of the JPs in ran-
domised order to the real-world route set. Every time a new node list j is added it 

15 It should be noted that some post-processing is always needed to make sure that all stop points are 
correctly allocated.
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is compared to all routes i already part of the real-world route set. This is done by 
calculating �j,i the overlap of j and i as well as the length � of � , j and i :

• If �(�j,i) = �(j) : j is fully overlapped by i and is not inserted.
• If �(�j,i) = �(i) : i is fully overlapped by j and j replaces i.
• If |�(�j,i) − �(j)| ≤ mi and |�(�j,i) − �(i)| ≤ mi and |�(i)) − �(j)| ≤ mi+mj

2
 with 

mx = min(2,
�(x)

10
):

  There are only very small variations between j and i. If j’s first journey starts 
earlier than i’s first journey, j replaces i. Otherwise j is not inserted.

After this final filter process, 69 JPs remain as routes in our real-world route set.

5  Experimental results

We ran two computer experiments. Experiment 1 used the reduced instance (follow-
ing Sect. 4) and its results can be directly compared with the real-world route set. 
Experiment 2 used the full instance (following Sect. 2). As the full instance network 
includes about 14% more nodes than served by the real-world routes the results of 
experiment 2 cannot be directly compared. However, optimising the route set on the 
full instance network is, nevertheless, a useful exercise in demonstrating the condi-
tions under which a public transport service for the entire area can be realised.

In each case, we generated |P| = 50 initial route sets and optimised them with the 
described GA over 200 generations. Each of the route sets has |R| = 69 routes, the 

Fig. 6  Illustration of the differences between the original and the reduced instance network in the area 
of Gedling at the east end of the study area. Left: the real-world bus routes in projection on the original 
instance network (blue). Nodes of the network are represented as black circles and connections unused 
by the real-world routes as black lines. Red pentagons mark the nodes which are not served by the real-
world routes. Right: real-world bus routes in projection on the reduced network: All nodes not served are 
removed from the network and the remaining nodes are connected accordingly (colour figure online)
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same number as the real-world route set.16 For experiment 1 the maximal number 
of nodes per route was set to lmax = 45 , which is around 10% more than the longest 
real-world route.17 For experiment 2 we used lmax = 52 , to reflect the approximately 
14% larger size of the instance network. The minimal number of nodes per route was 
set to lmin = 3 for both experiments, one less than the shortest real-world route.

The results of both experiments are presented in Fig. 7. In both cases the evalu-
ation results of the final route sets (black dots) form a clear Pareto front. In experi-
ment 1 five route sets surpass the performance of real-world route sets (black x) in 
both objectives. Even for experiment 2 the results show that route sets serving the 
entire study area can be optimised to achieve evaluation results close to those of the 
real-world route set in the reduced instance.

To ease the discussion, the results at four key positions in the Pareto fronts for 
both experiments are highlighted and compared. At the extremes, the most pas-
senger-friendly route sets (red) and the most operator-friendly route set (blue) are 
identified in the figure. Further, in yellow we can see the most passenger-friendly 
route set with shorter total route length than the real-world route set, while the most 
operator-friendly route set with shorter average travel time than the real-world route 
set is identified in green.

For experiment 1, the highlighted results are shown in more detail in Table  1. 
From the table we can see that the route set marked in yellow has slightly cheaper 
operator costs ( − 1.24%) than the real-world route set, shortening the average travel 
time by half a minute. On the other hand, the route set marked in green reduces the 
operator cost by 12.9%, yet still achieves a better passenger cost ( − 0.7%) than the 
passenger cost for the real route set. The general trend towards higher optimisation 
potential on the operator side is also present at the extreme ends of the Pareto fronts. 
We can observe that the most passenger-friendly route set (red), reduces the average 
travel time by 12.6 % (to 12.5 min) but increases the operator-cost by 69.8%. On the 
other hand, the most operator-friendly route set (blue) reduces the operator cost by 
46% by driving up the average travel time by 38.5% (to almost 20 min).

While the yellow and green marked route sets of experiment 1 indicate that the 
real-world routes can be improved upon with our optimisation procedure, yellow 
and green marked route sets of experiment 2 show that it is possible to construct 
route sets serving the entire study area producing very similar operator and pas-
senger costs to the real-world route set. The green route set offers approximately 
the same travel time as the real-world routes (14.2 min), although this comes at an 
increase in operator cost of about 22.7%. The yellow route set serves the larger net-
work for approximately the same operator cost ( − 1.7%) by prolonging the average 
travel time to 15 min.

It should be noted that all these comparisons are based on route optimisation 
only, and thus assume a fixed frequency of 10 min for all routes compared. Our 

16 We have chosen this after a sensitivity analysis showed that changing the number of routes does not 
lead to a general improvement of results.
17 The higher limit reflects the possibilities for planners to construct slightly longer routes than currently 
exist.
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future work looks to improve the realism of these comparisons by using more accu-
rate demand data as well as including aspects such as frequency setting and multi-
modal interactions.

Fig. 7  Evaluations of the final population of 50 route sets from the GA (black dots) for both experiments, 
the reduced instance (left), and the full instance (right). In each plot four evaluation results are high-
lighted: the most passenger-friendly route set (red-R), the most operator-friendly route set (blue-B), the 
most passenger-friendly route set with shorter total route length than the real-world route set (yellow-Y), 
and the most operator-friendly route set with shorter average travel time than the real-world route set 
(green-G). Further, passenger and operator cost for the real route set is marked on the reduced instance 
(left) with an X (colour figure online)

Table 1  Comparison between optimisation results (as highlighted in Fig. 7) and the real world for opti-
misation criteria and transfer statistics

Real routes Red Blue

Average travel time 14.3 min 12.5 min − 12.6% 19.8 min + 38.5%
Total route length 1369 min 2325 min + 69.8% 741 min − 45.9%
% direct trips 30.6% 39.5% + 8.9% 16.9% − 13.7%
% of 1 transfer trips 54.1% 48.5% − 5.6% 34.4% − 19.7%
% of 2 transfer trips 13.9% 11.1% − 2.8% 28.0% + 14.1%
% of 3 + transfer trips 1.4% 0.9% − 0.5% 20.7% + 19.3%

Real routes Green Yellow

Average travel time 14.3 min 14.2 min − 0.7% 13.8 min − 3.5%
Total route length 1369 min 1192 min − 12.9% 1352 min − 1.24%
% direct trips 30.6% 29.2% − 1.4% 30.5% − 0.1%
% of 1 transfer trips 54.1% 47.7% − 6.4% 48.5% − 5.6%
% of 2 transfer trips 13.9% 20.0% + 6.1% 18.8% + 4.9%
% of 3+ transfer trips 1.4% 3.1% + 1.7% 2.27% + 0.9%
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Table  1 further shows transfer statistics of the route sets, another performance 
measure used in the literature (see, e.g. Feng et  al. 2010). The transfer statistics 
show the percentage of travellers reaching their destination, with none, one, two, 
three or more transfers. For the four marked route sets we see an evident increase 
in transfers for route sets with shorter total route length and longer average travel 
times. This observation is confirmed by the transfer statistics for all route sets shown 
in Fig.  8. This graphic shows a clear correlation between the passenger cost and 
proportion of passengers needing to make a specific number of transfers, with the 
number of passengers making zero or one transfer decreasing and the number mak-
ing two or more transfers increasing, with increasing passenger cost. This behaviour 
is present in the results of both experiments indicating that it is independent from 
the specific network or network size. The reason for it lies in the differences in route 
coverage density in the network as shown in Fig. 9 for the two extreme Pareto route 
sets for the full instance. By the route coverage density, we simply mean the number 
of routes covering each link of the network.

Figure 8 further shows that the real-world route set (displayed by ‘X’ markers) 
has a comparatively low number of transfers, minimising transfers at the expense 
of operator costs. One potential explanation for this low number of transfers is the 
fragmentation of the Nottingham bus market. In the absence of tickets valid for all 
companies, direct travel is monetarily attractive for passengers. Companies optimise 
their networks individually to attract passengers with direct travel. This leads to a 
network with higher operator costs overall, due to unutilised transfer potential. How-
ever, more research would be required to confirm this.

Fig. 8  Transfer statistics for the reduced instance experiment (left) and full instance (right). The coloured 
dots show the percentage of travellers reaching their destination with direct trips (purple), with one trans-
fer (blue), two transfers (green), or three or more transfers (orange). Further, ‘X’ markers display the 
transfer statistics for the real-world route set (colour figure online)
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6  Conclusion

In this paper we introduced a new methodology for modelling and scaling down a 
street network to facilitate optimisation of public transport networks in a realistic way. 
Furthermore, we built our model using only data that is freely available from public 
sources. The process involves a systematic placement of nodes on junctions of a street 
network suitable for bus travel. The travel times between the nodes are generated from 
street data, the information about potential terminal nodes is derived form existing bus 
routes, and the travel demand was extracted from UK census data. In the initial study, 
we applied our techniques to the bus network of greater Nottingham.

We showed that the pre-existing public transport routes can be projected onto 
the generated instance network, allowing the direct comparison between optimi-
sation results and pre-existing public routes in a reduced version of the generated 
instance. Additionally, we adapted an evolutionary multi-objective optimisation algo-
rithm (NSGAII) to operate effectively on our Nottingham instance characterised by 
restricted terminal nodes (i.e., where buses can turn around). The comparison between 
our results and the actual 2011 bus routes of the study area indicate that it is possible 
to reduce both the average passenger travel time and the operator cost simultaneously. 
Our results further suggest that a bus network optimised for direct travel (i.e. for a 
fragmented service with many different operators) is not the most effective network 
for passengers or operators. Given that this work is only the first step in an incremental 
approach for general public transport optimisation, these results are very promising.

There are several possible directions for future work. One is to improve the 
instance generation, e.g. by using better resolved demand data, or by generating 

Fig. 9  Network density for the extreme Pareto points in the full instance. Left: the most passenger-
friendly route set (i.e. the red route set in Fig. 7). Right: the most operator-friendly route set (i.e. the blue 
route set in Fig.  7). The colour coding shows the number of routes sets serving a specific connection 
within the network. The most operator-friendly route set serves most connections with only one route 
causing many transfers. The most passenger-friendly route set has many connections served multiple 
times increasing the chance that passengers can travel directly to their destination
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asymmetric travel time matrices to better capture the impact of turn restrictions in a 
similar way to what was done in Perugia et al. (2011). Extending the optimisation to 
one or more of the four remaining phases mentioned in Sect. 1 (Vehicle Frequency 
Setting, Timetabling, Vehicle Scheduling and Crew Scheduling), is another. Allow-
ing variable numbers of routes in our route sets, is also an important investigation to 
be carried out, as well as introducing multiple modes of public transport. In addition, 
many improvements could be made by changes in the objective functions. This may 
include techno-economic aspects such as vehicle crowding or required fleet size for 
more realism [see e.g. Jara-Diaz and Gschwender (2003) or Moccia et al. (2018)]. 
Further, changes to the objective function can also alleviate some of the less realistic 
constraints for valid route sets. Most notably is the constraint that all nodes have to 
be part of every route set, which forced us to generate a reduced instance in order to 
compare our optimisation results against real-world routes.

We provide the instance data as well as the real-world route set, our results and a 
python program for route set evaluation alongside this paper to allow other research-
ers to employ their own optimisation algorithm. The material is also available 
online under https ://data.mende ley.com/datas ets/kbr5g 3xmvk .
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Appendix 1: Script to generate travel time matrix

This section describes the travel time matrix generation, as mentioned in Sect. 2.4. 
The process is done in three steps

1. Extracting travel time information from route data.
2. Feasibility check and auto-correction.
3. Final check and output.

We had all three steps executed by a single python script. Its structure can be seen in 
the flow diagram in Fig. 10.

Extracting travel time information

Auto‑generate travel times from node positions

The basis for the first step is an ArcGIS network dataset of the available street net-
work. We generated such a dataset from the UK Ordnance Survey integrated net-
work layer with the procedure described in ESRI (UK) Ltd (2007). The described 
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procedure can also be applied to data from other sources, provided these can be 
converted to network datasets. Such data should be available from most national 
transport authorities or from local authorities. Alternatively, street data from Open-
StreetMap (https ://www.opens treet map.org) can be used as long as it is sufficiently 
accurate for the study area.

A network dataset allows us to generate travel time data with ArcGIS using 
the Network Analyst function “Closest Facility”. This function generates routes18 
between the elements of one set of points (“Incidents”) and the elements of another 
set of points (“Facilities”).19 The attribute table of the generated routes contains 
information about start and end points as well as the required travel time. By select-
ing the bus routing nodes (see Sect. 2.3.2) as both “Incidents” and “Facilities” we 
are able to generate routes from every node to every other node.

We only wish to use the travel times between directly connected nodes. There-
fore, we need to determine which of the above generated routes are valid (connect 
two directly connected nodes) and which are invalid (connect two nodes which are 
not directly connected).

A route fij between two nodes ni and nj would be considered valid if it does not 
pass through any other node. It is therefore possible to check if fij is valid by count-
ing the number of nodes alongside it, defined as Aij . A node nx is considered as 
alongside fij , if the path of fij is either directly going over nx , or, in case nx has been 
generated by snapping, over a junction represented by nx (see Fig.  2). If only the 
starting node ni and its end node nj are alongside fij ( Aij = 2 ), fij is valid. If there are 
more nodes alongside fij ( Aij ≥ 3 ), fij is not valid. Nodes are considered alongside fij 
if the distance between them and fij is s/2 or less. This is because a node can repre-
sent junction up to s/2 away from it (see Sect. 2.3.2).

The values of Aij can be obtained with the ArcGIS function “Locate Features 
Along Routes” which gives out the nodes within a certain distance of a route.20

However, the fact there may be junctions which are represented by more than one 
node leads to situations where Aij ≥ 3 although ni and nj are directly connected (see 

18 These routes are not related to the public transport routes we talked about in other sections of this 
paper. The reason why we use the term again here is to be consistent with the ArcGIS terminology.
19 Parameters used for “Closest Facility” function:
• Analysis settings:
– Impedance: drive (min)
– Facilities to find: as many as possible
– U-Turns at junctions: not allowed
– Output shape type: true shape with measures
– Use hierarchy: yes
– Ignore invalid locations: yes
– Restrictions: MandatoryTurnRestrictions, OneWay, TurnRestrictions
• Accumulation attributes: drive (min)
• Network locations—finding network locations:
– Search tolerance: snapping distance s
– Snap to: closest street-network (shape).
20 Parameters used for locating features along routes function:
– Search radius: half snapping distance s

2

– Keep only the closest route location: no
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Fig. 11). To cope with this situation, a third input file is necessary, which states how 
many more nodes Bij are allowed alongside a route fij before fij is considered invalid. 
This additional input can be generated manually.

With both Aij and Bij known, it is finally possible to classify routes into valid and 
invalid. A route fij is called valid if (Aij − Bij) ≤ 2 . If this is the case, the route’s 
travel time is inserted in the initial OD matrix. If fij turns out to be invalid, the travel 
time between ni and nj is considered as infinite.

Placing extra nodes

The “Closest Facilities” function generates the shortest path between two points. 
This, however, creates problems if the shortest path is not the most direct path (see 
Fig. 12). In these cases, the travel times for the direct connection has to be gener-
ated separately. In order to do so, we placed a so-called extra node along the direct 
connection and used the “Closest Facility” function again to generate routes from 
this extra node to the two nodes to be connected.21 By summing up the travel time 
of both routes the travel time between the two nodes is generated and stored in the 
initial travel time matrix.
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Fig. 10  Algorithm to generate travel time matrix. The process consists of three steps from the input files 
generated manually and via ArcGIS. In step 1, the initial travel time matrix is generated from ArcGIS 
route information (see Sect. 1). Step 2 is an auto-correction procedure to fix simple mistakes in the route 
data based on comparisons with the expected degree of each node. This comparison is repeated in step 3 
with the corrected matrix as a final check before outputting the travel-time matrix

21 For the generation of extra routes the same settings for the “Closest Facility” function are used as 
before. The only differences are that the extra nodes are used as “Incidents” and the “number of facilities 
to find” is set to 2.
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Feasibility check and auto‑correction

The “Closest Facility” function sometimes produces nonsensical routes (see Fig. 13) 
and it is therefore important to check if the entries in the initial travel time matrix are 
correct. In order to do this, we calculate the degree �i , the sum of all direct neigh-
bours, of node ni , and compare to its expected degree �i.22

It is then possible to check for every node pair ni , nj if the calculated and expected 
degrees of both nodes match up. The result of this comparison is used for an auto-
correction procedure:

1. If �i = �i and �j = �j and tij ≠ ∞ and tji ≠ ∞:
  Everything correct: Both travel times are averaged to create a symmetrical 

matrix tij = tji =
1

2

(
tij + tji

)

2. If �i = �i and �j = �j and tij = tji = ∞:
  Everything correct.
3. If �i = �i and 𝛿j < 𝛥j and tij ≠ ∞ and tji = ∞:
  fji seem to have been wrongly classified as invalid: set tji = tij
4. If 𝛿i < 𝛥i and �j = �j and tij = ∞ and tji ≠ ∞:
  fij seem to have been wrongly classified as invalid: set tij = tji
5. If �i = �i and 𝛿j > 𝛥j and tij = ∞ and tji ≠ ∞:

Fig. 11  ArcGIS generated 
routes (green) leading from four 
different starting nodes 1, 2, 3 to 
node e. The distance of s

2
 around 

the nodes displayed (red circle). 
Note that the junction between 
node e and node 1 is represented 
by both nodes. The valid routes 
f1,e and f2,e have only two nodes 
alongside them. The invalid 
route f4,e has three nodes along-
side it (e, 1, and 4). The route 
f3,e has to be valid; however, it 
has three nodes alongside it (e, 
1, and 3). In this case, an addi-
tional node allowance B3,e = 1 
has to be used to allow f3,e to be 
considered a valid route (colour 
figure online)

22 The expected degree �
i
 of a node n

i
 has to be generated manually.
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  fji seem to have been wrongly classified as valid: set tji = ∞

6. If 𝛿i > 𝛥i and �j = �j and tij ≠ ∞ and tji = ∞:
  fij seem to have been wrongly classified as valid: set tij = ∞

7. If none of the above:
  An issue that has not been caused by ArcGIS but by mistakes in one of the 

input files. The script outputs the ID, calculated degree and expected degree of 
the nodes where �i ≠ �i to help identify the source of the problem.

Final check and output

Finally the degrees of all nodes are calculated and compared against the expected 
degrees. If �i = �i for all nodes i, the final travel time OD matrix is generated. Oth-
erwise, the script outputs the list of nodes with �i ≠ �i which serves as a basis for 
adjustments on the inputs for the next run of the script. Further, a lines shape file for 

Fig. 12  ArcGIS generated routes (green) between several nodes. The shortest path both between the 
nodes 1 and 3 goes over node 2. The street connecting node 1 and node 3 is not used by the “Closest 
Facility” function. In order to extract the travel times along this connection an extra node e is inserted. 
This allows to generate the routes fe,1 and fe,3 and to sum up their travel time to t1,3 = te,1 + te,3 (colour 
figure online)

Fig. 13  ArcGIS generated route (green) from node s to node e leading over node x for no identifiable 
reason. (Node s is clipped to a to center of a junction allowing turns in both directions.) (colour figure 
online)
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all valid connections is generated to allow a separate visual check if all connections 
were generated correctly. (These shape files were used in the generation of Fig. 6 
and the right side of Fig. 1.)

Appendix 2: Mutation operations

The following sections outline the mutation operations “Delete nodes” and “Add 
nodes” as well as the “Add missing nodes” repair operation, all used as part of the 
GA. The other mutation operations “Exchange”,“Replace”, and “Merge” as well as 
the repair operation “Replace Overlapping” are not described here as our implemen-
tation of these operations does not differ significantly to earlier descriptions of these 
algorithms e.g. in John (2016) and Mumford (2013).

As the operators described here are quite complex, we advise following the pro-
vided flow diagrams while reading the explanatory text.

Terminology
Before starting the description of the algorithms we need to introduce some terms 

we use during the description:

• “List”: Described is a randomised list of all possible elements (e.g. a route list is 
a list of all routes in a route set in a randomised order.)

• “Select from list”: takes the first entry from a list and thereby returns the entries 
in a pseudo-random order. The selected entries are removed from the list so the 
list is empty once all elements have been selected.

• “Reset list”: reinserts all previously selected elements back into the list and 
reshuffles it.

• “Reverse route”: Routes are lists of nodes which can be changed to reverse order 
(e.g. [ n1 , n2 , n3 ] to [ n3 , n2 , n1]). As it is assumed that routes are travelled in both 
directions reversing a route does not change the connectivity in the route set.

• “Reaching a terminal in X steps”: “Add nodes”- and “Add missing nodes”-oper-
ation require information about how many steps a node ni is away from the next 
terminal node. (Each step means passing another node.) This information can be 
calculated from the adjacency matrix in advance.

• The maximal number of steps possible Xmax : Determines the maximal number of 
steps allowed in “Add nodes“- and “Add missing nodes”-operation. Xmax is set as 
the largest number of steps between any node in and the nearest terminal node in 
the instance network.

Delete nodes

The “Delete nodes” operator was first described in Mumford (2013) and used to 
delete nodes from the end of randomly selected routes. However, this process needs 
to be more complex if a route has to end on a terminal node. Figure 14 shows the 
flow diagram of the “Delete nodes” mutation operation adapted for the use with ter-
minal nodes.
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At the beginning of the operation Z ∈ [0,
lmax

2
] is determined at random. Z is the 

minimal number of nodes to be deleted in the entire route set.
After Z is set, the routes in the selected route set are sorted into a random order, 

and the first route of this list is selected as r. It is first checked if r includes more 
then two terminal nodes, as otherwise deleting one node would make r invalid. If r 
includes enough terminals, a copy rorig is made and one node after another is deleted 
until r again ends on a terminal node. If len(r) ≥ lmin is still true, the shortened route is 
accepted and reinserted into the route set. If r becomes too short, the original route rorig 
is restored. If the route has not yet been reversed, it is reversed now and a new attempt 
to delete nodes is started with the reversed route. If deleting nodes in the reversed 
route again leads to a too short route, the next route in the route list is selected.

This process is repeated until at least Z nodes have been deleted from the total 
route set or all routes have been tried out.

Add nodes

The “Add nodes” operator was first described in Mumford (2013) and added adja-
cent nodes at the ends of randomly selected routes. However, this process needs to 
be more complex if a route has to end on a terminal node. This new version uses a 
guided random walk to connect a given route to the next possible terminal node. 
This process ensures that the “Add nodes” operation is balanced with the “Delete 
nodes” operation (which deletes nodes at least until it reaches the next terminal). 
Figure 15 shows the flow diagram of the “Add nodes” mutation operation.

At the beginning of the operation Z ∈ [0,
lmax

2
] is determined at random. Z is the 

minimal number of nodes to be added in the entire route set.
After Z is set, the routes in the route set are arranged in random order, and the 

first route of this list is selected as r. A copy rorig made from it, and a step counter 
X set to X = 1 . It is then tested if X nodes can be added to r (if len(r) + X ≤ lmax ). If 
this is true, the algorithm checks if there are terminal nodes Vt (at least one), which 
are not yet part of r and which can be reached in X steps from r′s current last node 
nl . If no Vt can be found, the step counter is increased to X = X + 1 and, it is again 
checked if terminal nodes Vt , fulfilling the above mentioned conditions, do exist. 
This process is repeated as long as X ≤ Xmax and len(r) + X ≤ lmax is true.

If nodes Vt do exist, but there is more than one step needed to reach them ( X > 1 ), 
it is tried to close the gap by appending other nodes to r. As the success of this pro-
cess is not guaranteed, a copy Xorig is made from X to be able to restore it later.

The nodes to close the gap are selected via a guided random walk: It is tested if 
there are nodes Nk adjacent to r’s last node ni , which are not yet part of r and can 
reach a node in Vt in X − 1 steps. If node(s) Nk exist, one of them is selected at ran-
dom and is appended to r, thereby becoming the new last node nl and X is reduced by 
one. This process is repeated until X = 1 is reached. When this happens, one of the 
terminal nodes in Vt which is adjacent to r’s current last node nl is selected at random 
and appended to r. Route r is now again valid (it ends again on a terminal node).

If node(s) Nk do not exist (because all potential nodes are already used within r), 
the original route rorig is restored, the step counter is set to X = Xorig + 1).
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If either the step counter reaches the maximal level ( X > Xmax ) or r would get too 
long if X nodes would be added to it, the attempts to append nodes to this route are 
stopped. If the route has not yet been reversed, it is now reversed and the whole pro-
cess starts again with a new last node nl . However, if the reversed route can not be 
extended, a new route is selected.

The entire process is repeated until either at least Z nodes have been added to the 
route set or all routes have been tried out.

Add missing nodes

A repair operation which reinserts missing nodes back into the route set was first 
introduced in Mumford (2013). However, the original version only added the miss-
ing nodes to randomly selected routes. This process is not sufficient if a route has to 
end on a terminal node.

To take the constraint of terminal nodes into account, this version has two phases: 
The first phase ensures that all terminal nodes are included in at least one route. It 
also tries to reconnect as many other missing nodes as possible in the process. The 
flow diagram of the first phase is shown in Fig. 16. The second phase tries to insert 
remaining missing non-terminal nodes in randomly selected routes. Its flow diagram 
is shown in Fig. 17.

Add missing terminal nodes

The first phase starts with a step counter X set to X = 1 , the generation of a ran-
domised route list and the selection of a route r from that list. It is tested if r can be 
extended by X nodes. If yes, it is further tested if there are missing terminal nodes Vt 

Fig. 14  Flow diagram of “Delete nodes” mutation operation: the operation begins with the selection of 
a route from a randomised route list. If the routes include more then two terminal nodes, the operation 
starts to delete nodes until either the route becomes too short or it ends again on a terminal node (box A). 
If the resulting route is too short, the original route is restored and reversed and the process started again. 
If the attempt fails, a new route is selected
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which can be reached in X steps from either r’s last node nl or r’s first node nf  of r. If 
no Vt exists, or if r would become too long, a new route is selected.

If Vt exists but there is more than one step needed to reach a node in Vt , other 
nodes are appended to r to close the gap. At this point a copy Xorig is made from 
X to be able to restore it later. (If Vt can only be reached from nf  r is reversed so 
that nf  becomes nl.)

It is then tested if there are nodes Nk which are adjacent to r’s current last 
node nl and can reach a node in Vt in X − 1 steps. Furthermore, these adjacent 
nodes cannot be already part of r. If suitable adjacent nodes exist, one such node 
nk is selected at random and appended to r, thereby becoming the now nl , and X 
is reduced by one. Missing nodes are preferred to speed up the repair process. 
This process is repeated until X = 1 . Now Vt can be reached directly and one 
node vt ∈ Vt which is adjacent to nl is selected at random and appended to r.

After a missing terminal node vt has been successfully connected to a route, 
it is checked to see if further terminal nodes are missing. If yes, the next route 
from the route list is selected and the process starts again. If all routes have been 
tried, the step counter X is increased by one and the route list is reset. The pro-
cess then starts again, checking for missing terminals one step further away from 
the end nodes of r.

If X reaches Xmax before all terminal nodes could be connected, the process 
stops and the route set is returned as not repairable. If all missing terminal nodes 
can be connected to routes, it is tested if there are other (non-terminal) nodes 

Fig. 15  Flow diagram of the “Add nodes” mutation operation: the operation begins with the selection of 
a route r from a randomised route list and then testing if X nodes can be added to r and if there are pos-
sible new terminal nodes Vt within X steps (box A). If node(s) Vt are found but cannot be reached directly, 
the additional steps are filled with other nodes nk , each one step closer to the new terminal (box B). If no 
suitable nodes can be found, the original route is restored and the step counter is increased. If too many 
steps would be required, r is first reversed and the process started again. If this attempt also fails, a new 
route is selected
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Fig. 16  Flow diagram of the first phase of “Add missing nodes”: the process starts a step counter set to 
X = 1 and the selection of a route r from a route list. It is tested if there are missing terminal nodes Vt 
within X steps from either the first or last node of r (box A). If at least one such node is found, it is either 
inserted directly, or, in case of X > 1 , the additional steps are filled with other nodes, each one step closer 
to the missing terminal node. Other missing nodes are prioritised in this process (box B). If at least one 
missing terminal node cannot be connected to any route within X steps, X is increased by one and the 
routes are tried again. Once there are no missing terminal nodes the second phase starts, or, if there are 
no other missing nodes left, the repair process ends (box C)

Select route r

from route list

Test:

len(r) + 1 ≤  

Still routes in 

route list?

Select node 

n from A list 

n is not �irst 

or last node 

of r

Is the node n

directly before n in r 

also in A

Are nodes 

in A list?

Insert n in r

between n and n

Are there still 

nodes missing?

Select node 

n from missing node list

Return 

repaired 

route set

Stop repair 

process

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes No

No

No

No

No

NoNo

A) Select potential routes

B) Trying insert missing node

No

Generate route list

Generate A list 

Insert n in r

between n and n

Is the node n

directly before n in r 

also in A

Generate 

missing node 

list 

Are there nodes A:

• adjacent to nj

• part of r, at least 2

Fig. 17  Flow diagram of the second phase of “Repair nodes”: the process starts with selecting a missing 
node nj and a route r from randomised lists. It is tested if the route could take another node and if there 
is an overlap of at least two nodes between the nodes currently in r and the once adjacent to nj (box A). 
If yes, it is tested if two of these nodes are consecutive nodes in r so nj can be inserted in between them 
(box B). If such a combination cannot be found, a new route is selected until either all missing nodes are 
inserted in routes or there are no routes that were not tried
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missing. If yes, the second phase of the repair procedure is started. If not, the 
repaired route set is returned to the GA.

Add remaining missing nodes

The second phase starts with the generation of a randomised route list and the selec-
tion of one node nj at random from the missing nodes. Next, a route r is selected 
from the route list and is tested if it got too long if one node was inserted. If insert-
ing a node is possible, it is tested if there is a group A of at least two nodes which is 
part of r and also adjacent to nj . If no overlap can be found or r would get too long, a 
new route is selected.

If A can be found, one node na ∈ A is selected at random. If na is neither the first 
nor the last node of r, it is tested if either the node nb which is in r directly before na , 
or the node nc which is in r directly after na is also in A. If one of these is the case, 
the node nj is inserted into r either in between na and nb or between na and nc . If 
there are further nodes missing, a new node nj is selected and the route list is reset. 
Otherwise the route set is returned as repaired.

If there is one node nj that cannot be inserted into any route, the route set is 
returned as not repairable.
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Summary of content

This paper expands the concepts and methods used in Chapter 4 from a node-based

to a zone-based approach (see Section 3.3.2). As zone-based approaches are the

standard approach for macroscopic transport modelling processes, this paper serves

as an intermediate step between Chapter 4 and the Visum interface presented in

Chapter 6.

The core element of this work is a hybrid approach for calculating zone-to-zone

journey times on the basis of a previously calculated node-to-node travel time

matrix (Section 2). This concept can further be used to determine the end nodes of

a routes which optimally connects a pair of specified zones (Section 3.3). The fact

that the process to determine the optimal route end nodes is not depending on the

way the node-to-node travel times are calculated allows this method to be easily

transferred to other models1.

Additionally presented are a few further adaptations necessary to use the

optimisation procedure introduced in Chapter 4 with the zone-based approach.

In addition to the changes in route generation mentioned above, modifications

are required in the selection of routes in the initialisation (Section 3.4.3) and the

crossover operations (Section 3.5.1). In general, changes are kept to a minimum to

change the working principles of the optimisation procedure as little as possible.

1One possibility would be to use it to generate routes for the optimisation of a Visum network
model (more on this in Chapter 7)
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Finally, the extension of the instance generation includes determining the

connector travel times between zone centroids and nodes, based on official data on

available walking connections (Section 4.3). The study area chosen for this work

is a sub-area of the one used in Chapter 4. The smaller size of the instance was

chosen, as the larger number of experimental runs for this work required a short

runtime. The specific study area was selected for two reasons: a) The graph data

were already available as a by-product of the work described in Appendix A. b) The

small number of crossing points allowed us to include the movement of travelers

across the boundary of the study area. For this, a method is introduced, which

simplifies trips between zones inside and outside the primary study area to trips

between zones and virtual zones at the crossing points (Section 4.4.2).

As in Chapter 4, the instance is published in the form of several files. In addition

to node information, travel times, and travel demand, the zone-based instance

presented here contains files with the locations of all the zone centroids, a file with

direct walking connections between the centroids, and two files with connector

times (one each for the origin and destination connectors). Further published is an

additional node-based matrix that can be used with the above-mentioned travel

time file to form an additional node-based instance.

Disclaimer

The publication strongly builds on the one presented in Chapter 4, which is referenced

under the number 59. However, what was name "travel time" in Chapter 4 is renamed

in this Chapter to "transit time" to better differentiate it from the full-time length

of a PuT journey which here also includes walking times.

In a slight deviation of the description of the zone-based concept in Section

3.3.2, the zonal division used in this chapter is done in two separate layers for

origin zones ZO and destination zones ZD. Further, to include a simple form of

mode choice modelling, direct walking connections W are added between origin-



58 5. Zone-based public transport route optimisation in an urban network

and destination centroids. Despite these unusual features, the presented methods

can be applied to models with just one zone type by setting ZO = ZD = Z. The

notation of all instance objects are summarised in info box 1.
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1 Introduction

1.1 Opening

The efficiency of public transport (PuT) is of vital importance for urban areas world-
wide to decrease car dependency and the accompanying pollution and congestion. In
general, the task to design efficient PuT networks can be described as five intercon-
nected phases: 1) Route design, 2) Vehicle frequency setting, 3) Timetable develop-
ment, 4) Vehicle scheduling, and 5) Crew scheduling [26]. Due to the interconnec-
tions, the combined task has a very high complexity and researchers typically work
with simplifications. One such simplification is the Urban Transit Routing Problem
(UTRP). It focuses on optimising the layout of routes while assuming a fixed time
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penalty for all transfers (instead of varying transfer times resulting from different
frequencies and starting times). The work presented in this paper is based on this
approach.

Researchers have been working for many decades on automated procedures with
which to solve the UTRP. Thus far, however, no results of this research have found
widespread real-world application, and most planning processes are still based on
experience and published guidelines [96, 126]. The reasons for this gap have not
yet been researched in detail [126]. However, one possible explanation is that the
concepts used in many studies are based on instances (i.e. sets of required input data)
which are far removed from real-world planning processes [75].

This study is part of an incremental approach for better applicable UTRP research.
The previous publication [60] focused on the generation of more realistic instances.
The present paper builds on this work by adapting and extending the concepts used
in [60] to a zone-based representation of journeys and travel demand. Compared with
the node-based concept utilised in the vast majority of research studies (including
[60]), the zone-based concept reduces restrictions for comparing the optimisation
results to existing PuT networks, and allows including the effects of mode choice
between PuT and other modes more easily in evaluation and optimisation. More im-
portantly, however, it is the concept more commonly used in macroscopic transport
modelling processes and, by extension, transport planning. Differences in data re-
quirements between node-based and zone-based approaches can therefore create bar-
riers to the practical application of UTRP algorithms.

The primary aim of this study is to adapt the methods used previously in [60] to
work with zone-based travel demand. This includes:
– Introduction of a hybrid approach for calculating zone-to-zone journey times

through the utilisation of established node-based concepts (in section 2).
– Adaptation of the optimisation procedure used in [60] to work with zone-based

demand (in section 3).
– Extension of the instance generation procedure introduced in [60] to data required

for zone-based algorithms (in section 4).
This paper further introduces two more general additions to the methods used in [60]:
– An improvement in the generation of routes under consideration of restricted start

and end points (in section 3.3).
– A methodology to include trips across the boundaries of the study area into the

generation of demand matrices (in section 4.4.2).
Furthermore, the instances described in section 4 and an evaluation procedure have
been published online in order to increase the attractiveness of working with zone-
based trip representations for other researchers.

1.2 Problem formulation - node-based and zone-based

Studies on the UTRP are usually based on an undirected graph G = (N,E) repre-
senting the available transport infrastructure. Its nodes N represent access and inter-
change points and are connected by links E, that represent connecting infrastructure
(e.g. streets for bus travel).
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In such a graph, the public transport network can be represented as a set of routes
R = {r1,r2, ...,r|R|}. Each route r constitutes a list of directly connected nodes. The
routes are considered undirected, assuming that vehicles after finishing one journey
start a journey in the opposite direction. In an urban setting, this requires routes to
begin and end on one of the designated terminal nodes U ⊆ N which allow the per-
forming of U-turns.

Optimising route sets requires criteria to evaluate the performance of different
sets. A criterion used in many studies is the (average) passenger journey time [64].
Calculating passenger journey times in a transport model requires estimating the path
passengers take through the available network. One of the factors1 impacting these
estimations is the representation of passenger journeys and travel demand. This study
compares the two most commonly used concepts, which are illustrated in figure 1.

The most common approach in UTRP research is to present travel demand as
trips between pairs of nodes. This node-based concept assumes that travellers use
the same pair of beginning and end nodes for their PuT journeys (independent of R).
Under this approach only in-vehicle travel and transfers of a journey are considered.

The alternative approach is to divide the stud area into zones each represented by
a centroid. This allows to simplify2 a trip with an origin in a zone O and a destination
in a zone D as a trip between the centroids of O and D. Travellers use connectors to
move between centroids and the nodes of G to board PuT services. As centroids can
be connected to several nodes, passengers can often choose where they start/end their
PuT journey.

In the present study the zonal division is carried out in two separate layers3 for
origin zones ZO and destination zones ZD (with connectors also being separated into
CO and CD). To include a simple form of mode choice modelling, direct walking con-
nections W between origin and destination centroids are added. All network objects
are summarised in info box 1.

1.3 Background

Zone-based approaches are the most common concept in macroscopic transport mod-
elling and the basis of many real-world planning processes. On the one hand can zone
demand matrices be generated relatively simple, e.g. from mobile phone data (see e.g.
[54]), or survey data (see section 4.4). Further, do trip distribution models and mode
choice models require a zonal set-up as a common base of tips with all modes. Such

1 A fully realistic modelling of the passengers’ paths choice through the PuT network would also need
to consider frequency- and capacity differences between routes. As mentioned in section 1.1, these aspects
are not taken into account in the present study. Nevertheless, the arguments made here can be applied to
models which include frequency and capacity differences.

2 Aggregating trips on zonal level results in simplification errors which depend on the size and the
layout of the zones.

3 The majority of zone-based approaches use only one layer of zones. The separation into origin and
destination zones used here is due to the travel demand data (see section 4.4). However, the methods
presented in this study can be applied to models with only one zone type by setting ZO = ZD = Z. In this
case, the walking vs. PuT mode choice is optional as very short trips will usually be excluded as inner-zone
travel.
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Fig. 1: Example of the impact of different trip representations on trip options. As-
sumed is a trip between two zone centroids O and D. Two PuT routes can be used:
“orange” over nodes 1 and 3, and “blue” over nodes 2 and 3.
In a zone-based approach (left), travellers can choose from three options: a) walk
from O to 1, ride on route “orange” to 3, and walk from 3 to D; b) walk from O to 2,
ride on route “blue” to 3, walk on from 3 to D; c) use the direct walking connection
from O to D.
In the node-based approach (right) the trip is assigned to nodes based on their catch-
ment areas (grey circles). Travellers have only one option: travelling on route “blue”
from 2 to 3. No walking is considered.
(The zones displayed in the figure were taken from the sets of zones
described in section 4.1. The map underlying the image is taken from
https://www.openstreetmap.org.)

models are an integral part of many more complex transport modelling processes, e.g.
the standard 4-step model [88, 110, 113].

Nevertheless, the majority of researchers working on the UTRP prefer the node-
based concept. Surveying more than a hundred publications on the UTRP using jour-
ney time calculation in their evaluation revealed that more than 80% of them use
node-based travel demand. For the full list please see appendix A.

The main advantage of the node-based concept is that they are less complex and
allow efficiently calculating the transit times through the use of standard shortest
path algorithms (e.g. Floyd’s algorithm [51] or Dijkstra’s algorithm [40]). However,
the fact that travel demand is assigned to the nodes themself, leads to parts of the de-
mand being unserved if the designed PuT network does not include all nodes. Such
unserved demand complicates the calculation of average journey times and almost
all4 studies instead constrain route sets to include all nodes. Unfortunately, this con-

4 Of the 92 node-based studies listed in appendix A, only two ([33, 67]) were found to allow the
exclusion of nodes.
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G = (N,E): Graph structure representing the available infras-
tructure of the PuT system to be optimised. Com-
posed of nodes E and links N.

N = {n1,n2, ...,n|N|}: Nodes of graph G.
E = {e1,e2, ...,e|E|}: Links of graph G connecting nodes N.
U = {u1,u2, ...,u|U |}: Terminal nodes ∈ N where routes r are allowed to

start or end.
ZO = {zO

1 ,z
O
2 , ...,z

O
|ZO|}: Origin zones, usually represented by their centroids.

ZD = {zD
1 ,z

D
2 , ...,z

D
|ZD|}: Destination zones, usually represented by their cen-

troids.
CO = {cO

a,i, ...,c
O
o,k}: Connectors between centroids of origin zones and

nodes. Defined by connector matrix T O.
CD = {cD

i,b, ...,c
D
k,q}: Connectors between nodes and centroids of destina-

tion zone. Defined by connector matrix T D.
W = {wa,b, ...,wo,q}: Direct walking connections between origin and des-

tination zones. Defined by connector matrix TW .

Info box 1: Summary of instance objects (for the referenced travel time matrices see
info box 2 on page 6).

straint can exclude otherwise advantageous route sets and restricts comparisons be-
tween optimised and existing PuT networks5.

For determining the path and journey times of zone-to-zone trips, the literature
knows several different approaches (for the respective publications see appendix A).
A favourable option is to utilise professional transport modelling software6, such as
EMME [66] or PTV VISUM [107]. Unfortunately, not all researchers or planners
have access to such software packages or the resources to replicate the complex as-
signment algorithms used in them.

Many UTRP studies with zone-based trip representations calculate journey times
by using a “travel graph”. This extends on the graph G by including zone centroids
and connectors as special types of nodes and links. Such a set up allows employing
the same shortest path algorithms as commonly used in node-based approaches.

The present study takes a slightly different approach by introducing a new pro-
cedure to calculate zone-to-zone journey times. Its main advantage is in the way it
can be utilised for the adaptation of the optimisation procedure (see section 3.3). Ad-

5 When all nodes need to be included, optimisation results can only be compared to representations
of the existing PuT network when both contain the same nodes. In [60] this forced the generation of a
separated “reduced” instance to generate such route sets.

6 To make interfacing UTRP algorithm and macroscopic transport modelling software more accessible,
the author and others recently introduced an interface for the coupling of UTRP algorithms and PTV Visum
in [59].
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ditionally, it is straightforward to implement as it is based in established node-based
concepts.

One other possible reason why UTRP researchers prefer using node-based de-
mand is the availability of instances. Many researchers prefer to use publicly avail-
able instances. Doing so also allows a direct comparison of results and avoids the
time-consuming work of generating own datasets. There are several published node-
based instances (see, e.g. [4], [60], [83] or [91]). However, to the best of the author’s
knowledge, no zone-based instance has yet been made publicly available. This issue
will be addressed by publishing the instance described in section 4 of this paper.

DZ =
(

dZ
a,b

)
: Zone-based demand matrix of size |ZO|× |ZD|. Gives number

of trips from zone zO
a to zone zD

b .

T N =
(

tN
i, j

)
: Node travel time matrix of size |N|× |N| (symmetric). Gives

direct vehicle journey times between nodes ni and n j.
If tN

i, j < ∞: link ek exist connecting nodes ni and n j

T O =
(

tO
a,i

)
: Origin connector matrix of size |ZO|×|N|. Gives walking time

between zone zO
a and node ni. If tO

a,i < ∞: connector cO
a,i exists.

T D =
(

tD
i,b

)
: Destination connector matrix of size |N|× |ZD|. Gives walk-

ing time between node ni and zone zD
b .

If cD
i,b < ∞: connector cD

j,b exists.

TW =
(

tW
a,b

)
: Walking matrix of size |ZO|× |ZD|. Gives direct walking time

between zones zO
a and zD

b .
If tW

a,b < ∞: walking connection wa,b exists.

Info box 2: Summary of instance matrices for zone-based optimisation.

2 Calculating journey time

2.1 Defining journey time

The calculation of zone-to-zone journey times introduced in the following assumes
that passengers will always use the path they perceive as the shortest. They also will
choose the mode (walking or PuT) after this criterion.

The perceived length of a PuT journey can be expressed via a weighted sum. In
professional modelling software (e.g. [66, 107]) a multitude of different walking-, in-
vehicle-, and waiting times is considered. However, in line with the simplifications
mentioned in section 1.1, the present study uses a reduced formulation: in the follow-
ing the perceived PuT journey time θ PuT

a,b between an origin zone zO
a and a destination
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zone zD
b is defined as

θ PuT
a,b = q1 · tO

a,i +q2 · tInV
i, j +q3 · tT P

i, j +q1 · tD
j,b (1)

where tO
a,i is the walking time from zO

a to a graph node ni, tInV
i,b is the (total) in-vehicle

travel time for the shortest PuT journey between nodes ni and n j, tT P
i, j is a cumulative

time penalty for transfers necessary on that journey, and tD
j,b is the walking time from

a graph node n j to zD
b . The factors q1, q2 and q3 reflect that different time factors are

weighted differently in the travellers’ perception7.
Once θ PuT

a,b is calculated (see section 2.2) the final journey time θa,b can be deter-
mined by comparing θ PuT

a,b to the direct walking time tW
a,b:

θa,b =

{
θ PuT

a,b , if θ PuT
a,b < q1tW

a,b

q1 · tW
a,b, if θ PuT

a,b ≥ q1tW
a,b

(2)

This process is repeated for every non-zero demand pair8 to create a matrix Θ of
size |ZO|× |ZD|. Thereafter, Θ is then used in the calculation of the average journey
time (as described in section 3.1).

2.2 Calculating zone-to-zone journey time

The first step in calculation θ PuT
a,b is the generation of the node-to-node transit time

matrix Λ(R). The transit time λi, j is defined as the combination of in-vehicle and
transfer time for the shortest possible PuT transit between two nodes ni and n j:

λi, j = q2tInV
i, j +q3tT P

i, j (3)

In a node-based concept, the transit time is the only travel time considered. There-
fore, suitable methods to determine Λ(R) are available in the literature. The present
study uses the method from [45] (also used e.g. in [3, 60, 91]). This approach is based
on the extended graph G̃(R) = (Ñ(R), Ẽ(R)) (illustrated in figure 2). The nodes Ñ(R)
are equal to those in N; however, they are multiplied every time they are used in
a route r ∈ R. The links Ẽ(R) represent all connections within R plus the transfer
connections between the duplicate versions of nodes in Ñ. While the length of the
regular edges is as given in the travel time matrix T N , the length of the transfer links
is equal to the fixed transfer penalty. In this study, it is set as ttrans = 5 min9. This
graph extension allows calculating Λ(R) as the all-pairs shortest path matrix

Λ(R) = S
(
G̃(R)

)
(4)

7 θ PuT is therefore formally referred to as “perceived journey time”. However, unless the configuration
explicitly deviates from q1 = q2 = q3 = 1, the term “journey time” will be used for the sake of simplicity.

8 If there is no travel between two zones zO
a and zD

a (Da,b = 0) it is possible to skip the calculation of
θa,b to safe computing time. In these cases, the value of θa,b will have no influence on the calculation of
the average journey time (see equation 8 on page 9).

9 This is in line with the definition of “frequent services” given by the UK Department for Transport,
which constitutes having a maximum of 10 minutes between buses [123]. The vast majority of bus services
in the study area that are active during the considered time period (see section 4) fall into this category.
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Fig. 2: A simple example of an extended transit graph G̃(R), as described in [45]. The
left side shows a regular graph G with seven nodes, used by a route set R with two
routes (green: [1-2-3-4], blue: [5-3-2-7]). The right side shows the resulting extended
graph G̃(R). The nodes used in both routes are duplicated, and transfer links of length
ttrans are inserted in between them (dashed lines). The nodes and link which are not
used by any route, do not exist in G̃(R).

After calculating Λ(R) it can be used to construct the all-combinations journey
time matrix Ha,b(Λ(R)), which gives the combined walking and transit times for a
trip between zones zO

a and zD
b for all possible zone-node combinations:

Ha,b(Λ(R)) =




q1tO
a,1 +λ1,1 +q1tD

1,b . . . q1tO
a,|N|+λ|N|,1 +q1tD

1,b
q1tO

a,1 +λ1,2 +q1tD
2,b . . . q1tO

a,|N|+λ|N|,2 +q1tD
2,b

...
. . .

...
q1tO

a,1 +λ1,|N|+q1tD
|N|,b . . . q1tO

a,|N|+λ|N|,|N|+q1tD
|N|,b




This equation can be written as a sum of three matrices:

Ha,b(Λ(R)) =
(
q1T̃ O

a +Λ(R)+q1T̃ D
b
)

(5)

where the matrix T̃ O
a is composed of |N| copies of the a’th row vector of the connector

matrix T O, and the matrix T̃ D
b of |N| copies of the b’th column vector of the connector

matrix T D:

T̃ O
a =




tO
a,1 . . . tO

a,|N|
...

tO
a,1 . . . tO

a,|N|


 , T̃ D

b =




tD
1,b tD

1,b
... . . .

...
tD
|N|,b tD

|N|,b


 (6)

With this are all three matrices (T̃ O
a , T̃ D

b , and Λ(R)) of size |N|× |N|.
The PuT journey time can then be determined as the minimal value in Ha,b:

θ PuT
a,b (R) = min

(
Ha,b(Λ(R))

)
(7)

Once determined, θ PuT
a,b (R) is compared to q1tW

a,b in order to obtain the final value
for the journey time θa,b(R) (see equation 2). The execution of equations 7 and 2
are repeated for every non-zero demand pair to generate the complete zone-to-zone
journey travel matrix Θ(R). However, Λ(R) has to be calculated only once per R. A
brief discussion on the resulting run times can be found in appendix B.
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3 Optimisation procedure

The zone-based optimisation procedure described in the following is derived from
the node-based approach utilised by the author and others in [60]. It centres on a
genetic algorithm (GA) optimising route sets generated by a heuristic initialisation
procedure.

The main adaptations are based on selecting the pair of nodes which form the
beginning and end of the optimal PuT journey between two nodes. The basic process
for this is a variation of the journey time calculation described in section 2.2. It is out-
lined in section 3.3. Additional adaptations were carried out to the route selection in
step three of the initialisation procedure (section 3.4.3) and in the crossover operation
of the GA (section 3.5.1), as well as to the repair operations (section 3.5.3).

3.1 Optimisation objectives

The optimisation procedure described here uses two competing objectives. Their for-
mulation is, in principle, identical to [60] and other studies (e.g. [3, 91, 73]).

The first objective, i.e. the passenger objective, is to reduce the average passenger
journey time10, which is given by:

CΘ
P (R) =

∑|N|a,b=1 dZ
o,dθa,b(R)

∑|N|a,b=1 dZ
a,b

(8)

where dZ
a,b is the number of passengers travelling from zone zO

a to zone zD
b and θa,b(R)

is the journey time between zO
a and zD

b .
The second objective, i.e. the operator objective, is to reduce the length of all

routes as a simple11 proxy for the cost of the operator:

CO(R) =
|R|
∑
j=1

|r j |−1

∑
i=1

ti,i+1(r j) (9)

with ti,i+1(r j) referring to the travel time between two adjacent nodes i and i+ 1 in
the route r j. This formulation does not depend on the used demand representation.

3.2 Optimisation constraint

There is a list of constraints that all route sets R and their routes r have to fulfil during
both the generation and the optimisation processes:

10 [60] and other node-based studies use average transit time as the passenger objective. The mathemat-
ical formulation is identical to 8; however, DZ and Θ are replaced by a node-based demand matrix DN and
the transit time matrix Λ .

11 A more realistic calculation of such costs would require techno-economic data, e.g. on the fleet com-
position and vehicle crowding. Such approaches are out of the scope of this paper; however, have been
proposed in other publications (see, for example, [69, 89]).
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1. A route set R consists of a predefined number of routes |R|.
2. Each route r has minimal lmin and maximal lmax nodes.
3. No route r fully overlaps with any other route in R.
4. R is connected - every node in R is connected to all other nodes in R.
5. Nodes appear only once in any route r - there are no loops or cycles.
6. The first and last nodes of each route is a terminal node ∈U .
7. Each zone centroid is connected to at least one node in R.

Besides constraint 7, these constraints are identical to those used in [60].

3.3 Determining optimal node pairs for shortest zone-to-zone travel

On several occasions during the optimisation process it is required to determine
the nodes forming the beginning and end of the shortest path between two demand
sources, e.g. to establish a new route between them. When adopting a node-based
approach this is trivial as nodes and demand sources are identical. For a zone-based
approach it is required to first identify the node pair (ni,n j)a,b for the beginning and
end of the overall optimal PuT journey between two zones zO

a and zD
b . Utilising the

journey time calculation procedure introduced in section 2.2, this can be carried out
by determining the indices of the smallest entry of the all-combinations journey time
matrix Ha,b:

(ni,n j)
G
a,b =





argmin
i, j∈[0,|N|]

(
Ha,b(S(G))

)
if q1tW

a,b > min
(

Ha,b(S(G))
)

/0 if q1tW
a,b ≤min

(
Ha,b(S(G))

) (10)

where S(G) is a matrix with shortest path node-to-node travel times on graph G12. If
the minimum of Ha,b(S(G)) is larger than the direct walking connection (q1 · tW

a,b), no
optimal node pair exists.

One use of (ni,n j)
G
a,b is the generation of a route ra,b optimally connecting the

zones zO
a and zD

b . This route is then established as the shortest path between (ni,n j)
G
a,b

on G. In case one (or both) of the nodes is not a terminal node, ra,b is extended to a
close terminal node using a guided random walk13.

This technique to generate routes between non-terminal nodes, which complies
with constraint 6, marks a general improvement from the approach presented in [60]
where routes could only be generated between terminal nodes. It does not depend on
the demand representation used.

Further, it relatively straightforward to transfer the technique described here to
other models, as equation 10 is independent of the way S(G) is calculated. For exam-
ple, it can be used to add operations generating new routes to the optimisation proce-

12 As G does not change during the optimisation it is possible to determine the (ni,n j)
G
a,b and for all zone

pairs in advance of the optimisation process in order to save run time.
13 The process to extend routes to the next available terminal node via a guided random walk is described

in detail in appendix B of [60] as part of the mutation operation “Add nodes”. Nevertheless, in [60], this
process was not used in the generation of routes.
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dure described in [59] which is interfaced with the transport modelling software PTV
Visum14.

3.4 Heuristic construction of route sets

Before starting the GA optimisation, an initial population of |P| route sets needs to
be generated. For this, the construction heuristic introduced in [60] is adapted for the
zone-based approach. The process can be divided into the following steps:

3.4.1 1st step: constructing the reversed usage graph Ω

The process begins by noting the usage of each link, assuming that all travellers can
travel on their shortest path. This is done by determining the shortest paths between
the optimal node pairs (ni,n j)

G
a,b of each origin-destination pair (zO

a ,z
D
b ). Next, the

reversed usage graph Ω is constructed as a copy of G with the travel times of the
links being replaced by the total demand minus the usage of the links. Thus, the most
used link becomes the shortest in reversed usage distance, and vice versa.

3.4.2 2nd step: generating candidate routes

The second step is to generate a palette of candidate routes. For this, the algorithm
iterates through the zone pairs in order of demand, starting with the highest. For each
pair (zO

a ,z
D
b ), a route is generated as the shortest path on Ω between (ni,n j)

G
a,b.

Following the creation of each potential candidate route, the reversed usage dis-
tance of the links that it used is increased by 10%. This increases the likelihood of
routes created later using less high-demanding links. If the generated route fulfils
constraint 2, it enters the palette. The generation of routes continues until every zone
is connected to at least cz routes in the palette15.

3.4.3 3rd Step: forming route sets by combining routes from the palette of candidate
routes

In this final step, |P| route sets are assembled from the palette of candidate routes. For
the first route set R1, the procedure begins by selecting the first route in the palette.
The second route is chosen from all other routes in the palette which have at least one
node in common with the first. Of these, the route with the highest coverage extension
ratio ce(r) is selected.

For the node-based approach in [60] ce(r) is defined as ratio between |nnew(r)|
(the number of nodes in r which are not yet part of any other route in R1) and |r| (the

14 Further information on combining the Visum interface described in [59] and the process to determine
(ni,n j)

G
a,b described here, are outlined in [58].

15 The parameter cz is set arbitrarily. The present study used cz = 10, following some sensitivity analysis.
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length of a route r in number of nodes) to spread the network coverage while main-
taining a balance between shorter and longer routes in R1. For zone-based approach
the definition of ce(r) is modified to

ce(r) =
|nnew(r)|
|r| · |z

O
new(r)|+ |zD

new(r)|
|Zo|+ |Zd | (11)

where |zO
new(r)| and |zD

new(r)| is the number of origin and destination zones connected
to r but not to any other route in R1.

The process to select new routes repeats, adding one route at a time until all zones
are connected to R1. Further routes are added at random until R1 contains |R| routes.
After R1 has been successfully generated the same process is repeated for the second
route set R2, however starting from the second route in the palette. This continues
until |P| route sets are assembled.

3.5 Genetic algorithm optimisation

The general structure of the genetic algorithm used in this study is that of Non-
dominated Sorting Genetic Algorithm II (NSGAII). This genetic algorithm optimises
a population of solutions (i.e. route sets) for two competing objectives simultane-
ously. It was first introduced in [38] and has since been used in multiple UTRP stud-
ies (e.g. [4, 60, 73]). Figure 3 presents a flow diagram of NSGAII. All changes are
within the crossover and mutation operations and described in the following sections.

3.5.1 Crossover Step

During the crossover step an offspring population Qk of size |R| is generated. Each
offspring route set Qi

k is either a directly copied parent route set or, with a probability
of ρcross = 0.9, constructed in a crossover operation from two parent route sets.

In the crossover operation, route sets are selected from both parents in alternation.
The first route is selected at random from one parent. In the following, the routes of
the other parent which include at least one node that is already part of Qi

k are ranked
according to their coverage extension ratio ce (see section 3.4.3) and the route with
the highest ce is added to Qi

k. This process repeats until all zones are connected to
Qi

k. Thereafter, routes are selected at random until Qi
k consists of |R| routes. After its

generation, Qi
k undergoes a feasibility test (see section 3.5.3). If it passes, it is inserted

into Qk. Otherwise, the crossover step restarts.

3.5.2 Mutation operations

After their generation in the crossover phase, each offspring route set undergoes mu-
tations. The number of mutations in each route set is determined by a binomial dis-
tribution B(|R|, 1

|R| ). For every mutation, one of the following mutation operations is
selected at random:
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Fig. 3: Flow diagram of the NSGAII genetic algorithm setup. The |P| route sets in the
initial population form the first parent population P0. In the reproduction phase, route
sets from P0 are selected in binary tournaments in order to generate the offspring
populations Q0 (also of size |R|) via crossover and mutation operations (as described
in sections 3.5.1 and 3.5.2.) Q0 is then combined with P0 to form M0. For the selec-
tion of the next parent population P1, M0 is divided into sets f based on domination
amongst one another. Starting with the nondominated solutions, these sets are then
added to P1 until one set fx cannot be added completely. The remaining route sets are
selected from fx in such a way as to achieve a more even spread of solutions. The
process will repeat for a predetermined number of generations. Further details can be
found in [38].

– “Delete nodes”16: deletes nodes from the end of randomly selected routes until
they again end on a terminal node. In total, at least C nodes are deleted17

– “Add nodes”16: adds nodes at the end of randomly selected routes until a new
terminal node is reached. In total, at least C nodes are added17

– “Exchange”18: splits two randomly selected routes at a common vertex. The di-
vided parts are recombined into two new routes replacing the originals.

– “Merge”19: randomly selects two routes with a common terminal node and merges
them into one route. Thereafter, a new route is generated.

– “Replace”19: replaces the route satisfying the lowest demand with a new route.

After every mutation, the changed route set needs to pass a feasibility test (see section
3.5.3). If it fails, the mutation is undone and a new mutation operation is selected.
More information on the mutation operations can be found in [60].

The mutation operations “Delete nodes”, “Add nodes” and “Exchange” do not
require any changes for use in a zone-based optimisation. In “Merge” and “Replace”
new routes are generated as described in section 3.3. The routes are generated be-
tween the pair of not optimally connected zones with the highest demand. A pair of

16 This mutation operation was first proposed in [91]. In [60] it was adapted to constraint 6.
17 C ∈ [0, nmax

2 ] is set randomly at the beginning of the operation.
18 This mutation operation was first proposed in [83].
19 This mutation operation was first proposed in [73]. In [60] it was adapted to constraint 6.
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zones (zO
a , zD

b ) is considered to be not optimally connected in a route set R if no single
route includes its optimal node pair (ni,n j)

G
a,b.

3.5.3 Feasibility test

Every route set generated in a crossover or changed in a mutation operation is subject
to a feasibility test in order to check whether all of the constraints listed in section 3.2
are obeyed. Repair operations are called in case of two common constraint violations:

– “Replace overlapping”20: called by a violation of constraint 3. It replaces the
overlapped route with a new route generated as described in section 3.3.

– “Add missing nodes”16: called by a violation of constraint 7. It connects uncon-
nected nodes to randomly selected routes terminating once all zones are con-
nected. (In [60] the process first stopped when all nodes were included in R.)

4 Instance datasets

4.1 Study area and data sources

An instance dataset for the zone-based optimisation described in this paper includes
the instance matrices listed in info box 2 as well as information on terminal nodes.
The following sections describe how these data can be generated.The primary study
area for this process is the southern part of the metropolitan area of Nottingham, UK
(including the areas of Clifton and West Bridgford and the village of Ruddington).
It is presented in figure 4. Travel patterns in this area are significantly influenced by
trips across boundaries, especially to the north to Nottingham city centre. To capture
this cross-boundary flow, origins and destinations in an extended study area are also
taken into account, as described in section 4.4.2. This extended study area is the
travel-to-work area21 of Nottingham and is presented figure 6.

Corresponding to the demand data used in section 4.4.1, the zonal division of the
study area is taken from datasets of 2011 UK Census conducted by the UK Office for
National Statistics (ONS). The low-level Census geography types22 “Output Areas”
(OA) and “Workplace Zones”(WZ) are used to divide the study area into origin zones
and destination zones respectively. Both are designed by the ONS by aggregating
postcode areas for spatial analysis of Census results. OAs are designed for residential
statistics with each zone including between 40 and 250 households. WZs are designed
for employment statistics and based on workplace counts [124]. In addition to the
zone layout, the ONS also generates population-weighted centroids for every zone,
which here are used as zone centroids.

The primary study area contains 248 Output Areas and 56 Workplace Zones, and
the extended study area 2390 Output Areas and 647 Workplace Zones.

20 Originally proposed in [73] as a mutation operation it was used in [60] as a repair operation.
21 Travel-to-work areas are designed by the ONS as a collection of lower Census geographies in which

“at least 75% of the area’s resident workforce work in the area and at least 75% of the people who work in
the area also live in the area” [125].

22 The spatial layout of zones and centroids can be downloaded from:
https://census.ukdataservice.ac.uk/.
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Fig. 4: Maps of the study area with boundaries and centroids of Output Areas (left)
and Workplace Zones (right). Streets used as basis for the graph G are highlighted in
black. (Sources: street data, zone layout, and centroid locations from UK Ordnance
Survey. Underlying map from https://www.openstreetmap.org).

4.2 Node travel time matrix and terminal nodes

The primary study area is a subsection of the study area used in [60]. Therefore, the
respective subset of the instance generated and published in [60] provides the nodes
and links of the graph G as well as information on the terminal nodes U . In [60] the
positions of the nodes were mainly determined by street junctions and the distances
between them. Adjacency relations between the nodes and travel times along the links
were determined via shortest path searches. Further, terminal nodes U were identified
using data on existing bus services. For the study area, the graph G includes 60 nodes
and 94 edges, with 28 nodes being classified as terminal nodes (see figure 5).

Also converted from the dataset generated in [60] is a set of routes representing
existing bus services in the primary study area. In order to fit with the travel-to-work
data used to generate the demand (see section 4.4.1) only services in operation during
the morning rush hour (7:30 a.m. to 10:30 a.m.) are considered. This “real-world
route set” includes 54 nodes in 18 routes, the shortest of which has three nodes and the
longest 12 nodes. It will be used in section 5 for comparisons with the optimisation
results.

Details of all procedures used to generate these data, as well as the underlying
data sources can be found in [60].

4.3 Zone connectors and walking matrix

Connector matrices T O and T D, and the walking matrix TW need to be generated
based on walking accessibility of the zones and nodes. For this the 2011 version of the
UK Ordnance Survey’s urban path layer23 was used. It allows calculating the short-

23 Researchers with UK institutional access can download Ordnance Survey’s datasets from
http://digimap.edina.ac.uk/. Furthermore, the procedure can be used with data from other sources, e.g.
OpenStreetMap (https://www.openstreetmap.org).
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Fig. 5 Graph G generated by applica-
tion of the generation procedure from
[60] to the primary study area pre-
sented in figure 4 (terminal nodes
marked in blue, regular nodes in
white). Also displayed are the lo-
cations of origin centroids (purple
squares), destination centroids (green
circles) and the connectors. The direct
walking connections between cen-
troids are not displayed for clarity
sake.

est path distance between zone centroids and nodes through the use of specialised
geographic information systems24.

The entries of matrices T O,T D and TW are determined by taking the calculated
shortest path distances and dividing them by a walking speed of 1.4m/s (as recom-
mend in [61]). All entries which are above a cap distance dc are set as ∞. For T O and
T D the cap distance is set to dc = 758m (approx. 9 minutes walking time). This is the
largest distance between a zone and its nearest node in the study area. For TW the cap
distance is set as twice that of the connector matrices.

4.4 Travel demand

4.4.1 Data sources and classification

The demand data for this study are taken from the travel-to-work flow data25 of the
2011 UK Census26. This dataset contains the number of commuters travelling from
OAs to WZs. The considered trips can be grouped into four segments:

1. Both origin and destination inside of the primary study area.
2. Origin inside of the primary study area and destination inside of the extended

study area.
3. Origin inside of the extended study area and destination inside of the primary

study area.

24 The present study used ArcGIS with Network Analyst. Equivalent calculations can also be executed
in QGIS with the QNEAT3 plugin

25 This dataset is used in this study because it is easy to access and has already been used in [60]. It
represents only a subset of all trips; for example, trips for shopping or leisurely purposes are not included.
However, it is sufficient for a proof-of-concept work such as this study. The comparisons to real-world
routes in section 5 are limited to the morning rush hour, wherein travelling to work dominates the overall
travelling pattern.

26 The flow data can be downloaded from https://census.ukdataservice.ac.uk/. The same methodologies
can be used in similar ways with data from other sources, such as data from other surveys, datasets gener-
ated via estimation models (see for example [128]), or mobile phone data (see for example [54]).
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4. Both origin and destination inside of the extended study area.

Using OAs as origin zones and WZs as destination zones, the trips in segment 1 can
be filled directly in the demand matrix DZ . The process for trips in the other segments
is discussed in the following.

Fig. 6 Map of the extended
study area with the locations of
OA centroids (purple squares)
and WZ centroids (green dots)
(sources as in figure 4). The pri-
mary study area with the graph
G is shown black, the eight gate
nodes beeing marked in yellow.

4.4.2 Cross-boundary flow

The PuT services outside of the primary study area are not part of the optimisation
process. Therefore, a trip between two zones, zp

l inside of the primary study area
and ze

k inside of the extended study area, can be treated as a trip between zp
l and

the point at which this trip crosses the boundary. In theory, this point would need
to be determined based on R, which would add another layer of complexity to the
evaluation process27. However, if primary- and extended study area are sufficiently
separated28 and there are only a small number of distinct crossing points, as is the
case here, the following simplification can be made: every zone ze

k in the extended
study area, independent of origin or destination zone, can be associated with a “gate
node” ng

k ∈N, where all trips from/to ze
k enter/leave the graph G and thereby the study

area. This allows simplifying every trip between a zone zp
l in the primary study area

and zone ze
k as a trip between zp

l and ng
k .

To use this concept in the generation of a zone-demand matrix, every gate node
ng

k generates a virtual origin zone zO
k∗ and a virtual destination zone zD

k∗. Each virtual
origin zone expands the matrix DZ by one row, and each virtual destination zone by

27 Theoretically, variations of equation 10 could be used to determine the gate nodes based on R. How-
ever, given the large number of zones in the extended study area, this would drastically increase the runtime
of the optimisation.

28 The extended area is sufficiently separated if there are no direct connections (shorter than dc) between
zones in the extended study area and nodes of G other than the zones gate nodes (described in the text).
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one column. Concerning the connector times, virtual zones are instantly connected
to their respective gate nodes (tO

k∗,k = 0 and tD
k,k∗ = 0), while connectors to all other

nodes do not exist. The direct walking times between regular zones and virtual zones
are identical to the connector times from regular zones to the gate node.

The concept of virtual zones allows to inserting the demand of segments 2 and 3
as trips between zones inside of the primary study area and the virtual zones repre-
senting zones in the extended study area. Which node is the gate node for which zone
is determined by a shortest path search on the Real-World Routes Graph (RWRG).
The RWRG is a graph structure representing the public transport network in the ex-
tended study area. It is described in detail in appendix C.

Moreover, the RWRG can be used to filter out all trips from segment 4 which do
not pass over the primary study area (also described in appendix C.). The remaining
trips in segment 4 can be assigned to the demand matrix as follows: a trip from a
zone zO

k , with gate node ng
k , to a zone zD

l , with gate node ng
l , is represented as a trip

between the two virtual zones zO
k∗ and zD

l∗.
For the presented study areas this process results in a demand matrix with of size

256×64 (248 origin zones, 56 destination zone, and 8 virtual zones each). In total, it
has 5751 non-zero entries.

The gate-node approach can, of course, also be used to include cross-border de-
mand in a node-based demand matrix. In this case, trips of segments 2 and 3 are
considered to go between gate nodes and the nodes associated to the respective ori-
gins/destinations inside of the primary study area. Trips of segment 4 can be repre-
sented as trips between two gate nodes.

5 Experimental results

The following sections present the results of the optimisation procedure described in
section 3 and applied to the instance generated in section 4. All experiments were
conduced with a population size of |P|= 50 route sets. Each route set includes |R|=
18 routes, i.e the same number as real-world route set. The minimal and maximal
numbers of nodes in a route is set as lmin = 2 and lmax = 14. The genetic algorithm
runs for 200 generations.

5.1 The base optimisation

For the first experiment, the weighting factors in equation 1 are set as q1 = q2 =
q3 = 1. The results of this optimisation are shown in figure 7. Each of the displayed
points gives the evaluation of one route set for total route length (CO) and the average
journey time (CΘ

P ). The evaluation results form a clear non-dominated front with
several route sets surpassing the performance of the real-world route set29(circle) in

29 The real-world route set is evaluated with five origin connectors and one destination connector being
added to CO and CD respectively. These connectors have a length between 772m and 1084m, longer than
the otherwise used cap distance dc. Their addition is necessary to connect all zones to at least one node
included in the real-world route set. This gives a slight advantage to the real-world route set; however, it
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Fig. 7 Evaluation of the route sets resulting from
zone-based optimisation with q1 = q2 = q3 = 1
(dots) in comparison with the performance of
the real-world route set (circle). Four results are
highlighted: at the extremes, the one with the
lowest average journey time (red, R) and the one
with the lowest total route length (blue, B); from
those route sets which surpass the real-world
route set in both objectives, the one with the low-
est average journey time (yellow, Y) and the one
with the lowest total route length (green, G).

both objectives. Although such comparisons are limited by the assumptions made
study set-up and instance generation, they indicate that the described optimisation
procedure can generate route networks superior to those of pre-existing services.

To simplify the discussion, four critical positions are highlighted: at the extremes,
the route sets with the lowest CΘ

P in red and the one with the lowest CO in blue; as for,
the route sets which surpass the real-world route set in both objectives, the one with
the lowest CΘ

P in yellow, and the one with the lowest CO in green.
The evaluation results of the route sets highlighted are shown in more detail in

table 1 as the base case. In addition to the values displayed in figure 7, the table also
presents the number of nodes included and the transfer statistic. The latter gives the
percentage of travellers reaching their destination without transfers, with one, two or
more transfers, or who do not use the service at all. The table shows, for example,
that for the yellow route set, 74.1% of passengers undertake direct trips, 2.5 times that
of the real-world route set. Furthermore, CΘ

P reduced by 23.8%, while CO is almost
identical. The green route set has a 2.9% lower CΘ

P than real-world route set, while
CO is reduced by 51.5%.

5.2 The impact of different weighting factors

The other results listed in table 1 are from optimisation experiments under variations
q1 and q3 and selected after the same criteria as described above. The full results are
shown in figure 8. Also displayed are the evaluation results of the real-world route
set under the respective parameters, showing that, for all setups, the optimisations
generated results which were superior .

The left-hand side of figure 8 shows the results of different weightings for the
walking time. As expected, the fronts move farther to the right with higher values
for q1. By contrast, the evaluation results of optimisations with an increased transfer

is an improvement upon the separate, reduced instance which was necessary for the comparisons between
real-world and optimised route sets in [60].
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Route set CΘ
P K CO d0 d1 d2 d3+ dW

Base case: q1 = 1 , q3 = 1
Real routes 17.2 min 54 221 min 29.2% 45.4% 18.7% 0.7% 6.0%

Red 12.6 min 57 333 min 82.3% 11.4% 0.1% 0.0% 6.1%
Yellow 13.1 min 58 220 min 74.1% 19.1% 0.5% 0.0% 6.3%
Green 16.7 min 53 107 min 35.5% 46.0% 10.6% 1.1% 6.8%
Blue 23.8 min 51 91 min 25.0% 21.0% 18.6% 28.2% 7.3%

Variation of walking weight: q1 = 1.5
Real routes 19.8 min 54 221 min 28.5% 45.7% 19.4% 0.9% 5.5%

Red 15.1 min 59 348 min 81.4% 13.2% 0.1% 0.0% 5.3%
Yellow 15.7 min 58 218 min 72.9% 20.9% 0.6% 0.0% 5.6%
Green 19.5 min 52 107 min 37.6% 36.9% 12.6% 6.3% 6.5%
Blue 26.6 min 52 90 min 17.2% 21.9% 26.9% 27.4% 6.6%

Variation of walking weight: q1 = 2
Real routes 22.4 min 54 221 min 28.2% 46.1% 19.7% 0.9% 5.3%

Red 17.5 min 59 352 min 77.5% 17.4% 0.2% 0.0% 4.9%
Yellow 18.1 min 59 220 min 69.7% 24.3% 1.0% 0.0% 5.0%
Green 21.5 min 53 120 min 38.7% 42.0% 12.4% 1.2% 5.6%
Blue 26.2 min 52 94 min 20.3% 25.3% 35.8% 12.3% 6.3%

Variation of walking weight: q1 = 2.5
Real routes 24.9 min 54 221 min 28.0% 46.5% 19.7% 0.9% 5.0%

Red 19.9 min 59 373 min 77.4% 17.3% 0.5% 0.0% 4.8%
Yellow 20.5 min 57 217 min 68.7% 25.0% 1.3% 0.0% 4.9%
Green 24.6 min 51 117 min 38.2% 33.5% 18.5% 3.7% 6.0%
Blue 44.3 min 51 88 min 12.5% 17.8% 8.9% 54.7% 6.0%

Variation of walking weight: q1 = 3
Real routes 27.4 min 54 221 min 27.7% 46.2% 20.3% 0.9% 4.9%

Red 22.4 min 60 335 min 73.1% 21.5% 0.6% 0.0% 4.8%
Yellow 23.0 min 58 217 min 67.2% 26.9% 1.0% 0.0% 4.9%
Green 27.4 min 52 106 min 33.6% 37.7% 18.8% 4.3% 5.7%
Blue 41.2 min 50 94 min 17.0% 24.9% 21.1% 30.7% 6.2%

Variation of transfer weight: q3 = 2
Real routes 21.2 min 54 221 min 33.8% 42.2% 17.8% 0.2% 6.0%

Red 13.0 min 59 341 min 86.6% 7.3% 0.0% 0.0% 6.1%
Yellow 13.9 min 56 211 min 79.7% 13.6% 0.2% 0.0% 6.6%
Green 20.4 min 49 106 min 44.0% 35.6% 8.8% 4.2% 7.5%
Blue 39.3 min 52 89 min 15.1% 19.5% 14.4% 43.8% 7.2%

Variation of transfer weight: q3 = 3
Real routes 25.1 min 54 221 min 34.7% 43.2% 16.2% 0.0% 6.0%

Red 13.3 min 59 372 min 88.7% 5.3% 0.0% 0.0% 6.0%
Yellow 15.0 min 57 219 min 79.5% 14.2% 0.2% 0.0% 6.2%
Green 23.7 min 50 115 min 38.5% 41.5% 11.8% 0.4% 7.7%
Blue 47.0 min 49 95 min 12.5% 21.3% 20.2% 38.2% 7.8%

Variation of transfer weight: q3 = 4
Real routes 28.8 min 54 221 min 34.8% 45.6% 13.5% 0.0% 6.0%

Red 13.4 min 56 359 min 89.2% 4.5% 0.0% 0.0% 6.3%
Yellow 14.6 min 52 210 min 82.9% 10.3% 0.1% 0.0% 6.7%
Green 25.8 min 49 102 min 47.8% 33.1% 10.7% 1.2% 7.2%
Blue 44.5 min 48 88 min 27.8% 15.3% 26.3% 23.0% 7.5%

Table 1: Evaluation results of selected route sets resulting from optimisation with
zone-based demand and different weighting factors. Categories are as follows: CΘ

P :
average journey time; CO: total route length; K: number of nodes included; d0: % of
direct trips; d1: % of trips with one transfer; d2: % of trips with two transfers; d3+:
% of trips with three or more transfers dW : % of pure walking trips. Route sets are
selected as highlighted in figure 7 (only the base case) and figure 8. Results for the
real-world route set are evaluated with the respective parameter combination.
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Fig. 8: Evaluations of the result route sets optimised for different weighting factors.
The left side shows variations of q1 (weight of walking time) the right side variations
of q3 (weight of transfer penalty) . Evaluations of the real-world route sets with the
are presented as empty markers. Base case (q1 = q2 = 1) and highlighting of route
sets is identical to in figure 7.

penalty on the right-hand side are closer together. This indicates that the optimisation
algorithm effectively constructed more direct connections. However, the blue route
sets show sharp increases in the average perceived journey time, as their low CO
comes at the cost of more transfers for passengers.

Figure 9 presents all transfer statistics of route sets resulting from the base case
and the optimisation with q1 = 3 and q3 = 4. All these graphics show that the percent-
age of passengers undertaking direct trips increases with higher CO. The percentages
of trips with more transfers are consequently reduced, leading to the percentage of
single-transfer trips peaking before then decreasing. This basic dynamic is the same
for all setups. However, when q1 is increased the percentages of trips with transfers
decrease much more slowly, as passengers prefer less direct trips over longer walking
times. By contrast, an increase of q3 results in a general shift towards fewer transfers.
Not only does the percentage of direct trips itself increase, the percentage of single-
transfer trips peaks at a significantly lower level and decreases more quickly. Figure
9 further shows that the real-world route set offers significantly less direct travel than
the optimised route sets with similar CO under all configurations.

5.3 Comparison with node-based optimisation

The following section attempts to compare the results generated with the zone-based
optimisation procedure presented in this study with those resulting from an equivalent
node-based approach. For this, the procedure used in [60] is modified to include the
generation of routes between non-terminal nodes, as described in section 3.3. The
required node-based demand matrix is generated with the procedure described in
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Fig. 9 Transfer statistics for the experiment with
q1 = q3 = 1 (left), q1 = 3 (bottom left), and
q3 = 4 (bottom right). Markers show the percent-
age of travellers reaching their destination with
direct trips , with one transfer , two transfers, or
three or more transfers. The empty markers show
the transfer statistics for the real-world route set
evaluated with the respective configurations.

[60], using the same data as used in section 4.4. Cross-border demand flow is included
as described at the end of section 4.4.2.

The left-hand side of figure 10 shows the results of the zone-based optimisation
from section 5.1 and of the node-based optimisation with the same parameters. Both
are evaluated for their total route length CO and average journey time CΘ

P . This is
possible because route sets resulting from node-based optimisation are required to
include all nodes and, consequently, also all zones. The right-hand side of figure 10
shows the same results evaluated for average transit time. For each node-based result,
two markers are displayed: one where the average transit time was calculated with
zone-based demand30, the other where node-based demand31 was used.

30 The calculation of transit times with zone-based demand uses equation 1 with q1 = 0.
31 This is the value used in the passenger objective of the node-based optimisation. For its calculation

see footnote 10 on page 9.
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Fig. 10: Comparison of zone-based and node-based optimisation results for both the
total route length vs. average journey time (left) and the total route length vs. aver-
age transit time (right). For the average transit time the route sets from node-based
optimisation were evaluated two times: with the zone-based demand matrix (trian-
gles) and with the zone-based demand matrix (pluses). Zone-based results (dots) are
identical to those presented in figure 7.

The average transit times calculated with zone-based demand are, on average,
1.43 minutes (13.6%) longer than the one calculated with node-based demand32.
These deviations are a result of the differences in aggregating trips between the two
concepts (see figure 1 on page 4) and do not indicate the superiority of any concept.
However, they highlight the importance of carefully choosing the used trip represen-
tation based on the available data.

The differences in the average transit time limit the conclusiveness of comparing
both approaches for the given scenario. However, the results indicate that both ap-
proaches perform similarly well for small values of CΘ

P , while for low CO the results
generated by zone-based optimisation are superior. This is expected as the constraint
to always include all nodes hinders the node-based optimisation in reducing CO.

6 Summary and conclusion

Different concepts for the representation of journeys and travel demand exist in the
literature on automatic optimisation of public transport routes. The node-based con-
cept, which considers only in-vehicle and transfer times, is used in the majority of
studies because it is more straightforward to implement and has several input datasets
that are publicly available. Zone-based concepts, which also take access times into ac-

32 This shift also exists for route sets generated with zone-based optimisations which can be evaluated
using node-based demand (e.g. the red route of the optimisation with q1 = 3 in table 1).
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count and are more often used in practical planning applications, however, feature in
much fewer research studies.

This paper presented an adaptation of the methods used in [60], i.e. previous work
by the author and others, from a node-based to zone-based approach. For this, it first
introduced a hybrid procedure for the calculation of zone-based journey times. It first
calculates the transit times between all node pairs and then identifies the connection
offering the shortest overall zone-to-zone journey time for every zone pair.

This procedure can further be used to determine the “optimal node pair” for each
zone pair. These form the beginning and end of the PuT journey with the shortest
overall journey time between a specific pair of zones. These optimal node pairs form
the basis of the majority of adaptations necessary to use the construction heuristic
and genetic algorithm from [60] with zone-based demand. For example, they can be
used to generate routes optimally connecting specific zone pairs. In cases where these
nodes can not be route terminals, the route is extended until a possible terminal node
is reached.

Further, this paper described procedures with which to generate the required input
data based on freely available data sources. Included in this procedure is a method
that considers cross-border demand flow in the generation of demand matrices. The
procedure was applied to a subsection of the metropolitan area of Nottingham, UK.

Experimental results demonstrated the ability of the optimisation procedure to
generate efficient route networks for different setups, as given by different weight-
ing factors for walking and transfer times. Comparisons between optimisation results
and representations pre-existing services are limited by the assumptions made; how-
ever, indicate that the presented optimisation procedure can generate superior route
networks.

Independent of the results obtained, the methods presented bring about several
advantages over the approach presented in [60]. These include the improved route
generation and the ability to compare optimisation results and pre-existing routes
without the need for reducing the instance. Further, the use of zone-based trip repre-
sentation allows to more easily interface the presented optimisation procedure with
macroscopic transport modelling software, which has the potential to drastically re-
duce barriers for practical application.

Further improvements are possible in several aspects. For example, it would be
sensible to improve the calculation of the operator cost or to change the mutation
operations to allow for a changing number of route sets. Moreover, the instance gen-
eration procedure can be further enhanced, potentially by measuring the connector
length to existing stop points which can then be mapped to the graph nodes. How-
ever, additional research has to show whether such an approach is viable.

The instance dataset generated in this paper, the results presented, and a Python
program for route set evaluation can be downloaded under
https://data.mendeley.com/datasets/jkz4bkb5j5 .
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A List of publications using node-based and zone-based demand

All publications listed in the following are dealing with the optimisation of PuT route networks (as defined
in section 1.1 and 1.2) and use the passenger journey time as one of its evaluation criteria. This includes
publications which extend the optimisation to other phases of PuT network design (e.g. frequency setting).
In total 112 publication were found which meet these criteria.

91 of these studies use a node-based approach: [1, 2, 4, 3, 6, 7, 8, 9, 10, 11, 12, 14, 15, 17, 18, 19,
21, 22, 23, 24, 26, 25, 28, 27, 29, 30, 33, 37, 41, 42, 45, 44, 50, 52, 53, 55, 56, 57, 60, 62, 63, 65, 67, 68,
70, 71, 73, 72, 74, 76, 77, 78, 79, 80, 81, 82, 83, 85, 86, 87, 90, 91, 92, 93, 94, 97, 98, 99, 100, 101, 102,
103, 106, 108, 109, 114, 115, 116, 117, 118, 121, 122, 127, 129, 130, 131, 132, 133, 134, 135, 136]

The remaining studies can be separated into three groups based on the methods used to calculate the
passenger journey times:

– 9 studies employ a professional transport modelling software (EMME [66] or PTV VISUM [107]):
[5, 13, 34, 36, 35, 59, 104, 105, 112]

– 3 studies use specialised assignment algorithms:
[16] (using [119]), [120] (using [95]), [20] (using [39])

– 9 studies use more regular shortest path algorithms (e.g Floyd’s algorithm [51], or Dijkstra’s Algo-
rithm [40]): [31, 32, 43, 46, 47, 48, 49, 84, 111]

Further discussion on this literature review can be found in [58].

B Concerning run times

The computing time required for the evaluation is important as it needs to be executed many times during
the optimisation process. In studies using node-based demand, the evaluation is typically dominated by the
time τ(Λ), i.e. required for the generation of the transit time matrix Λ . The runtime of the hybrid-process
described in section 2.2 requires additional time to calculate the journey time matrix Θ . It can therefore be
described as τ(Λ +Θ) = τ(Λ)+ τ(Θ).

Executed with Floyd’s algorithm [51], the generation of Λ has a time complexity of O(|Ñ|3). The time
required to generate Θ depends largely on two factors. One is the number of non-zero demand pairs |∆ |
(with |∆ | ≤ |ZO| · |ZD|) which gives the number of times equation 5 needs to be executed. The other is the
number of regular nodes |N|, which define the size of the matrices T̃ O

a , Λ(R), and T̃ O
b (see equation 5). As

summing matrices has a (worst case) time complexity of O(|N|2)33, the time complexity of the complete
process is

O
(
|Ñ|3 + |N|2 · |∆ |

)
(12)

The ratio τ(Λ +Θ)/τ(Λ), therefore, depends on both the number of zone pairs and the relation between
the number of regular nodes |N| and the number of extended nodes |Ñ|. The latter depends on the individual

33 It should be noted that this time complexity gives the growth rate of the total number of operation.
In practice, significantly lower increases in the observed run time can be achieved by utilising multi-core
processors.
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route set R. On one side, every node which is not included in R can be excluded from G̃ reducing |Ñ|. On
the other side, more transfer possibilities between routes increase |Ñ| (see section 2.2).

Figure 11 presents the runtime increase as ratio τ(Λ +Θ)/τ(Λ) for different values γ = |∆ |
|N|2 , i.e. the

number of non-zero demand pairs normalised by the number of node pairs. Every data point shows the
average values for 50 calculations34 of Λ and Θ .

As can be seen, the ratio increases linearly with the number of zone-pairs and the gradient of the
increase depends largely on the relation between |Ñ| and |N|. The instance presented in section 4 is titled
“SouthOfTrent” and has 5751 non-zero node pairs (γ = 1.6), resulting in τ(Λ +Θ)/τ(Λ) ≈ 2. This is
consisted with the run times of the genetic algorithm optimisation35.

Instance Graph Ref. |N| |R| < |Ñ|>
CliftonRed [4]36 10 4 14.3

Mandl [83] 15 5 23.6
HucknallRed [4]36 17 5 24.4
Mumford0 [91] 30 12 58.24

SouthOfTrentRed [4]36 54 18 144.66
SouthOfTrent - 60 18 156.09

Mumford1 [91] 70 15 178.97
Mumford2 [91] 110 33 441.58
Mumford3 [91] 127 38 609.94

NottinghamRed [60]36 376 69 1818.28
Nottingham [60]36 428 69 2047.97

Fig. 11: Results of runtime experiments34 with the graphs of different publicly avail-
able instances. Experiments were executed for different values of γ the ratio between
zone- and node pairs. The y-axis gives the ratio between run times of the hybrid-
process τ(Λ +Θ) and only calculating transit times τ(Λ). The table on the right side
shows source, number of regular nodes (|N|), size of the used route sets (|R|), and
average number of extended nodes (< |Ñ|>) for each instance.

For instances such as the one presented in section 4, run-times are in general sufficiently short35. For
larger instances the procedure presented here can only be considered relatively efficient when |∆ | � |Ñ|2.
In other cases, it would be sensible to employ a different algorithm (e.g. Dijkstra’s algorithm [40]) for
the evaluation and use the hybrid procedure only for the process described in section 3.3. This would not
impact the results of the optimisation.

It should further be noted that the individual executions of the equations 7 are independent from each
other. This theoretically allows to significantly reduce the runtime of the hybrid-approach by parallelising
the calculation of Θ .

34 The route sets for these experiments were generated by the node-based initialisation procedure in
[60], and therefore have all the same number of nodes to increase comparability. The matrices T O,T D and
TW required for the calculation of Θ were generated randomly for each data point. The run times were
measured with the python module “timeit”. These experiments took place on an Intel i5-6500 3.20GHz
Quadcore CPU with 8GB RAM.

35 For the experiments presented in section 5, calculating the objectives for a population of 50 route sets
took on average 11.5s for the zone-based optimisation and 5.5s for node-based optimisation. The complete
run with 200 generations required on average 42 minutes and 19.9 minutes respectively. The experiments
were executed on an Intel i5-4300 2.60GHz CPU with 8GB RAM.

36 These instances can be downloaded from https://data.mendeley.com/datasets/kbr5g3xmvk/1
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C The real-world routes graph

The Real-World Routes Graph (RWRG) is a graph structure constructed with data on the existing PuT
routes37 in service in the extended study area during the morning rush hour. Nodes of the RWRG represent
existing stop points, and two nodes are connected via a link if a direct connection between them exists
within the selected PuT routes. Additional links are added between vertices which are closer than 100
metres together representing possible interchanges. The RWRG does not allow for an accurate calculation
of journey times; however, it is sufficient for the tasks outlined in the following

The gate node ng
k of zone ze

k in the extended study is determined by calculating the shortest paths on
the RWRG from ze

k to all nodes ni ∈ N. The ni which is closest to selected as ng
k .

The shortest path calculation can be carried out by building the RWRG as a shapefile through the use
of Python library ArcPy or PyQGIS and converting it into a network dataset for use with the Network
Analyst toolbox38. The Network Analyst function “Closest Facility” is then used to determine which node
ni of the graph G is the closest to zone zi in the extended study area through the use of the RWRG.

The RWRG can also be used to filter the trips in the fourth demand segment (trips between outer
zones) into those that go over the study area and those that do not. To do so, Network Analyst function
“Closest Facility” is used to find the shortest paths from all origin zones outside of the study area to all
destination zones outside of the study area. As a second step, ArcGIS Linear referencing tool “Locate
Features along routes” is used to determine which of these shortest paths lead over nodes of the graph G.
All origin–destination pairs in which this is not the case will be deleted and not considered further.
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The main difficulty for the interface is to translate adjacency and route informa-

tion between Visum network models, which are likely to include directed connections

between stop points, and the standard UTRP graph model, which is based on the

undirected connections between nodes (Section 3). The alternative, the use of

directed connections in the UTRP algorithm, would result in significantly higher

runtimes and leed to unwelcome divergence between the courses of two directions

of the same route. Instead, the cap between the two data structures is bridged by

using two interface procedures: The first extracted the adjacency relations between

stop points from a given Visum network model and used these to construct an

undirected UTRP graph (Section 4.1). The other translates routes, consisting of

lists of UTRP nodes, into directed lists of stop points to be implemented in Visum

for evaluation (Section 4.2).

In contrast to Chapter 4 and Chapter 5, the optimisation procedure used in this

work is based on Selection Hyper-heuristics. The main reason for this change is

that the method used here only evolves a single solutions (Section 5.1). This allows

to minimise the number of time-consuming changes to the Visum network model

and, therefore, significantly reduces the run-time of the optimisation.

The capability of the interface and the optimisation procedure are demonstrated

in several computer experiments (Section 6). Two network models from Visum

training examples serve as instances for these experiments. One of them represents

a small town of approximately 18,000 inhabitants, and the other, a city with more

than 200,000 inhabitants. They were selected, as they come with implemented

assignment procedures, which significantly reduces the workload for preparing the

experiments. Both of them originate from real-world planning processes, which

helps to showcase that the proposed interface can be applied such network models

without the necessity of significant modifications.
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Two different optimisation modes (i.e., sets of objectives) are used in the

experiments: The first, the global optimisation, uses the same formulations of

passenger and operator objective as used in the Chapters 4 and 5. Because of

the nature of the used optimisation procedure, they were combined in a weighted

sum. The second, the local optimisation, aims to reduce the number of private

cars driving on a selected street. It is realised by utilising Visum’s ability to

combine regular assignment procedures with mode choice models. This sequence of

procedures estimates which mode and path travellers between two zones are going

to use, depending on the available PuT network1. The results of these estimations

can be accessed on the level of individual links in the form of a prediction of the

number of private cars using the link. Reducing these locally estimated carloads

can be used as an objective for the UTRP algorithm. The resulting optimisation

might include public transport connections that offer more direct connections

for travellers who would otherwise drive over the selected street, as well as other

modifications on the network, which are predicted to redirect the flow of private cars.

The local optimisation concept has, to the best of the author’s knowledge,

not been used before. From a theoretical point of view, it only marks a minor

contribution, as it does not require changes to the interface or the optimisation

procedure. However, the fact that the realisation of the local optimisation is possible

with the same procedures used for the more standard global optimisation, highlights

the adaptability of the presented interface and the potential for its use in a variety

of planning tasks. (e.g. for the reduction of air pollution in heavily polluting areas).

Disclaimer

This paper uses the terms "vertex" and "edge" to describe the elements of the UTRP

graph. This was done to better differentiate between these and the nodes and links

used to described the Visum network model in the Visum manual [180].

1The mode choice procedure also takes into account factors unrelated to public transport;
however, for the application described here these are kept constant.
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1 Introduction

Public transportation systems form an essential part of the infrastructure in urban ar-
eas. Their efficiency is vital to many stakeholders and therefore require precise design
and planning. The generation of efficient route networks for public transport systems
is known in many studies as the urban transit routing problem (UTRP)1. This prob-
lem has been addressed in the literature by a considerable number of studies that vary
in their application on different instances, objectives and solution methodologies.

Despite intensive research into the UTRP, there is a vast gap between the often
purely academic studies and the application of their findings in real-world planning
processes. The reasons for the gap have not been thoroughly researched so far [42].
However, one possible explanation could be the differences in data requirements
between the algorithms used in UTRP research and the commonly used planning
tools. Planning agencies usually base their decisions on simulations made with pro-
fessional transport modelling software, such as PTV’s Visum [37] or INRO’s Emme
[20]. Models built with software packages such as these require detailed informa-
tion about the street layout, transport infrastructure, and travel demand, making them
time-consuming to be implemented and calibrated. The resulting model, however, is
very powerful and allows planners to study and simulate a variety of transport related
phenomena. Researchers working on the UTRP on the other hand, apply their de-
sign algorithms to abstract models that simplify many aspects of real-world transport
networks. A graph structure with interchange points as vertices and direct connec-
tions between them as undirected edges is the common model used by most previous
studies.

In this work, we bridge the gap between the two worlds of theoretical research
on the UTRP and real-world transportation planning. We focus here on Visum trans-
portation modelling software and compare its transport network structure to a com-
mon UTRP model used previously by many researchers, pointing out the key differ-
ences between them. Based on these findings, we outline a process to translate Visum
network components into the UTRP graph structure and vice versa by implement-
ing a middle layer interface through which the transport network information passes
between the models. Utilising this interface, selection hyper-heuristics are used to op-
timise Visum public transport routes while taking advantage of Visum analysis tools
to evaluate a given candidate solution. The primary contributions of this study are:

– A comparative study of network structures used in the UTRP research and Visum,
and a methodology for bridging between them.

1 The UTRP is, in fact, a sub-problem of a larger task to optimise public transport networks, which
consists of five phases: 1) Route Design 2) Vehicles Frequency Setting 3) Timetables development 4)
Vehicles Scheduling and 5) Crew Scheduling [9]. As the phases are interconnected, the problem has very
high complexity, and most studies only deal with subsets of these phases using simplifications. In the case
of the UTRP, which only considers the first stage, a fixed frequency on all routes is assumed, and other
aspects such as the actual departure and arrival times of vehicles at stop points are not considered.
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– Novel interface procedures between Visum and the UTRP network models to
facilitate transferring and translating data between them.

– Selection hyper-heuristic algorithm adapted to optimise Visum public transport
routes utilising the interface procedures.

– The integration of Visum tools for the evaluation of candidate solutions.

The following sections are organised as follows: section 2 outlines the historical back-
ground of the UTRP in planning applications and provides a brief introduction to PTV
Visum and its applications; section 3 describes the UTRP and Visum network models
in more details; section 4 summarises the interface processes; section 5 outlines the
optimisation procedure using selection hyper-heuristics and the applied evaluation
tools. Finally, section 6 presents our experimental results and section 7 highlights the
key findings and conclusion.

2 Background

2.1 A Brief History of the UTRP

Attempts to automate the optimisation of urban public transport routes date back
many decades using a variety of optimisation methodologies and algorithms. They
generally fall into two categories: exact or heuristic based methods. Exact mathemat-
ical approaches [8, 10, 16, 41] have been tested in many studies. The major limitation
of such methods is the difficulty of finding optimal solutions in large size networks
given the combinatorial nature of the problem, and this has resulted in their failure to
scale up to practical size instances.

Because of these shortcomings, research on the UTRP then shifted towards adopt-
ing heuristic based methods to solve the problem, due to their ability to tackle large-
size problem instances. Some heuristic methods are based on heuristic construction
procedures, which attempt to build optimal public transport route sets from scratch.
An example of such method is the heuristic algorithm developed by Simonis in 1981
[39]. This method starts by generating a route using the shortest path between the
highest density demand points and then deletes the demand satisfied by this route. The
process iterates to the next highest demand points until a maximal number of routes
is reached. Other heuristic construction methods are described in [4, 14, 38, 40].

The second group of heuristic methods attempt to improve a given input of route
sets. These optimisation methods are usually based on meta-heuristic methods such as
tabu search (e.g. [24, 31]), simulated annealing (e.g. [12, 13]) ant colony otimisation
(e.g. [32, 43] ), bee colony optimisation (e.g. [28, 29]), or genetic algorithms (GAs)
(e.g. [19, 21, 27, 33]). The initial route sets are derived in some studies from the
existing public transport network of the study areas. However, a heuristic construction
procedure is often used to generate initial route sets. Examples of such a combination
can be found in [2, 19, 24, 26].

Despite the huge amount of research on computer-based solutions for the UTRP,
there are few studies that have been actually used in real-world planning processes
[42]. One rare example is the work by Pacheco et al. in 2009 [31] which describes
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the optimisation of the bus network in Burgos, Spain, with regard to waiting times
and trip duration. The solutions obtained improved significantly over those generated
by planners of the city transport authorities using the same transit network data. An-
other example is a study from 2012 by Cipriani et al. in cooperation with the mobility
agency of Rome, Italy [11]. It included the application of a genetic algorithm on an
undirected graph representing the street network of Rome. The results show improve-
ments over the existing bus route network in terms of waiting times, operator costs
and unsatisfied demand. According to the authors, the mobility agency of Rome had
started implementing their results in 2012. Many other studies compare their results
against the real existing routes, showing that their methods can lead to improvements
over an existing service (e.g. see [1, 5, 6, 19]). However, the results of these studies
have not been verified in real-world planning processes.

2.2 Interfacing UTRP Algoirthms and Transport Modelling software

The key challenge for interfacing UTRP algorithms and macroscopic transport mod-
elling software such as Visum or Emme, is to handle the differences between the
undirected connections used in UTRP algorithms and the directed connections used
in urban scale macroscopic modelling (more on this in section 3).

All UTRP studies which have so far interfaced their algorithms with macroscopic
transport modelling software have bypassed these problems by only using network
representations with undirected connections. One such case is mentioned above, the
study on Rome [11], where the applied algorithm is interfaced with Emme. Other
examples [3, 5] used Visum and Emme, respectively, and included procedures to
construct suitable network representations.

So far, the most general tool for automatic public transport network optimisation
in a transport modelling software is the line proposal algorithm for Visum developed
by PTV itself in 2006 [30]. This tool applies a heuristic algorithm to an existing
Visum network model. The algorithm first generates a palette of candidate routes
between pre-selected stops. These candidate routes are then individually evaluated
in Visum and the route taking up the most demand is then permanently added to
the network. This step can be repeated as often as required. The tool only requires
a minimal interface as the algorithm simply controls the end points of routes and
initiates their evaluation. All other aspects are handled by Visum and the algorithm
does not modify the pre-existing routes. Although the algorithm has been successfully
used in at least two academic studies [25, 42], it remained a prototype and was never
fully developed into an official Visum extension. Unfortunately, it no longer works
on recent versions of Visum.

2.3 Optimising Public Transport in Visum Through Selection Hyper-Heuristics

The aim of this work is to create an interface between the UTRP network model
and the macroscopic transport modelling software Visum, and utilise the interface
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to optimise Visum public transport routes using the general search methodology of
selection hyper-heuristics.

Visum is a macroscopic transport modelling software package that combines both
private (PrT) and public transport (PuT) into a single model and provides a rich suite
of methodologies. It is a product of the PTV company based in Karlsruhe, Germany,
and has been available for commercial use since the late 90s [15]. It is used at present
by transport planners and analysts throughout the world. The results presented in this
paper have been produced using Visum 17, which was the latest released version at
the start of this project.

In addition to the variety of analysis tools, one of the main reasons to use Vi-
sum for the present work is the ability to control it via Python scripts over the Visum
COM-API [34]. This library provides a number of interface functions to control Vi-
sum via scripts and extract any required information. Such scripts form the basis of
the present work.

Given the complexity of Visum software and its huge number of available features
and tools, we have to limit the descriptions of its structure and capabilities to those
which are vital for the present work. We will discuss the relevant data structures of
Visum network models in section 3.2 and the analysis options we use in section 5.5.
For further details we refer the interested reader to the Visum Manual [37].

Selection hyper-heuristics are search methodologies motivated by the idea of gen-
eralising search techniques to several problem domains with minimal adaption. They
have been applied to solve the UTRP for the first time in [2]. In this work thirty
selection hyper-heuristics combining different combinations of selection and move
acceptance methods with varying characteristics are tested on a set of known bench-
mark instances. A series of experiments and statistical comparisons between the thirty
methods revealed the success of an online selection method inspired by the hidden
Markov model over other selection methods. Furthermore, the best performing algo-
rithm was successful in finding single solutions of high quality in very short run times
compared to the best published solutions. The same winning approach was applied in
[1] on a set of benchmark instances representing urban areas, and proved that it can
surpass the performance of the genetic algorithm, NSGAII.

There are many advantages of a selection hyper-heuristic framework that makes
it a good candidate for application on this work. First, it is a single point based frame-
work, meaning it only require a single initial solution. This allows us to extract the
existing public transport network from a given Visum network model and use it as the
initial solution. Second, maintaining a single solution while improving it iteratively
during the search, makes the interaction with Visum through the interface proce-
dures straightforward. Also the relatively short run time of hyper-heuristic methods
significantly adds to their attractiveness. Further description of the selection hyper-
heuristics framework is outlined in section 5.
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PuT : Refers to public transport.
PrT : Refers to private transport.
G: Graph of connected vertices and edges. Used to represent a UTRP graph.
v: Vertex of the UTRP graph belonging to the set of vertices V . Represents
a stop in a Visum network model. (The terms stop and vertex can be used
interchangeably in the UTRP graph.)
u: Terminal vertex (∈ V ), a vertex that route r is allowed to start and end
with.
A: Adjacency matrix defines the connectivity of graph G. Ai, j = 1 means a
direct connection exists between vertex i and vertex j. In the case of Ai, j = 0
the vertices are not directly connected.
r: Route in the UTRP graph as a path connecting a number of vertices. In
Visum the route corresponds to a line. It is assumed to be bi-directional.
s: Stop in Visum network. Represents a vertex in the UTRP Graph.
sp: Stop point in Visum network associated to exactly one stop. Can be used
to define the course of the line route.
l: PuT line in Visum. The spatial course of the line is defined by its line
routes.
lr: Line route in Visum. Belongs to exactly one line and specifies the spatial
course of this line for one travel direction. Line routes are defined by stop
points.

InfoBox 1: Summary of important concepts used in the following sections

3 Data structures

3.1 Defining the UTRP

Almost all previous approaches to the UTRP choose to represent the available street
(or rail) network as a graph G = (V,E). The vertices V = {v1,v2, ...,v|V |} represent
access and interchange points, and the edges E = {e1,e2, ...,e|E|} are direct connec-
tions between them. Using these definitions, a PuT route r (e.g. a bus line) can be
represented by a list of directly connected vertices. The route is usually assumed to
be bi-directional, meaning that vehicles after completing a journey in one direction,
can turn around and make the same journey in the opposite direction. For this to be
possible in an urban setup it is important that all routes begin and end at designated
terminal vertices U = {u1,u2, ...,u|U |} ∈V to allow U-turns. Following these defini-
tions, the PuT network of a certain transportation mode can be described as a set of
connected routes R = {r1,r2, ...,r|R|}, which represents a solution to the UTRP as an
optimisation problem. This “route set” has to be connected, in such a way that each
route has at least one vertex in common with one or more other routes in the route
set.
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a)

Fig. 1 a) Schematic street network with one bus
service (purple) and its stop locations (purple dots).
b) Representation of a) as a Visum network model.
Shown are links (black arrows) and nodes (blue
dots), as well as stop points (triangles) and their
stops (green circles) The stop points C and D are
both part of stop 3. c) UTRP graph with the stops in
b) as vertices and the possible direct connections
between them as edges. d) Schematic display of
two line routes in the same network model as b)
representing the bus service shown in a). The path
of a line route is only defined by the stop points,
although routing takes place along the nodes and
links of the underlying network model with all the
restrictions defined on it. Together both line routes
form one line. e) The line routes from d) as a bi-
directional list of vertices in the UTRP graph.

b)
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In its simplest form, the structure of the graph G is given by an adjacency matrix
A|V |×|V |. This matrix defines the connectivity of the graph as follows: If two nodes
i and j are directly connected, the respective entry in the adjacency matrix equals
Ai, j = 1 otherwise Ai, j = 0. This matrix must be symmetrical following the rule that
the routes are assumed bi-directional. The main advantage of such graphs for solving
the UTRP is that they allow constraining routes to be made up of only directly con-
nected vertices. This excludes many possible flawed solutions and thereby drastically
reduces the search space.

Furthermore, information about the travel demand and the travel time between
any two vertices in the graph is required for evaluation. This information is typi-
cally provided in the form of two-dimensional matrices: the travel time matrix, and
the demand matrix. Both matrices are usually symmetrical. The travel time matrix
gives the travel time between directly connected vertices. Differences in travel times
between directions (e.g. resulting from one way streets) are usually not considered.
The demand matrix determines the number of travellers between any two demand
sources. In the vast majority of studies, the vertices V are used as demand sources.
Only about one in five studies, use a zone demand structure similar to the structure
used in macroscopic transport modelling (described below) [17].

3.2 Visum Data Structure

The inputs to Visum transport models also include travel demand and the network
model of the available transport infrastructure.

As a standard practice in macroscopic transport simulations, the travel demand
in Visum is aggregated at the level of zones (Z = {z1,z2, ...,z|Z|}) and given in the
form of an origin-destination matrix. A demand matrix D|Z|x|Z| defines how many
trips are originating from zone zi, and travelling to zone z j. The demand data is given
as separate matrices for PuT and different modes of PrT (e.g. cars). However, it is
possible to initially give the demand as one matrix aggregating all trips and then use
a mode choice procedure to split the demand into separate matrices for different travel
modes (more on this in section 5.5.2).

The Visum network model is also based on a graph structure, though it is more
detailed than the UTRP graph described above. Streets or rail segments are repre-
sented by links usable for specified modes of transport. Links are composed of two
separate network objects, one for each travel direction. Each one of these objects can
have different attribute values such as the allowed speed, and capacity in terms of the
number of vehicles. One-way streets can be represented by blocking one direction
of a link to all modes. Nodes at the beginning and end points of each link define the
positions of intersections and junctions in the network. Which turns are permitted for
which mode at the represented junctions can be defined in the properties of the nodes.
Each zone (z ∈ Z) must be connected to at least one node by a connector, for exiting
and entering the zone to the link network through this connection node.

The Visum network model further includes other elements to represent the avail-
able PuT lines and interchange points. PuT interchange points are defined in three
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layers. The “stop point” is the lowest layer indicating the actual stopping location of
the vehicles (e.g. a segment of a train platform). Stop points can be placed either on
nodes or links and can be used by all PuT lines traversing these network objects. A
stop point placed on a link can either be accessible from both directions or can be re-
stricted for use in a specific direction. The “stop area”, the middle layer, incorporates
one or more stop points (e.g. a platform on a train station). All the stop points of the
same stop area are considered instantly connected while transfers between stop areas
require a certain walking time. Further, a node can be allocated to a stop point area to
allow access to the wider network model, most importantly to connectors connecting
nodes to zones. The “stop”, the highest level, incorporates one or more connected
stop areas (e.g. a train station) and is the level on which walking time between differ-
ent stop areas is assigned. Stop areas do not play a major role in this work, and we
will assume that stops and stop points are directly connected to simplify explanations.

PuT lines are also defined in several different layers. On the highest level is the
“line”. Each line in Visum belongs to exactly one transport system. The spatial course
of the line is defined by its line routes. A single line can aggregate several line routes
that are defined by lists of stop points to be traversed in the given order2. Line routes
are thereby directed and most lines will have at least two line routes, one for each
direction of travel. A special case are ring lines defined by single line routes starting
and ending at the same stop point. Each line route is given a “time profile” describing,
among other attributes, the travel times between the single stop points. “Vehicle jour-
neys” with concrete departure times can be added to the line routes to create detailed
timetables that specify departure and arrival times at the individual stop points.

3.3 Interfacing between the UTRP and Visum data structures

Based on the comparison of the standard graph structure of the UTRP with the respec-
tive data structure of Visum, there are key questions to be answered before construct-
ing an interface between them. First we need to specify whether the optimisation is
going to be performed on the level of line routes or lines. Optimising the line routes
individually can lead to significant deviations between the line routes that belong to
the same line. This would not be desirable in practice. Therefore, we have chosen to
perform the optimisation at the level of lines.

The second question is whether the vertices of the UTRP graph should represent
stops or stop points in the Visum network model. To answer this question we need
to consider that some stop points in the Visum network model might be restricted
for use in specific directions only. This would conflict with the fact that routes in the
UTRP structure are assumed bi-directional. However, in the majority of such cases3,

2 Technically the list defining a line route contains both stop points and nodes. However, it is sufficient
to only provide the stop points as Visum can add the required nodes automatically via the shortest path
search.

3 There are cases where a stop can only be reached from one direction. However, in all the networks
examined in this work, these cases were very few in number and did not seem to have a significant impact
on the results. We therefore neglected them at the present stage of the work. For the future, we plan to
implement additional procedures that adequately address this problem.
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the stops which these directed stop points belong to also incorporate other stop points
that are accessible from several directions (see section 3.2 and figure 1). We therefore
decided that the UTRP graph vertices should represent stops in the Visum network
model rather than stop points.

Finally, it has to be decided which stops (i.e. vertices) to be considered as terminal
vertices in the UTRP graph. It is recommended in [37] to exclusively use stop points
that are placed on nodes as the beginning or end points of line routes. However, there
are many existing line routes in the network models we used that do not follow this
recommendation. We therefore select as terminal vertices, the stops which fulfil at
least one of the following conditions4: a) Having at least one of their stop points
placed on a node. b) Having at least one of their stop points being the beginning or
end of an existing line route.

4 The Interface Processes

Based on the discussion in section 3.2, we can formulate two main interface processes
to translate routing information between UTRP algorithms and Visum. The first, is
to extract the adjacency relations between stops to be used as the basis for route
alterations during the optimisation. This process will be introduced in section 4.1.
The second is a process to convert the modified routes (i.e. undirected lists of stops)
into pairs of line routes (i.e. directed lists of stop points) to allow the implementation
in Visum for evaluation. This process will be outlined in section 4.2. The outcomes of
both interface procedures are mode-specific, as some links in a Visum network model
may only be accessible to specific modes.

4.1 Extracting a UTRP graph from a Visum network model

The process to extract the adjacency relations between the stops for a PuT mode m
from a given Visum network model is outlined in algorithm 14. It begins by creating a
stop point connectivity matrix Cm. This matrix has three types of entries: Cm

i, j = 0 in-
dicates that there is no connection between the two stop points i and j, Cm

i, j = 1 means
a direct connection between stop points i and j exists, and Cm

i, j = 0.5 indicates that
a connection exists but it is indirect (i.e. the connection goes over other stop points).
Additionally, a distance matrix ∆ m which records the travel time between each pair
of stop points is also created in this process (its usage is described in section 4.2). A
python script utilising functions from Visum COM-API is used to extract the required
information from the given Visum network model. This script is demonstrated by al-
gorithm 1. For every possible combination of stop points i, j, the algorithm attempts
to build a test line route beginning at i and ending at j by finding the shortest path
along the links open to mode m. The building is only successful if Visum manages
to find a shortest path from i to j considering all the constraints of the given network

4 The conditions listed here were selected for the optimisation of bus lines described in section 6. For
other scenarios or in case of optimising other PuT modes it might be necessary to adapt these conditions.
Also, a manual selection of terminal vertices is possible.
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Algorithm 1: Algorithm to generate the stop point connectivity matrix and
distance matrix for a mode m in a given Visum network.

Data: Visum Network
Result: Connectivity Matrix Cm, Distance Matrix ∆ m

1 begin
2 foreach Stop point i in Visum network do
3 foreach Stop point j in Visum network do
4 Build test line route l of the mode m between i and j .
5 if l can be built then
6 ∆ m

i, j ← travel time between i and j
7 n← number of stop points in l
8 if n = 2 then
9 Cm

i, j = 1
10 else
11 Cm

i, j = 0.5

12 else
13 Cm

i, j = 0

14 return Cm, ∆ m, Visum network back to initial state.

model. All other stop points located on this path are automatically connected to the
built line route. If the test line route contains more than two stop points (not only
i and j), the connection between i and j is considered indirect and recorded in the
connectivity matrix as Cm

i, j = 0.5. If no further stop points are connected to the test
line route, the connection is considered direct and recorded as Cm

i, j = 1. In either case,
the travel time of the built line route is calculated by Visum, and recorded in the dis-
tance matrix as ∆ m

i, j. If the process of finding the shortest path between i and j fails,
these stop points are considered as not connected (Cm

i, j = 0). Once the algorithm has
iterated through all stop point pairs, the Visum network model is returned to its initial
state.

After the stop points connectivity matrix Cm is constructed, the adjacency matrix
Am
|V |×|V | of the undirected UTRP graph is built using the following rules: two stops X

and Y are considered connected (Am
X ,Y =AY,X = 1) if and only if at least one stop point

x belonging to stop X is directly connected to at least one stop point y∗ belonging to
stop Y (Cm

x,y∗ = 1), and at least one stop point y belonging to stop Y is indirectly
connected to at least one stop point x∗ belonging to stop X (Cm

y,x∗ ≥ 0.5). In any other
case, even if all stop points of the two stops X and Y are indirectly connected, X and
Y are considered as not adjacent (Am

X ,Y = Am
Y,X = 0).
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Fig. 2: Schematic street network with five stops (1 to 5) and seven stop points (A to
G). A sixth stop is assumed along the street to the right. The UTRP route [1,2,3,4,5]
is converted into two stop points lists using the conversion table on the right. The
conversion table gives the correct stop point for a single stop using a combination
of three stops (i.e. vertices) containing this stop and its adjacent stops. The resulting
stop points lists are displayed in blue (from A, over B to D, E and G) and red (from
G, E and D over C to A). For the terminal nodes, 1 and 5, a vertices triple with empty
fields are given to be used at the beginning and end of a route respectively.

4.2 Transforming UTRP Routes to Visum Line routes

During the optimisation process, the changed routes have to be implemented into
Visum for evaluation. To do so, the lists of vertices (i.e. stops) in these routes need
to be converted into two lists of stop points, one for each direction of travelling5.
As described in section 3, a single stop can have multiple stop points. Therefore, the
correct combination of stop points that represent a specific combination of vertices
has to be selected. This is done with the help of a conversion table ϒ m . Its use is
illustrated in figure 2.

Assume we have a route ri that contains the following set of vertices in this or-
der: {1,2,3,4,5} and vertices 2 and 4 are associated with multiple stop points as
illustrated in figure 2. To convert the route ri to a stop point list, we need to select
the correct combination of stop points that represent a particular direction of travel
through a vertex. For the vertices associated with a single stop point this selection is
trivial. However, for the vertices associated with multiple stop points, the selection
process depends on the adjacent vertices and the order of these vertices in the route.
In the example given in figure 2, the stop point representing stop 2 can be either B (if
the order is 1,2,3) or C (if the order is 3,2,1).

The conversion table ϒ m used to select the correct stop points for every vertex is
shown in figure 2. The first three columns give the possible triple set of connected
vertices, one combination in each row. Every combination is considered twice, once
for each travel direction. The fourth column specifies the stop point choice for the
middle vertex in the combination. For terminals, additional triple sets with empty
fields are used to determine the stop points at the beginning and end of a line route.

5 Ring lines, where the first and last stops are identical require only one line route.
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Algorithm 2: Algorithm to generate the conversion table for mode m
Data: Set of all vertices V , Adjacency Matrix Am, Connectivity Matrix Cm,

Distance Matrix ∆ m

Result: Conversion Table ϒ m

1 begin
2 foreach Y ∈ V do
3 K←− all Vertices K ∈V with Am(Y,K) = 1
4 foreach X ∈ K do
5 foreach Z ∈ K do
6 Ξ ←− Stop Points of Stop represented by Vertex X
7 Φ ←− Stop Points of Stop represented by Vertex Y
8 Ω ←− Stop Points of Stop represented by Vertex Z
9 q ←− 3 dim. matrix for travel times between stop point

10 triples. (Default value ∞)
11 foreach χ in Ξ do
12 foreach ϕ in Φ do
13 foreach ω in Ω do
14 if Cm

χ,ϕ ≥ 0.5 and Cm
ϕ,ω ≥ 0.5 then

15 qχ,ϕ,ω = ∆ m
χ,ϕ + ∆ m

ϕ,ω

16 ϕ∗ = argmin
ϕ

(qχ,ϕ,ω)

17 add row [ X , Y , Z , ϕ∗ ] to ϒ m

18 return ϒ m

With the conversion done, the stop point lists can be implemented in Visum, re-
placing the old line routes by using Visum COM-API [34]. To allow PuT assignments
to be run for the evaluation (see section 5.5), time profiles and vehicle journeys can
be generated as well.

The process to construct the conversion table ϒ m is outlined in algorithm 2. It
builds on data produced during the generation of Am (algorithm 14), specifically the
connectivity matrix Cm and the distance matrix ∆ m. For every vertex Y , the algo-
rithm identifies the vertices K adjacent to it (line3). With this, it is possible to define
triples of connected vertices {X ,Y,Z} where (Am

X ,Y = Am
Y,Z = 1). The algorithm loops

over every possible combination of the stops triple {X ,Y,Z} (line 5) and extracts the
corresponding stop point triple defined as {χ,ϕ,ω}, where χ is a stop point of X ,
ϕ a stop point of Y , and ω a stop point of Z (line 6). If any of the stops {X ,Y,Z}
is associated with multiple stop points, several stop points triples are generated. The
connection between the stop points for every extracted stop points triple {χ,ϕ,ω}
is checked against the stop points connectivity matrix Cm. If according to Cm, these
stop points are connected (Cm

χ,ϕ ≥ 0.5,Cm
ϕ,ω ≥ 0.5) (line 14), the travel time is calcu-

lated and stored in a three dimensional travel time matrix: qχ,ϕ,ω = ∆ m
χ,ϕ +∆ m

ϕ,ω (line
15). After calculating the travel times for every possible stop point triple of the stops
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{X ,Y,Z}, the one with the minimum travel time is selected qχ∗,ϕ∗,ω∗ = min(qχ,ϕ,ω)
(line 16), where ϕ∗ is the stop point that will represent the vertex Y ∈ {X ,Y,Z} in the
conversion table.

5 Optimisation

5.1 Selection Hyper-heuristics

Hyper-heuristics have emerged to raise the level of generality of search techniques
for difficult computational problems. While heuristics work directly in the solution
space, hyper-heuristics work at a higher level controlling a set of low-level heuristics
which perform direct operations on the solution. This way, hyper-heuristics do not
require direct knowledge of the underlying implementation of the solution domain,
and this allows simple adaptation to different problem domains.

Hyper-heuristics are classified in [7] according to the nature of the heuristic
search space, into generation and selection hyper-heuristics. The former generates
new heuristics from existing components of other heuristics, while the latter (i.e. the
approach we use here) selects existing heuristics in their entirety from an existing set
of heuristics. The selection hyper-heuristics operate as two components: the selec-
tion and move acceptance components. At each decision point, the selection method
selects a heuristic or sequence of heuristics from an existing repository of low-level
heuristics and applies it to the solution at hand, to generate a new solution. After-
wards, an evaluation step decides whether to accept the new solution based on an
acceptance criterion. The two components are iterated until a termination condition
is met.

Selection hyper-heuristics can embed a non-learning or a learning mechanism
depending on whether there is feedback received during the search. This feedback
helps to improve the selection decisions made by the selection component.

In this work, we have tested two selection methods: a “Simple Random” (SR)
selection with no learning and a “Sequence-based Selection Hyper-heuristic” (SSHH)
with online feedback. For both, we used the acceptance criterion “improve or equal”
(IE) meaning that new solutions are only accepted if they are equal to or better than
the current solution.

SR randomly selects a heuristic based on a uniform probability distribution. It is
considered the simplest selection method and can be effectively used as a reference
for more complex selection methods. SSHH resembles the Hidden-Markov model,
where the low-level heuristics represent the hidden states of the model and the tran-
sition between these different states forms sequences of heuristics applied to the so-
lution. The goal is to generate and learn good sequences of heuristics that are likely
to improve the solution. In [2] a series of experiments and comparisons through sta-
tistical methods proved that sequence-based selection is more successful in solving
the UTRP than other single-based heuristic selection mechanisms. We will briefly
summarise this algorithm here and outline its application for the optimisation of Vi-
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llh0 llh1 llh2 llh3

llh0 1 1 1 1

llh1 1 1 1 1

llh2 1 1 1 1

llh3 1 1 1 1

con end

llh0 1 1

llh1 1 1

llh2 1 1

llh3 1 1

(a) Matrices initial values

llh0 llh1 llh2 llh3

llh0 1 2 1 1

llh1 1 1 1 2

llh2 1 1 1 1

llh3 1 1 1 1

con end

llh0 2 1

llh1 2 1

llh2 1 1

llh3 1 2

(b) Matrices updated values

Fig. 3: Example of updating the values in the transition and sequence construction
matrices: We assume the application of the sequence [llh0, llh1, llh3] improved the
best solution. The scores of these low-level heuristics in the “Transition Matrix” and
the “Sequence Construction Matrix” are updated. This update increases the probabil-
ity of selecting this sequence in later steps.

sum PuT networks in the following sections. Further details for this algorithm can be
found in [2, 22, 23].

Each low-level heuristic is associated with a number of scores, which are used
to derive the probability of moving from this heuristic to another low-level heuristic
in the sequence. Assuming we have the set of n low-level heuristics: [llh0, llh1, . . . ,
llhn], a “transition matrix” of size n×n stores these scores. Another matrix called the
“sequence construction matrix” of size n×2 associates each low-level heuristic with
two states: “continue”, and “end” to determine whether the sequence should end or
continue at this point. Both matrices initially start with equal scores.

A sequence of low-level heuristics is constructed with the guidance of the two
matrices. The sequence is initialised with a randomly selected heuristic. The prob-
ability for a heuristic to be selected next in the sequence increases with its score in
the transition matrix (i.e. the higher the score, the higher the selection chance). Each
time a new heuristic enters the sequence, the sequence status is checked in the se-
quence construction matrix to determine whether to stop building the sequence or to
add another heuristic.

The values in the matrices are updated if the new solution generated by applying
a specific sequence proves to be superior to the current solution. Updating the scores
in the matrices increases the chance of selecting this successful sequence in later
steps. An example of this update is demonstrated in figure 3. Over the duration of the
optimisation process, the update mechanism helps identifying successful sequences.

5.2 PuT line route optimisation using selection hyper-heuristics

At the beginning of the optimisation process, a set of routes is initialised from the
Visum network model by transforming Visum line routes into lists of stops (ver-
tices) to construct an initial solution. The initial solution (Sinit ) is introduced to the
hyper-heuristic as the current solution (Scurr) and the iterative optimisation process
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Fig. 4: Description of one iteration of the SSHH algorithm application in the global
optimisation. Each iteration begins with box A: The generation of sequence of heuris-
tics (see section 5.1) and applying it to the current route set (see section 5.3) to create
a new route set. The new route set is tested for its feasibility (see section 5.4). If the
new route set is not feasible, it is rejected and a new heuristic sequence is generated.
Otherwise, the new route set is converted to stop point lists (Box B, see 4.2). The
stop point lists are implemented in Visum as line routes and an assignment is exe-
cuted to extract the information necessary for the evaluation (Box C, see section 5.5).
The evaluation includes combining the objectives of passenger and operator costs
(Box D, see section 5.5.1). If according to the evaluation, the new route set improves
the current best route set, it replaces it and the transition and sequence construction
matrices are updated (see section 5.1).

begins. One iteration of the SSHH algorithm is illustrated in figure 4. Depending on
the selection mechanism, either a single heuristic is selected in case of the simple
random selection (SR), or a heuristic sequence is constructed in case of the sequence
based selection (SSHH). The application of this heuristic/heuristics sequence to Scurr
creates the new solution Snew, which is tested for its feasibility (see section 5.4). If
Snew is not feasible, it is rejected and a new heuristic/heuristics sequence is selected.
Otherwise, Snew is converted into lists of stop points and implemented in the Visum
network model (see section 4.2) for evaluation (see section 5.5). The evaluation auto-
matically takes into account the interplay between different PuT modes. If configured
accordingly, the impact of private transport modes can also be considered.

With the necessary information generated in Visum, the objective function f (Snew)
is calculated. If f (Snew) ≤ f (Scurr), Snew replaces Scurr and becomes the new basis
for finding new solutions. In case of the SSHH, the relevant values in the transition
and the sequence construction matrices are updated. The hyper-heuristic iterates in
generating new solutions, building them into Visum and evaluating them until a pre-
determined termination condition is met.

As the adjacency matrix and conversion table have to be mode-specific, solutions
can only include routes for one PuT mode. If multiple modes are to be optimised
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(a) Add (b) Delete

(c) Swap Inside Route (d) Insert Inside Route

(e) Swap Between Routes (f) Insert Between Routes

(g) Replace (h) Exchange Routes

(i) Extend Route (j) Reduce Route

Fig. 5: Low-level heuristics set description. Straight arcs are edges in the route or
added after applying the heuristic, dashed arcs are edges removed after applying the
heuristic, red nodes are nodes added after applying the heuristic.

the solutions for different route networks have to be evolved independently. Theoret-
ically, this can happen either in alternation, by changing the mode to be optimised in
each step, or sequentially in a hierarchical process. However, such an undertaking is
beyond the scope of this paper.

5.3 Low-Level Heuristics

The hyper-heuristic algorithm manages a set of low-level heuristics to modify a given
route set. All the low-level heuristics have been designed to follow the adjacency
relations defined by the adjacency matrix A when performing operations. If applying
the operation on the selected routes and positions would create invalid connections,
new routes and positions are selected instead. This increases the chance of generating
feasible solutions.

We give here a full list of the low-level heuristics applied in this work (also illus-
trated in figure 5):
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– llh0 (Add): Selects a random route and a random position in this route. A new
vertex is selected and added in this position.

– llh1 (Delete): Selects a random route and random position and deletes the vertex
in this position.

– llh2 (Swap Inside Route): Selects a random route and two random positions. The
two vertices in these positions swap with each other.

– llh3 (Insert Inside Route): Selects a random route and two random positions.
The vertex in the first position is inserted in the second position.

– llh4 (Swap Between Routes): Selects two random routes and two random posi-
tions on each of them. The vertices in these positions swap with each other.

– llh5 (Insert Between Routes): Selects two random routes and two random posi-
tions on each of them. The vertex in the first position of the first route is inserted
in the second position of the second route.

– llh6 (Replace): Selects a random route and a random position. The vertex in this
position is replaced by another selected vertex.

– llh7 (Exchange): Selects two random routes and splits them at a common vertex.
The parts of the two routes are exchanged to create two new routes. If the selected
routes do not have a common vertex, a new pair of routes is selected.

– llh8 (Extend Route): Selects a random route and adds vertices to the end of the
route until reaching another terminal.

– llh9 (Reduce Route): Selects a random route and deletes vertices starting from
the last vertex in the route until reaching another terminal node.

5.4 Solution Feasibility

Before implementing Snew into the Visum network model, a feasibility test is ap-
plied to ensure that the route set satisfies all defined constraints in order to avoid
wasting time in generating and evaluating many infeasible solutions. The feasibility
constraints are defined with respect to the specifications in the Visum network model,
for instance, backtracks and cycles are tolerated in the Visum network setup, while it
is commonly considered a violation in most UTRP models. The full list of constraints
is as follows:

– The order of vertices on each route must follow the adjacency relations defined
by the matrix A.

– Routes must start and end at the defined terminal vertices.
– Ring routes are allowed, but must start and end on the same vertex.
– The length of each route is within specified limits defined as input parameters by

the user.
– No routes should fully overlap (this includes one route being sub-part of another).
– Each zone must be connected to the route set: each zone in the Visum network

model must have at least one connector that is connected to an active stop point
(i.e. a stop point used by at least one PuT line).
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5.5 Evaluation

Depending on the objectives of the study and the available data, there are different
ways to evaluate a route set. Transport modelling software packages like Visum come
with a multitude of options to analyse the impact of changes in a transport network
which can be used to construct a vast array of evaluation functions. Most notable
among Visum’s tools to model the impact of changes in a transport model are the as-
signment procedures used to calculate the flow of vehicles (PrT assignments) or PuT
passengers (PuT assignments) through the network model. They provide output such
as zone-to-zone travel time matrices (used in section 5.5.1) or the load of vehicles on
links (used in section 5.5.2).

Assignment procedures, in general, start by determining all possible paths through
the network model between all pairs of zones and their impedance. For PrT assign-
ments, a specific PrT mode (e.g. private cars) has to be selected and the possible paths
calculated are constrained to the links which are open to this mode. PuT assignments
determine the available paths on the network of all PuT lines. Possible interchanges
between different PuT modes (e.g. between bus and train) are automatically taken
into account.

The impedance of a path includes all time costs6 associated with the traveller.
For PrT, the impedance is defined by factors like the allowed speed on the links, turn
penalties and time losses due to congestion effects. For PuT, the main factor of the
path impedance is the perceived journey time, which is defined as weighted sum of
several factors7 such as:

– Access time from origin zone to origin stop point (usually via the mode “walk-
ing”).

– Waiting time at origin stop point.
– Total in-vehicle travel time.
– Penalty for the number of transfers.
– Walking time between stop points at transfers.
– Waiting time at transfers.
– Access time from destination stop point to destination zone (usually via the mode

“walking”).

Of particular importance are the transfer waiting times, which are the factors that
distinguish between the two distinctive PuT assignment models used in this work:
the headway-based and the timetable-based assignment. While the former assumes
a fixed waiting time between vehicles for all routes, the latter derives the waiting
times from a concrete timetable. Once all paths are determined, the assignment dis-
tributes8 the trips given in the demand matrix over the available paths based on their

6 Other costs, such as monetary costs, can be defined as well. However, these do not play a role in the
present study.

7 Other factors, such as boarding time, can also be added, but it does not play a role in the present study.
The weightings of the different factors can be set freely. In this study we used Visum default configurations
where all time factors are weighted equally and the transfer penalty is set to 10 minutes per transfer.

8 The used distribution models are one of the main differences between the available assignment pro-
cedures. More details of these procedures and their distribution models are explained in Visum manual
[37].
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impedance. The resulting trips distribution allows us to estimate, for example, the
number of vehicles that use a certain link (i.e. the link load).

The results of the assignments can be accessed in a number of different ways to
generate evaluation functions. In the following, we introduce two evaluation methods:
the global optimisation and the local optimisation. The former uses a travel time
matrix generated from the perceived journey time. The latter accesses the vehicle
loads on selected links.

5.5.1 Global Optimisation

Global optimisation is the method used by the vast majority of the UTRP studies: an
objective function that aggregates information from the entirety of the system. We
have chosen to use the sum of two relatively simple components for our objective
function.

The first objective is to reduce the passenger cost (i.e. the average perceived jour-
ney time of passengers). It is given by the following equation:

CP(S) =
∑|Z|i, j=1 Di, j ·Θi, j(S)

∑|Z|i, j=1 Di, j

(1)

where Di, j is the PuT travel demand from a zone i to a zone j, and |Z| is the total
number of zones. Θi, j is the shortest perceived journey time from zone i to zone j
using the PuT network defined by the solution S. The matrix Θ can be generated
during the execution of the PuT assignment.

The second objective is the reduction of the operator costs. We have used a simple
approximation for the operators expenditures given by the total sum of travel times
for travelling all the line routes in the PuT network:

CO(S) =
|lr|
∑
i=1

τi(S) (2)

where τi is the total travel time of line route i and |lr| is the total number of line
routes. The value of τi can be easily extracted from the network model using Visum
COM-API.

The two objectives are combined into a single objective function in the form of a
weighted normalised sum given by the following formula:

fglobal(S) = α
CP(S)
CP(S0)

+β
CO(S)
CO(S0)

(3)

where S0 is the initial solution. The two weighting factors α and β can be adjusted
in relation to one another to generate solutions that are more favourable for either
operators or passengers.
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5.5.2 Local Optimisation

For the local optimisation, we take advantage of two features in Visum. The first
is that the assignment results can be easily accessed at a very localised level, e.g.
the vehicle load of a particular transport mode on an individual link. The second is
the ability to combine PuT and PrT assignments with a mode choice procedure. The
mode choice procedure takes as input a demand matrix with all trips, and distributes
them into PuT trips and PrT trips. The distribution9 is based on the impedance of the
possible paths in the respective modes [37]. The results are separated into PuT and
PrT demand matrices which are then used by the respective assignment procedures
to assign the trips to travel paths. This combined procedure sequence allows us to
analyse the effects of changes in the infrastructure on different transportation modes.

For the local objective function, we select a group of links L (e.g. links in a spe-
cific neighbourhood), run the above mentioned combined procedure sequence and
sum up the load of private cars (i.e. PrT mode) on these links. The objective is to
minimise the load of private cars on the selected links given by:

CL(S) =
|L|
∑
i=1

νi(S) (4)

νi(S) is the load of private cars on link i ∈ L while the travellers in the network can
choose between travelling via the public transport network defined by solution S, or
by private cars. The link load is a standard output for most PrT assignments available
in Visum 17[37].

However, optimising a single objective can lead to very extreme solutions that are
undesirable from other perspectives10. In order to avoid this we have used the global
objectives introduced in the previous section as bounding factors:

flocal(S) =

{
CL(S)
CL(S0)

if CP(S)≤ λP ·CP(S0) and CO(S)≤ λO ·CO(S0)

∞ otherwise
(5)

where S0 is the the initial solution and λP and λO are factors to determine how much
of an increase in the global objectives of solution S over their initial values is deemed
acceptable to consider solution S.

We have chosen a relatively simple measure to show the validity of the concept of
local optimisation. However, it is straightforward to generalise this concept and apply
it to other scenarios. For example, it is possible to estimate noise and air pollution
with the HBEFA extension module in Visum11 and access the results on link level
similarly to the PrT load. This would extend our methods to design PuT networks
that improve the situation in heavily polluted areas.

9 For the experiment in section 6.3 a nested logit distribution function was used. However, other distri-
bution functions are available in Visum, including a gravity model. More details on them can be found in
the Visum manual [37].

10 For an example see the results from the passenger perspective presented section 6.1 where the operator
costs increase by a factor of 8.

11 Unfortunately, such a scenario could not be included in this study, as the HBEFA module was not
included in our academic license.
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6 Empirical Results

6.1 Test on a small instance

6.1.1 Setup

For the first set of experiments, we used the transport model from the Visum quick
start tutorial. This network model was built in 2006 as a Visum training exercise, and
is loosely based on the small town of Pfullingen, Germany, with around 18 thousand
inhabitants. The network model is relatively small, containing 652 nodes and 1782
links, 81 zones, 35 stops and stop points, and only five bus lines. We slightly modified
this network model to be able to test various aspects of the interface procedure. It was,
for example, necessary to create one stop with more then one stop point to test the
use of the conversion table (see section 4.2). A detailed description of these changes
can be found in appendix A.1.

The optimisation in these experiments is based on the global evaluation method
(section 5.5.1). To calculate the perceived journey time matrix Θ , we used the headway-
based PuT assignment procedure. A fixed frequency of 10 minutes is defined for all
lines. This assignment model does not require the generation of vehicle journeys for
each changed line route, which improves the run time.

The termination condition on these experiments is defined by the number of suc-
cessful iterations. A successful iteration consists of generating a new feasible solu-
tion, implementing it in Visum and evaluating it. The number of successful iterations
before the hyper-heuristic terminates is set to 20000.

6.1.2 Results

In the first set of experiments we tested the two selection methods SR and SSHH in
three distinctive scenarios: the passenger perspective, the operator perspective, and
the balanced perspective. Each of these scenarios is defined by a different set of pa-
rameters in equation 3: For the operator perspective, effectively only the operator cost
was considered as we set α = 10−6 and β = 1−10−6. The opposite in the passenger
perspective, where the focus is set on the passenger cost by setting α = 1−10−6 and
β = 10−6. In the balanced perspective, we create a balance between the two objec-
tives by setting both parameters to α = β = 0.5.

Figure 6 displays the change of the average passenger cost Cp(green line), av-
erage operator cost CO (blue line), and the combined objective fglobal (black line)
calculated by equation 3. For each of the three scenarios the passenger and opera-
tor costs have been normalised using their initial values for better interpretation of
their performance. The averages are calculated from the ten runs for each successful
iteration.
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(a) SR passenger perspective
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(b) SSHH passenger perspective
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(c) SR operator perspective

0 2500 5000 10000 15000 20000
Successful Iterations

0.94

0.96

0.98

1.00

1.02
O

bj
ec

ti
ve

s

(d) SSHH operator perspective
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(e) SR balanced perspective
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(f) SSHH balanced perspective

Fig. 6: Results of the global optimisation on a small network model for three sce-
narios: passenger perspective, operator perspective, and balancing the two objectives
using two selection hyper-heuristics (SR and SSHH). Each figure displays the devel-
opment of the normalised passenger objective CP averaged for ten runs (green with
rectangles12) the normalised averaged operator objective CO (blue with pentagons12)
and the averaged combined optimisation function fglobal (black with circles12). The
averages were calculated for every successful iteration from ten independent runs.
The bars in the middle represent the standard deviation between the runs.

12 The position of the markers (rectangle, pentagon and circle) have no meaning other than distinguishing
the lines.
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From the figures, it is clear that, from either the passenger or the operator per-
spective, the objective that the optimisation is focusing on decreases rapidly from
its initial value, while the other objective increases. This improvement starts to slow
down at the 2000 iterations stage.

In the case of balancing the two objectives, both the passenger and operator costs
show similar behaviour by dropping quickly at the beginning of the search and slow-
ing down after 2000 iterations. The SSHH selection method was more successful in
this case in improving the operator cost, while both selection methods reduced the
passenger cost at a similar rate.

Table 1 summarises the results of the passenger and operator costs for the ten
runs normalised and averaged. The best results and the standard deviation are also
recorded. From this table, the most notable improvement is in the passenger perspec-
tive with a reduction of 20% in the passenger cost from the initial values, although
this was at the expense of significantly increasing the operator costs. The operator
perspective runs reduced the operator cost on average by almost 7%, and the bal-
anced runs recorded an improvement of nearly 5% on the operator cost while the
passenger cost is also improved by 3%.

SR-IE SSHH-IE

Scenario Obj avg std min avg std min

Passenger Cp 0.81 0.005 0.80 0.81 0.006 0.80
Co 6.96 1.07 5.12 7.49 1.55 6.46

Operator Cp 1.03 0.004 1.02 1.03 0.004 1.02
Co 0.96 0.014 0.93 0.96 0.014 0.93

Balanced Cp 0.98 0.003 0.97 0.96 0.008 0.96
Co 0.98 0.014 0.96 0.96 0.008 0.96

Table 1: Results from passenger, operator, and balanced configurations for the two
selection hyper-heuristics. The results are normalised and averaged over the ten runs.
The standard deviation and the best results are also recorded.

The performance difference between the two selection hyper-heuristics is very
small as can be seen from the table, but two observations were made during the
experiments: the SSHH selection method was able to improve more in fewer iter-
ations compared to simple selection, and this fact is critical for working with larger
networks. Second, the SSHH recorded better individual results for the runs in many
cases, especially from the operator perspective. Based on these facts we have selected
the SSHH to be applied in the next set of experiments on a larger network model and
to test the concept of local optimisation.
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6.2 Application on City Size Network

6.2.1 Setup

In order to show the validity of the presented methods on a larger scale, another set of
experiments has been performed on a network model originating from a real-world
planning process. It was generated in the 1990s for the city of Halle, Germany, with
over 200 thousand inhabitants. The model is made up of 1934 nodes, 4832 links, 81
zones, 288 stops and 313 stop points, and in total 41 PuT lines of which 18 are bus
lines. Since 1996, this model has formed the basis of many Visum training examples,
and therefore it is currently included in all Visum installations. Although this model
has been modified over time, its size and layout are sufficient to represent a real-world
network model. We only made very small modifications for the purpose of this work
which can be found in appendix A.2.

The Halle network model includes several modes of public transport: bus, tram
and train. The optimisation is only applied on the bus lines, leaving the lines of the
other modes unchanged. The frequency of the bus lines is set to 10 minutes. In these
experiments, we used the timetable-based PuT assignment, which bases the inter-
change waiting times on a timetable generated from departure and drive times. This
way, the frequencies of the unchanged PuT lines are accurately reflected. However,
the use of the timetable-based assignment requires adding vehicle journeys to the
modified bus lines to define the bus timetable.

The termination condition for these experiments is set to run time rather than
iterations, where each experiment is run for 16 hours before it terminates. This was
done for practical reasons and resulted in an average of 8919 successful iterations
(i.e. on average 6.6 seconds per successful iteration13) for each run.

6.2.2 Results

Ten runs were applied on this transport network using the sequence based selection
with the balanced configuration. This configuration was chosen as an example of a
planning process which requires a compromise between passengers and operators.
Figure 7 shows the development of the average value of the passenger cost CP (green
with rectangles12), the operator cost CO (blue with pentagons12), and the objective
calculated by the combined optimisation function fglobal (equation 3) (black with
circles12) over time. The error bars show the standard deviation between the different
runs.

For this network, it can be observed that at the early stages of the search, the pas-
senger objective steadily decreases, while the very early solutions show an increase
in the operator cost. However, over the search time, the operator cost drops below
its initial values but hovers around a value of 0.95, unlike the passenger cost which
continues to drop until the end time of the search for most runs. After 16 hours, the
passenger cost reaches on average a value of 0.877.

13 We used a desktop PC with an Intel i3-4150 3.50GHz Dual Core CPU and 16GB RAM for these
experiments.
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Fig. 7: Results for PuT line global optimisation with SSHH on a city-sized net-
work. Displayed is the development of the normalised average passenger objective
CP (green with rectangles12), the operator objective CO (blue with pentagons12) and
the combined optimisation function fglobal (black with circles12). The averages were
calculated in steps of one minute from ten independent runs. The bars show the stan-
dard deviation between the runs. The markers at the right side bar show the distribu-
tion of the final values of the individual runs after 16 hours of run time (also shown
in table 2). Each marker represents the final value of either fglobal (circles), CP (rect-
angles), or CO (pentagons) for each run. Each colour uniquely identifies one of the
ten experiments.

1 2 3 4 5 6 7 8 9 10 Avg
fglobal 0.912 0.917 0.914 0.911 0.919 0.914 0.909 0.908 0.921 0.920 0.915
CP 0.882 0.875 0.868 0.874 0.868 0.882 0.882 0.862 0.894 0.884 0.877
CO 0.942 0.959 0.961 0.949 0.969 0.945 0.936 0.955 0.948 0.956 0.952

Table 2: Final values of ten runs with global SSHH optimisation. Values normalised
on initial values and minimal values are highlighted in bold.

The right side bar in figure 7 displays the final values of CP (rectangles), CO
(pentagons), and the combined objective fglobal (circles) for each of the ten runs. The
objective values belonging to one run are given the same marker colours. These values
are also shown in table 2. We see that while for the operator cost CO, the reduction is
between 3.1% and 6.4%, for the passenger cost CP larger reductions between 10.6%
and 13.8% are achieved.

Interestingly, the two runs with the highest reduction in CO and CP, respectively,
are also the two best runs in terms of combined reduction of both objectives. The run
reducing CO by 6.4% reduced CP by 11.8%, and the run which reduced CP by 13.8%,
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also reduced CO by 4.5%. This shows that improvements in both objectives are not
mutually exclusive.

6.3 Application of Local Optimisation

6.3.1 Setup

For testing the local optimisation we used the transport model of the Visum 17 ex-
ample “Demand NestedLogit” which comes with an implemented mode choice pro-
cedure for the mode choice between the PrT and PuT modes. The network model is
identical to the one used in section 6.2 and was subjected to the same modifications.

The predefined assignment procedures are split to separate assignments for the
morning and evening peak traffic using different demand matrices. However, only
the output from the morning peak (with the settings unchanged) is used in our study,
to keep the application of our methodology as simple as possible. The applied as-
signment procedure for PuT is the timetable-based assignment, and vehicle journeys
were set to start with an interval of 10 minutes.

As stated in section 5.5.2, the target of the local optimisation is to reduce the
load of private cars on a selected number of links. For this purpose, we selected the
links with the ID-numbers 178, 186, and 4048, which represent the street Wörmlitzer
Straße in the city of Halle. This street is an important connector about 1km south of
the main city centre. As bounding factors, we have chosen λP = 1.05 and λO = 1.0114.
We again used the 16 hours run time. However, due to the more complex sequence
of procedures required for the evaluation, the average length of a successful iteration
during the experiments was 83.8 seconds, leading to an average number of successful
iterations of 765.

6.3.2 Results

Ten independent runs were performed and the results are displayed in figure 8. The
data lines show the time development of the average of the global passenger objec-
tive CP (green with rectangles), and the operator objective CO (blue with pentagons),
respectively. The black line with circles shows the average of the local objective CL.
The bars show the standard deviation between the different runs.

It can be seen from the figure that the main objective of these experiments, which
is reducing the load of private cars on the selected links has been successfully achieved
with an average reduction of CL to 50.7% from its initial value. We also see a broad
spread of solutions as the standard deviation between the results starts to increase
with the progression of search time. For the least successful run, CL was reduced by
30.3% while for the most successful one, the car load on the selected links is reduced
by 70.8%, more than two thirds of the initial value.

14 The values of λP and λO were chosen arbitrarily. They represent a maximal allowed increase of the
operator cost of 1% and an increase of the perceived journey time of 5%.
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Fig. 8: Results of PuT line local optimisation with SSHH to reduce the number of
private cars using a specific street in a city size model. The elements of this figure
are similar to the description of figure 7. Here the black line with circles shows the
average reduction in the local objective CL. On the right side the circle markers show
the final values of CL for the individual runs (also shown in table 3).

1 2 3 4 5 6 7 8 9 10 Avg
CL 0.292 0.426 0.315 0.528 0.461 0.573 0.596 0.539 0.697 0.596 0.502
CP 0.998 0.860 0.936 0.847 1.049 0.836 0.837 0.848 0.839 0.833 0.888
CO 1.001 1.00 1.005 1.005 1.006 1.008 1.01 1.009 1.009 1.008 1.006

Table 3: Final values of ten runs with local optimisation using SSHH. Values are
normalised on initial values and the best results are highlighted in bold.

Further, we see that the average value of CP drops at the beginning of the search,
even more than that which occurred in the global optimisation in some cases. This
suggests that the initial reductions of CL are the result of decreasing the average travel
time in general for all passengers and in turn increasing the attractiveness of public
transport, causing a reduction in the use of private cars. Further reductions of CL come
at the cost of increases in CP, probably by creating a network that specifically favours
passengers who otherwise would use private cars on paths over the selected links.
After 16 hours CP is on average still 13% lower than its initial value. However, there
are significant differences in the final values of CP between the runs. The runs with
the most substantial reduction in CL show the highest final values in CP. This indicates
that some runs developed highly specialised networks which, for this specific task,
out-compete other networks with more global improvements. The values of CO are
very similar in all the runs without any significant development. All runs end up with
an increase in CO between a minimum of 0.003% and a maximum of 0.96%.
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0 50 100 m 0 50 100 m

Fig. 9: Parts of the Halle network model before (left) and after (right) the most suc-
cessful run of the local optimisation experiments. Links are displayed in black and
the link loads are displayed by orange bars (PrT load in terms of number of vehicles)
and green bars (PuT load in terms of number of passengers) along the links. The
thickness of the bars indicates the relative volume of the load. The dashed blue circle
marks the links selected for optimisation.

7 Conclusion and Future Work

In this work, we have compared a data structure used by many researchers on the
urban transit route optimisation problem (UTRP), and the professional transporta-
tion modelling software PTV Visum. Hence, we developed an interface to translate
network structures, and other important information between the two models. This
interface procedure is then employed in the optimisation of Visum public transport
lines using selection hyper-heuristics.

The optimisation was applied using two different optimisation modes: the global
optimisation which aims to minimise the overall operator cost and the average pas-
senger travel time, and the local optimisation which aims to reduce the load of private
car users on selected street(s). The results of the global optimisation showed the va-
lidity of hyper-heuristics in a small as well as a city-sized example network. In both
cases high reduction rates in the passenger and operator costs are achieved simul-
taneously. Additionally, the local optimisation was tested on the city size network,
reducing the rate of private car users on the targeted streets by up to 70%.

This work shows the new opportunities arising for planners. The use of optimisa-
tion algorithms allow the design of near optimal PuT networks which would not be
discovered by more traditional planning methods. The described interface allows the
simple application of such algorithms with existing network models and accessing
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the results in a familiar format. For academic researchers, this work shows the advan-
tages of using professional transport modelling software like PTV Visum in UTRP
research, as it allows easy access to a vast pool of powerful evaluation tools. Fur-
thermore, the interface procedures described in this work can easily be used to run
other UTRP algorithms using a similar data structure15. Variations on the evaluation
functions used in this work can easily be implemented to suit specific planning or
research scenarios.

For future work, the optimisation capabilities can be extended to include other
phases of transit network optimisation (see footnote 1 on page 2), especially the set-
ting of route frequencies. It would be worthwhile to explore and improve the process
of optimising routes of multiple modes. Moreover, there are some design aspects in
the interface procedures that can be further improved, such as the handling of isolated
stop points on directed links. The hyper-heuristic performance can also be improved
by adding new low level heuristics, especially interesting would be to include heuris-
tics which add and delete routes16, to allow for varying numbers of routes.

Although this work is merely a proof of concept, it demonstrates the potential of
the full implementation of such an interface in real-world public transport planning.
Given the anticipated impact of innovations like connected autonomous vehicles on
the public transport landscape, we believe that tools like the one presented here can
help planners in necessary adaptations of public transport networks. Therefore, we
hope this work will be a stepping stone on the path to a widespread real-world appli-
cation of network design algorithms to public transportation.
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A Network Modifications

A.1 Small Network

The Visum network model used for the experiments in section 6.1 is a modified version of Visum Version
file “430 VisumTutorial.ver”, used in the last stage of Visum17 quick start tutorial [36]. This network
model, although loosely based on the small town of Pfullingen, Germany, was built as a pure training
exercise. We have modified it to be able to test the different aspects of our interface procedures.

In the original version, all stops have exactly one stop area with one stop point, and there are no one-
way streets for buses. In order to properly test if the conversion table (see section 4.2) works correctly, we
needed to create a situation where one stop has two stop points, accessible from opposite directions. In
order to achieve this we blocked the links representing the street “Friedrichstraße” in the town centre (link
numbers: 53167233, 53167376, 53167410, 53167440, 53167475, 53167523, 540910046 and 563879509)
for bus travel in a southerly direction and the links representing its parallel street “Seitenstraße” (link num-
bers: 53167201, 53167240, 53167275, 53167371, 53167383, 53167421, 53167524 and 78579745) for bus
travel in a northerly direction. Further, we deleted the stop with the ID 106062573 on the “Friedrichstraße”
and connected its stop area and stop point to the stop with the ID 106071832 on the “Seitenstraße”. The
transfer time between two stop points was set to 2.5 minutes. The only pre-existing line routes affected by
these changes were those belonging to the line “Bus 5”. They were rerouted accordingly.

Additionally, we added some connectors to the network. In the original network, the connectors are
placed in such way that all stop areas are necessary to keep all zones connected to the PuT network. As
all stop areas have only one stop point, all these stop points are required by the PuT line network in order
to have all zones connected to the PuT network. In order to test if the optimiser finds better solutions if it
is able to leave out some stop points, we added additional connectors for the Transport System “PUTW”
(walking to PuT) between the following zone node pairs:
- Zone 16 and Node 106062573,
- Zone 17 and Node 106062529,
- Zone 24 and Node 106062529,
- Zone 32 and Node 106062573,
- Zone 33 and Node 106063464,
- Zone 37 and Node 106063464,
- Zone 52 and Node 106062293,
- Zone 62 and Node 106061623.

A.2 Halle Network

The transport model we used for the experiments in section 6.2 and section 6.3, are based on two Visum 17
training examples (“3D Visualization.ver” and “NestedDM absoluteResult.ver” respectively [35]). Both
use the same network model and differ only in the demand data they use and the predefined modelling
procedures.

The network model is based on the city of Halle, Germany, with over 200 thousands inhabitants. As
our aim is to keep the experiments as close as possible to the real-world example we only made minimal
changes to this network: We added the transport system “Walk” (walking to PuT) to connectors between a
zone and a node connected to a stop point area. This allows the respective 23 connectors to be used in PuT
assignments in addition to PrT assignments. Further, we deleted the bus line “B33”, as it fully overlaps
with the bus line “B38”. Finally, we changed the vehicle journeys of all bus services to depart at 10-minute
intervals. Vehicle journeys of other PuT modes were left unchanged.
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transport problem in northern spain. Computers & Operations Research, 36(3):967–979, 2009.
32. H. Poorzahedy and F. Safari. An Ant System application to the Bus Network Design Problem: An

algorithm and a case study. Public Transport, 3(2):165–187, 2011.
33. M. Pternea, K. Kepaptsoglou, and M. G. Karlaftis. Sustainable urban transit network design. Trans-

portation Research Part A: Policy and Practice, 77:276–291, 2015.
34. PTV AG, Karlsruhe, Germany. Introduction to the PTV Visum COM-API, 2014.
35. PTV AG, Karlsruhe, Germany. PTV Visum 17 - Overview of examples in the Visum installation, 2017.
36. PTV AG, Karlsruhe, Germany. Vision Traffic Suite - Tutorial PTV Visum 17 Quick Start, 2017.
37. PTV AG, Karlsruhe, Germany. PTV Visum 17 User Manual, 2018.
38. L. A. Silman, B. Z., and U. Passy. Planning the route system for urban busses. Computers & Opera-

tions Research, 1:201–211, 1974.
39. C. Simonis. Optimierung von Omnibuslinien. Berichte des Instituts für Stadtbauwesen, (26), 1981.
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7
Conclusion

7.1 Summary

This thesis began with an introduction of the Urban Transit Routing Problem

(UTRP) as an optimisation problem to find the optimal network of bus routes for a

given area. It was further argued that, despite the huge number of publications in

this field in recent years, almost none of the results are used in real-world planning

processes. After Chapter 2 introduced basic concepts, a review of the available

literature on the UTRP in Chapter 3 identified several possible reasons for this:

• Methods to generate the required input datasets struggle when applied to

irregular urban networks and do not include urban specific aspects like

information on potential terminal nodes.

• Many approaches do not include important aspects for urban applications,

also because there are no publicly available instances which include these

aspects.

• The absence of an interface between the developed algorithms and transport

modelling software.

The Chapters which followed present publications addressing these issues. These

are summarised in table 7.1 and will be reviewed in the following. Unless stated

67
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Table 7.1: Summary of papers presented in this paper. Despite column "Chapter", the
columns are as in table 3.1.

Year Chapter Method Instance Term. Objective TR
2019 Chp. 4 GA ui, ui

√
PT, OC N

2019 App. A GA/HH ui, ui, ui, ui-Chp.4
√

PT, OC N
2020 Chp. 5 GA ui

√
PT, OC Z*

submitted Chp. 6 HH ui, ui
√

PT, OC, oth Zp

otherwise, the reviewed work was conducted by the authors of this thesis. More

details on the contributions of the individual authors can be found in the respective

sections at the beginning of the publication-chapters

Chapter 4 introduced a new methodology for generating instance datasets for

urban areas. The described procedure scales down an urban street network to

a manageable size while preserving its characteristics. The process involves a

systematic placement of nodes based on the street layout and extracting the travel

times between the nodes via GIS software. Information on potential terminal

nodes is derived from existing bus routes. Further, a node-based demand matrix

is generated from census data. Although the presented application of the method

used UK specific data sources, the procedure can be executed using freely available

data sources from around the world.

The Chapter further demonstrated an optimisation procedure adapted for the use

of restricted terminal nodes. It consists of a new initialisation heuristic, developed

by Christine Mumford, and a genetic algorithm, for which the author modified

some of the genetic operations. This procedure is applied on two versions generated

instance: the full version and a reduced version where all nodes not visited by the

real-world bus routes were excluded. The reduced version is necessary to allow a

comparison between the performance of the optimisation results and the actual bus

routes of the study area. This comparison showed that the optimisation procedure

was able to generate several route sets superior to the real-world bus routes in both
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objectives used.

The concepts introduced in Chapter 4 are also used in the conference paper

presented in Appendix A. This conference paper, which is in largely the work

of Leena Ahmed, presents a comparison between the genetic algorithm approach

used in Chapter 4 and the Selection Hyper-Heuristics approach used in Chapter

6. The results illustrate the superiority of the latter in terms of both run time

and optimisation results. The respective experiments were conducted using the

reduced instance from Chapter 4, as well as three smaller instances generated with

the procedure introduced in Chapter 4.

Chapter 5 expanded the methods introduced in Chapter 4 for the use of a

zone-based representation of passenger journeys, as is often used in real-world

planning processes. For the instance generation, this extension introduced zones,

walking connections between zones, and between zones and nodes. The extended

procedure was applied to a subsection of the area used in Chapter 4. This area was

selected chosen to demonstrate another addition to the procedure: the inclusion of

demand flow over the study area boundary into the demand matrix.

Chapter 5 also introduced a new procedure for calculating journey times between

zones. This procedure first calculates a matrix with the PuT transit times (in-vehicle

and transfer times) between all node-pairs. Together with the connector matrices,

this matrix is then used to identify, for each zone-pair, which combination of nodes

results in the shortest overall journey time. Further, the calculated PuT journey

times are compared against direct walking connections between the respective zones

to model a simple mode choice option. This procedure can further be used to

identify the pair of nodes at the beginning and end of the optimal PuT journey

between a specific zone pairs. These optimal node-pairs form the basis for most

adaptations necessary to adapt the optimisation procedure from Chapter 4 to the
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zone-based set-up.

This adapted optimisation procedure was applied to the generated instance in

several optimisation experiments. These analysed the impact of different weighting

factors for walking and waiting times on the optimisation, and proved the ability

of the optimisation, procedure to generate optimised results for different set-ups.

Using zone-based demand further allowed comparing the optimisation results with

the pre-existing routes without the need for a reduced instance as was necessary

in Chapter 4. These comparisons showed that the optimisation generated superior

solutions for all tested configuration.

Finally, Chapter 6 introduces an interface for data exchange between a UTRP

algorithm and the professional transportation modelling software PTV Visum. The

Chapter compares the data structure of the Visum network model with the standard

data requirements of UTRP algorithms and uses this analysis as the basis for two

interface processes. The first generates an undirected graph structure from the

directed connections in a Visum network model, and extracts the existing PuT

network as an initial solution. The second translates new candidate solutions from

undirected lists of nodes to directed lists of stop points and implements them into

Visum for evaluation.

The interface processes were employed in an optimisation procedure optimising

the PuT routes in a given Visum network model. The algorithm on its core is a

sequence-based Selection Hyper Heuristics which was developed by Leena Ahmed.

This procedure was applied to two instances taken from Visum training examples,

one of them resembling an existing city with 200,000 inhabitants. The objectives

were to minimise the operator cost and the average passenger travel time. The

results of this process showed that the presented procedure can create solutions

with improved performance in both objectives. The best solution reduced both the

operator cost and the average passenger travel time by 4.5% and 15.8%, respectively.
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An additional optimisation experiment tested utilising modal-choice functions and

localised evaluation of results, by optimising the PuT network for the reduction of

the number of private cars using a selected street. Results show a reduction by up to

70%. This demonstrated how features like modal-choice functions available in Visum

can be utilised for the evaluation. All these results showcase the high potential the

application of such an optimisation procedure offers for real-world planning processes.

7.2 Discussion

The instance generation procedure introduced in the Chapters 4 and 5 fulfils the

requirements which were listed in Chapter 1: it can be executed with freely available

data, includes a data-driven procedure to identify potential terminal nodes and can

be applied to urban areas with an irregular layout. Using the classifications from

Section 3.2.3 it can be best described as a layout-based generation procedure as

node locations are primarily based on street layouts.

The procedure was used to generate seven new public instances (see table 7.2).

All include terminal nodes, and two of these are significantly larger than previously

published instances. One instance introduced in Chapter 5 features a zone-based

travel demand and is, to the best of the author’s knowledge, the first such instance

to be made publicly available . Not included in table 7.2 are the two Visum network

models used in Chapter 6. Nevertheless, the basic forms of these network models

are part of every Visum installation and are, therefore, accessible to everyone with

a Visum license. The modifications made for the experiments in Chapter 6 are

detailed in the Chapters’ Appendix and can be easily reproduced.

The fact that the experiments used in Chapter 6 did not require simplifications on

the network models demonstrates the interface’s ability to deal with the complexity

of real-world urban areas. In contrast to approaches used in other publications, the

interface presented in Chapter 6 is not restricted to the application of network models

with only uses undirected connections. Further, Chapter 6 showed opportunities of
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Table 7.2: Publicly available instances introduced in the various publications presented
in this thesis. The columns "|N |","|E|", and "|T |" give the numbers of nodes, links, and
potential terminal nodes. Column "|ZO|/|ZD|" gives the number of origin- and destination
zones.

Chapter Year Name |N | |E| |U | |ZO|/|ZD|

Chp. 4 2019 Nottingham 428 703 168 -
Chp. 4 2019 Nottingham (red.) 376 656 159 -
Chp. 5 2020 South of Trent (zone) 60 94 28 256/64
Chp. 5 2020 South of Trent (node) 60 94 28 -
App. A 2019 South of Trent (red.) 54 86 25 -
App. A 2019 Hucknall (red.) 17 28 10 -
App. A 2019 Clifton (red.) 10 15 7 -

the interface and the adaptability of the employed optimisation procedure in the

exemplary reduction of the private vehicle load on a selected street. The described

set-up can be easily adapted to more practical planning scenarios such as reducing

noise- or air pollution at critical locations. Additionally, the interface also opens

up avenues for several research projects branching-out from the definition of the

UTRP. Ideas for two such projects can be found in Appendix C.

As the low-level heuristics used in Chapter 6 were relatively simplistic it is worth

pointing out that the described interface procedures also allow implementing more

complex mutation operations used in Chapter 5 with only minimal adaptations.

The key for this is the procedure to identify the node-pair at the beginning and end

of the optimal PuT journey between specific pairs of zones which was introduced in

Chapter 5-section 3.3. The data required to execute this process are a node-to-node

transit time matrix and the connector times. The latter can be easily extracted

from the network model, while the former can be generated together with the

conversion table described in Chapter 6-section 4.2. This allows, for example,

identifying the node-pairs between a new route to be created. These nodes can

then be translated into stop points by an extended version of the above-mentioned
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conversion table1. Afterwards the route can be implemented using Visum’s inbuilt

shortest path procedure. These possibilities demonstrate how the publications

presented in this thesis are interlinked, and highlight the importance of considering

aspects like zone-based trip representations in the designing of UTRP algorithms.

It can be concluded that the publications included in this thesis open up

many opportunities for planners and researchers alike. The results of the various

experiments show the high potential the presented algorithms have for real world

applications. To realise such applications, planners can either generate the required

input data with the procedures described in the Chapters 4 and 5 to generate

the required input data, or, where a Visum network model is available, employ

the interface processes introduced in Chapter 6. Further, the introduced public

instances listed in table 7.2, as well as the Visum interface, allow researchers to more

efficiently develop further improved optimisation algorithms for such applications.

The presented publications, therefore, form important steps towards practical

application of automatic public transport route optimisation.

7.3 Future Work

There are several pathways to take the research presented over the past Chapters

further. One focus of this thesis was to include urban specific aspects into the

generation of instances and, by extension, the optimisation procedures. Further

steps on this path would include adding static public transport modes to the

generated instance. For the study areas used in Chapter 4, this would be the two

lines of the Nottingham tram network. They would be represented in the same way

as bus routes. However, they would stay unchanged throughout the optimisation

process. Their representation would require additional links which would be blocked

for the bus routes. This can be realised by using different travel time matrices for
1For the described process the conversion table from 6-section 4.2 needs to be extended so it

not only includes the optimal stop points for all possible node triples but also the stop points to
begin and end routes between all possible node pairs. This is easily possible as all the required
data is extracted by the algorithm described in 6-section 4.1.
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route manipulation of routes and evaluation. Such a set-up was in fact originally

planned2 for Chapter 4.

While Chapter 5 introduced an extension of the instance which allowed to

evaluate the passenger objective in a more realistic way, the operator objective

remained in a very simplified formulation in all publications. There are several

proposals on how PuT operator costs can be represented more realistically (see,

e.g. [171, 172]). These require information such as vehicle capacities and fleet

composition, which would have to be included in the instances. Such information has

to be acquired by the operator. Unfortunately, this task is especially complicated

in the UK, where the local bus market is separated into many different private

operators with overlapping service areas.

Further, there is a possibility of removing more unnecessary constraints forced

by the used optimisation procedures. Of particular interest is the removal of the

constraint of a constant number of routes. A straightforward approach to do so

would be to divide the mutation operation ”Replace”, used in Chapters 4 and 5,

to delete one route and generate a new one, into two operations. Such operations

can also be used as low-level heuristics for the Selection Hyper-Heuristic approach

discussed in Chapter 6.

Finally, there is the possibility of extending the concepts introduced in this thesis

to the remaining phases of the PuT network optimisation mentioned in Section 1.2

(Vehicle Frequency Setting, Timetabling, Vehicle Scheduling and Crew Scheduling).

Many such studies already exist, especially on a combination of route design and

frequency setting [11, 49]. However, as each of these has its own challenges in
2Unfortunately, including the Nottingham Tram Network into the instances presented in

Chapter 4 had to be abandoned due to space- and time constraints. However, such a set-up is
de-facto realised in Chapter 6 in the experiments using the Halle network model as it includes
tram and rail services that were left unchanged during the optimisation.
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terms of increasing realism, another thorough literature review would be required

to identify possible obstacles for real world-applications.
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analysis and comparison of the results (Section 5) was conducted by Leena Ahmed.

Christine Mumford and Yong Mao provided guidance throughout the project.

For most sections of this paper, the initial draft was written by Leena Ahmed.

The exception is Section 4, which was initially written by Philipp Heyken Soares,

and later modified by Leena Ahmed. After the initial draft, all authors contributed

in proofreading and editing of all parts of the manuscript. The Figures 1 and

4 were generated by Leena Ahmed, Figure 2 by Christine Mumford, and Figure

3 by Philipp Heyken Soares.

Summary of content

This conference paper presents the comparison of an optimisation procedure based

on sequence-based Selection Hyper-Heuristics (SSHH) and the NSGAII-based

optimisation procedure used in chapter 4. The SSHH procedure is based on

the one described in [166]; however, modified to work with restricted terminal nodes.

It is similar to the procedure used in Chapter 6.

For the comparison, both optimisation procedures are applied to four instances

generated with the procedure described in chapter 4. The largest of them is identical

to the reduced instance introduced in Chapter 6. The smaller three were generated

specifically for this work.

The results of the comparison show that the SSHH optimisation can outper-

form the genetic algorithm procedure in both the speed and performance of the

obtained solutions.
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ABSTRACT
The urban transit routing problem (UTRP) is concerned with find-
ing efficient travelling routes for public transportation systems.
This problem is highly complex, and the development of effective
algorithms to solve it is very challenging. Furthermore, realistic
benchmark data sets are lacking, making it difficult for researchers
to compare their problem-solving techniques with those of other
researchers. In this paper we contribute a new set of benchmark
instances that have been generated by a procedure that scales down
a real world transportation network, yet preserves the vital char-
acteristics of the network layout including "terminal nodes" from
which buses are restricted to start and end their journeys. In ad-
dition, we present a hyper-heuristic solution approach, specially
tailored to solving instances with defined terminal nodes. We use
our hyper-heuristic technique to optimise the generalised costs
for passengers and operators, and compare the results with those
produced by an NSGAII implementation on the same data set. We
provide a set of competitive results that improve on the current bus
routes used by bus operators in Nottingham.
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1 INTRODUCTION
To fulfil the current needs of modern cities in delivering efficient,
economical, and environmentally friendly transportation systems,
careful planning is required in the design phase to avoid excessive
waiting and travelling times and reducing the operational costs.
Public transportation systems design is a topic that has been ad-
dressed extensively in the literature [9, 10, 12] using a variety of
models and solution methodologies. Yet the models in the literature
hugely differ, and there is a lack of public benchmarks that can
help researchers to effectively compare their algorithms. Moreover,
current models and benchmark instances fail to properly reflect real
world road network layouts or realistic operating constraints. For
example, Mandl’s Swiss network [16, 17] is considered the defacto
benchmark until very recent time, though it only contains 15 nodes
that does not represent a real network size. Another set of instances
published in [18] provides larger sizes that have been generated
based on user defined parameters which determine the number of
vertices, edges and the upper and lower bounds of demand at each
node in the network.

One of the key elements in public transportation systems plan-
ning is the design of routes over a given network to provide an
efficient service for passengers and network operators. This prob-
lem is referred to as the urban transit routing problem (UTRP).
The UTRP is considered an enormous challenge for optimisation
algorithms, because of the huge complexity imposed by the mul-
tiple constraints which define the criteria for accepting feasible
solutions, and the many conflicting objectives that the designed
network should satisfy. This makes finding near optimal solutions
extremely difficult.

In this work we introduce a constraint into the network model,
that restricts the start and end points of bus journeys to specific
points named terminals. Identifying end points for bus journeys
is essential when solving the routing design problem in an urban
context, to provide u-turn possibilities for buses. However, adding
this condition creates extra complexity bymaking it more difficult to
construct feasible solutions. Figure 1 illustrates a “legal" connected
network according to the feasible network definitions in [2, 18].
The same network becomes infeasible when three terminal points
are introduced (green) making one of the routes invalid with an
incorrect end terminal (node 4). This effect becomes more profound
with the increase in network size, or the decrease in the number of
valid terminals.
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Figure 1: Feasible route network becomes infeasible by in-
troducing three terminal points (green)

Very few models in the literature incorporate terminals, espe-
cially for large instances. However, Pattnaik et al. [19] solved the
network design problem for a small network representing parts of
Madras city in India, using genetic algorithms (GA) in two phases:
first a heuristic procedure is applied to generate a set of candi-
date routes and then the GA is applied in the second phase. Their
candidate route set generation procedure is based on the demand
matrix, route set constraints and designer’s knowledge. The proce-
dure involves finding the shortest path between every origin and
destination pair which are selected from a set of terminal points.
The designer identifies the terminal points by taking the network
layout into consideration. Szeto and Wu [20] solved the bus net-
work design of the suburban area of Tin shui Wai in Hong Kong
using a network model of 28 nodes, where trips originate from
specific terminal points and end at one of five destination nodes.
Seven terminal points are specified in their network model and a
GA incorporating a frequency setting heuristic is used to solve the
route design problem and determine bus frequencies. Amiripour
et al. [3] tackled the bus network design problem by considering
seasonal variation in the demand to provide a convenient bus ser-
vice throughout the year. A GA has been applied to solve their
model by testing it on two small benchmark instances and a real
case study in the city of Mashhad in Iran. In the larger network of
Mashahd, several terminal points have been identified by testing
their turning possibilities and performing K-shortest path between
pairs of terminal points to create feasible routes.

We propose in this work a new set of instances incorporating
terminal point information. These instances have been generated
following the procedure proposed in [11] which scales down a real
world street network into a size manageable by optimisation algo-
rithms while preserving the characteristics of the street network
layout. The procedure has been applied to the urban area of Notting-
ham city and all the data associated with the instances including
terminal points positions, travel and demand data are extracted
entirely from public and open sources. This data set can be down-
loaded from [1], thus improving the availability of benchmarks
that sufficiently reflect real world conditions. A hyper-heuristic
approach which has been specifically tailored to solve this version
of the problem with terminal nodes is used to optimise the route
network and the results are further compared to those generated
by the NSGAII genetic algorithm and also to real-world route sets
extracted from the study area.

Hyper-heuristics are motivated by the idea of automating the de-
sign of heuristic methods to solve difficult computational problems
[4]. There is currently a growing interest in using such cross-domain
methodologies which represent a general framework applicable to
several problem domains while requiring minimal adaption.

In a recent study, Ahmed et al. [2] have applied hyper-heuristics
to the UTRP for the first time. A sequence selection method was
used based on the hidden Markov model, in an attempt to miti-
gate the problems encountered by other meta-heuristic approaches,
particularly population based methods such as genetic algorithms
which require a huge computational time to maintain and evaluate
the individuals of the population and therefore fail to solve large
size networks in a reasonable run time.

The work showed the success of hyper-heuristics in delivering
excellent results compared to population based methods with faster
run times when tested on known benchmarks. A comparison be-
tween several selection hyper-heuristics was carried out, and the
best performing approach combined a sequence based selection
method (SSHH) with the great deluge acceptance method (GD).
Thus SSHH with GD is adopted for the present work to find good
solutions to the new Nottingham data set, and prove that hyper-
heuristics work equally well on larger scale, and more complicated
versions of the UTRP.

The rest of the sections describe the problem formulation, the
optimisation methodology, the data set description, and finally the
results and conclusions.

2 PROBLEM FORMULATION
Wewill use a simplified formulation for the UTRP utilised by several
previous studies [2, 5, 13, 15, 18], which is the graph representation
for a given road network with identified stop locations. The road
network comprises a set of stops connected by road segments,
this can be mapped into an undirected graph G = {V ,E}, where
the graph vertices V = {v1,v2, . . . ,vn } are access points (i.e. bus
stops), and the graph edges E = {e1, e2, . . . , em } are direct transport
links. Some of the vertices are identified as terminal points U =
{u1,u2, . . . ,uk }, such that U ⊆ V . These terminal points allow u-
turns to make the reverse trip in the opposite direction. A public
transport route, according to this graph definition, is a path in the
graph that connects a set of vertices, and starts and finishes at
terminal points r = {ui ,vi1 , . . . ,viq ,uj }. The route network, which
is the solution to this model, results from devising a set of routes
R = {r1, r2, ...r |N |} to form the transportation network, where |N |

is the total number of routes in the network. To evaluate a given
route network, the following information is required for every pair
of vertices in the transport network (vi ,vj ) ∈ V : the time to travel
between the two vertices, and the number of passengers travelling.
Travel time and demand between each pair of vertices is given
in the form of two dimensional matrices (i) travel time matrix
(ii) demand matrix. tvi ,vj , a single entry in the travel time matrix
refers to the time in minutes required to travel from vi to vj and
dvi ,vj in the demand matrix refers to the number of passengers
travelling between vi and vj . The travel time matrix records travel
times between directly connected nodes, with travel times of zero
between a node and itself, and ∞ between pairs of nodes that
are not directly connected in the graph. On the other hand, the
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demand matrix records travel demand between pairs of source-
destination nodes for the travellers. The two matrices are assumed
to be symmetrical for simplicity, meaning that the inbound and
outbound journeys along the route will have the same travelling
duration. We also assume that the demand level remains the same
and does not change for the duration of the day. The terminal points
are identified using a one dimensional vectorUrn×1, where n is the
number of vertices in the road network and each entry Uri has a
value of one if vi is a valid terminal, or zero otherwise.

The feasibility of the solution (i.e. route network) determines to
what extent the solution obeys the problem constraints. A single
violation in any of the constraints results in rejecting the solution.
A solution is accepted if and only if the sum of constraint violations
is zero. The full list of constraints is presented below:

• The route set R includes exactly |N | routes and each route
is uniquely identified.

• ∀ri ∈ R, the length of ri in terms of the number of nodes is
between a defined minimum and maximum values.

• ∀ri ∈ R, no cycles or backtracks should be present.
• The route set taken as a whole (R) is fully connected to allow
a user to reach any point in the network from any other
point.

• ∀vi ∈ V , vi should be present in at least one route in the
route set.

• ∀ri ∈ R, the starting and ending nodes must be terminal
nodes.

3 OPTIMISATION PROCEDURE
In this section we describe the methodology applied to optimise
route set design, starting with the creation of a high quality (and
feasible) initial route set, followed by the optimisation procedure
using selection hyper-heuristics.

3.1 Creating Initial Route Set Using a Heuristic
Construction Procedure

The initial generation procedure produces an initial route set based
on the following parameters: the demand matrix, the terminal
points vector, the road network graph, the predetermined num-
ber of routes in the route set, and the minimum and maximum
length of each route (in terms of the number of nodes). Using this
information, an initial route set is generated guided by the demand
matrix to ensure that as much of the demand as possible is routed
along its shortest travel time path. This gives the optimisation
algorithm a good start. The initialisation algorithm involves the
following steps: (i) Produce an edge usage graph guided by de-
mand and shortest travel time path information. (ii) Create a pool
of candidate routes. (iii) Construct a route set from the candidate
route pool. Assuming the passenger prefers to travel along his/her
shortest travel time path, the shortest path between every pair of
nodes in the road network is calculated. It is then an easy matter to
create a “shortest-path-usage map" by adding up the total demand
travelling along each edge in the network, assuming all travellers
are able to traverse their shortest paths1. An example of such a map
is displayed in figure(2a), using the Clifton instance (described in

1The demand of each edge is aggregated in the two directions of travelling.

section 4). In the diagram the edge labels represent the total demand
along each link. A similar approach for calculating the edges usages
has been used in [15].

Next we perform a simple transformation on this map to convert
the usages into distances so that the largest usage becomes the
shortest distance and vice-versa. This is done by subtracting the
usage on each edge from some arbitrary large number. We have
chosen to use the total demand for the whole network for this
purpose. Figure (2b) demonstrates the transformed usage map using
the upper bound for Clifton (i.e equals 964). In this case the highest
usage (i.e from node 3 to node 8) becomes the shortest distance
(964 - 932 = 32). Our approach here differs from [15] where they
calculate probabilities to select edges based on their usage value.

The transformed usage map is then used to generate routes for
the routes pool, which will later be used as a palette from which
to select routes for the initial route set. The algorithm will iterate
through pairs of terminal nodes and create routes by performing
shortest path computations based only on the transformed usage
map. In this way the algorithm will generate routes that include the
busiest edges, and each of these will enter the pool as a candidate
route, provided its route length lies between the minimum and max-
imum allowed. However, to guarantee that the pool of routes covers
all of the nodes in the network, it is necessary to include some less
busy links. To achieve this, the shortest path algorithm iterates sev-
eral times between all pairs of terminal nodes. After each iteration,
the weights of the transformed usage map are updated by slightly
increasing the ones that correspond to edges selected by the route
generation procedure. This encourages the shortest path algorithm
to look for alternative paths that may include undiscovered nodes.
The weight values are increased by multiplying them with a very
small value which have been tuned to 1.1 after a series of trials. The
iterations terminate after the inclusion of all the network nodes in
the candidate pool.

The final step is to construct a legal route set from the route pool,
by selecting them one at a time, without replacement. The first route
in the route set is randomly chosen from the pool. Then the number
of unseen nodes with respect to the route set under construction
(currently including one route) is calculated for every candidate
route in the pool. The candidate route that has the highest number
of nodes that are not yet included in the route set and has at least
one node in common with the first route is selected as the second
route. The third route is chosen similarly while guaranteeing it has
at least one node in common with one of the first two routes. If all
the nodes have been included and the route set has not yet reached
the predetermined limit for the number of routes, the algorithm
selects the first route in the pool. This process continues until |N |

routes are constructed and all the nodes are included in the route
set.

3.2 Objectives and Evaluation
The UTRP is a multi-decision problem incorporating several stake-
holders with conflicting requirements. A designed transportation
system should take into consideration the passengers’ needs, the
limited budget of the operating companies, and the rules imposed
by the local authorities. In our model, the optimisation will fo-
cus on reducing the average travel time encountered by the single
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(a) Usage map (b) Transformed usage map

Figure 2: The usage map and the transformed usage map: darker colour = high demand edges, lighter colour = lower demand
edges. Green vertices = terminal vertices, red vertices = non-terminal vertices.

passenger, ensuring the passengers’ convenience in reaching their
destination as fast as possible with the least number of transfers,
while also lowering the network operator’s expenses. The following
formulae are used to calculate the objectives and to evaluate a given
solution:

Cp (R) =

∑n
i, j=1 di jαi j (R)∑n

i, j=1 di j
(1)

Co (R) =
∑

∀ri ∈R

∑
(vi ,vj )∈ri

ti j (2)

f (S) = α
Cp (R)

CPinit ial
+ γ

Co (R)

COinit ial
(3)

Equation 1 calculates the passenger objective, where we con-
sider reducing the average travel time of the single passenger in
the network. Our assumption is that the passenger choice of route
is always the path that requires minimum journey time (i.e the
shortest path), thus αi j in the equation denotes the shortest path
between stops i and j and it incorporates the in-vehicle travel time,
the waiting time, and the transfer time. The waiting time and the
penalty for making a transfer are combined as a single time set to
5 minutes. The total travelling distance in the transportation net-
work is an important consideration for the operator. Therefore we
consider the cost for travelling all the routes in a single direction cal-
culated by equation 2 as the operator objective. Equation 3 is used
to evaluate a given solution, whereCPinit ial andCOinit ial are the
initial values for the passenger and operator objectives respectively,
and α and γ are parameters to determine how to direct the optimi-
sation by either focusing on optimising one of the objectives, or
balancing them. To analyse candidate route sets more extensively,
the following parameters are used to calculate the percentages of
demand satisfied by direct (i.e. zero transfers) and indirect trips
(i.e. one or two transfers): d0, d1, d2, dun . The demand that requires
three transfers or more is considered unsatisfied (dun ). To calculate
these parameters, it is assumed that the passenger prefers the route
with the fewest transfers, if there is more than one shortest path
between two points.

3.3 Optimising Route Sets Using Selection
Hyper-heuristics

Hyper-heuristics, in contrast to other meta-heuristic techniques,
control and perturb a set of low level heuristics which work directly
on the solution space. Therefore hyper-heuristics are isolated from
any specific problem domain information and only control the low
level heuristics as a set of black boxes, giving them the advantage
of easily being applied to any problem by only providing the rele-
vant set of low level heuristics, the objective function and problem
instances. The general framework of selection hyper-heuristics is
that they iteratively improve a given initial solution through two
processes known as selection and move acceptance methods, using
the set of implemented low level heuristics until a termination con-
dition is met. The best solution is constantly updated and returned
at the end of the process.

Since the term hyper-heuristics was first introduced in [6] it has
been widely used to solve difficult optimisation problems, and has
been particularly popular in solving routing problems . In Ahmed
et al. [2] the UTRP is solved using hyper-heuristics, by testing
and comparing thirty selection hyper-heuristics. The best selection
hyper-heuristic algorithm combined a sequence based selection
method (SSHH) [14] with the great deluge acceptance method (GD)
[8].

SSHH is an online selection method based on the hidden Markov
model that constructs sequences of heuristics to apply at each
decision point. A probabilistic scheme is utilised in this method to
increase the chance of choosing successful sequences in later steps,
and the selection method maintains and learns these sequences
during the search. The great deluge acceptance method uses a
threshold value to determine an acceptance range for the solutions.
The threshold value equals the initial solution at the beginning of
the search and decreases with time in a linear rate. At each step,
the threshold value is recalculated using the following formula:
τt = f0 + ∆F × (1 − t

T ) where ∆F is the maximum change in the
objective value, f0 is the final expected objective value,T is the time
limit, and t is the time at the current step. Improved solutions are
always accepted, while worsening solutions are accepted if their
objective value is less than or equal to the calculated threshold
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value at the current step. The details of the winning algorithm and
the analysis are in [2]. This algorithm will be used to optimise the
proposed data set and will be known by the name SS-GD in the rest
of the paper.

At the start of the optimisation, the initial solution (Sinit ) built
using the heuristic method described above, is introduced to the
hyper-heuristics as the current solution (Scurr ) and the sequence
of heuristics constructed by SSHH is applied to Scurr to generate
a new solution (Snew ). The feasibility of Snew is tested, a single
violation in any of the constraints listed in section 2 results in
rejecting this solution (e.g. if at least one of the terminals of any
route in the route set is not valid). In this case a new sequence of
heuristics is constructed and applied to generate a new solution. If
Snew is feasible, it is evaluated using equation 3 and the parameters
are set to determine which objective the optimisation is focusing
on. For example to optimise the route set by balancing the two
objectives, the parameters α and γ are both set to 1, or one of them
can be slightly increased to favour one of the objectives. To generate
route sets optimised from one of the perspectives (i.e., passenger or
operator), one of the parameters is set to 1 and the other to a very
small value (e.g 10−4).

After evaluating Snew and if it is better than the best known
solution, the best solution is updated and the sequence of heuristics
is rewarded by increasing the probability of selecting this sequence
again. The great deluge (GD) move acceptance decides on the ac-
ceptance of Snew by comparing it to Scurr . If Snew is accepted, the
value of Scurr is updated to the value of Snew . The optimisation
terminates when a certain time set by the user elapses.

3.4 The Low Level Operators
The low level heuristics set has been carefully designed to to ensure
setting the correct route terminals. They also ensure that nodes are
placed in the right positions where they are directly connected with
the neighbouring nodes according to the adjacency relationships
defined by the travel time matrix (section 2). Our full list of low
level heuristics are presented below.

h1:Add. Selects a random route and a random position in the
route. A node is selected and added in this position according
to its adjacency relations with the neighbouring nodes.
h2: Delete. Selects a random route and a random position
in the route. The node in this position is deleted while con-
sidering the adjacency of the neighbouring nodes of this
position.
h3: Replace. Selects a random route and a random position.
A node is selected to replace the node in this position while
considering the adjacency of the neighbouring nodes with
the selected node.
h4: Swap. Selects a random route and two random positions
and swaps the nodes in these positions according to the
adjacency relationships.
h5: Shift. Selects a random route and two random positions.
The node in the first position is inserted into the second
position according to the adjacency relationships.
h6: Add terminal. Selects a random route and a random
terminal node and inserts it into one of the route terminals
by randomly selecting one of them.

h7: Reverse. Selects a random route and two random posi-
tions and reverses the order of nodes between these posi-
tions.
h8: Crossover. Selects two random routes and a random
position on each route and splits the route in this position.
Two different routes are created by swapping the parts of
the two routes.
h9: Delete(Add) nodes. Selects a random route and adds a
number of nodes at the route terminal or deletes a number
of nodes until the route reaches the maximum or minimum
length.
h10: Replace route. Selects a random route and deletes it.
A build procedure is then applied to construct a new route
by finding the shortest path between two randomly selected
terminal nodes. The deleted route is replaced by the new
constructed route.

4 NOTTINGHAM INSTANCES
In this study we introduce a set of instances based on different
parts of the urban area of Nottingham city in the UK (figure 3).
The instances vary in size: the largest covering the entire study
area and the smallest representing only the small Clifton area in
Nottingham. All instances are generated from official street and
census data of the year 2011. The procedure effectively reduces the
street network to a graph size tractable by optimisation algorithms
while maintaining the characteristics of the street network layout
to ensure they are reflected sufficiently in the instances.

The first step in the generation procedure is to select the streets
available for bus travel in the study area and construct a street
map. This is done based on official street classifications2 and the
positions of existing bus stops. After that, the positions of the
nodes are determined by placing initial nodes at all junctions and
intersections of the street map. In cases where initial nodes are
closer to each other than a defined distance, they are replaced by
a new node half way between the positions of the original nodes.
The resulting set of nodes do not represent concrete stop locations,
but more precisely routing points which define the course of the
bus route. It is assumed that vehicles travel on a path defined by
these nodes, and stop at defined locations along the way.

In order to ensure that the results of the optimisation are directly
comparable with the performance achieved by the real world bus
routes, the instance should only include the nodes that are present
in the paths of the real routes. The real bus routes are extracted
from UK 2011 National Transport Data Repository (NPTDR) where
bus journeys are stored in the form of journey patterns. Therefore
the initial nodes determined by the previous step are filtered out to
exclude the nodes that are not present in the real bus routes.

A number of nodes need to be designated as terminals repre-
senting potential start and end points of routes where buses can
turn around. These nodes are identified by projecting the real world
journey patterns on the generated street map to determine at which
locations the actual bus journeys begin and end, and specify the
nodes at these locations as terminal nodes.

2The selected streets classifications are: “A-", “B-" ,“Minor Road" and "Local Street"
according to UK official road classifications. One-way streets are only included if travel
in the other direction is possible on parallel streets within a short distance.
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The travel times associated with the network edges are defined
by calculating the shortest paths between pairs of nodes. For every
nodes pair, the shortest path is found for each direction of travelling.
If these paths are direct, they are averaged, and recorded as the
travel time between this pair. If the paths pass by at least one other
node, the connection is considered indirect and assigned to the
travel time matrix as ∞. The final step is to determine the travel
demand between pairs of nodes in the network. For this, travel
to work data from 2011 UK census is used. It gives the number of
commuters between different census zones, and can be converted
into a matrix of passengers travelling between different nodes by
assigning zones demand to the network nodes. It is done by as-
signing the zone demand to a node if the zone’s centroid is not
more than 400 meters away from the node position. In case that the
zone centroid is close to more than one node, the travel demand is
divided equally between these nodes. Table 1 summarises the fea-
tures of the data set. Note that the instances generation procedure
ensures producing symmetrical demand and travel time matrices

Figure 3: Map of the study area together with nodes and
network edges generated with the method described in sec-
tion 4. (map source: https://www.openstreetmap.org.) The
colours and numbers indicate the areas of the instances: 1:
Clifton (red), 2: Hucknall (blue), 3: South of Trent (brown)
and 4: Nottingham (green). It should be noted that the in-
stances Hucknall and South of Trent are subsets of the Not-
tingham instance and in the same way Clifton is a subset of
South of Trent.

Table 1: Features of the data set

Instance No. of ver-
tices/edges

No. of
routes

No. of vertices per
route (min/max)

No. of terminal
nodes

Clifton 10, 15 4 2 - 8 7
Hucknall 17, 28 5 2 - 9 10

South of Trent 54, 86 18 2 - 13 25
Nottingham 376, 656 69 3 - 45 159

matching the problem description (section 2). The Journey patterns
used in generating the real route sets are also modified to satisfy
the problem constraints, in order to ensure fair comparison to the
optimisation results.

The problem objectives are highly sensitive to the route set
parameters, therefore they should be carefully set to ensure route
set feasibilitywhile considering the stakeholders needs. For example
having a large number of particularly long routes is not beneficial to
operators because longer travel distances require more vehicles and
staff. On the other hand short routes increase the numbers of vehicle
transfers for passengers. Sufficient routes should be present to cover
the entire network nodes while maintaining the connectivity of the
routes.

For the larger instances the solution parameters are determined
from the real route sets, to ensure the optimisation results are
fairly compared against them. The number of routes is the same
as the extracted real world route set, while the maximum number
of nodes is 10% longer than the longest real world route to give
the optimisation algorithm freedom to slightly extend the existing
routes. The minimum length is one node less than the shortest real
world route. The parameters of the two smaller instances - Hucknall
and Clifton - have been tuned to ensure route set coverage and
connectivity while delivering good initial results for both objectives.

The original description of the instances generation procedure
is in [11] where the steps described above are applied to generate
the larger instance of Nottingham, and the same steps are applied
in this work to generate the smaller instances set. All the instances
and information on how to use them can be downloaded from [1].

5 EXPERIMENTAL RESULTS
5.1 NSGAII Optimisation
NSGAII [7] is an elitist non-dominated sorting algorithm used very
widely in multi-objective optimisation. The idea is to generate a
parent population of size Npop and use it to generate an offspring
population of size Npop through crossover and mutation operations.
The parent and the offspring populations are combined to produce
a population of size 2 ·Npop from which the population for the next
generation is selected by applying non-dominated sorting algorithm
and crowding distance and choosing the first Npop solutions of
the sorted population. The NSGAII is applied in [13] to solve the
UTRP problem in Mandl and Mumford data sets, and in [11] it
has been tailored to adapt to the presence of terminal nodes. In
this work we have used the algorithm applied in [11] that found
preliminary optimised results for Nottingham instance. We will
give a brief outline here for the crossover and mutation operators of
this algorithm. The crossover operator generates an offspring route
set from pairs of parent route sets, where the routes from the two
parents are selected alternately such that the proportion of unseen
vertices in the offspring is maximised. The generated offspring route
set has then a certain chance to undergo mutation. For the mutation,
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one of the followingmutation operators is selected randomly: delete
nodes, add nodes, exchange two routes, replace route, merge two
routes. These operators are similar to the ones implemented in [13]
with some modified to the presence of terminals. Note that the
NSGAII is subject to the same constraints described in section 2,
and a feasibility test after both crossover and mutation ensures that
all the offspring route sets obey these constraints. Repair operators
to add the missing nodes, and replace overlapping routes are also
implemented to avoid rejecting toomany solutions. Further, NSGAII
attempts to minimise the same objectives as the hyper-heuristics,
using the equations 1 and 2. The parameters for route lengths and
numbers of routes in the route set are are also the same as in the
hyper-heuristics experiments. We will be comparing the results of
NSGAII with SS-GD in the following subsection.

5.2 Comparison of SS-GD and NSGAII
The experiments were conducted by applying SS-GD (i.e. SSHH
used with great deluge, GD) to each instance of the data set follow-
ing three scenarios: 1) from the perspective of passenger 2) from
the perspective of operator 3) balancing the two objectives. This
is achieved by setting the parameters in equation 3 as follows: to
generate route sets biased toward the passenger (operator) objective
α (γ ) is set to 10−4 while the other parameter is set to 1. Whilst
for balancing the two objectives α is set to 2 and γ to 1. The three
scenarios are applied to each instance, and for each scenario the
hyper-heuristic is run for 10 trials, each terminating after a spe-
cific time period. The running length of each trial increases with
the instance size, with the smallest instance run for five minutes
and the largest for three hours. The NSGAII experiments use the
following sizes for the initial population: 50 for Nottingham and
South of Trent, 25 for Hucknall and 10 for Clifton. The experiments
are run for 200 generations for each instance.

Table 2 summarises and compares the results of SS-GD against
NSGAII from the perspective of passenger and operator measured
in minutes for the average passenger travel time and the total routes
length. The minimum result in the 10 trials is compared to the best
result found by NSGAII from the perspective of passenger and
operator. The average of the 10 trials is also recorded. Figure 4
plots the results of SS-GD with the evaluation results of the final
population which forms a clear Pareto front. SS-GD results are
taken from four key positions: the best result from the passenger
perspective, the best result from the operator perspective, the most
passenger friendly and the most operator friendly route sets in the
10 trials that balance the two objectives.

From results in table 2 and the plots, it can be clearly seen that
SS-GD outperforms NSGAII from the passenger and operator per-
spectives in all instances. In fact, the best passenger results for
SS-GD not only succeeded in improving the passenger average
travel time, but also the operator cost has improved. The best oper-
ator results for SS-GD also improve significantly over NSGAII in
all instances, especially the largest instance Nottingham, although
NSGAII could find better average travel times for passengers in this
case. The compromise solutions (i.e. balancing the two objectives)
of SS-GD are also very successful. Comparing these solutions to
the solutions of NSGAII with the same passenger objective, SS-GD
is successful in finding much improved costs for the operator, and

this observation applies for all instances. The greatest success is
witnessed in the largest instance of Nottingham, where the most
passenger friendly route set in the compromise solutions is better
than the best passenger result found by NSGAII, while the operator
cost is improved by more than 50%.

Also comparing the run time of these algorithms for the largest
instance Nottingham, NSGAII requires more than a week to gener-
ate a final population of Pareto solutions. SS-GD is much faster in
producing a single solution of high quality compared to NSGAII in
a single run, which takes only three hours, as mentioned previously.
This can be clearly seen in the best passenger results of Nottingham
instance where SS-GD was able to reduce the passenger travel time
by 1 minute and offer better operator costs compared to NSGAII in
an individual run of three hours.

Table 2: Comparison between the best results from the per-
spectives of passenger and operator between SS-GD and NS-
GAII for each instance.

Instance Objective SS-GD NSGAII

Passenger Perspective
min avg

Clifton Cp 3.11 3.14 3.30
Co 50.67 45.31 54.65

Hucknall Cp 4.42 4.80 4.56
Co 65.40 65.91 58.64

South of Trent Cp 7.07 7.20 7.31
Co 278.17 275.35 303.75

Nottingham Cp 11.00 11.11 12.44
Co 2105.06 2060.18 2325.87

Operator Perspective

Clifton Cp 7.69 7.69 8.61
Co 14.91 14.91 17.01

Hucknall Cp 12.36 13.34 8.43
Co 26.24 26.24 26.96

South of Trent Cp 22.00 23.43 18.55
Co 82.32 84.30 99.83

Nottingham Cp 43.74 35.36 19.77
Co 564.23 619.88 741.83

5.3 Comparison with Real World Route Sets
In this section we compare the optimisation results with the real
world routes for the two largest instances: Nottingham and South
of Trent. The real world bus routes are the operating routes in the
city of Nottingham from the year 2011 extracted from the national
public transport data repository (NPTDR) as described in section 4.

The plots in figure 4 indicate that SS-GD is able to provide im-
proved solutions over the real routes, given that there are Pareto
points (red) that clearly dominate the real route positions (green).
Taking the Nottingham instance as an example, the real routes offer
a single passenger an average travel time of 14.3 minutes and the
summed route length for the entire route set in minutes is 1369.
The best result from the passenger perspective found by SS-GD
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Figure 4: SS-GD results plotted against the evaluation results of the final population. The blue dots are the results of the
population evaluation and the red dots are SS-GD results.

(11.00) decreased the average travel time by 3 minutes, while the
average routes length increased by almost 50% (2105). On the other
hand the most passenger friendly route set in the compromise route
sets (12.46) improved the average travel time of the real routes by
2 minutes, and the routes length improved by almost 25% (1029).
Also trip directness is enhanced by decreasing the percentage of
passengers needing two transfers from 14% to 10% while increasing
the percentage of direct travellers from 30% to 33%. More detailed
results for this comparison with percentages of improvement over
the real routes are found in the supplementary material [1].

6 CONCLUSIONS
In this paper we have described a new hyper-heuristic approach
to solving the UTRP and presented a set of benchmark instances
generated using a novel procedure that reduces and simplifies a real
street network to be easily managed by optimisation algorithms,
while at the same time maintaining the characteristics of the street
network layout. Four new instances of varying sizes are introduced,
and certain nodes in the network are designated as terminal nodes,
which exclusively allow the start and end of bus journeys. The
SS-GD hyper-heuristic is tested on the new data set with specific

implementation tailored to the presence of terminal points and
compared to the solutions generated by NSGAII genetic algorithm
and also to the real bus routes used by local bus companies. Com-
parisons show the success of SS-GD in finding solutions better than
NSGAII in all the instances from the perspective of passenger and
operator. Also SS-GD was able to improve the existing routes ser-
vice for both passengers and operators, and shows a great potential
for handling complicated and real world versions of UTRP in very
short run times compared to genetic algorithms. The data set is
publicly accessible for free use by researchers.

In future work We plan to take the hyper-heuristics approach
further to consider one-way streets, set bus arrival frequencies on
the routes, and model passenger behaviours in a more realistic way.
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B
Additional results: Impact of differing

route numbers

In all of the optimisation procedures presented in this thesis, the number of routes

in a route set was always fixed. This constraint has been rightly criticised as

unrealistic by several people, including one of the anonymous reviewers of the

publication presented in Chapter 4. On his/her request, a set of experiments was

conducted estimating the impact of the number of routes on the optimisation results.

Because of the limited time available, these experiments could not be conducted

on the relatively large instances introduced in Chapter 4. Instead, the reduced

"South of Trent"-instance, introduced in Appendix A, was used, as it was the next

smaller instance available at the time. However, since Appendix A was already

completed, and Chapter 4 would have required major additions to introduce the

smaller instance, these experiments could not be included in either of the two

publications. Consequently, they are published here for the first time.

All of the five experiments used the same general set-up as that used in both

Chapter 4 and Appendix A: a population of |P | = 50 route sets optimised over

200 generations with a crossover probability of ρcross = 0.9. Further, for all the

experiments, the minimal and the maximal length of the routes were set to the
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Figure B.1: Evaluation results of optimisation with different numbers of routes. The
experiments were conducted on the reduced "South of Trent" instance an optimised 50
route sets over 200 generation. The minimal route length was set to 3, the maximal route
length to 12.

values of the real-world route set: lmin = 3 and lmax = 12. However, in each

experiment, the number of routes per route set was varied. Specifically, experiments

with 10, 14, 18, 22, and 26 routes were conducted.

The results are presented in Figure B.1. It shows the approximate Pareto fronts

formed by evaluating the result route sets for average travel time and total route

length (as in Chapter 4 and Appendix A). The positioning of the fronts reveals

that no specific number of routes leads to clearly superior results as no front is fully

dominated by another one. Instead, larger number of routes shift the front towards

shorter average travel times for higher total route length, while a smaller number

have the opposite effect.

The observed behaviour can be explained by the fact that a larger number

of routes allows for more transfer options with potentially better connections for

passengers. In contrast, a lower number of routes allows to build more minimal

networks, which would be otherwise blocked by length or duplication constraints.

Consequently, allowing the number of routes per route set to vary is likely to lead to



Figure B.2: Average time to required
evaluate a population of 50 route sets during
the here described optimisation experiments.
The error bars give the respective standard
deviation.

improved optimisation results, particularly on the extreme ends of the result fronts.

As discussed in Section 7.3, relaxing this constraint can be realised by modifying

the set of genetic operations.

An additional observation of this set of experiments was the differences in the

runtime. As shown in Figure B.2, a linear increase in the number of routes causes

an exponential increase in the average time required for evaluation. Again, this

can be explained by the higher number of transfer possibilities in route sets with

more routes, as these increase the number of node duplications required for the

evaluation of the route set (see Chapter 5 - Section 2.2). Consequently, it can be

expected that allowing the number of route sets to vary will lead to uncertainties

in the run times of the optimisation process.
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C
Out-branching research

The following sections outline two potential research projects. These branch out

of the direct definition of the UTRP but are enabled by the concepts introduced

in this thesis, most especially the Visum interface described in chapter 6.

C.1 Coordination between classical PuT and au-
tonomous vehicle fleets.

In the wake of recent advancement in the development of self-driving vehicles,

several recent studies have analysed the impact fleets of shared autonomous vehicles

(SAVs) could have on urban mobility. The results of these studies suggest that SAVs

can significantly reduce the number of regular car trips but would also replace large

parts of the public transport system [183, 184]. If driven to the extreme, this can

even increase congestion and CO2 emissions [185]. However, multiple studies also

suggest that well-managed coordination between SAV fleets and traditional PuT

can have a substantial net positive impact[184–186]. It is clear from these analyses

that the advent of SAVs will have a significant impact on future redevelopments of

urban PuT networks.
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The latest version of Visum (Visum2020) includes an experimental functionality

to simulate the coordination of PuT and SAVs for feeder services (first/last-mile

concepts) [187]. A combination between this and the interface procedure presented

in chapter 6 would allow to develop algorithm for the optimisation of a PuT network

for working in coordination with an SAV fleet. The optimisation would, for example,

automatically reduce those PuT connections which can best be substituted by

SAV feeder services, and establish better connections between often used pick-

up points. Such a set up would most likely only require minor changes in the

interface and the described optimisation procedure. In return, it would allow for

the exploration of many different scenarios and should be of great interest for

both planners and researchers.

C.2 Optimising the urban form

Density pattern and structural layout of an urban area, also known as the urban

form, have a significant impact on its functioning. In past decades, both empirical-

and theoretical studies concluded that increases in urban density reduce the overall

transport energy consumption [188]. To some extent, this is due to the effects

of origins and destination coming closer together. Further, there is evidence that

increased urban density has an additional positive impact on public transport

use [189, 190]. However, multiple studies have also pointed out that densification

needs to be carefully planned for an urban area to achieve positive impacts [191–193].

One good example of successfully implemented densification is the retrofit for

Perth, Australia, after the network city concept[194]. In this concept, multiple

points in the city, so-called activity centres, are subject to zoning rules encouraging

higher densities. These centres are connected with efficient public transport services,

turning them into transit-oriented developments. Such densification concepts are

promising, however, are subject to a complicated planning process as the optimal

position of the activity centres is hard to determine.
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For the available evidence, it is possible to formulate the task of finding the

optimal urban form for a given urban area as an optimisation problem. The objective

of this optimisation would be to identify the density pattern, which results in the

lowest total (transport) energy consumption. A density pattern would be given

in the form of residential- and workplace densities in a zonal representation of the

study area1.

As changes in the densities would have a substantial impact on the PuT usage

in an area, it is vital to estimate an optimal PuT network for the respective solution

as part of the evaluation. A possible evaluation procedure would be as follows:

1. Estimate origin-destination matrices based on residential- and workplace

locations.

2. Connect origins and destinations to trips and generate an origin-destination

matrix.

3. Optimise PuT network based on calculated origin-destination relations.

4. Determine modes used for trips.

5. Calculate travel times and estimate transport energy use.

Despite point 3, this structure is very close to the standard four-step model used

in macroscopic transport modelling [173]. The algorithms necessary to construct

a four-step model are well studied and available professional transport modelling

software packages, like Visum or EMME [180, 181]. The Visum interface outlined

in chapter 6, therefore, forms the missing link to realise the described evaluation

procedure2. This would then allow to construct heuristic algorithms solving the
1As alternative to having the solution define all densities; it would also be possible only to

fix some key elements and heaving the rest determined by residential choice modelling these can
increase the viability of the generated solutions [195].

2Alternatively, it is possible to implement all necessary algorithms all from scratch and represent
the transport infrastructure with an instance generated by the procedures outlined in chapters 4
and 5. To incorporate private transport, the instance generation procedure needs to be extended
to include road capacities and speed limits. For individual streets, these can be derived from
official street classifications, however, have this information has to be aggregated on link level.
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optimal urban form problem.

In the long run, it would also be possible to include other aspects effected by

the urban form into the evaluation. In addition to the transport system, there is

clear evidence of the urban form affecting building energy consumption [196], the

urban sub-climate [197], and even impact on the number of social conflicts in an

area[198]. To include such aspects when evaluating a proposed urban form, the

procedure described above could be coupled with other urban simulations. An

earlier project with the participation of the LUCAS has already proven the potential

for coupling of transport- and building energy simulations [199]. It would also

be possible to extend such a framework to other simulations like urban climate

models [200, 201], or social simulations [202].
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