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Abstract

Many interesting objects in algebraic geometry arise as torsors of linear
algebraic groups over a field. Some notable examples are provided by vec-
tor bundles, quadratic forms, Hermitian forms, octonion algebras, Severi-
Brauer varieties and many others. The main aim of this thesis is to inves-
tigate torsors from a motivic homotopic perspective, by using Nisnevich
classifying spaces and their characteristic classes. In order to do so, we will
need a Gysin long exact sequence induced by fibrations with motivically
invertible reduced fiber. The leading example is provided by the work of
Smirnov and Vishik where they introduce subtle Stiefel-Whitney classes, by
computing the motivic cohomology of the Nisnevich classifying spaces of
orthogonal groups, with the purpose of studying quadratic forms.

In this work, we will mainly deal with spin groups and unitary groups.
In particular, we will give descriptions of the motivic cohomology rings of
their Nisnevich classifying spaces. These will provide us with subtle charac-
teristic classes for Spin-torsors and for Hermitian forms. As a result, we will
obtain information about the kernel invariant of quadratic forms belonging
to I3 on the one hand, and of quadratic forms divisible by a one-fold Pfister
form on the other. Moreover, in order to approach the case of Severi-Brauer
varieties, we will develop a Serre spectral sequence induced by fibrations
with motivically cellular fiber. This could be a successful approach to com-
pute the motivic cohomology of the Nisnevich classifying spaces of projec-
tive general linear groups.

ii



Acknowledgements

First, I would like to express my sincere gratitude to my PhD supervi-
sor Alexander Vishik for his precious help and constant encouragement
throughout these three years. He has generously shared with me his knowl-
edge, experience and time, and I will always be grateful to him for this. Not
a single sentence of this thesis would have been written without his careful
support.

Then, I would like to thank all the amazing people I have met in Not-
tingham and that have made my experience here unforgettable. A special
thanks goes to Casa Napoli: to Carmine, for our countless Tressette games
(by the way, he is slowly getting better), to Eliana, for our dance, which I
will never forget, and because doing crosswords with her is the funniest
thing in the world, and to Mariele, who is probably the person most similar
to me I have ever met. A warm thanks goes also to Davide, for his energetic
vitality that was able to cheer me up even in the worst moments, to Giorgio,
whom I have met in Nottingham only for a little time, but who has shown
to be a true friend even in Naples, to Marco, with whom I share uncount-
able whisky drinking, to Mauro, who is one of the first persons I have met
in Nottingham and is probably not aware of how much he has helped me
with his friendship during these years, and to Nico, whose "epic" optimism
has affected even a person like me, at least sometimes (although I will never
forget our experience at the Lake District!).

I would also like to thank all friends back in Naples that have supported
me for many years. In particular, a special thanks to Betty, who is the best
friend a person could desire and I am so honored to be one of hers, to Da-
vide, who, every time I go back to Naples, makes me feel like I have never
left, to Fabri, for our neverending conversations about movies and music, to
Mavi, whom I know since I was born and who has been my friend longer
than anyone else, and to Vivi, for having helped me a lot facing my distance
from home (I hope to have done the same for her).

Above all, I would like to thank my family that has always been by my
side in every step I have taken: my mother and father, Teresa and Ciro, for
being the solid pillars of my life and for their unconditional love, my sister
Sara, with whom the bond of affection becomes stronger and stronger each
year, and I am sure it will always be like this, and Dafne, for her infinite
sweetness.

iii



C O N T E N T S

Introduction 1

1 homotopic and motivic categories 7

1.1 Motivic spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

1.2 Simplicial homotopy category . . . . . . . . . . . . . . . . . . . 10

1.3 Unstable A1-homotopy category . . . . . . . . . . . . . . . . . 12

1.4 Stable A1-homotopy category . . . . . . . . . . . . . . . . . . . 13

1.5 Triangulated category of motives . . . . . . . . . . . . . . . . . 15

1.6 The motivic Steenrod algebra . . . . . . . . . . . . . . . . . . . 18

2 classifying spaces and characteristic classes for tor-
sors 22

2.1 Motives over a simplicial base . . . . . . . . . . . . . . . . . . . 23

2.2 Gysin long exact sequences in motivic cohomology . . . . . . 25

2.3 Torsors and classifying spaces . . . . . . . . . . . . . . . . . . . 30

2.4 Subtle Stiefel-Whitney classes . . . . . . . . . . . . . . . . . . . 36

3 subtle characteristic classes for spin-torsors 40

3.1 The cohomology of BSpinn in topology . . . . . . . . . . . . . 41

3.2 The fibration BSpinn → BSOn . . . . . . . . . . . . . . . . . . . 42

3.3 The action of some Steenrod squares on u2 . . . . . . . . . . . 44

3.4 The motivic cohomology ring of BSpinn . . . . . . . . . . . . . 46

3.5 Relations among subtle classes for Spinn-torsors . . . . . . . . 54

3.6 The motivic cohomology of BG2 . . . . . . . . . . . . . . . . . 56

4 subtle characteristic classes and hermitian forms 59

4.1 Some generalities on Hermitian forms . . . . . . . . . . . . . . 60
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I N T R O D U C T I O N

Motivic homotopy theory finds its roots in the groundbreaking work of
Morel and Voevodsky (see [36]). It has been developed in the attempt of
studying algebraic varieties with a certain flexibility, similar in some ways to
the one of topological spaces. Indeed, due to the development of this theory,
many topological techniques have been introduced in the algebro-geometric
world, leading to undoubtedly extraordinary results. As a remarkable ex-
ample of the power of this rather recent theory we can mention of course the
proof of the Milnor conjecture (see [64]) and subsequently of the Bloch-Kato
conjecture (see [65]) by Voevodsky jointly with Rost. In this new motivic ho-
motopic environment one can find represented different cohomology theo-
ries for algebraic varieties, such as motivic cohomology, algebraic K-theory
of Quillen (see [44]) and algebraic cobordism of Voevodsky, whose pure
part is the algebraic cobordism of Levine and Morel (see [29]), correspond-
ing respectively to ordinary cohomology, topological K-theory and complex
cobordism in the classical topological world. Motivic homotopy theory has
seen since its birth the development of surprisingly sophisticated techniques
in a relatively short period of time. This is certainly a demonstration of the
high potential of this theory to shed light on many longstanding problems
in algebra, geometry and topology and to exploit and discover the deep
interconnections among these mathematical areas, leading to new and inter-
esting directions of research.

In this thesis, we will focus on a tiny but very interesting part of this
vast universe, namely the classification of torsors of linear algebraic groups.
Many newsworthy objects in algebra and geometry arise as torsors of some
algebraic groups, for example vector bundles, quadratic forms, Hermitian
forms, octonion algebras, Severi-Brauer varieties and so on. Therefore, hav-
ing a robust theory to approach the classification of torsors would certainly
bring in turn various interesting results about the above mentioned objects
and many others.

In topology, the investigation of principal bundles of topological groups is
of fundamental importance. Much study has been dedicated to it and sev-
eral approaches have been implemented. One of these, which has shown
incredible advantages, is the study of characteristic classes. In few words,
for any topological group G one can construct a topological space BG such
that all homotopic maps from the base space X to BG are in one-to-one cor-
respondence with principal G-bundles over X. For this reason, BG deserves
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Introduction

the name of classifying space of the group G. Now, in order to produce
invariants which are rich enough to detect interesting properties but suffi-
ciently computable to provide an actual advantage, one can apply cohomo-
logical funtors to the homotopic maps representing the principal bundles.
Essentially, for any cohomological functor and any pricipal G-bundle over
X, one has a morphism from the cohomology of BG to the cohomology of
X. The images of the cohomology classes of BG in the cohomology of X
provide the needed invariants of the principal G-bundles, which are called
characteristic classes. Hence, in order to produce these invariants, one first
needs to compute the cohomology of the classifying space for a chosen co-
homology theory.

Pursuing the classification of torsors of algebraic groups, one could follow
the path indicated by topology. The first natural question to ask is: what
is the space that deserves the name of classifying space? It turns out that
the answer to this question in the motivic world is not univocal. Indeed, we
have two candidates, the Nisnevich and the étale classifying spaces, both
introduced by Morel and Voevodsky in [36], and in principle many others
corresponding to different topologies on the site of smooth schemes over a
certain base. These two types of classifying spaces are, in general, different
from each other. Indeed, it has been proven that they coincide only for spe-
cial algebraic groups, namely groups with no non-trivial torsors over the
point. In practice, it is particularly interesting to study étale locally trivial
torsors. For example, torsors over the point are all étale locally trivial for
smooth algebraic groups. Then, the space that actually classifies them is
the étale classifying space. So, one can obtain characteristic classes for étale
locally trivial torsors by applying some cohomological functor to it.

From this perspective, much attention has been devoted to study étale
classifying spaces and their Chow rings. In particular, the Chow rings of
general linear groups, special linear groups and symplectic groups over
complex numbers have been computed by Totaro in his enlightening work
(see [53]). Then, the Chow rings of orthogonal groups over complex num-
bers appear in works of Totaro and Pandharipande (see [53] and [41]). Pand-
haripande also computed the Chow rings of odd special orthogonal groups
and SO4 over complex numbers in [41]. Field completed the picture by com-
puting in [13] the Chow rings of all even special orthogonal groups over
complex numbers. Several results about the Chow rings of finite groups
are provided by works of Guillot, Totaro and Yagita (see [18], [53] and [67]).
The projective general linear case is notoriously more difficult. The Chow
ring of the first non-trivial case, namely PGL3, over complex numbers has
been computed, almost completely, by Vezzosi in [54]. Subsequently, using
his stratification method, Molina and Vistoli computed in [33] the Chow
rings of general linear groups, special linear groups and symplectic groups
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Introduction

over any field and of orthogonal groups and special orthogonal groups over
fields of characteristic different from 2. Going back to the projective general
linear case, Vistoli has given in [57] an almost complete description of the
Chow ring of PGLp over complex numbers, for p prime. Regarding the
spin groups, Guillot computed almost completely the Chow ring of the first
non-trivial case, namely Spin7, together with the one of G2, over complex
numbers in [19]. Next, Molina obtained the almost complete description of
the Chow ring of Spin8 over complex numbers in [32].

The situation for motivic cohomology is much more complicated. Very
few results are known about the motivic cohomology rings of étale classi-
fying spaces. The complete description is known for general linear groups,
special linear groups and symplectic groups over any field from the work
of Smirnov and Vishik (see [47]), since these are special algebraic groups
and their étale and Nisnevich classifying spaces coincide. Yagita computed
in [69] the motivic cohomology of the étale classifying spaces of orthogonal
groups over complex numbers. Moreover, the case of the special orthog-
onal groups has been handled by Harada and Nakada in [20]. Besides,
new studies on Chow-Witt theory have lead to interesting results about the
Chow-Witt rings of special linear groups and symplectic groups by Horn-
bostel and Wendt in [21].

On the other hand, a systematic investigation of torsors by using Nis-
nevich classifying spaces instead of étale ones has been carried out by
Smirnov and Vishik in [47]. In particular, with the purpose of classify-
ing quadratic forms, they compute the motivic cohomology rings of the
Nisnevich classifying spaces of orthogonal groups over fields of character-
istic different from 2. These motivic cohomology rings are shown to be,
exactly as in topology, polynomial rings over the cohomology of the point
in some generators, called subtle Stiefel-Whitney classes. Unlike charac-
teristic classes from the étale space, for any quadratic form, these subtle
invariants take values in the cohomology of the Čech simplicial scheme as-
sociated to the respective quadratic form, which is highly non-trivial. The
advantage is that in this way subtle Stiefel-Whitney classes see much more
than the respective étale characteristic classes. However, they have the draw-
back to take values in different cohomology rings which makes it difficult
to compare different quadratic forms. Anyway, these new invariants have
proven to be powerful enough to see the triviality of a quadratic form, more
precisely they see the power of the fundamental ideal of the Witt ring a
quadratic form belongs to. Moreover, they are surprisingly related to the
J-invariant of quadrics defined in [56] and they allow to give a description
of the motive of the torsor associated to a quadratic form in terms of simpler
pieces, namely motives of Čech simplicial schemes. Nisnevich classifying
spaces have also been investigated from a motivic homotopic point of view
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by Asok, Hoyois and Wendt in [3], [2] and [66], where they study in partic-
ular octonion algebras and Spin-torsors over low-dimensional schemes.

In this thesis, we will proceed further in the direction indicated by Smirnov
and Vishik in [47]. In particular, we will generalise their technique for com-
puting the motivic cohomology rings of the Nisnevich classifying spaces
of orthogonal groups in order to produce Gysin long exact sequences for
morphisms of simplicial schemes with fibers whose reduced motives are in-
vertible. These will provide us with the major tool we will use throughout
this work to prove our main results.

On the one hand, after noticing that the special orthogonal case does not
differ much from the orthogonal one, in the sense that the motivic cohomol-
ogy rings of the Nisnevich classifying spaces of special orthogonal groups
are polynomial in all subtle Stiefel-Whitney classes except the first, we will
move to the study of spin groups. This case is drastically more challenging
since relations appear related to the action of the motivic Steenrod alge-
bra on the second subtle Stiefel-Whitney class. In topology, the singular
cohomology of the classifying spaces of spin groups has been completely
determined by Quillen in [43]. With his result in mind, we will be able to
compute a large part of the motivic cohomology of the Nisnevich classifying
spaces of spin groups, which happens to be the same as in topology, and re-
duce the whole description to checking the regularity of a certain sequence
in a polynomial ring over Z /2. Moreover, from this result, we will deduce
information on the kernel invariant of quadratic forms with trivial discrim-
inant and Clifford invariant, namely Spin-torsors. Furthermore, from the
motivic cohomology of the Nisnevich classifying space of Spin7 we will re-
construct the motivic cohomology of the Nisnevich classifying space of G2.

On the other hand, we will get a complete description of the motivic co-
homology rings of the Nisnevich classifying spaces of unitary groups of a
quadratic extesion. We will see that these are not polynomial, in contrast
to the respective topological counterparts. The main reason relies on the
fact that the classifying space of the unitary group is not cellular and the
Rost motive of the quadratic extension appears in the picture. This compu-
tation provides us with subtle invariants for torsors of the unitary group,
namely hermitian forms. We will then compare these invariants to subtle
Stiefel-Whitney classes and deduce information about the kernel invariant
of quadratic forms divisible by a one-fold Pfister form. Moreover, we will
show that, as subtle Stiefel-Whitney classes do for quadratic forms, these
new subtle classes see the triviality of a hermitian form. Furthermore, we
will express the motive of the torsor associated to a hermitian form in terms
of its subtle characteristic classes. We want to notice now that we expect
these subtle invariants for hermitian forms to be related to the J-invariant
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of hermitian forms studied by Fino in [14], in analogy to the orthogonal
picture.

If we want to approach the case of projective general linear groups, the
Gysin long exact sequence in motivic cohomology is not enough anymore.
With this in mind, we generalise the Gysin sequence to some spectral se-
quence for morphisms of simplicial schemes with fibers which are motivi-
cally cellular, in the sense that their motives are sum of Tates. This spectral
sequence is similar to the Serre spectral sequence associated to a fibration
in topology since it allows to reconstruct the motivic cohomology of the
total simplicial scheme from the cohomology of the base and of the fiber.
The main difference resides in how the filtrations inducing the spectral se-
quences are obtaind. In fact, while the Serre spectral sequence in topology
is built up by filtering the base, our spectral sequence is instead obtained
by filtering the fiber. We will see that this spectral sequence applies to the
case of the projective general linear group. However, although we believe
it could be a successful tool for getting some information about the motivic
cohomology of the Nisnevich classifying spaces of projective general linear
groups, we do not perform any of these computations in this thesis, since
this research is still at an embryonic stage.

Slightly off the main topic of this work that, as we have discussed, mainly
deals with torsors and subtle characteristic classes, at the end we will focus
on Rost motives and Čech simplicial schemes of Pfister quadrics. In par-
ticular, we will investigate their deep connection with the motivic Steenrod
algebra. Rost motives, Pfister quadrics and cohomology operations have
shown to be fundamental for the proof of the Milnor conjecture (see [62]).
At the end of this thesis, we will describe completely the action of the mo-
tivic Steenrod algebra on the motivic cohomology of the Čech simplicial
scheme associated to a Pfister quadric. Due to this description, we will be
able to present the motivic cohomology of the reduced Rost motive as a
quotient of the motivic Steenrod algebra by a left ideal generated by some
special cohomology operations. This could be the first step towards the
analysis of some stable motivic homotopy groups of objects related to Rost
motives.

We would like to finish this introduction by quickly summarising the
contents of each chapter of this thesis. In the first chapter, we will just in-
troduce all the homotopic and motivic categories we will need next. More
precisely, we will present the category of motivic spaces, the simplicial ho-
motopy category, the unstable and stable motivic homotopy categories and
the triangulated category of motives. We will end this chapter by recall-
ing the structure of the motivic Steenrod algebra together with some of its
main features. The second chapter is devoted to the introduction of the
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main techniques and objects we will study in this thesis. We will start by
recalling the triangulated category of motives over a simplicial scheme, in
order to be able to produce Gysin long exact sequences for morphisms with
motivically invertible reduced fibers. Then, we will talk about torsors and
classifying spaces, focusing in particular on the Nisnevich classifying space.
At the end, we will concentrate on the orthogonal case, introducing subtle
Stiefel-Whitney classes, as a leading example for everything we will do in
the remaining part of this work. In the third chapter we will perform the
computation for spin groups. We will recall Quillen’s results in topology
which we are inspired by, then prove some results on the action of the mo-
tivic Steenrod algebra on the second subtle Stiefel-Whitney class. This will
lead us to the main theorem of this chapter, which describes a large part
of the motivic cohomology rings of the Nisnevich classifying spaces of spin
groups, reducing the complete computation to assessing the regularity of a
certain sequence of polynomials. We will finish the chapter by finding some
very simple relations for subtle Stiefel-Whitney classes of quadratic forms
belonging to the cube of the fundamental ideal of the Witt ring. Moreover,
we will describe the motivic cohomology of the Nisnevich classifying space
of the exceptional group G2. The fourth chapter is instead devoted to uni-
tary groups. We will first recall well known results about Pfister quadrics
and Rost motives of quadratic extensions and then compute some cohomol-
ogy rings related to them. We will then move to the main result of the
chapter, namely the computation of the motivic cohomology rings of the
Nisnevich classifying spaces of unitary groups. Next, we will compare the
new subtle classes arising from these cohomology rings to subtle Stiefel-
Whitney classes. This will provide us with some information on the kernel
invariant of quadratic forms divisible by a one-fold Pfister form. We will
conclude with a few applications on hermitian forms. In the fifth chapter,
we will generalise the above mentioned Gysin sequence by constructing a
spectral sequence in some sense of Serre’s type for morphisms with motivi-
cally cellular fibers. Then, we will see that this spectral sequence applies in
particular to the case of projective general linear groups leading to a possi-
bly helpful tool for computing the motivic cohomology of their Nisnevich
classifying spaces, at least in some cases. The sixth chapter is devoted to
describe completely the action of the motivic Steenrod algebra on Rost mo-
tives and Čech simplicial schemes of Pfister quadrics. In particular, we will
present some well known cohomology rings as left-modules over the mo-
tivic Steenrod algebra.
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1
H O M O T O P I C A N D M O T I V I C C AT E G O R I E S

We start in this chapter by providing an introduction of the main categories
we will work with. First, we will recall the construction of the category of
motivic spaces (see [36]), which is the analogous in algebraic geometry of the
category of topological spaces. Then, the simplicial homotopy category will be
introduced, built up from the category of motivic spaces by inverting a spe-
cial class of morphisms, called simplicial weak equivalences (see [36]). Next,
we will deal with the unstable motivic homotopy category of Morel and Voevod-
sky (see [36]), constructed by, roughly speaking, contracting the affine line,
in the same fashion as the unit interval is contracted in the topological ho-
motopy category. We will continue on this path in parallel to topology by
recalling the stable motivic homotopy category (see [25] and [9]), obtained by
stabilising with respect to the projective line and, then, the triangulated cat-
egory of motives (see [60]), which is a substitute in the motivic world of the
derived category of abelian groups. These are all natural environments to
study algebro-geometric problems from a homotopic perspective, since they
allow, at different levels of complexity, richness and computability, to deal
with algebraic varieties in a sufficiently flexible way, similar in some sense
to the one characteristic of topological spaces. Furthermore, at the end, we
will recall the structure and main properties of the motivic Steenrod algebra
(see [22] and [61]), namely the algebra of bistable motivic cohomology op-
erations, which will provide a fundamental tool we shall use frequently
throughout this thesis.

Essentially, this chapter will serve the purpose of producing the right
background and language for studying torsors of linear algebraic groups over
a field by motivic homotopic means, such as classifying spaces and charac-
teristic classes. In this sense, it contains well known definitions and results
in the field of motivic homotopy theory that we will exploit in the following
chapters.
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1.1 motivic spaces

1.1 motivic spaces

We want to begin this chapter by defining the category of motivic spaces,
which all the other categories we will present later on are constructed from.
The general idea is that, in order to do homotopy theory in algebraic geome-
try, one would like to work in a "nicely behaving" category of spaces which
should be deeply related to the category of smooth schemes over a certain
base. This category is what we shall call the category of motivic spaces, and
it will serve as a motivic counterpart of the category of CW-complexes in
topology. We will now recall a construction of this category on the lines of
the groundbreaking work of Morel and Voevodsky (see [36]).

Let Y be a Noetherian scheme of finite Krull dimension. The category
of smooth schemes of finite type over Y, which we will denote by Sm/Y,
is not a good category on its own for homotopical purposes. One of the
main reasons is that it is not closed under small colimits, which means
in particular that it is not possible to do quotients in it. A standard way
to solve this problem is to consider the category of presheaves on Sm/Y,
which we will denote by Pre(Sm/Y). We know by Yoneda embedding
that Sm/Y sits inside Pre(Sm/Y) by sending a smooth scheme X to the
presheaf U 7→ HomSm/Y(U, X). This category is large enough to contain
all small colimits (and limits) but it does not pay any attention to any par-
ticular topology. For this reason, one would like first to choose a topology,
which could be for example Zariski, Nisnevich or étale, and then consider
sheaves in the respective site. This way one would add more colimits to
the category of presheaves. We will be mainly interested in the Nisnevich
topology, therefore we will focus on the category of Nisnevich sheaves
over Sm/Y, which we will denote by ShvNis(Sm/Y). Nisnevich sheaves
are essentially presheaves which send elementary distinguished squares to
cartesian squares of sets. We now recall the definition of elementary distin-
guished square.

Definition 1.1.1. An elementary distinguished square in Sm/Y is a square

p−1(U) //

��

V
p
��

U
j

// X

where j is an open embedding, p is an étale morphism and the restriction of p to
the complement of U, namely p−1(X −U) → X −U, is an isomorphism for the
reduced structure.

Note that elementary distinguished squares are also pushout squares. It
is desirable to work with a category of sheaves that send these pushout
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1.1 motivic spaces

squares to cartesian squares of sets. This observation leads to the following
definition of Nisnevich sheaves.

Definition 1.1.2. A presheaf F on Sm/Y is a Nisnevich sheaf if:
1) F(∅) = pt;
2) F sends elementary distinguished squares to pullback squares of sets

F(X) //

��

F(V)

��

F(U) // F(p−1(U))

The category of Nisnevich sheaves is still not big enough to do homotopy.
For example, we would like to have a simplicial category to work with.
Hence, we enlarge ShvNis(Sm/Y) by considering the category of simplicial
Nisnevich sheaves over Sm/Y.

Definition 1.1.3. The category of motivic spaces over the base scheme Y is the
category ∆opShvNis(Sm/Y) of simplicial Nisnevich sheaves over Sm/Y. We will
simply denote this category by Spc(Y).

This category naturally contains Nisnevich sheaves over Y as constant
simplicial Nisnevich sheaves and simplicial sets as simplicial constant Nis-
nevich sheaves. In particular, it contains algebraic varieties X over Y, which
are represented in Spc(Y) by the simplicial Nisnevich sheaves whose sim-
plicial components are all given by U 7→ HomSm/Y(U, X).

Notice that, as we have already mentioned, this construction is possible
with other topologies leading to different categories of motivic spaces, and
subsequently to different homotopy theories.

Following the parallel with topology, there is a natural way to construct
a category of pointed motivic spaces. Indeed, it is enough to consider the
category of pointed simplicial Nisnevich sheaves.

Definition 1.1.4. The category of pointed motivic spaces over the base scheme Y
is the category ∆opShvNis(Sm/Y)∗ of pointed simplicial Nisnevich sheaves over
Sm/Y, i.e. simplicial Nisnevich sheaves F endowed with a morphism pt→ F. We
will simply denote this category by Spc∗(Y).

For any unpointed space F, we can consider its associated pointed space
F+ = Fq pt, obtained just by adding a point. Once we have pointed spaces
we can define a smash product, just as in topology. More precisely, for
any couple of pointed motivic spaces F and G, the simplicial sheaf F ∧ G
is defined as the Nisnevisch sheafification of the presheaf U 7→ F(U) ∧
G(U). With the smash product just defined, Spc∗(Y) becomes a symmetric
monoidal category with unit object S0 = Y+.

9



1.2 simplicial homotopy category

1.2 simplicial homotopy category

The next natural step one needs to take in order to do homotopy in alge-
braic geometry is to provide Spc(Y) (and Spc∗(Y)) with a model structure.
In principle, there are several model structures available which will give at
the end the same homotopy category. What follows is a recollection of the
model structure considered in [36].

By a point x of the site Sm/Y endowed with the Nisnevich topology we
mean a functor x∗ : ShvNis(Sm/Y) → Set from the category of Nisnevich
sheaves over Y to the category of sets which commutes with finite limits
and all colimits. We present now one of the possible definitions of a model
structure on the category of motivic spaces.

Definition 1.2.1. A morphism f : F → G in Spc(Y) is:
1) a weak equivalence if x∗ f : x∗F → x∗G is a weak equivalence of simplicial sets
for any point x of Sm/Y;
2) a cofibration if it is a monomorphism;
3) a fibration if it has the right lifting property respect to all acyclic cofibrations.

The following key result assures that, with the previous definition, mo-
tivic spaces are actually endowed with a model structure.

Theorem 1.2.2. The classes of weak equivalences, cofibrations and fibrations as
defined above give Spc(Y) the structure of a proper model category.

Proof. See [36, Theorem 1.4], [24, Corollary 2.7] and [23].

This model structure on the category of motivic spaces is often called the
simplicial model structure.

Definition 1.2.3. The homotopy category of the simplicial model category, obtained
by inverting weak equivalences, is called the simplicial homotopy category over Y.
We will denote this category by Hs(Y) or Hs((Sm/Y)Nis) if we want to stress the
topology we are working with.

Analogously, it is possible to provide Spc∗(Y) with a simplicial model
structure, by considering as weak equivalences, fibrations and cofibrations
those morphisms of pointed motivic spaces which are respectively weak
equivalences, fibrations and cofibrations of motivic spaces without base
points. The resulting pointed simplicial homotopy category obtained by
inverting weak equivalences will be denoted by Hs,∗(Y). The smash prod-
uct defined in the previous section provides Hs,∗(Y) with the structure of a
symmetric monoidal category.

For any X in Sm/Y and any point x of X, let us denote by Oh
X,x the

henselization of the local ring of X at x. Then, for any motivic space F,

10



1.2 simplicial homotopy category

F(Spec(Oh
X,x)) is defined to be the colimit colimU F(U), where U runs over

all the Nisnevich neighborhoods of x in X, i.e. étale morphisms g : U → X
endowed with a point u ∈ g−1(x) such that the induced map on residue
fields k(x) → k(u) is an isomorphism. The next important result tells us
that we can check simplicial weak equivalences by evaluating them on local
henselian rings.

Lemma 1.2.4. A morphism f : F → G in Spc(Y) is a simplicial weak equiva-
lence if and only if for any X in Sm/Y and any point x of X the induced map
F(Spec(Oh

X,x))→ G(Spec(Oh
X,x)) is a weak equivalence of simplicial sets.

Proof. See [36, Lemma 1.11].

At this point we are ready to provide examples of simplicial weak equiv-
alences that involve a very important class of simplicial schemes, notably
Čech simplicial schemes.

Definition 1.2.5. For any smooth scheme X over Y the Čech simplicial scheme of X
is the simplicial scheme Č(X) with simplicial components given by Č(X)n = Xn+1

Y
and face and degeneracy maps given by partial projections and partial diagonals
respectively.

A fundamental property of Čech simplicial schemes we will often use in
this thesis is the following.

Lemma 1.2.6. If HomSm/Y(V, U) 6= ∅, then Č(U)×V → V is a simplicial weak
equivalence.

Proof. See [62, Lemma 9.2].

From the previous lemma one obtains the following useful result that
holds if the base scheme Y is a point, i.e. Y = Spec(k) for some field k.

Proposition 1.2.7. For any pair of smooth schemes X and X′ over k, we have that
the following conditions are equivalent:
1) X(E) 6= ∅ if and only if X′(E) 6= ∅, for each field extension E/k;
2) Č(X) ∼= Č(X′) in Hs(k).

Proof. See [47, 2.3.10 and 2.3.11].

In particular, the previous proposition assures that all Čech simplicial
schemes are projectors in Hs(k), namely we have an isomorphism in the
simplicial homotopy category Č(X)× Č(X) ∼= Č(X) for any X.

11



1.3 unstable A1 -homotopy category

1.3 unstable A1 -homotopy category

In topology, the homotopy category is obtained, roughly speaking, by con-
tracting the interval [0, 1]. Till now we did not care about contracting any
interval in the simplicial homotopy category. The core idea at the base of the
A1-homotopy theory of Morel and Voevodsky is that, pursuing this parallel
path to topology, a good and natural candidate to consider as a substitute
of the unit interval is the affine line A1

Y, which for brevity we will denote
by A1. In this section we will recall their construction of the unstable A1-
homotopy category. In order to do so, we need to define an A1-structure in
Hs(Y). First, we define A1-local objects following [36].

Definition 1.3.1. A motivic space G is A1-local if for any motivic space F we have
a bijection

HomHs(Y)(F, G)→ HomHs(Y)(F× A1, G)

induced by the projection F× A1 → F.

We are now ready to introduce A1-weak equivalences.

Definition 1.3.2. A morphism f : F → F′ is an A1-weak equivalence if for any
A1-local space G we have that the induced map

HomHs(Y)(F′, G)→ HomHs(Y)(F, G)

is a bijection.

With this definition of weak equivalences in mind, it is possible to define
a model structure on Spc(Y) which actually takes into account the affine
line.

Theorem 1.3.3. The category Spc(Y) with weak equivalences given by A1-weak
equivalences, cofibrations given by monomorphisms and fibrations given by mor-
phisms with the right lifting property respect to acyclic cofibrations is a proper
model category.

Proof. See [36, Theorem 3.2]

Definition 1.3.4. The homotopy category we obtain from this model structure is
called the unstable motivic or A1-homotopy category. We will denote this category
by HA1(Y).

As for the simplicial homotopy category, we have an analogous model
structure on Spc∗(Y) which gives rise to a pointed A1-homotopy category
denoted byHA1,∗(Y). The smash product on pointed motivic spaces defines
a symmetric monoidal structure on HA1,∗(Y).

At this stage, we are ready to present the characters that play the role of
the spheres in this motivic setting. First, we need to mention that, unlike

12



1.4 stable A1 -homotopy category

the topological situation, in the motivic environment there are two types of
circles, the simplicial circle S1

s and the Tate circle S1
t . The simplicial circle

is just the pointed simplicial set ∆1/∂∆1 sitting inside Spc∗(Y) while the
Tate circle is the punctured affine line Gm = A1 − 0 pointed by 1. Smash-
ing these two kinds of circles one obtains bigraded spheres Sp,q = Sp−q

s ∧ Sq
t .

On the other hand, let us consider the quotient A1/(A1 − 0), which we
will shortly denote by T. Namely, T is defined by the following pushout
square of pointed simplicial Nisnevich sheaves

A1 − 0 //

��

A1

��
Spec(k) // T

A classical result in motivic homotopy theory tells us that the space T is A1-
homotopy equivalent to the projective line P1 and to the bigraded sphere
S2,1. Namely, we have the following proposition.

Proposition 1.3.5. S2,1 ∼= T ∼= P1 in HA1,∗(Y).

Proof. See [36, Lemma 2.15 and Corollary 2.18].

1.4 stable A1 -homotopy category

Once one has an unstable homotopy category, the natural following step
would be to stabilise it respect to a certain suspension in order to get a tri-
angulated category. With this in mind, we want to achieve a stable motivic
homotopy category by stabilising with respect to P1, which plays the role
of the sphere in topology, as we have already noticed in the previous sec-
tion. A possible approach, following [59] or [25], is to obtain the pursued
stabilisation by considering the category of T-spectra.

Definition 1.4.1. A T-spectrum is a collection of pointed motivic spaces E = {Em}
endowed with structure morphisms

σm : T ∧ Em → Em+1

A morphism f : E→ F of T-spectra is a collection of morphisms of pointed motivic
spaces { fm : Em → Fm} such that, for any m, the following square commutes

T ∧ Em
id∧ fm //

σm
��

T ∧ Fm

σm
��

Em+1 fm+1

// Fm+1

The category of T-spectra will be denoted by Spt(Y).

13



1.4 stable A1 -homotopy category

For any pointed space F we will denote by Σ∞F the corresponding sus-
pension T-spectrum, defined by (Σ∞F)m = Tm ∧ F.

Definition 1.4.2. For any T-spectrum E, the stable homotopy groups of E are the
presheaves of groups defined by

πp,q(E)(U) = colimn HomHA1 (Y)(S
p−q+n
s ∧ Sq+n

t , En(U))

This definition of stable homotopy groups allows to define a model struc-
ture on the category of motivic spectra.

Definition 1.4.3. A morphism f : E→ F of T-spectra is:
1) a stable weak equivalence if the induced morphism on stable homotopy groups
πp,q(E)→ πp,q(F) is an isomorphism of presheaves of groups for any p and q;
2) a cofibration if it is a monomorphism at each level;
3) a fibration if it has the right lifting property with respect to all acyclic cofibra-
tions.

The classes of stable weak equivalences, cofibrations and fibrations just
defined actually provide the category of T-speactra Spt(Y) with a stable
model structure.

Theorem 1.4.4. The category of T-spectra, together with stable weak equivalences,
cofibrations and fibrations defined above, is a proper simplicial model category.

Proof. See [25, Theorem 2.9 and Lemma 3.7].

In a nutshell, by inverting stable weak equivalences we get the stable A1-
homotopy category.

Definition 1.4.5. The homotopy category associated to the stable model structure
on the category of T-spectra is called the stable motivic or A1-homotopy category
over Y and will be denoted by SHA1(Y).

From the fact S1
s is a cogroup object in HA1(Y) one has that hom-sets in

SHA1(Y) are always abelian groups since each T-spectrum is a two-fold
simplicial suspension. It follows that the stable motivic homotopy category
is additive and, moreover, triangulated. Indeed, one gets a triangulated
structure by considering as shift the simplicial suspension, namely E[1] =
S1

s ∧ E, and as distinguished triangles the triangles isomorphic to the cofiber
sequences

E
f−→ F → Cone( f )→ S1

s ∧ E

where Cone( f ) is defined in Spt(Y) by the following pushout square

E
f

//

��

F

��
E ∧ ∆[1] // Cone( f )

14



1.5 triangulated category of motives

Among other advantages, the stable motivic homotopy category is the
natural environment to deal with homology and cohomology. The main
reason is that, actually, homology and cohomology theories are represented
in SHA1(Y). More precisely, we have that for any T-spectrum E the corre-
sponding homology and cohomology are defined respectively by

Ep,q(F) = HomSHA1 (Y)(S
p,q, E ∧ F)

and
Ep,q(F) = HomSHA1 (Y)(F, E(q)[p])

where by E(q)[p] we mean the T-spectrum Sp,q ∧ E. All homology and co-
homology theories arising in this way are called "large" theories.

In particular, motivic cohomology, which is the main cohomology the-
ory we will consider throughout this thesis, is represented by the motivic
Eilenberg-MacLane spectrum H Z, defined by

(H Z)m = L(Am)/L(Am − 0) ∼= L((P1)∧m)

where by L(X) we mean the sheaf that sends any smooth scheme U over Y
to the free abelian group generated by the closed irreducible subschemes of
U ×Y X which are finite and surjective over a connected component of U,
provided that the base scheme Y is regular (we will discuss better this sheaf
in the next section). The assembly morphisms are given by the compositions

T ∧ (H Z)m ∼= P1 ∧ L((P1)∧m)→ L(P1) ∧ L((P1)∧m)

→ L((P1)∧m+1) ∼= (H Z)m+1

1.5 triangulated category of motives

We have till now introduced the motivic counterparts of homotopic cate-
gories. At this point, we would like to complete this picture by showing the
construction of a triangulated category which replaces somehow in the mo-
tivic setting the derived category of abelian groups in topology. As we will
see, this provides a natural environment to work with motivic cohomology.

Fix a commutative ring with identity R and a regular Noetherian scheme
Y.

Definition 1.5.1. For any U and V in Sm/Y define c(U, V) by

c(U, V) =
⊕

R · {W |W integral closed subscheme o f U ×Y V f inite over U

and surjective over a connected component o f U}

Elements of c(U, V) are called finite correspondences from U to V.

15



1.5 triangulated category of motives

Let φ be a finite correspondence from U to V and ψ a finite correspon-
dence from V to W. Then, one can define the composition ψ ◦ φ as the fi-
nite correspondence from U to W obtained by (pU × pW)∗((pU × pV)

∗(φ)∩
(pV × pW)∗(ψ)), where pU, pV and pW are the obvious projections. With
this composition one can construct the category of finite correspondences.

Definition 1.5.2. The category of finite correspondences with R-coefficients is
the category whose objects are smooth schemes over Y and morphisms are finite
correspondences. We will denote this category, which is naturally R-linear, by
Cor(Y, R).

Note that there exists a motivic functor from Sm/Y to Cor(Y, R) sending
each smooth scheme U to itself and each smooth morphism f : U → V to
its graph Γ f .

Definition 1.5.3. A presheaf with transfers on Sm/Y is an R-linear contravariant
functor from Cor(Y, R) to the category of R-modules. It will be called Nisnevich
sheaf with transfers if the underlying presheaf of R-modules on Sm/Y is a sheaf in
the Nisnevich topology.

The category of presheaves with transfers will be denoted by PST(Y, R)
while the category of Nisnevich sheaves with transfers will be denoted by
STNis(Y, R). Every smooth scheme V over Y is represented in PST(Y, R) by
the presheaf with transfers L(V) defined by U → cor(U, V). Indeed, L(V)
is a Nisnevich sheaf for any V ∈ Sm/Y.

Theorem 1.5.4. The category of Nisnevich sheaves with transfers is abelian.

Proof. See [60, Theorem 3.1.4] and [8, Proposition 10.3.9].

Hence, one can construct its derived category of complexes of Nisnevich
sheaves with transfers bounded from above, which we will compactly de-
note by D−(STNis(Y, R)). Then, we can consider its smallest thick subcat-
egory E(Y) containing the morphisms L(U × A1) → L(U) for any smooth
scheme U and closed under direct sums. Notice that the quotient cate-
gory D−(STNis(Y, R))/ E(Y) is the localization D−(STNis(Y, R))[W(Y)−1],
where W(Y) is the class of morphisms which have cone in E(Y). Mor-
phisms inW(Y) are called A1-weak equivalences.

Definition 1.5.5. The localization D−(STNis(Y, R))[W(Y)−1] is denoted simply
by DM−

e f f (Y, R) and is called the triangulated category of motives over Y with
R-coefficients.

Let ∆• be the standard cosimplicial object defined by

∆n = Y×Spec(Z) Spec(Z[t0, . . . , tn]/
n

∑
i=0

ti − 1)
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1.5 triangulated category of motives

Then, if F is a presheaf with transfers we can consider its Suslin complex
C∗(F) defined by Cn(F)(U) = F(U × ∆n) endowed with differentials given
by ∑i(−1)iδ∗i , where the δ∗i correspond to the boundary maps of ∆•. If F
is a Nisnevich sheaf with transfers, then one can easily see that its Suslin
complex is a complex of Nisnevich sheaves with transfers.

Definition 1.5.6. For any smooth scheme X over Y, the motive of X is the object
M(X) in DM−

e f f (Y, R) corresponding to the Suslin complex C∗(L(X)). Indeed,
M defines a functor from Sm/Y to DM−

e f f (Y, R).

The category of motives is moreover tensor triangulated (see [60] and [8])
with a tensor product which will be denoted by ⊗.

Definition 1.5.7. The thick subcategory of DM−
e f f (Y, R) generated by motives of

smooth schemes is denoted by DM−
gm(Y, R) and is called the category of geometric

motives.

We will now recall the main properties of the triangulated category of
motives (see [60] and [8]):
1) (A1-homotopy invariance) the projection U× A1 → U induces an isomor-
phism M(U × A1) ∼= M(U);
2) (Kunneth formula) M(U ×V) ∼= M(U)⊗M(V);
3) (Mayer-Vietoris triangle) for any open cover {U, V} of a smooth scheme
X there is a distinguished triangle

M(U ∩V)→ M(U)⊕M(V)→ M(X)→ M(U ∩V)[1]

4) (vector bundle) for any vector bundle E→ X the induced map on motives
M(E)→ M(X) is an isomorphism;
5) (projective bundle) for any projective bundle P→ X of rank n there is an
isomorphism

M(P) ∼=
n⊕

i=0

M(X)(i)[2i]

6) (Gysin triangle) for any closed immersion Z → X of pure codimension
c between smooth separated schemes of finite type there is a distinguished
triangle

M(X− Z)→ M(X)→ M(Z)(c)[2c]→ M(X− Z)[1]

7) (cancellation) If Y is a perfect field, then for any M and N in DM−
e f f (Y, R)

the natural map

HomDM−e f f (Y,R)(M, N)→ HomDM−e f f (Y,R)(M(1), N(1))

is an isomorphism;
8) (Chow motives) for any pair of smooth projective schemes U and V,
where U has pure relative dimension d over Y, there is an isomorphism

HomDM−e f f (Y,R)(M(U), M(V)) ∼= CHd(U ×V)
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1.6 the motivic steenrod algebra

Definition 1.5.8. The motive of Y, considered over itself with the identity mor-
phism, will be denoted by T and will be called the trivial Tate motive.

For any smooth scheme X over Y, we have a morphism M(X) → T in
DM−

e f f (Y, R). We define the reduced motive of X as Cone(M(X)→ T)[−1]

and we will denote it by M̃(X).

As a particular case, we have a distinguished triangle

M(Gm)→ T → M̃(Gm)[1]→ M(Gm)[1]

which is split since there is a morphism from Y to Gm. Then, we will define
the Tate motive T(1) to be M̃(Gm)[−1]. Hence, M(Gm) = T ⊕ T(1)[1]. This
leads to the definition of Tate motives with various shifts simply by impos-
ing T(q) = T(1)⊗q.

The power of the triangulated category of motives is, for example, stressed
by the fact that motivic cohomology is represented in DM−

e f f (Y, R). Indeed,
we have that

Hp,q(X, R) = HomDM−e f f (Y,R)(M(X), T(q)[p])

The following fundamental result computes the motivic cohomology with
Z /2-coefficients of the point, which we will compactly denote by H for the
rest of this thesis.

Theorem 1.5.9. We have that H = KM(k)/2[τ], where KM(k) is the Milnor
K-theory of k and τ is the non-trivial cohomology class in bidegree (1)[0].

Proof. See [62].

We end this section with a result that claims the triviality in certain re-
gions of the motivic cohomology of a smooth simplicial scheme.

Proposition 1.5.10. Let X• be a smooth simplicial scheme over k. Then, the motivic
cohomology group Hp,q(X•, Z) is zero in the following cases:
1) q < 0;
2) q = 0 and p < 0;
3) q = 1 and p ≤ 0.

Proof. See [58, Corollary 2.2].

1.6 the motivic steenrod algebra

Cohomology operations are pivotal tools for the study of algebro-geometric
problems from a motivic homotopic point of view. As in topology, they
enrich the structure of motivic cohomology rings, which are naturally left
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1.6 the motivic steenrod algebra

modules over the algebra of stable cohomology operations. This algebra is
called motivic Steenrod algebra and shares some of its main features, which
we will recall in this section, with its classical topological counterpart. Since
in this thesis we will mainly consider motivic cohomology rings with Z /2-
coefficients, this section will report only results about the mod 2 motivic
Steenrod algebra.

We fix for the rest of this section the base scheme Y to be a point Spec(k)
for some field k of characteristic different from 2. We recall that in [61] there
is a construction of Steenrod squares Sqi for fields of characteristic 0 which
is generalised to fields of any characteristic different from 2 in [22].

Definition 1.6.1. The motivic Steenrod algebra that we will denote byA is the sub-
algebra of the algebra of bistable operations in mod 2 motivic cohomology generated
over H by the Steenrod squares Sqi of bidegree ([i/2])[i] for any i ≥ 0.

The following important result tells us that indeed A contains all bistable
cohomology operations.

Theorem 1.6.2. A is the algebra of bistable cohomology operations in mod 2 mo-
tivic cohomology.

Proof. See [22, Theorem 1.1] and [64, Theorem 3.49].

Notice that, unlike in topology, the action of the motivic Steenrod alge-
bra on the cohomology of the point is non-trivial. In fact, we have that
Sq1(τ) = ρ, where ρ is the class of −1 in the first Milnor K-group of k mod-
ulo 2.

We have the following important result which describes essentially all
relations between Steenrod squares.

Theorem 1.6.3. (Adem relations) In A we have the following relations for any
a < 2b:
1) if a and b are even

SqaSqb =
[a/2]

∑
c=0

τc mod2
(

b− c− 1
a− 2c

)
Sqa+b−cSqc

2) if a is even and b is odd

SqaSqb =
[a/2]

∑
c=0

(
b− c− 1

a− 2c

)
Sqa+b−cSqc +

[a/2]

∑
c=0,c odd

ρ

(
b− c− 1

a− 2c

)
Sqa+b−c−1Sqc

3) if a is odd and b is even

SqaSqb =
[a/2]

∑
c=0

(
b− c− 1

a− 2c

)
Sqa+b−cSqc +

[a/2]

∑
c=0,c odd

ρ

(
b− c− 1
a− 2c− 1

)
Sqa+b−c−1Sqc
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1.6 the motivic steenrod algebra

4) if a and b are odd

SqaSqb =
[a/2]

∑
c=0

(
b− c− 1

a− 2c

)
Sqa+b−cSqc

Proof. See [22, Theorem 5.1] and [61, Theorem 10.2].

As in topology, it follows from Adem relations the following useful corol-
lary that provides a set of generators of A as an H-algebra.

Corollary 1.6.4. A is generated as an algebra over H by the Steenrod squares Sq2i

for any i ≥ 0.

The following proposition describes the behaviour of Steenrod squares
respect to the cup product in motivic cohomology.

Proposition 1.6.5. (Cartan formula)

Sq2n(xy) = ∑
i

τi mod2Sqi(x)Sq2n−i(y)

Sq1(xy) = Sq1(x)y + xSq1(y)

Proof. See [61, Proposition 9.7].

Other important properties that we are going to use in this thesis are
summarised in the following two results.

Lemma 1.6.6. For any x in bidegree (n)[2n] one has that Sq2n(x) = x2.

Proof. See [61, Lemma 9.8].

Lemma 1.6.7. For any x in bidegree (q)[p] one has that Sq2n(x) = 0 for any
n > p− q and n ≥ q.

Proof. See [61, Lemma 9.9].

Now, we recall the structure of the dual of the motivic Steenrod algebra
A∗,∗.

Theorem 1.6.8. The dual of the motivic Steenrod algebra A∗,∗ is isomorphic to
the graded commutative H-algebra generated by elements τi, for i ≥ 0, in bidegree
(2i − 1)[2i+1 − 1] and ξi, for i > 0, in bidegree (2i − 1)[2i+1 − 2] subject to
relations τ2

i = τξi+1 + ρτi+1 + ρτ0ξi+1 for any i ≥ 0.

Proof. See [22, Theorem 5.6] and [61, Theorem 12.6].

In the Steenrod algebra there are very special operations, namely the Mil-
nor operations Qj, which have shown to be invaluable tools for the proof of
the Milnor conjecture (see [62]) and of the Bloch-Kato conjecture (see [65]).
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1.6 the motivic steenrod algebra

Definition 1.6.9. Qj is the element in A dual with respect to the standard skew-
polynomial basis to the element τj in A∗,∗.

Following [28, Remark 5], they can also be defined inductively by

Q0 = Sq1

and
Qj = Sq2j

Qj−1 + Qj−1Sq2j
+ ρSq2j−1

Qj−1Qj−2

The following result recapitulates the main features of Milnor operations.

Proposition 1.6.10. Q2
j = 0 and [Qi, Qj] = 0, i.e. Milnor operations generate an

exterior subalgebra in A.

Proof. See [61, Proposition 13.4].

We finish this section by noticing that, when −1 is a square in the base
field, i.e. ρ = 0 in H, the behaviour of the motivic Steenrod algebra is
particularly similar to the topological one’s. For example, when ρ is zero,
the action of the motivic Steenrod algebra on the cohomology of the point
is indeed trivial and the Milnor operations can be just defined by the usual
recursive formula

Qj = [Sq2j
, Qj−1]

well known from topology.
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The principal aim of this thesis is to make a few steps forward in the inves-
tigation of torsors from a motivic homotopic point of view. In a nutshell,
we will compute the motivic cohomology rings of some classifying spaces
where characteristic classes for torsors come from.

In order to do so, we first need to recall definitions and main properties of
motivic categories over a simplicial base (see [63]). These triangulated cate-
gories of motives constitute the right environment to work with fibrations
of simplicial schemes with reduced fibers which are motivically invertible.
This study will lead us to the construction in good generality of long exact
sequences in motivic cohomology of the same type of Gysin long exact se-
quences for spherical fibrations in topology.

After having dealt with the necessary general results that will enable fur-
ther computations, we will present the main characters of this thesis, i.e.
torsors of linear algebraic groups. Then, we will introduce Nisnevich and étale
classifying spaces (see [36]). In particular, we will highlight their deep con-
nection and prove some of their main features, which will be used often in
the next chapters. We will see that some specific morphisms of classifying
spaces meet exactly the conditions required to produce the above mentioned
Gysin sequences. This will constitute the main technique we are going to
use in order to obtain the description of the motivic cohomology rings of
certain Nisnevich classifying spaces, which will provide us with subtle in-
variants for certain types of torsors.

At the end of this chapter, we will recall, as a leading example, the case of
orthogonal groups, whose torsors over the point are quadratic forms, studied
by Smirnov and Vishik in [47]. Our future results are modelled on and find
their roots in the just mentioned orthogonal case.

22



2.1 motives over a simplicial base

2.1 motives over a simplicial base

The main purpose of this section is to recall some key definitions and re-
sults regarding the triangulated category of motives over a simplicial base,
which will be a pivotal tool for our computations.

Let us fix a smooth simplicial scheme Y• over k and a commutative ring
with identity R. Following [63], we will denote by Sm/Y• the category
whose objects are given by pairs (U, j), where j is a non-negative integer
and U is a smooth scheme over Yj, and whose morphisms from (U, j) to
(V, i) are given by pairs ( f , θ), where θ : [i] → [j] is a simplicial map and
f : U → V is a morphism of schemes, such that the following diagram is
commutative

U
f
//

��

V

��
Yj Yθ

// Yi

The definition of motivic spaces over simplicial schemes then is essentially
the same of spaces over schemes given in section 1.

Definition 2.1.1. We will denote by Spc(Y•) = ∆opShvNis(Sm/Y•) the category
of motivic spaces over Y• and by Spc∗(Y•) its pointed counterpart, consisting re-
spectively of unpointed and pointed simplicial Nisnevich sheaves over Sm/Y•.

For any morphism f : F → G in Spc∗(Y•) there is a cofiber sequence

F → G → Cone( f )→ S1
s ∧ F

where Cone( f ) is defined by the following pushout diagram in Spc∗(Y•)

F
f

//

��

G

��
F ∧ ∆[1] // Cone( f )

Definition 2.1.2. A presheaf with transfers on the simplicial scheme Y• is given
by a collection {Fi}i≥0 of presheaves with transfers on Sm/Yi respectively together
with a morphism of presheaves with transfers Fθ : Y∗θ (Fi) → Fj for any simplicial
map θ : [i] → [j], such that Fid = id and Fφψ : Y∗φψ(Fi) → Fk is equal to
the composition of Y∗φ Fψ : Y∗φY∗ψ(Fi) → Y∗φ(Fj) and Fφ : Y∗φ(Fj) → Fk, where
φ : [j]→ [k] and ψ : [i]→ [j] are simplicial maps.

For any (V, i) in Sm/Y•, let L(V, i) be the presheaf with transfers on Y•
whose j-th component is given by

L(V, i)j =
⊕

θ:[i]→[j]

L(V ×θ Yj)
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2.1 motives over a simplicial base

where V ×θ Yj is defined via the pullback square

V ×θ Yj //

��

Yj

Yθ
��

V // Yi

for any simplicial map θ : [i]→ [j].

We will denote by PST(Y•, R) the category of presheaves with transfers
over Y• with R-coefficients and by Cor(Y•, R) its full subcategory generated
by all possible direct sums of objects of the type L(V, i).

Lemma 2.1.3. The category PST(Y•, R) is naturally equivalent to the category of
R-linear contravariant functors from Cor(Y•, R) to the category of R-modules.

Proof. See [63, Lemma 2.3].

For any i consider the functor ri : Cor(Yi, R) → Cor(Y•, R) which sends
V to L(V, i). These functors ri induce in the standard way a pair of adjoint
functors

PST(Y•, R)
ri,# ↑ ↓ r∗i
PST(Yi, R)

Sheafifying in the Nisnevich topology we get the category of Nisnevich
sheaves with transfers over Y•, which we will denote by STNis(Y•, R). Let
E i(Y•) be the class in PST(Y•) obtained as ri,#(E(Yi)), where E(Yi) has
been defined in Section 1.5, and E(Y•) be the smallest thick subcategory
of PST(Y•) containing all E i(Y•) and closed under direct sums. A mor-
phism in D−(STNis(Y•, R)) is called an A1-weak equivalence if its cone lives
in E(Y•). Let us denote byW(Y•) the class of A1-weak equivalences.

Definition 2.1.4. The triangulated category of motives over the simplicial scheme
Y• is the localization of D−(STNis(Y•, R)) with respect to A1-weak equivalences,
i.e. D−(STNis(Y•, R))[W(Y•)−1]. We will denote this category byDM−

e f f (Y•, R).

This category of motives over a simplicial base is a tensor triangulated
category. One of the main properties of this category is the following.

Proposition 2.1.5.

Hp,q(Y•, R) = HomDM−e f f (Y•,R)
(T, T(q)[p])

Proof. See [63, Proposition 5.3].
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2.2 gysin long exact sequences in motivic cohomology

We notice that every cofiber sequence in Spc∗(Y•) induces a distinguished
triangle in DM−

e f f (Y•, R). Besides, attached to this category there is a se-
quence of restriction functors

r∗i : DM−
e f f (Y•, R)→ DM−

e f f (Yi, R)

induced by the funtors above defined on the categories of presheaves with
transfers. The image of a motive N ∈ DM−

e f f (Y•, R) under r∗i will be simply
denoted by Ni. Furthermore, we have the following adjunction for any
morphism p : Y• → Y′• of smooth simplicial schemes

DM−
e f f (Y•, R)

Lp∗ ↑ ↓ Rp∗
DM−

e f f (Y
′
•, R)

In the case that p is smooth, together with the previous one, there is also
the following adjunction

DM−
e f f (Y•, R)

Lp# ↓ ↑ p∗

DM−
e f f (Y

′
•, R)

We finish this section by noticing that, for any smooth simplicial scheme Y•
over k, we have a pair of adjoint functors

DM−
e f f (Y•, R)

Lc# ↓ ↑ c∗

DM−
e f f (k, R)

where c : Y• → Spec(k) is the projection to the base. Then, DM−
e f f (Y•, R)

contains Tate objects which are defined by T(q)[p] = c∗(T(q)[p]). In general,
for any motive M in DM−

e f f (k, R) we will also denote by M its image c∗(M)

in DM−
e f f (Y•, R).

2.2 gysin long exact sequences in motivic cohomology

We report below some results about the category of motives over a simpli-
cial base which will be central throughout this thesis in order to deal with
fibrations with motivically invertible reduced fibers.

First of all, we recall some facts about coherence taken from [47].
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2.2 gysin long exact sequences in motivic cohomology

Definition 2.2.1. A smooth coherent morphism is a smooth morphism π : X• →
Y• such that there is a cartesian diagram

Xj
πj //

Xθ
��

Yj

Yθ
��

Xi πi
// Yi

for any simplicial map θ : [i]→ [j].

Definition 2.2.2. A motive N in DM−
e f f (Y•, R) is said to be coherent if all simpli-

cial morphisms θ : [i]→ [j] induce structural isomorphisms Nθ : LY∗θ (Ni)→ Nj.

The full subcategory of DM−
e f f (Y•, R) whose objects are coherent motives

will be denoted by DM−
coh(Y•, R). The fact that LY∗θ is a triangulated func-

tor implies that DM−
coh(Y•, R) is closed under taking cones and arbitrary

direct sums. On the other hand, we have that Lπ# maps coherent objects to
coherent ones for any smooth coherent morphism π. Hence, M(X•

π−→ Y•)
is a coherent motive, where by M(X•

π−→ Y•) we mean the image Lπ#(T) of
the trivial Tate motive.

We are now ready to report some technical propositions which will en-
able us to work quite confidently with fibrations of simplicial schemes with
motivically invertible reduced fibers. Before stating the results, we define
the simplicial set CC(Y•) by applying to Y• the functor CC which sends each
connected component of each Yi to the point and commutes with colimits.

Proposition 2.2.3. Suppose that H1(CC(Y•), R×) = 0. Let T be the trivial Tate
motive and N ∈ DM−

coh(Y•, R) be such a motive that its graded components
Ni ∈ DM−

e f f (Yi, R) are isomorphic to T. Then N is isomorphic to T.

Proof. See [47, Proposition 3.1.5].

From the previous proposition we immediately deduce the following
corollary which is a generalisation for all invertible motives.

Corollary 2.2.4. Suppose that H1(CC(Y•), R×) = 0. Let M be an invertible
motive in DM−

e f f (k, R) and N ∈ DM−
coh(Y•, R) be such a motive that its graded

components Ni ∈ DM−
e f f (Yi, R) are isomorphic to M. Then N is isomorphic to

M.

Proof. Consider the motive N ⊗M−1 in DM−
e f f (Y•, R). We notice that

(N ⊗M−1)i
∼= Ni ⊗M−1 ∼= M⊗M−1 ∼= T

and, for any simplicial map θ : [i]→ [j], the morphisms

LY∗θ ((N ⊗M−1)i)→ (N ⊗M−1)j

26



2.2 gysin long exact sequences in motivic cohomology

are nothing else but the isomorphisms (LY∗θ (Ni) → Nj) ⊗ M−1. Then, it
follows from Proposition 2.2.3 that N ⊗ M−1 ∼= T, which completes the
proof.

Notice that the condition H1(CC(Y•), R×) = 0 is automatically satisfied
if R = Z /2, which is the case we will be mainly interested in.

Recall that, in topology, for a spherical fibration

Sn−1 → E→ B

there exists a long exact sequence of cohomology groups

· · · → H∗−1(E)→ H∗−n(B)→ H∗(B)→ H∗(E)→ . . .

called Gysin sequence, where the middle morphism is the multiplication by
a certain class in the cohomology of the base space (see for example [50,
Section 15.30]).

Now, we want to present the core technique inspired by [47] we will
use in this thesis. This result allows to generate long exact sequences in
motivic cohomology associated to fibrations with reduced fibers which are
motivically invertible, of the same nature of Gysin sequences for sphere
bundles in topology.

Proposition 2.2.5. Let π : X• → Y• be a smooth coherent morphism of smooth
simplicial schemes over k and A a smooth k-scheme such that:
1) over the 0th simplicial component π is isomorphic to the projection Y0×A→ Y0;
2) H1(CC(Y•), R×) = 0;
3) M̃(A) is an invertible motive in DM−

e f f (k, R).

Then, M(Cone(π)) ∼= M̃(A)[1] ∈ DM−
e f f (Y•, R) where Cone(π) is the cone of

π in Spc∗(Y•).

Proof. In Spc∗(Y•) we have a cofiber sequence

X•
π−→ Y• → Cone(π)→ S1

s ∧ X•

which induces a distinguished triangle

M(X•
π−→ Y•)→ T → M(Cone(π))→ M(X•

π−→ Y•)[1]

in the motivic category DM−
e f f (Y•, R). Since π is smooth coherent we have

by 1) that it is the projection over any simplicial component. It immediately
follows that πi : Yi × A ∼= Xi → Yi induces the morphism M(A) → T in
DM−

e f f (Yi, R) for any i, from which we get that M(Cone(π))i
∼= M̃(A)[1] in

DM−
e f f (Yi, R). Moreover, we point out that M(Cone(π)) is in DM−

coh(Y•, R),

since both M(X•
π−→ Y•) and T are coherent objects. Hence, Proposition

2.2.3 implies that M(Cone(π)) ∼= M̃(A)[1] in DM−
e f f (Y•, R), and the proof

is complete.
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2.2 gysin long exact sequences in motivic cohomology

Moreover, we get a Thom isomorphism of H(Y•, R)-modules

H∗−s,∗′−r(Y•, R)→ H∗,∗
′
(Cone(π), R)

in the case that the reduced motive of A is the Tate motive T(r)[s− 1].

Definition 2.2.6. The image of 1 under the Thom isomorphism will be called Thom
class and it will be denoted by α.

In order to understand exactly why the previous proposition generates
sequences of Gysin type we need to find the right substitute for the topo-
logical sphere Sn−1 in the motivic setting. The character that plays the role
of the sphere in our case is, indeed, the split affine quadric Aqn defined by
the equation qn = 1, where qn is the standard split n-dimensional quadratic
form. As we will see better lately, the reduced motive of Aqn is the Tate
motive T([n/2])[n − 1]. Hence, by the Thom isomorphism, we get a long
exact sequence of motivic cohomology groups

· · · → H∗−1,∗′(X•, R)→ H∗−n,∗′−[n/2](Y•, R)→

H∗,∗
′
(Y•, R)→ H∗,∗

′
(X•, R)→ . . .

which completes the analogy with Gysin sequences.

Later, we will also need the following result about functoriality of the
isomorphism found in the previous proposition.

Proposition 2.2.7. Let π : X• → Y• and π′ : X′• → Y′• be smooth coherent
morphisms of smooth simplicial schemes over k and A a smooth k-scheme that
satisfies all conditions from the previous proposition with respect to π′ and such
that the following diagram is cartesian with all morphisms smooth

X•
π //

pX
��

Y•
pY
��

X′• π′
// Y′•

Then, the induced square of motives in the categoryDM−
e f f (Y

′
•, R) extends uniquely

to a morphism of triangles where LpY#M(Cone(π))→ M(Cone(π′)) is given by
M(pY)⊗ idM̃(A)[1].

Proof. We start by noticing that in Spc∗(Y′•) we can complete our commuta-
tive diagram to a morphism of cofiber sequences

X•
π //

pX
��

Y• //

pY
��

Cone(π) //

p
��

S1
s ∧ X•

id∧pX
��

X′•
π′ // Y′• // Cone(π′) // S1

s ∧ X′•
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2.2 gysin long exact sequences in motivic cohomology

which induces a morphism of distinguished triangles in DM−
e f f (Y

′
•, R)

LpY#M(X•
π−→ Y•) //

M(pX) ��

LpY#T //

M(pY)

��

LpY#Cone(π) ∼= LpY#M̃(A)[1] //

M(p)
��

LpY#M(X•
π−→ Y•)[1]

M(pX)[1]��

M(X′•
π′−→ Y′•) // T // Cone(π′) ∼= M̃(A)[1] // M(X′•

π′−→ Y′•)[1]

where the isomorphisms in the third column follow by Proposition 2.2.5.
If we restrict our previous diagrams to the 0th simplicial component we
obtain in Spc∗(Y′0)

Y0 × A
π0 //

pY0×id
��

Y0 //

pY0
��

Cone(π0) //

p0
��

S1
s ∧ (Y0 × A)

id∧(pY0×id)
��

Y′0 × A
π′0 // Y′0 // Cone(π′0) // S1

s ∧ (Y′0 × A)

and in DM−
e f f (Y

′
0, R)

LpY0#M(A) //

M(pY0 )⊗idM(A)

��

LpY0#T //

M(pY0 )

��

LpY0#M̃(A)[1] //

M(p0)
��

LpY0#M(A)[1]

M(pY0 )⊗idM(A) [1]

��
M(A) // T // M̃(A)[1] // M(A)[1]

Note that

HomDM−e f f (Y
′
0,R)(LpY0#M̃(A)[1], T) ∼= HomDM−e f f (Y0,R)(M̃(A)[1], p∗Y0

T) ∼=

HomDM−e f f (Y0,R)(M̃(A)[1], T) ∼= HomDM−e f f (k,R)(M̃(Y0 × A)[1], T) ∼= 0

since Y0 × A is a smooth scheme over k, so has no cohomology in bide-
gree (0)[−1] by Proposition 2.4.8, and H0,0(Spec(k), R) → H0,0(Y0 × A, R)
is injective. From this we deduce that M(p0) must be M(pY0) ⊗ idM̃(A)[1],
as M(pY0)⊗ idM̃(A)[1] is the only possible map extending the commutative
square on the left.

At this point we notice that both M(p) and M(pY)⊗ idM̃(A)[1] belong to

HomDM−e f f (Y
′•,R)

(LpY#M̃(A)[1], M̃(A)[1]) ∼=

HomDM−e f f (Y•,R)
(M̃(A), p∗Y M̃(A)) ∼=

HomDM−e f f (Y•,R)
(M̃(A), M̃(A)) ∼= H0,0(Y•, R)
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2.3 torsors and classifying spaces

since M̃(A) is an invertible motive. Similarly M(p0) = M(pY0)⊗ idM̃(A)[1]
belongs to

HomDM−e f f (Y
′
0,R)(LpY0#M̃(A)[1], M̃(A)[1]) ∼=

HomDM−e f f (Y0,R)(M̃(A), p∗Y0
M̃(A)) ∼=

HomDM−e f f (Y0,R)(M̃(A), M̃(A)) ∼= H0,0(Y0, R)

Now, recall that H0,0(Y•, R) is the free R-module with rank equal to the
number of connected components of Y• and H0,0(Y0, R) is the free R-module
with rank equal to the number of connected components of Y0. The set of
connected components of Y• is obtained from the set of connected compo-
nents of Y0 by identifying all the couples of components of Y0 linked by a
connected component of Y1 via the face maps. In other words, H0,0(Y•, R)
is just the kernel of the morphism H0,0(Y0, R)→ H0,0(Y1, R) induced by the
simplicial data. It follows that the restriction

r∗0 : H0,0(Y•, R)→ H0,0(Y0, R)

is injective, hence M(p) = M(pY) ⊗ idM̃(A)[1], which is what we aimed to
prove.

In particular, from the previous proposition it immediately follows the
next corollary about functoriality of Thom classes.

Corollary 2.2.8. Under the hypothesis of Proposition 2.2.7 with M̃(A) being a
Tate motive, the homomorphism of H(Y′•, R)-modules

p∗ : H∗,∗
′
(Cone(π′), R)→ H∗,∗

′
(Cone(π), R)

sends α′ to α, where α′ and α are the respective Thom classes.

2.3 torsors and classifying spaces

We introduce in this section the objects of investigation of this thesis which
is essentially devoted to the analysis of torsors from a motivic homotopic
point of view.

Let X• be a motivic space (with Nisnevich or étale topology) over k and
G a linear algebraic group over k. A right action of G on X• is a morphism
a : X• × G → X•. The action is free if the morphism X• × G → X• × X•
defined by (x, g) 7→ (a(x, g), x) is a monomorphism. For any right G-action
on X• one can define the quotient X•/G as the coequilizer of the projection
X• × G → X• and the action.

Definition 2.3.1. A G-torsor over a motivic space Y• is a morphism X• → Y•
endowed with a free right action of G on X• over Y• such that X•/G → Y• is an
isomorphism.
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2.3 torsors and classifying spaces

We will denote by P(Y•, G)Nis or ét the set of isomorphism classes of G-
torsors over Y• in the Nisnevich or étale topology.

In this thesis we will focus in particular on Nisnevich classifying spaces
of linear algebraic groups over Spec(k). In fact, their motivic cohomology is
used to produce invariants of torsors which should supply an efficient tool
for their classification. In this section we recall some of their properties and
relations with étale classifying spaces.

Given a linear algebraic group G over k, let us denote by EG the simplicial
scheme defined on simplicial components by (EG)n = Gn+1 with partial
projections and partial diagonals as face and degeneracy maps respectively.
In few words, EG is the Čech simplicial scheme of the algebraic group G.
The operation in G induces a natural action on EG.

Definition 2.3.2. The Nisnevich classifying space BG is obtained by taking the
quotient of EG respect to the natural right G-action, i.e. BG = EG/G.

Moreover, from the morphism of sites π : (Sm/k)ét → (Sm/k)Nis we
obtain the following adjunction

Hs((Sm/k)ét)

π∗ ↑ ↓ Rπ∗

Hs((Sm/k)Nis)

where π∗ is the restriction to Nisnevich topology and π∗ is étale sheafifica-
tion.

Definition 2.3.3. The étale classifying space of G is defined by BétG = Rπ∗π∗BG.

Although this definition presents étale classifying spaces as objects of
Hs((Sm/k)Nis), there exists a geometric construction for their A1-homotopy
type (see [36]) obtained from a faithful representation ρ : G ↪→ GL(V) by
taking the quotient respect to the diagonal action of G on an open sub-
scheme of an infinite-dimensional affine space ⊕∞

i=1V where G acts freely.

The Nisnevich and étale classifying spaces are generally different from
each other. The following result gives a sufficient and necessary condition
for them to become equivalent.

Lemma 2.3.4. The canonical morphism BG → BétG is an isomorphism in Hs(k)
if and only if G is a sheaf in the étale topology and for any smooth scheme U over k
one has H1

Nis(U, G) = H1
ét(U, G).

Proof. See [36, Lemma 1.18].

Now, let H be an algebraic subgroup of G. Then, we can define two
simplicial objects related to BH.
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2.3 torsors and classifying spaces

Definition 2.3.5. By B̃H we denote the bisimplicial scheme (EH × EG)/H and
by B̂H the simplicial scheme EG/H, where the quotients are understood as étale
quotients.

We highlight that the obvious morphism of simplicial schemes π : B̂H →
BG is trivial over each simplicial component with G/H-fibers. At this point,
let us call by φ : B̃H → BH and ψ : B̃H → B̂H the two natural projec-
tions. Notice that φ is always trivial over each simplicial component with
contractible fiber EG, therefore an isomorphism in Hs(k). The behaviour of
ψ is somewhat different. Indeed, we need to impose a precise condition in
order to make it an isomorphism.

Proposition 2.3.6. If the map

HomHs(k)(Spec(R), BétH)→ HomHs(k)(Spec(R), BétG)

is injective for any henselian local ring R over k, then ψ is an isomorphism in
Hs(k). In particular, BH ∼= B̂H in Hs(k).

Proof. We start by noticing that the restriction of ψ over any simplicial com-
ponent is given by the morphism (EH × Gn+1)/H → Gn+1/H. The simpli-
cial scheme (EH× Gn+1)/H is nothing else but the Čech simplicial scheme
Č(Gn+1 → Gn+1/H) associated to the H-torsor Gn+1 → Gn+1/H which be-
comes split once extended to G. In order to check that

Č(Gn+1 → Gn+1/H)→ Gn+1/H

is a simplicial weak equivalence it is enough, by Lemma 1.2.4, to evaluate
on henselian local rings. Therefore, we need to look at the morphism of
simplicial sets

Č(Gn+1(R)→ Gn+1/H(R))→ Gn+1/H(R)

for any henselian local ring R over k. Now, the fiber of Gn+1 → Gn+1/H
over any point Spec(R) of Gn+1/H is given by a H-torsor P → Spec(R)
whose extension to G is split, so split itself by hypothesis. In other words,
this fiber is nothing else but the split H-torsor H × Spec(R) → Spec(R). In
this way we have found a splitting of Gn+1(R)→ Gn+1/H(R) which proves
that Č(Gn+1(R)→ Gn+1/H(R)) → Gn+1/H(R) is a weak equivalence of
simplicial sets, for any henselian local ring R. This implies that ψ is a weak
equivalence over any simplicial component, hence an isomorphism inHs(k).

In practice, due to results from [12], [38], [39] and [42], in most cases
we can check if ψ is a simplicial weak equivalence just by looking at field
extensions of k. In fact, we have the following theorems which we are going
to use later.

32



2.3 torsors and classifying spaces

Theorem 2.3.7. Let R be a local ring of a smooth variety over a field k of charac-
terisitic different from 2 and K the field of fractions of R. Let q be a quadratic space
over R. If qK is hyperbolic, then q is hyperbolic.

Proof. See [39, Theorem 5.1].

Theorem 2.3.8. Let R be a local ring containing a field k of characterisitic different
from 2 and K the field of fractions of R. Let (A, σ) be an Azumaya algebra with
involution over R and h a hermitian space over (A, σ). If hK is hyperbolic, then h
is hyperbolic.

Proof. See [39, Theorem 9.2].

More generally, one has the following result.

Theorem 2.3.9. Let R be a regular semi-local domain containing a field, and let K
be its field of fractions. Let G be a reductive group scheme over R. Then the map

H1
ét(R, G)→ H1

ét(K, G)

induced by the inclusion of R into K has a trivial kernel.

Proof. See [12, Theorem 1] and [42, Theorem 1.1].

In a nutshell, rationally trivial torsors of the othogonal group, the unitary
group and, in general, any other reductive group are locally trivial.

The natural embedding of algebraic groups H ↪→ G induces two mor-
phisms j : BH → B̂H and g : BH → BG. The following result tells us that,
under the hypothesis of the previous proposition, j identifies BH and B̂H
in Hs(k).

Proposition 2.3.10. Under the hypothesis of Proposition 2.3.6, j is an isomorphism
in Hs(k).

Proof. We already know that in this case the morphisms of bisimplicial
schemes φ and ψ become weak equivalences once restricted to simplicial
components. It follows that the morphisms they induce on the respective
diagonal simplicial objects, namely φ : ∆(B̃H)→ BH and ψ : ∆(B̃H)→ B̂H,
are weak equivalences. So, in order to get the result, it is enough to provide
a simplicial homotopy F(n)

i : (Hn+1 × Gn+1)/H → Gn+2/H between jφ and
ψ. One is given by

F(n)
i (h0, . . . , hn, g0, . . . , gn) = (h0, . . . , hi, gi, . . . , gn)

for any n and any 0 ≤ i ≤ n.
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Moreover, from the fact that g = π j, we obtain that j∗ : H(B̂H)→ H(BH)
is an isomorphism of H(BG)-modules.

We want to point out at this stage that the main reason why we would like
to work with π : B̂H → BG instead of g : BH → BG is that π is a smooth
coherent morphism which is trivial over the 0th simplicial component with
fiber G/H. This is particularly desirable since, provided the reduced G/H
is motivically invertible, we are entitled to use Proposition 2.2.5 in order to
get information on H(BG) out of H(BH). This is essentially how we will
be able to reconstruct in some cases the cohomology of the Nisnevich clas-
sifying space of an algebraic group inductively by looking at some natural
filtration of it.

The following crucial result assures us that actually classifying spaces
classify torsors in the respective topology.

Proposition 2.3.11. There exist bijections

HomHs(k)(Y•, BG) = P(Y•, G)Nis

and
HomHs(k)(Y•, BétG) = P(Y•, G)ét

Proof. See [36, Proposition 1.15].

We note that the torsors which are often worthy to be studied are the
ones in the étale topology. As an example, étale locally trivial torsors of
the orthogonal group over the point are all quadratic forms while there
is only one Nisnevich locally trivial torsor. For this reason, for the rest of
this thesis, by torsor we will automatically mean torsor in the étale topology.

Although from the previous proposition it is clear that torsors are classi-
fied by étale classifying spaces anyway it is convenient in certain situations
to investigate Nisnevich classifying spaces. The reason is clarified by the
following proposition.

Proposition 2.3.12. There exists a commutative square in Hs(k)

Č(X) //

��

BG

��
Spec(k) X // BétG

for any torsor X over the point.

Proof. See [47, 2.5.3].

34



2.3 torsors and classifying spaces

If we apply the motivic cohomology functor to the previous square we
obtain

H(Č(X)) H(BG)oo

H

OO

H(BétG)oo

OO

Then, it is clear that characteristic classes coming from the étale clas-
sifying spaces take value in a much simpler object, namely H, than the
one where the characteristic classes coming from the Nisnevich classifying
spaces land, namely H(Č(X)), which is infinite-dimensional. As a result,
we deduce that these invariants coming from H(BG), also called subtle char-
acteristic classes, may carry more information in principle about G-torsors
than the corresponding étale ones. Moreover, since the cohomology of the
point is trivial over the 0th diagonal we have that all subtle characteristic
classes coming from the étale classifying space in the above 0th diagonal
part trivialise in H(Č(X)). Unfortunately, as a drawback, we have that sub-
tle charateristic classes of different torsors take values in principle in differ-
ent places making it more difficult to compare them. On the other hand,
following [47], one can define the kernel invariant of a torsor which can be
used to make helpful comparisons.

Definition 2.3.13. For any G-torsor X over Spec(k), the kernel invariant of X is
defined as

Ker(X) = Ker(H(BG)→ H(Č(X)))

where H(Č(X))→ H(BG) is the morphism induced by Č(X)→ BG from Propo-
sition 2.3.12.

In this thesis, from the computation of the cohomology of certain clas-
sifying spaces, we will be able to deduce some information on the kernel
invariant for some classes of quadratic forms.

We finish this section by recalling an important result which will be useful
in the next chapters. First, we need to define torsor triples which are triples
(G, X, G′) where G and G′ are linear algebraic groups over a field k and X
is both a left G-torsor and a right G′-torsor. Then, we have the following
proposition.

Proposition 2.3.14. For any torsor triple (G, X, G′) there is a natural isomorphism
in Hs(k)

Č(X)× BG′

&&LL
LLL

LLL
LL
oo

∼= // BG× Č(X)

yyrrr
rrr

rrr
r

Č(X)

Proof. See [47, Proposition 2.6.1].
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2.4 subtle stiefel-whitney classes

Moreover, we notice that, by looking at the proof of the previous propo-
sition, it is clear that the claimed isomorphism is functorial, i.e. for any
morphism of torsor triples (H, Z, H′) → (G, X, G′) there exists a commuta-
tive diagram in Hs(k)

Č(Z)× BH′

��

oo
∼= // BH × Č(Z)

��

Č(X)× BG′ oo
∼= // BG× Č(X)

2.4 subtle stiefel-whitney classes

We now move our attention to one particular case which is of main interest
for the purposes of this thesis, i.e. the case of orthogonal groups. This case
has been deeply studied by Smirnov and Vishik in [47]. In this section we
will report their main results, which will be fundamental throughout the
rest of this work. In particular, we will recall what subtle Stiefel-Whitney
classes are and summarise some of their main applications.

First, note that, since On-torsors correspond to quadratic forms, for which
Witt cancellation theorem holds over any field, On−1-torsors inject in On-
torsors via the map q 7→ q ⊥ 〈(−1)n−1〉. Then, due to Theorem 2.3.7, it is
possible to apply Propositions 2.3.6 and 2.3.10 to the case that G and H are
respectively On and On−1. Moreover, we recall that

Aqn
∼= On/On−1

where Aqn is the affine quadric defined by the equation qn = 1, where qn is
the standard split quadratic form ⊥n

i=1 〈(−1)i−1〉. The motive of this split
affine quadric is provided by the following proposition.

Proposition 2.4.1. In DM−
e f f (k) we have that

M(Aqn) = T ⊕ T([n/2])[n− 1]

Proof. See [47, Proposition 3.1.3].

Hence, we can apply Proposition 2.2.5 to the morphism B̂On−1 → BOn,
which we have already noticed to be coherent and trivial over simplicial
components with fiber On/On−1.

Indeed, by exploiting the results above mentioned and by an induction ar-
gument starting from the fact that O1

∼= µ2, the following description of the
motivic cohomology rings of the Nisnevich classifying spaces of orthogonal
groups can be obtained.
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2.4 subtle stiefel-whitney classes

Theorem 2.4.2. Let k be a field of characteristic different from 2. Then, there is a
unique set u1, . . . , un of classes in the motivic Z /2-cohomology of BOn such that
deg(ui) = ([i/2])[i], ui vanishes when restricted to H(BOi−1) for any 2 ≤ i ≤ n
and

H(BOn) = H[u1, . . . , un]

Proof. See [47, Theorem 3.1.1].

Moreover, we have the following generalisation of the previous theorem.

Proposition 2.4.3. For any simplicial scheme X•

H(X• × BOn) = H(X•)[u1, . . . , un]

Proof. See [47, Proposition 3.2.4].

Definition 2.4.4. The generators ui are called subtle Stiefel-Whitney classes. For
any quadratic form q, their images in H(Č(Xq)) will be denoted by ui(q), where
Xq is the torsor associated to q, i.e. Xq = Iso(q↔ qn).

As shown in [47], these classes provide very interesting and informative
invariants for quadratic forms. In particular, as we have already noticed
in the previous section, they see more than their étale counterparts since
they take value in the motivic cohomology of a Čech simplicial scheme
which is highly non-trivial respect to the cohomology of the point. Most
importantly, the étale characteristic classes are expressible through subtle
classes. Furthermore, it is possible to describe the motive of Xq in terms of
subtle Stiefel-Whitney classes. More precisely, we have the following two
results.

Proposition 2.4.5. In DM−
e f f (BOn, Z /2) we have that

M(EOn → BOn) =
⊗

1≤i≤n

Cone[−1](T
ui−→ T([i/2])[i])

Proof. See [47, Proposition 3.1.11].

Theorem 2.4.6. For any n-dimensional quadratic form q we have that

M(Xq) =
⊗

1≤i≤n

Cone[−1](Xq
ui(q)−−→ Xq([i/2])[i])

in DM−
e f f (k, Z /2), where Xq is the motive of Č(Xq).

Proof. See [47, Theorem 3.2.2].

Moreover, subtle Stiefel-Whitney classes are able to see the power of the
fundamental ideal I of the Witt ring W(k) where a quadratic form belongs.
Indeed, we have the following theorem.
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2.4 subtle stiefel-whitney classes

Theorem 2.4.7. For any quadratic form q, we have that q ∈ In if and only if
u2r(q) = 0 for any 0 ≤ r ≤ n− 2.

Proof. See [47, Theorem 3.2.27].

From the previous theorem, one gets the following result which states
essentially that subtle Stiefel-Whitney classes see the triviality of quadratic
forms. More precisely, the following corollary holds.

Corollary 2.4.8. q ∼= qn if and only if u2r(q) = 0 for any r.

Proof. See [47, Corollary 3.2.32].

By the very same arguments exploited for the orthogonal groups it is
possible to get the same description for H(BSOn) with the only difference
given by the fact that u1 = 0. More precisely, from the short exact sequence
of algebraic groups

1→ SOn → On → µ2 → 1

we get that
Aqn
∼= SOn/SOn−1

and by recalling that SOn-torsors correspond to n-dimensional quadratic
forms with trivial discriminant and SO1 is the point we obtain the following
theorem.

Theorem 2.4.9. Let k be a field of characteristic different from 2. Then, the motivic
cohomology ring of BSOn is described by

H(BSOn) = H[u2, . . . , un]

In the following chapters, we will also use the action of the motivic Steen-
rod algebra on subtle classes which is given by the following Wu formula
as in the classical case at least when ρ = 0.

Proposition 2.4.10. (Wu formula) Suppose ρ = 0. Then, the following formula
holds

Sqkum =


∑k

j=0 (
m+j−k−1

j )uk−jum+j, 0 ≤ k < m

u2
m, k = m

0, k > m

Proof. See [47, Proposition 3.1.12].

From the previous result we immediately deduce the following corollary
which will be helpful in the next chapters.

Corollary 2.4.11. Suppose ρ = 0 and let w be a monomial of bidegree ([m
2 ])[m] in

the polynomial ring Z /2[τ, u2, . . . , un+1]. Then, Sqmw = w2 and Sqjw = 0 for
any j > m.
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2.4 subtle stiefel-whitney classes

Proof. If m is even, by Lemmas 1.6.6 and 1.6.7 and by noticing that Sq2h+1 =
Sq1Sq2h, there is nothing to prove since w is on the slope 2 diagonal. Con-
sider m odd, then w = τ

r−1
2 xuh1 · · · uhr where x is a monomial in even subtle

classes and uhi are odd subtle classes (notice that r must be odd by degree
reason). Therefore, by Cartan formula we have that

Sqmw = Sqm(τ
r−1

2 xuh1 · · · uhr) = Sqm−hr(τ
r−1

2 xuh1 · · · uhr−1)Sqhr uhr =

(τ
r−1

2 xuh1 · · · uhr−1)
2u2

hr
= w2

since the monomial τ
r−1

2 xuh1 · · · uhr−1 is on the slope 2 diagonal in bidegree

(m−hr
2 )[m− hr], so Sqj(τ

r−1
2 xuh1 · · · uhr−1) = 0 for j > m− hr, and Sqkuhr = 0

for k > hr by Wu formula. Moreover, Sqjw = 0 for j > m for the same
reason.
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3
S U B T L E C H A R A C T E R I S T I C C L A S S E S F O R
S P I N - T O R S O R S

In this chapter we will compute a large part of the motivic cohomology ring
of the Nisnevich classifying space of Spinn, the spin group of the standard
split quadratic form qn. This will provide us with subtle characteristic classes
for Spin-torsors or, which is the same, quadratic forms from I3, where I is the
fundamental ideal of the Witt ring.

The topological counterpart of this computation has been obtained by
Quillen in [43]. In the first section of this chapter we will recall Quillen’s
main result which relies on two key tools: 1) the regularity of a certain se-
quence in a polynomial ring; 2) the Serre spectral sequence associated to
a fibration. With reference to the first one, unfortunately we do not have
a proof of the regularity of the corresponding motivic sequence. Anyway,
using the regularity of Quillen’s sequence in topology we will still be able
to obtain a large part of the motivic cohomology of BSpinn. Regarding the
second point, we may have a sort of Serre spectral sequence available for
our case (see Section 5 for more details), but, as we will show, techniques
reported in previous chapters, as Gysin sequences, will be sufficient and, in
fact, more suitable to deal with this case.

All in all, we will describe completely the motivic cohomology of BSpinn
in bidegrees (∗′)[∗] satisfying the condition ∗ ≤ 2 ∗′+1 and reduce the com-
plete computation to the question whether the motivic sequence is regular
or not. Moreover, in the last sections we will get very nice and simple rela-
tions among subtle Stiefel-Whitney classes of quadratic forms with trivial dis-
criminant and Clifford invariant. These relations will give information on their
kernel invariant and highlight the deep connection with the J-invariant.

On another side, we will apply our main result to compute the motivic
cohomology ring of BG2, the Nisnevich classifying space of the split excep-
tional algebraic group G2, providing subtle invariants for octonion algebras.
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3.1 the cohomology of BS pinn in topology

3.1 the cohomology of BS pinn in topology

In this section we will present Quillen’s main results on the computation of
the singular cohomology of the classifying space of the spin group associ-
ated to the real euclidean quadratic form. These results will lead us in the
aim of finding a similar description in the motivic world. More precisely, in
[43] the following two theorems are proved.

Theorem 3.1.1. The sequence

w2, Sq1w2, . . . , Sq2k−2
Sq2k−3 · · · Sq4Sq2Sq1w2

is a regular sequence in H∗(BSOn) = Z /2[w2, . . . , wn], where k depends on n as
in the following table

n k
8l+1 4l
8l+2 4l+1
8l+3 4l+2
8l+4 4l+2
8l+5 4l+3
8l+6 4l+3
8l+7 4l+3
8l+8 4l+3

and wi is the i-th Stiefel-Whitney class.

Proof. See [43, Theorem 6.3].

Moreover, we recall that the values written in the previous table are re-
lated to the dimension of spin representations of Spinn.

Theorem 3.1.2. Let Ik be the ideal in H∗(BSOn) generated by the previous regular
sequence and ∆ be a spin representation of Spinn. Then the canonical homomor-
phism

H∗(BSOn)/Ik ⊗Z /2[w2k(∆)]→ H∗(BSpinn)

is an isomorphism.

Proof. See [43, Theorem 6.5].

From Theorem 3.1.1 and Theorem 3.1.2 it follows that

k(n + 1) =

{
k(n), Sq2k(n)−1 · · · Sq1w2 ∈ Ik(n)

k(n) + 1, Sq2k(n)−1 · · · Sq1w2 /∈ Ik(n)

where here by Ik(n) we mean the ideal in H(BSOn+1) = Z /2[w2, . . . , wn+1]

generated by the elements w2, Sq1w2, . . . , Sq2k(n)−2 · · · Sq1w2.

Furthermore, we notice that Theorem 3.1.2 relies on the Serre spectral
sequence for the fibration B Z /2 → BSpinn → BSOn. We will use instead
techniques developed in the previous chapters.
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3.2 the fibration BS pinn → BSOn

We have already noticed that the special orthogonal case does not differ
much from the orthogonal one, at least from the cohomological perspective,
in the sense that their motivic cohomology rings are both polynomial over
the cohomology of the point in subtle Stiefel-Whitney classes. This is not
true anymore for spin groups. The main reason is that in this case there are
much more complicated relations among subtle classes given by the action
of the motivic Steenrod algebra on u2 which make the cohomology rings not
polynomial in subtle Stiefel-Whitney classes anymore (precisely for n > 9)
and, moreover, new classes appear. For this reason, in order to get our
main result, together with an inductive argument we will need to consider
the fibration BSpinn → BSOn. More precisely, in order to investigate the
motivic cohomology of BSpinn, we will need to consider for any n ≥ 2 the
cartesian square

B̂Spinn
ân //

π̃
��

B̂SOn

π
��

BSpinn+1
an+1 // BSOn+1

where π and π̃ are smooth coherent morphisms, trivial over simplicial com-
ponents, with fiber isomorphic to the affine quadric Aqn+1 defined by the
equation qn+1 = 1.

In Spc∗(BSOn+1) we can complete the previous diagram to the following
one, which is commutative up to a sign in the right bottom square, where
each row and each column is a cofiber sequence

B̂Spinn
ân //

π̃
��

B̂SOn
b̂n //

π

��

Cone(ân)
ĉn //

π
��

S1
s ∧ B̂Spinn

��

BSpinn+1
an+1 //

f̃
��

BSOn+1
bn+1 //

f
��

Cone(an+1)
cn+1 //

f
��

S1
s ∧ BSpinn+1

��

Cone(π̃) //

��

Cone(π) //

��

Cone(π) //

��

S1
s ∧ Cone(π̃)

��

S1
s ∧ B̂Spinn // S1

s ∧ B̂SOn // S1
s ∧ Cone(ân) // S2

s ∧ B̂Spinn

The previous induces, in turn, a commutative diagram of long exact se-
quences in motivic cohomology with Z /2-coefficients, where all the ho-
momorphisms are compatible with Steenrod operations and respect the
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3.2 the fibration BS pinn → BSOn

H(BSOn+1)-module structure. This remark comes from the fact that the
following diagram of categories

Spc∗(BSOn+1) //

��

HA1,∗(k)

��
DM−

e f f (BSOn+1, Z /2) // DM−
e f f (k, Z /2)

is commutative up to a natural equivalence and both functors in the right
bottom corner have adjoints from the right, so we have the action of Steen-
rod operations on the motivic cohomology of objects belonging to the image
of Spc∗(BSOn+1) in DM−

e f f (BSOn+1, Z /2) pulled from HA1,∗(k).

All in all, using Propositions 2.3.6 and 2.3.10 and Theorem 2.3.7, which
one is allowed to use since Spin-torsors are quadratic forms from I3 and for
quadratic forms we have Witt cancellation, we have the following infinite
grid of long exact sequences (#)

...

��

...

��

...

��

...

��
. . . // Hp−2,q(BSpinn)

c∗n //

h̃∗

��

Hp−1,q(Cone(an))
b∗n //

h∗

��

Hp−1,q(BSOn)
a∗n //

h∗

��

Hp−1,q(BSpinn)

��

// . . .

. . . // Hp−1,q(Cone(π̃)) //

f̃ ∗

��

Hp,q(Cone(π)) //

f ∗

��

Hp,q(Cone(π)) //

f ∗

��

Hp,q(Cone(π̃))

��

// . . .

. . . // Hp−1,q(BSpinn+1)
c∗n+1 //

g̃∗

��

Hp,q(Cone(an+1))
b∗n+1 //

g∗

��

Hp,q(BSOn+1)
a∗n+1 //

g∗

��

Hp,q(BSpinn+1)

��

// . . .

. . . // Hp−1,q(BSpinn) //

��

Hp,q(Cone(an)) //

��

Hp,q(BSOn) //

��

Hp,q(BSpinn) //

��

. . .

...
...

...
...

where all the homomorphisms are compatible with Steenrod operations
and respect the H(BSOn+1)-module structure.

We recall that, by applying Proposition 2.2.5 to the smooth coherent mor-
phism π : B̂SOn → BSOn+1, which has fiber isomorphic to Aqn+1 whose
reduced motive is Tate, there is a Thom isomorphism

Hp−n−1,q−[ n+1
2 ](BSOn+1)→ Hp,q(Cone(π))

which sends 1 to the Thom class α from Definition 2.2.6. By Theorem 2.4.2,
modulo this isomorphism f ∗ is just the multiplication by the subtle Stiefel-
Whitney class un+1, since it is the only class of its bidegree vanishing in
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3.3 the action of some steenrod squares on u2

H(BOn). Since Spinn+1/Spinn ∼= Aqn+1 , Proposition 2.2.5 applies also to the
smooth coherent morphism π̃ : B̂Spinn → BSpinn+1. Therefore, we have a
Thom isomorphism

Hp−n−1,q−[ n+1
2 ](BSpinn+1)→ Hp,q(Cone(π̃))

and a Thom class α̃ ∈ Hn+1,[ n+1
2 ](Cone(π̃)). We notice that, by Corollary

2.2.8, α̃ is nothing else but the restriction of α from Hn+1,[ n+1
2 ](Cone(π)) to

Hn+1,[ n+1
2 ](Cone(π̃)). Hence, modulo the Thom isomorphism, f̃ ∗ is multipli-

cation by un+1. Moreover, from Propositions 2.2.7 we have that

M(Cone(π)) ∼= M(Cone(an+1))([(n + 1)/2])[n + 1]

in DM−
e f f (BSOn+1, Z /2) which induces an isomorphism

Hp−n−1,q−[ n+1
2 ](Cone(an+1))→ Hp,q(Cone(π))

Note that, from Theorem 2.4.2, h∗ is always the 0 homomorphism, which
means at the same time that g∗ is surjective and f ∗ is injective. From these
remarks we obtain the next proposition.

Proposition 3.2.1. Sqmα = umα for any m ≤ n + 1 and 0 otherwise. The same
holds for α̃.

Proof. We just notice that f ∗(Sqmα) = Sqm f ∗(α) = Sqmun+1 = umun+1 =
um f ∗(α) = f ∗(umα). The result follows by injectivity of f ∗.

3.3 the action of some steenrod squares on u2

Our first aim is to prove a result similar to Theorem 3.1.1. Our proof will ba-
sically consist in deducing the motivic case from the topological one. How-
ever, this method does not provide a proof of the regularity of Quillen’s
sequence in the motivic case. We notice that the main result we get in this
section will be enough to compute a large part of the motivic cohomology
of BSpinn but not the whole, which, as we will see, would be possible by
exactly the same methods of the next section if we knew the regularity of
Quillen’s sequence. For the rest of this section, the base field k will always
be of characteristic different from 2 containing

√
−1.

We start by defining the elements θj in H(BSOn) inductively by the fol-
lowing formulas:

θ0 = u2

θj+1 = Sq2j
θj

Similarly, define the elements ρj in Htop(BSOn) = Z /2[w2, . . . , wn] starting
from w2.
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3.3 the action of some steenrod squares on u2

At this point, let us consider three homomorphisms i : Htop(BSOn) →
H(BSOn), h : Htop(BSOn) → H(BSOn) and t : H(BSOn) → Htop(BSOn),
where i is defined by imposing i(wi) = ui and extending to a ring homomor-

phism, h by imposing, for any monomial x, h(x) = τ[
pi(x)

2 −qi(x)]i(x), where
(qi(x))[pi(x)] is the bidegree of i(x), and extending linearly and t by impos-
ing t(ui) = wi, t(τ) = 1 and t(KM

r (k)/2) = 0 for any r > 0 and extending to
a ring homomorphism.

We start by describing some properties of these homomorphisms. First
of all, i and h are graded with respect to the usual grading in Htop(BSOn)
and the square grading in H(BSOn). Besides, by the very definition of h,
h(x) has bidegree ([

pi(x)
2 ])[pi(x)] for any homogeneous polynomial x. On the

other hand, we notice that h is not a ring homomorphism. Anyway, we have
the following lemmas.

Lemma 3.3.1. For any homogeneous polynomials x and y in Htop(BSOn), we have
that h(xy) = τεh(x)h(y), where ε is 1 if pi(x)pi(y) is odd and 0 otherwise.

Proof. At first consider two monomials x and y. Then, we get

h(xy) = τ[
pi(x)+pi(y)

2 −qi(x)−qi(y)]i(xy) =

τε+[
pi(x)

2 −qi(x)]+[
pi(y)

2 −qi(y)]i(x)i(y) = τεh(x)h(y)

where ε is 1 if pi(x)pi(y) is odd and 0 otherwise. For homogeneous poly-
nomials x = ∑l

j=0 xj and y = ∑m
k=0 yk, where xj and yk are monomials, we

have

h(xy) = h(
l

∑
j=0

m

∑
k=0

xjyk) =
l

∑
j=0

m

∑
k=0

h(xjyk) =
l

∑
j=0

m

∑
k=0

τεjk h(xj)h(yk)

where εjk is 1 if pi(xj)
pi(yk)

is odd and 0 otherwise. Now, we recall that
pi(xj)

= pi(x) and pi(yk)
= pi(y) for any j and k, from which it immediately

follows that h(xy) = τε ∑l
j=0 ∑m

k=0 h(xj)h(yk) = τεh(x)h(y), where ε is 1 if
pi(x)pi(y) is odd and 0 otherwise.

Lemma 3.3.2. For any homogeneous (respect to bidegree) z ∈ Z /2[τ, u2, . . . , un],
we have that ht(z) = τ[

pz
2 −qz]z (where [ pz

2 − qz] can possibly be negative).

Proof. Write z as ∑m
j=0 zj, where zj are monomials in Z /2[τ, u2, . . . , un]. Then,

ht(z) = ∑m
j=0 ht(zj) = ∑m

j=0 τ
[

pit(zj)
2 −qit(zj)

]
it(zj). Notice that zj = τnj xj, for

some monomials xj in Z /2[u2, . . . , un]. By the very definition of i and t we
get that it(zj) = xj. Thus,

ht(z) =
m

∑
j=0

τ
[

pxj
2 −qxj ]xj =

m

∑
j=0

τ
[

pxj
2 −qxj−nj]zj = τ[

pz
2 −qz]z
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3.4 the motivic cohomology ring of BS pinn

since pxj = pzj = pz and qxj + nj = qzj = qz.

Lemma 3.3.3. For any j, t(θj) = ρj and h(ρj) = θj.

Proof. Since a Wu formula holds even in the motivic case by 2.4.10, we get
that t(θj) = ρj by the very definition of t. Then, h(ρj) = ht(θj) = θj by
Lemma 3.3.2 and by recalling that θj is in bidegree (2j−1)[2j + 1].

At this point, denote by Ij the ideal in H(BSOn) generated by θ0, . . . , θj−1

and by Itop
j the ideal in Htop(BSOn) generated by ρ0, . . . , ρj−1. We are now

ready to prove the main result of this section.

Proposition 3.3.4. For any j ≤ k− 1 and any homogeneous (respect to bidegree)
z ∈ Z /2[τ, u2, . . . , un], zθj ∈ Ij implies τ[

pz
2 −qz]z ∈ Ij. Moreover, θk ∈ Ik, where

k depends on n as in the table of Theorem 3.1.1.

Proof. From zθj ∈ Ij we deduce that t(z)ρj ∈ Itop
j . Therefore, by Theorem

3.1.1 we have that t(z) = ∑
j−1
l=0 ψlρl for some homogeneous ψl ∈ Htop(BSOn)

and after applying h we obtain τ[
pz
2 −qz]z = ∑

j−1
l=0 τεl h(ψl)θl by Lemmas 3.3.1,

3.3.2 and 3.3.3. In order to finish the proof we only need to notice that, since
ρk ∈ Itop

k by Theorem 3.1.2, then θk = h(ρk) ∈ h(Itop
k ) ⊂ Ik.

3.4 the motivic cohomology ring of BS pinn

In this section we will prove a motivic version of Theorem 3.1.2 which un-
fortunately does not give the whole description of H(BSpinn) since, as we
have already pointed out in the previous section, we do not have a proof
of the regularity of Quillen’s sequence in the motivic case. Anyway, even
without the regularity of this sequence, just by using Proposition 3.3.4 and
the infinite diagram (#), it is possible to get the complete description of the
motivic cohomology of BSpinn over quadratically closed fields in bidegrees
(∗′)[∗] satisfying the condition ∗ ≤ 2 ∗′ +1.

For now, let k be any field of characteristic different from 2. We start
by showing that, as in topology, the second subtle Stiefel-Whitney class is
trivial in the motivic cohomology ring H(BSpinn).

Lemma 3.4.1. For any n ≥ 2, u2 is trivial in H(BSpinn). Moreover, there exists
a unique element x0 in H(Cone(an)) such that b∗n(x0) = u2.

Proof. Recall that SO2
∼= Spin2

∼= Gm, where Gm is the multiplicative group,

and the morphism from Spin2 to SO2 is the double cover Gm
(·)2

−−→ Gm. Then,
for n = 2 the homomorphism

a∗2 : H(BGm) = H[u2]→ H(BGm) = H[v2]
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3.4 the motivic cohomology ring of BS pinn

sends u2 to 2v2, hence u2 = 0 in H(BSpin2).

Now, suppose u2 = 0 in H(BSpinn), then u2 should be divisible by un+1 in
H(BSpinn+1), which forces u2 to be trivial by degree reasons. Therefore, by
induction, u2 = 0 in H(BSpinn) for any n. It immediately follows that there
exists x0 in H(Cone(an)) such that b∗n(x0) = u2 for any n ≥ 2. We will prove
its uniqueness by showing that b∗n is a monomorphism in bidegree (1)[2].
First of all we notice that, for any n ≥ 2, H1,1(BSpinn) = KM

1 (k)/2 by in-
duction on n and by observing that g̃∗ is an isomorphism in bidegree (1)[1].
Hence, c∗n : H1,1(BSpinn) → H2,1(Cone(an)) is the zero homomorphism,
since the composition H1,1 → H1,1(BSOn) → H1,1(BSpinn) is surjective
and, therefore, so is the second map. It follows that b∗n : H2,1(Cone(an)) →
H2,1(BSOn) is a monomorphism, as we aimed to show.

From the previous lemma, for any n ≥ 2, we have a canonical set of
elements xj in H(Cone(an)) defined by xj = Sq2j−1 · · · Sq1x0 for any j >
0. Denote by < x0, . . . , xj−1 > the H(BSOn)-submodule of H(Cone(an))
generated by x0, . . . , xj−1. Before proceeding we need the following lemma.

Lemma 3.4.2. xj /∈< x0, . . . , xj−1 > in H(Cone(a2)), and consequently in any
H(Cone(an)), for any j.

Proof. We start by considering the Bockstein homomorphism β associated
to the short exact sequence 0 → Z → Z → Z /2 → 0. The homomor-
phism a∗2 on cohomology with integer coefficients sends u2 to 2v2 where v2
is the generator of H(BSpin2) = H(BGm) and so is injective, hence b∗2 is
the 0 homomorphism on cohomology with integer coefficients, from which
it follows that x0 cannot come from any integral cohomology class. Thus,
y = β(x0) 6= 0. Moreover, since u2 comes from an integral cohomology
class, we have b∗2(y) = 0, so y = mc∗2(v2) for some integer m. At this point
we notice that mv2 is covered by a∗2 for any even m, so m must be odd, which
implies that y is not divisible by 2, since v2 mod(2) is not covered by a∗2 . This
is enough to conclude that

x1 = Sq1x0 = β(x0) mod(2) = y mod(2) 6= 0

Hence, x1 = c∗2(v2) from which we deduce that

xj = Sq2j−1
. . . Sq2x1 = c∗2(Sq2j−1

. . . Sq2v2) = c∗2(v
2j−1

2 )

Now, suppose that xj ∈< x0, . . . , xj−1 >, in other words xj = ∑
j−1
i=0 φixi for

some φi ∈ H[u2]. Then, we would have that

φ0u2 = b∗2(xj +
j−1

∑
i=0

φixi) = 0
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3.4 the motivic cohomology ring of BS pinn

which implies φ0 = 0. Moreover, since positive powers of u2 act trivially on
H[v2] (with Z /2-coefficients), we have that

c∗2(v
2j−1

2 ) = c∗2(v
2j−1

2 +
j−1

∑
i=1

φiv2i−1

2 ) = 0

that is impossible since c∗2 is injective on the slope 2 line (above zero), which
comes from the fact that H(BSO2) = H[u2] and a∗2(u2) = 0.

At this point, we are ready to prove our main result which provides the
complete description of the ∗ ≤ 2 ∗′ +1 part of the motivic cohomology of
BSpinn over quadratically closed fields.

Theorem 3.4.3. Let k be a quadratically closed field of characteristic different from
2. Then, for any n ≥ 2, there exists a cohomology class v2k of bidegree (2k−1)[2k]
such that the natural homomorphism of H-algebras

H(BSOn)/Ik ⊗H H[v2k ]→ H(BSpinn)

is an isomorphism in bidegrees (∗′)[∗] for any ∗ ≤ 2 ∗′ +1 and a monomorphism
for ∗ = 2 ∗′ +2, where Ik is the ideal generated by θ0, . . . , θk−1 and k depends on n
as in the table of Theorem 3.1.1.

Proof. Note that, since k is quadratically closed, KM(k)/2 is just Z /2. Hence,
H = Z /2[τ]. This remark will be used only in Lemma 3.4.7 in order to ap-
ply Proposition 3.3.4.

Our proof will go by induction on n, starting from n = 2.

Base case: For n = 2, H(BSpin2) = H(BGm) = H[v2] provides our induc-
tion base.

Inductive step: We will denote by θ′j and θj the class Sq2j−1 · · · Sq1u2 in
H(BSOn) and H(BSOn+1) respectively, by I′k the ideal generated by the ele-
ments u2, θ′1, . . . , θ′k−1, by Ik the ideal generated by u2, θ1, . . . , θk−1, by x′0 and
x0 the unique lifts of u2 to H(Cone(an)) and H(Cone(an+1)) respectively, by
x′j the class Sq2j−1 · · · Sq1x′0 and by xj the class Sq2j−1 · · · Sq1x0.

Now, suppose by induction hypothesis that we have a homomorphism

H(BSOn)/I′k ⊗H H[v2k ]→ H(BSpinn)

which is an isomorphism in the ∗ ≤ 2 ∗′ +1 part and a monomorphism for
∗ = 2 ∗′ +2, where k = k(n) according to the table of Theorem 3.1.1. From
now on we will always consider, unless otherwise specified, bidegrees such
that ∗ ≤ 2 ∗′ +1.
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3.4 the motivic cohomology ring of BS pinn

Looking at the long exact sequence

· · · → H∗−1,∗′(BSpinn, R)→ H∗−n−1,∗′−[(n+1)/2](BSpinn+1, R)
·un+1−−−→

H∗,∗
′
(BSpinn+1, R)→ H∗,∗

′
(BSpinn, R)→ . . .

from the diagram (#) in Section 3.2 and by induction on degree we know
that, in square degrees less than 2k, in H(BSpinn+1) there are only sub-
tle Stiefel-Whitney classes, i.e. the homomorphism a∗n+1 : H(BSOn+1) →
H(BSpinn+1) is surjective in these degrees. Let w be a cohomology class
in H2k−n,2k−1−[ n+1

2 ](BSOn+1) such that a∗n+1(w)α̃ = h̃∗(v2k), where α̃ is the
Thom class of the morphism g̃. We point out that

a∗n+1(un+1w) = un+1a∗n+1(w) = f̃ ∗h̃∗(v2k) = 0

The following result enables to complete the induction step. It is indeed
the core proposition that permits to conduct the proof of our main theorem.

Proposition 3.4.4. Suppose we have a commutative diagram

H(BSOn+1)⊗H H[v]
g∗⊗l

//

pn+1
��

H(BSOn)⊗H H[c]

pn
��

H(BSpinn+1)
g̃∗

// H(BSpinn)

such that v is a lift from H(BSpinn) to H(BSpinn+1) of a monic homogeneous
polynomial c in v2k with coefficients in H(BSOn), l(v) = c and h̃∗(c) = 0.

If Im(h̃∗) = Im(pn+1) · h̃∗(v2k) in the ∗ ≤ 2 ∗′ +2 part, then ker(pn+1) =
Jk + (un+1w) in the ∗ ≤ 2 ∗′ +2 part, where Jk is Ik ⊗H H[v].

If moreover ker(h̃∗) = Im(g̃∗pn+1) in the ∗ ≤ 2 ∗′ +1 part, we get that the
homomorphism

H(BSOn+1)/(Ik + (un+1w))⊗H H[v]→ H(BSpinn+1)

is an isomorphism in bidegrees (∗′)[∗] such that ∗ ≤ 2 ∗′+1 and a monomorphism
in bidegrees (∗′)[∗] such that ∗ = 2 ∗′ +2.

Proof. We want to prove that pn+1(x) = 0 implies x ∈ Jk +(un+1w) for any x
in bidegrees satisfying the condition ∗ ≤ 2 ∗′ +2. We proceed by induction
on the square degree of x. The induction base is guaranteed by the fact
that the degree 2 part of the kernel is generated by u2 and u2 ∈ Ik. Now,
suppose that the claim is true for square degrees less than the square degree
of x. We can write x as ∑m

j=0 φjvj for some φj ∈ H(BSOn+1) in bidegrees
satisfying ∗ ≤ 2 ∗′ +2. Notice that pn(g∗ ⊗ l)(x) = g̃∗pn+1(x) = 0, therefore
∑m

j=0 png∗(φj)cj = 0. From this we deduce that png∗(φj) = 0 for any j since
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3.4 the motivic cohomology ring of BS pinn

by hypothesis c is a monic polynomial in v2k in H(BSpinn), so g∗(φj) ∈ I′k.
Then, φj ∈ Ik + (un+1) since φj + ig∗(φj) ∈ (un+1) and i(I′k) ⊂ Ik + (un+1),
where i is the inclusion of H(BSOn) in H(BSOn+1) sending ul to ul. Hence,
there are ψj ∈ H(BSOn+1) such that φj + un+1ψj ∈ Ik, from which it follows
that x + un+1z ∈ Jk where z = ∑m

j=0 ψjvj. Hence, un+1pn+1(z) = 0 which
implies that

pn+1(z)α̃ ∈ Im(h̃∗) = Im(pn+1) · h̃∗(v2k) = Im(pn+1) · pn+1(w)α̃

from which we deduce that there exists an element y in H(BSOn+1)⊗H H[v]
such that pn+1(z) = pn+1(yw). Therefore, z + yw ∈ Jk + (un+1w) by induc-
tion hypothesis. It follows that z ∈ Jk + (w) and x ∈ Jk + (un+1w).

In order to prove the last part of the proposition we will show by induc-
tion on degree that, if ker(h̃∗) = Im(g̃∗pn+1), then pn+1 is surjective in the
∗ ≤ 2 ∗′ +1 part. The induction basis comes from the fact that, in square
degree ≤ 2, H(BSpinn+1) is the same as the cohomology of the point. Take
an element x and suppose that pn+1 is surjective in square degrees less than
the square degree of x. From g̃∗(x) ∈ ker(h̃∗) = Im(g̃∗pn+1) it follows that
there is an element χ in H(BSOn+1)⊗H H[v] such that g̃∗(x) = g̃∗pn+1(χ).
Therefore, x + pn+1(χ) = un+1z for some z ∈ H(BSpinn+1). By induction
hypothesis z = pn+1(ζ) for some element ζ ∈ H(BSOn+1)⊗H H[v], hence
x = pn+1(χ + un+1ζ), which is what we aimed to show.

So, in order to finalise the proof we only need to find a cohomology class
v which does the job. There are two possible cases: 1) h̃∗(v2k) = 0; 2)
h̃∗(v2k) 6= 0.

Case 1: In this case v2k can be lifted to H(BSpinn+1) so w = 0 and we
can choose c = v2k . It follows that Im(h̃∗) = 0 = Im(pn+1) · h̃∗(v2k) in the
∗ ≤ 2 ∗′ +2 part and ker(h̃∗) = H(BSpinn) = Im(pn) = Im(pn(g∗ ⊗ l)) =
Im(g̃∗pn+1) in the ∗ ≤ 2 ∗′ +1 part, since in this case pn and g∗ ⊗ l are
surjective in the respective bidegrees. So, by Proposition 3.4.4, we have that
the homomorphism

H(BSOn+1)/Ik ⊗H H[v2k ]→ H(BSpinn+1)

is an isomorphism in bidegrees (∗′)[∗] such that ∗ ≤ 2∗′+1 and a monomor-
phism for ∗ = 2 ∗′ +2. Furthermore, we observe that k(n + 1) = k(n) = k
is the value predicted by the table of Theorem 3.1.1 since θk ∈ Ik as it is
zero in H(BSpinn+1) (because u2 is). Note that the bidegree of θk satisfies
∗ = 2 ∗′ +1. This completes the first case.

Case 2: In this case we notice that the element w such that a∗n+1(w)α̃ =

h̃∗(v2k) must be different from 0. Moreover, since H(BSpinn) is generated
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by vi
2k as a H(BSOn)-module (and, so, as a H(BSOn+1)-module) in the ∗ ≤

2 ∗′ +1 part by induction hypothesis, we have that Im(h̃∗) is generated by
h̃∗(vi

2k) as a H(BSOn+1)-module in the ∗ ≤ 2 ∗′ +2 part. At this point, we
need the following lemmas.

Lemma 3.4.5. Sqma∗n+1(w) ∈< a∗n+1(w) > for any m, where < a∗n+1(w) > is
the H(BSOn+1)-submodule of H(BSpinn+1) generated by a∗n+1(w).

Proof. We proceed by induction on m. For m = 0 there is nothing to prove
and for m > 2k − n we have that Sqmw = 0 by Corollary 2.4.11. Suppose the
statement is true for integers less than m ≤ 2k − n. Then,

Sqm(un+1w) =
m

∑
j=0

τ j mod2Sqjun+1Sqm−jw =
m

∑
j=0

τ j mod2ujun+1Sqm−jw

from which it follows by applying a∗n+1, by induction (on m) hypothesis and
by recalling that un+1a∗n+1(w) = 0 that

0 = Sqm(un+1a∗n+1(w)) =
m

∑
j=0

τ j mod2ujun+1Sqm−ja∗n+1(w) = un+1Sqma∗n+1(w)

Hence, f̃ ∗(Sqma∗n+1(w)α̃) = 0, from which it follows that Sqma∗n+1(w)α̃ ∈
Im(h̃∗). Now, note that Sqma∗n+1(w)α̃ lies in the ∗ ≤ 2 ∗′ +2 part. There-
fore, by the remark just before this lemma, we obtain that Sqma∗n+1(w)α̃ =

∑i≥1 φih̃∗(vi
2k) for some φi ∈ H(BSOn+1). But, for any i > 1, the square

degree of h̃∗(vi
2k) is greater than that of Sqma∗n+1(w)α̃. We deduce that

Sqma∗n+1(w)α̃ = φ1h̃∗(v2k), from which it follows that

Sqma∗n+1(w) = φ1a∗n+1(w) ∈< a∗n+1(w) >

which is what we aimed to prove.

Lemma 3.4.6. For any m > 1 there exist elements λm and µm in H(BSpinn+1)
such that h̃∗(vm

2k) = λmh̃∗(v2k), g̃∗(µm) = vm
2k + g̃∗(λm)v2k , λm and µm are in

the image of H(BSOn+1)⊗H H[µ2] and µm is divisible by µ2.

Proof. We notice that by Proposition 3.2.1 and Corollary 2.4.11

h̃∗(v2
2k) = h̃∗(Sq2k

v2k) = Sq2k
(a∗n+1(w)α̃) =

(τn mod2Sq2k−na∗n+1(w)un + τ(n+1) mod2Sq2k−n−1a∗n+1(w)un+1)α̃

which belongs to < h̃∗(v2k) > by Lemma 3.4.5. In other words, there is an
element λ2 in H(BSOn+1) such that h̃∗(v2

2k) = λ2h̃∗(v2k). Indeed, recalling
that a∗n+1(w)un+1 = 0, the element λ2 can be obtained in this way: first, note
that Sq2k−na∗n+1(w) = ra∗n+1(w) by previous lemma, then λ2 = τn mod2run.
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Denote by µ2 a lift of v2
2k + g̃∗(λ2)v2k to H(BSpinn+1). Suppose the statement

is true for m, so, taking into account that h̃∗ is H(BSpinn+1)-linear, we have

h̃∗(vm+1
2k ) = h̃∗((vm

2k + g̃∗(λm)v2k)v2k + g̃∗(λm)v2
2k) = µmh̃∗(v2k)+λmλ2h̃∗(v2k)

Denote by λm+1 the element µm + λmλ2 and by µm+1 the element λmµ2.
Then,

g̃∗(µm+1) = g̃∗(λmµ2) = g̃∗(λm)(v2
2k + g̃∗(λ2)v2k) = g̃∗(λm)v2

2k+

g̃∗(λm+1 + µm)v2k = (g̃∗(λm)v2k + g̃∗(λm+1) + vm
2k + g̃∗(λm)v2k)v2k =

vm+1
2k + g̃∗(λm+1)v2k

and the proof is complete.

Now consider the following commutative diagram

H(BSOn+1)⊗H H[µ2]
g∗⊗l

//

pn+1
��

H(BSOn)⊗H H[v2
2k + g̃∗(λ2)v2k ]

pn
��

H(BSpinn+1)
g̃∗

// H(BSpinn)

From the previous lemma and from the remark before Lemma 3.4.5 we get
that Im(h̃∗) = Im(pn+1) · h̃∗(v2k) in the ∗ ≤ 2 ∗′ +2 part. Then, by Proposi-
tion 3.4.4, we obtain that ker(pn+1) = Jk + (un+1w) in the ∗ ≤ 2 ∗′ +2 part.

Recall that, by looking at diagram (#) and by induction on degree, the co-
homology group H2k,2k−1

(BSpinn+1) consists only of subtle Stiefel-Whitney
classes, since we are studying the case that v2k is not covered by g̃∗. Hence,

c∗n+1 : H2k,2k−1
(BSpinn+1)→ H2k+1,2k−1

(Cone(an+1))

is the zero homomorphism and b∗n+1 is injective in the bidegree of xk, from
which we deduce that θk /∈ Ik since xk /∈< x0, . . . , xk−1 > by Lemma 3.4.2.
Therefore, by observing that ker(pn+1) = Jk + (un+1w) in the ∗ ≤ 2 ∗′ +2
part and pn+1(θk) = 0 we get that θk + un+1w ∈ Ik which implies that
ker(pn+1) = Jk+1 in the same bidegrees.

In order to finish, we need the following lemma.

Lemma 3.4.7. ker(h̃∗) = Im(g̃∗pn+1) in the ∗ ≤ 2 ∗′ +1 part.

Proof. Let us set µ1 = λ0 = 0 and µ0 = λ1 = 1. Let x be an element of
the kernel. We can write x as ∑m

j=0 γjv
j
2k with γj ∈ H(BSOn+1). Then, by

Lemma 3.4.6,

x =
m

∑
j=0

γj(g̃∗(µj) + g̃∗(λj)v2k)
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from which it follows by applying h̃∗ that ∑m
j=0 γjλjh̃∗(v2k) = 0. Denote by

σ the element ∑m
j=0 γjλj in H(BSOn+1)⊗H H[µ2]. From

pn+1(σw)α̃ = pn+1(σ)a∗n+1(w)α̃ = pn+1(σ)h̃∗(v2k) = 0

we get σw ∈ Jk+1, since ker(pn+1) = Jk+1 in the ∗ ≤ 2 ∗′+2 part. Thus, σw =

∑k
j=0 σjθj for some σj ∈ H(BSOn+1)⊗H H[µ2] and, multiplying by un+1, we

obtain that un+1σw + un+1σkθk ∈ Jk. On the other hand, θk + un+1w ∈ Ik,
from which it follows by multiplying by σ that σθk + un+1σw ∈ Jk. Hence,
(σ + un+1σk)θk ∈ Jk. By Proposition 3.3.4 we deduce that τm(σ + un+1σk) ∈
Jk for some m which in this case is non positive since σ is in the ∗ ≤ 2 ∗′ +1
part of H(BSOn+1) ⊗H H[µ2], from which it follows that σ ∈ Jk + (un+1).
Therefore, g̃∗pn+1(σ) = 0 in H(BSpinn) and

x =
m

∑
j=0

γj g̃∗(µj) ∈ Im(g̃∗pn+1)

as we aimed to show.

Denote by v2k+1 the class µ2, then by Proposition 3.4.4 we get that the
homomorphism

H(BSOn+1)/Ik+1 ⊗H H[v2k+1 ]→ H(BSpinn+1)

is an isomorphism in bidegrees (∗′)[∗] such that ∗ ≤ 2∗′+1 and a monomor-
phism for ∗ = 2 ∗′ +2. Moreover, since θk /∈ Ik we have that ρk /∈ Itop

k from
which it follows that k(n + 1) = k(n) + 1 = k + 1 by the remark just after
Theorem 3.1.2. This completes the proof of the second case.

Notice that Proposition 3.4.4 works completely fine without any restric-
tion on degrees. This means that the only obstruction in the proof of the
previous theorem to conclude that the homomorphism

H(BSOn)/Ik ⊗H H[v2k ]→ H(BSpinn)

is an isomorphism everywhere lies in Lemma 3.4.7 which is the only place
where the restriction to bidegrees that satisfy the condition ∗ ≤ 2 ∗′ +1 is
really needed. Indeed, this restriction is necessary in the above mentioned
lemma since we do not have a proof of the regularity of the sequence con-
sidered by Quillen. Anyway, it is reasonable to formulate the following
question.

Question 3.4.8. Is the sequence u2, θ1, . . . , θk−1 a regular sequence in the poly-
nomial ring Z /2[τ, u2, . . . , un], where k depends on n as in the table of Theorem
3.1.1?
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The answer to the previous question is easily proved to be positive for
n ≤ 12. Moreover, we notice that the regularity of Quillen’s sequence
in topology implies the regularity of the sequence 1 + τ, u2, θ1, . . . , θk−1 in
H(BSOn), which unfortunately does not imply the regularity of our se-
quence since 1 + τ is not a homogeneous polynomial of positive degree.
For this reason, one would rather work with the sequence τ, u2, θ1, . . . , θk−1
which is made of homogeneous elements, but this happens to be not reg-
ular already for n = 11. Besides, we would like to mention that Quillen’s
method to prove Theorem 3.1.1 does not immediately apply to our situa-
tion since the homomorphism he considered H(BSOn) ↪→ H(BO×n

1 ) is not
faithfully flat in the motivic case, so it does not in principle preserve regular
sequences.

Nevertheless, we would like to conclude this section by highlighting that,
by exactly the same arguments of Theorem 3.4.3 (just by substituting Propo-
sition 3.3.4 with the regularity of Quillen’s sequence in the motivic case in
the proof of Lemma 3.4.7), the following conditional result holds.

Theorem 3.4.9. Let k be a field of characteristic different from 2 containing
√
−1.

If the answer to Question 3.4.8 is affirmative, then we have an isomorphism

H(BSpinn) ∼= H(BSOn)/Ik ⊗H H[v2k ]

where k depends on n as in the table of Theorem 3.1.1.

As we have pointed out, at the end, everything is reduced to answer
Question 3.4.8. Once one has the regularity of the needed sequence in
Z /2[τ, u2, . . . , un] it is possible to obtain the complete description of the
motivic cohomology ring of BSpinn over any field of characteristic different
from 2 containing

√
−1. In fact, in the previous theorem, we do not require

k to be quadratically closed anymore, since the regularity of the motivic
sequence in Z /2[τ, u2, . . . , un] would imply the regularity of the same se-
quence in H[u2, . . . , un]. Moreover, since one can easily check the regularity
of the sequence for n ≤ 12, our main theorem provides the whole computa-
tion of H(BSpinn) over any field of characteristic different from 2 containing√
−1 for any n ≤ 12.

3.5 relations among subtle classes for S pinn -torsors

In this section we deduce, just from the triviality of u2 in the motivic coho-
mology of BSpinn, some very simple relations among subtle classes in the
motivic cohomology of the Čech simplicial scheme associated to a Spinn-
torsor. Here, we work over a base field k of characteristic different from 2
containing

√
−1.
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We start by recalling that Spinn-torsors over the point correspond to n-
dimensional quadratic forms from I3, where I is the fundamental ideal in
the Witt ring. Moreover, we have the following commutative diagram

Č(Xq) //

��

BSpinn

��
Spec(k)

q
// BétSpinn

for any n-dimensional q ∈ I3 and all above-diagonal classes in H(BSpinn)
coming from étale classifying space trivialize in H(Č(Xq)), since the above-
diagonal cohomology of a point is zero. Here Č(Xq) is the Čech simpli-
cial scheme associated to the torsor q. In particular Chern classes ci(q) =
τi mod2ui(q)2 are zero, as these are coming from the étale space .

From previous remarks we obtain the following proposition, which pro-
vides us with relations among subtle characteristic classes for quadratic
forms from I3.

Proposition 3.5.1. For any n-dimensional q ∈ I3, the following relations hold in
H(Č(Xq))

2j

∑
h=0

u2j−h(q)u2j+1+h(q) = 0

for any j satisfying 2j + 1 ≤ n.

Proof. We will actually prove that

θj+1(q) =
2j

∑
h=0

u2j−h(q)u2j+1+h(q)

and the result will follow by recalling that u2(q) = 0. For j = 0 and j = 1
we have respectively θ1(q) = u3(q) and θ2(q) = u2(q)u3(q) + u5(q), which
provide our induction basis. Suppose the statement holds for θj(q) with
j ≥ 2, then by Cartan formula and Proposition 2.4.10 we have that

θj+1(q) = Sq2j
θj(q) = Sq2j

2j−1

∑
h=0

u2j−1−h(q)u2j−1+1+h(q)

=
2j−1−1

∑
h=0

(τh mod2u2j−1−h(q)
2Sq2j−1+hu2j−1+1+h(q)

+ τ(h+1) mod2Sq2j−1−h−1u2j−1−h(q)u2j−1+1+h(q)
2) + Sq2j

u2j+1(q)

=
2j−1−1

∑
h=0

(c2j−1−h(q)Sq2j−1+hu2j−1+1+h(q) + Sq2j−1−h−1u2j−1−h(q)c2j−1+1+h(q))

+
2j

∑
h=0

u2j−h(q)u2j+1+h(q) =
2j

∑
h=0

u2j−h(q)u2j+1+h(q)
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3.6 the motivic cohomology of BG2

In other words, we obtain that

u2j+1(q) =
2j−1−1

∑
h=0

u2j−1−h(q)u2j−1+1+h(q)

for any j satisfying 2j + 1 ≤ n.

In [47], Smirnov and Vishik have highlighted the deep relation between
subtle Stiefel-Whitney classes and the J-invariant of quadrics defined in [56].
More precisely, they proved the following result.

Theorem 3.5.2. Let q be an n-dimensional quadratic form, p = q, for even n, and
p = q ⊥ 〈det±(q)〉, for odd n. Then,

u2j+1(p) ∈ (u2l+1(p)|0 ≤ l < j)⇒ j ∈ J(q)

Proof. See [47, Corollary 3.2.22].

From the previous theorem and from Proposition 3.5.1 we immediately
deduce the following well known corollary.

Corollary 3.5.3. For any n-dimensional q ∈ I3, 2j−1 ∈ J(q) for any j satisfying
2j + 1 ≤ n.

3.6 the motivic cohomology of BG2

In this last section, we use the main result of this chapter, namely Theorem
3.4.3, to compute the motivic cohomology ring of the Nisnevich classifying
space of G2. This enables us to obtain motivic invariants for G2-torsors, i.e.
octonion algebras.

We start by noticing that there is a fiber sequence

Aq8 → BG2 → BSpin7

(see for example [3]). We can exploit this sequence and previous results to
compute the motivic cohomology ring of BG2. Before proceeding, note that
by the remark just after Theorem 3.4.9 we know the complete description of
H(BSpin7) over any field of characteristic different from 2 containing

√
−1.

Theorem 3.6.1. Let k be a field of characteristic different from 2 containing
√
−1.

Then, the motivic cohomology ring of BG2 is completely described by

H(BG2) = H[u4, u6, u7]
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3.6 the motivic cohomology of BG2

Proof. Since Spin7/G2
∼= Aq8 , by applying Proposition 2.2.5 to the smooth

coherent morphism B̂G2 → BSpin7, we get a Gysin long exact sequence of
H(BSpin7)-modules in motivic cohomology

· · · → Hp−8,q−4(BSpin7)→ Hp,q(BSpin7)→

Hp,q(BG2)→ Hp−7,q−4(BSpin7)→ . . .

Hence, in order to be able to describe H(BG2) we only need to understand
where 1 is sent under the morphism Hp−8,q−4(BSpin7)→ Hp,q(BSpin7). Re-
call that from Theorem 3.4.3 we have that H(BSpin7) = H[u4, u6, u7, v8].

Note that there is a commutative diagram

BSL2
∆ //

OO
∼=
��

BSL2 × BSL2 //
OO

∼=
��

BSL4OO
∼=
��

BSpin3 // BSpin4 // BSpin6

where all the vertical maps are induced by the sporadic isomorphisms
SL2
∼= Spin3, SL2 × SL2

∼= Spin4 and SL4
∼= Spin6. It induces a commu-

tative diagram of motivic cohomology rings

H[c] oo ∆∗

OO
∼=
��

H[c′, c′′] oo
OO

∼=
��

H[c2, c3, c4]OO
∼=
��

H[v4] oo H[u4, v4] oo H[u4, u6, v8]

where the first vertical arrow identifies c with v4, the last vertical arrow
identifies c2 with u4 and c3 with u6, c′ and c′′ are sent both to c and c4
maps to c′c′′. Now, note that H(BSpin6) → H(BSpin4) factors through
H(BSpin5) = H[u4, v8]. Since h̃∗ : H(BSpin4) → H(BSpin5) is nontrivial,
the class w from Theorem 3.4.3 is equal to 1 and, so, by Lemma 3.4.6 we
know that λ2 = u4. Hence, v8 maps to v2

4 + u4v4. Moreover, notice that the
second vertical arrow identifies c′ with v4 and c′′ with v4 + u4. It follows
that c′c′′ is identified with v2

4 + u4v4. Therefore, c4 is identified with v8 since
they are the only classes in their degrees that restrict to the same element.

Moreover, we can notice that there is a cartesian square of simplicial
schemes given by

B̂SL3 //

��

BSL4
∼= BSpin6

��
B̂G2 // BSpin7
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3.6 the motivic cohomology of BG2

Recall that H(BSL3) = H[c2, c3], H(BSL4) = H[c2, c3, c4] and H(BSpin6) =
H[u4, u6, v8] with the identifications c2 = u4, c3 = u6 and c4 = v8 dis-
cussed above. Hence, by Corollary 2.2.8 we easily deduce that the mor-
phism Hp−8,q−4(BSpin7) → Hp,q(BSpin7) is multiplication by v8 + {a}u7,
from which it immediately follows that H(BG2) = H[u4, u6, u7], which is
what we aimed to prove.
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F O R M S

In this chapter we will focus instead on the unitary group Un(E/k) associ-
ated to the standard split hermitian form of a quadratic extension E/k. In
particular, we will compute the motivic cohomology with Z /2-coefficients
of its Nisnevich classifying space. As in the orthogonal case, this will pro-
vide us with subtle characteristic classes which allow to approach the clas-
sification of Un(E/k)-torsors over the point, which are nothing else but n-
dimensional hermitian forms of E/k, which are in one-to-one correspondence
with 2n-dimensional quadratic forms over k divisible by the norm form of
the quadratic extension considered.

In [47], the computation of the motivic cohomology of BOn is conducted
inductively by using fibrations with motivically Tate fibers. In our situa-
tion, new features will appear. In particular, the fibrations in the unitary
case, similar to those considered in the orthogonal one, will have reduced
fibers which (depending on parity) are not motivically Tate but, anyway,
invertible, which will still allow the computation. These invertible motives
are, not surprisingly, closely related to the Rost motive of our quadratic ex-
tension. As a consequence, we obtain that, unlike the orthogonal case, the
classifying space of the unitary group is not cellular, but it becomes one
once tensored with the Čech simplicial scheme of the Pfister form of the
quadratic extension. Related to this, we observe an interesting interaction
between invertible objects and idempotents in Voevodsky category. It is
manifested, in particular, by the fact that the cohomology of the tensor prod-
uct of BUn(E/k) with the Čech simplicial scheme above mentioned happens
to be a direct limit of the cohomology of BUn(E/k) tensored with powers
of an invertible motive.

We also note that, although studying hermitian forms is the same as
studying quadratic forms divisible by a Pfister form, the understanding of
the unitary case allows to trace back information from the hermitian world
to the quadratic one. In particular, from the computation of the motivic
cohomology of BUn(E/k) we get relations among subtle Stiefel-Whitney
classes in the cohomology of the Čech simplicial scheme of the respective
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quadratic form divisible by a binary Pfister form. These relations supply
information about the kernel invariant of this particular class of quadratic
forms. In this sense, for quadratic forms associated to hermitian forms,
the cohomology of BUn(E/k) is much closer to one of the Čech simplicial
scheme of the torsor than the cohomology of BO2n.

We will finish the chapter by showing that these subtle invariants see
the triviality of hermitian forms, in the same way as subtle Stiefel-Whitney
classes do for quadratic forms. Moreover, we will get a description of the
motive of the torsor associated to a hermitian form in terms of its subtle
classes.

4.1 some generalities on hermitian forms

We will start this section by recalling a few general facts and fixing some
conventions about hermitian forms and unitary groups. Everything can be
found in some standard reference such as [46].

Fix a base field k of characteristic different from 2. Given a quadratic ex-
tension E = k(

√
α) and an n-dimensional E-vector space V, an n-dimensional

hermitian form is a map h : V ×V → E which is E-linear in the first factor
and such that h(v, w) = σ(h(w, v)) (where σ is the generator of Gal(E/k)).
It follows immediately from the definition that the diagonal part of a her-
mitian form takes values in k and is a quadratic form. We will denote by
h̃ this 2n-dimensional quadratic form over k defined by h̃(v) = h(v, v) for
any v ∈ V considered as a 2n-dimensional k-vector space. Moreover, notice
that the quadratic form h̃ just defined is divisible by 〈〈α〉〉, the 1-fold Pfister
form associated to α. Indeed, more is true, namely any quadratic form over
k divisible by 〈〈α〉〉 is associated to some hermitian form, and the correspon-
dence is bijective. In fact, given two n-dimensional hermitian forms h and
h′, we have that h ∼= h′ if and only if h̃ ∼= h̃′ ([26, Corollary 9.2]).

As before, we will express by qn the standard split quadratic form ⊥n
i=1

〈(−1)i−1〉 and by H the hyperbolic form 〈1,−1〉. Similarly, we will denote
by hn the standard split hermitian form ⊥n

i=1 〈(−1)i−1〉. Notice, in partic-
ular, that h̃n = 〈〈α〉〉 ⊗ qn. By Un(E/k) we will mean the unitary group of
invertible n× n-matrices over E that preserve the standard split hermitian
form hn. Notice that this is a linear algebraic group over k.
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4.2 čech simplicial scheme and rost motive of a quadratic extension

4.2 čech simplicial scheme and rost motive of a quadratic

extension

Let E = k(
√

α) be a quadratic extension of k. Then, the motive of Spec(E)
in DM−

e f f (k, Z /2) is the Rost motive Mα of the Pfister form 〈〈α〉〉. It is
proven in [45] (see 6.1.4 for more details) that this motive comes endowed
with two morphisms Mα → T and T → Mα such that the composition
T → Mα → T is the 0 morphism and becomes a split distinguished triangle
in DM−

e f f (E, Z /2).

Moreover, in [62] (see 6.1.6 for more details) it is shown that Mα can be
presented as an extension of two motives of Čech simplicial schemes. More
precisely, in DM−

e f f (k, Z /2) there is the following distinguished triangle

Mα → Xα → Xα[1]→ Mα[1] (∗)

where Xα is the motive of the Čech simplicial scheme of the Pfister quadric
associated to the Pfister form 〈〈α〉〉.

Let N> be Cone(T → Mα) and N< be Cone(Mα → T)[−1]. Since we have
that Hom(T, T[j]) = 0 for j 6= 0 and we are working with Z /2-coefficients,
the morphism T → Mα is uniquely liftable to N< while the morphism
Mα → T is uniquely extendable to N>. It immediately follows from the
octahedron axiom that Cone(N> → T)[−1] ∼= Cone(T → N<). We will de-
note this motive by M̂α.

In this section, we will study the above mentioned motives and their mo-
tivic cohomology. We start by establishing relations among them.

Proposition 4.2.1. The following isomorphisms hold in DM−
e f f (k, Z /2):

1) Mα ⊗Xα
∼= Mα via Mα ⊗ (Xα → T);

2) N> ⊗Xα
∼= Xα via (N> → T)⊗Xα;

3) Mα ⊗ N>
∼= Mα via Mα ⊗ (N> → T);

4) N< ⊗ N>
∼= T;

5) M̂α ⊗ N>
∼= M̂α[1] via M̂α ⊗ (N> → T[1]).

Proof. 1) Since Xα is a projector in DM−
e f f (k, Z /2) we have that Xα ⊗Xα

∼=
Xα. Hence, by tensoring with Xα the distinguished triangle

Mα → Xα → Xα[1]→ Mα[1]

we obtain that Mα ⊗Xα
∼= Mα.

2) Therefore, by tensoring with Xα the distinguished triangle

T → Mα → N> → T[1]
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4.2 čech simplicial scheme and rost motive of a quadratic extension

and by recalling that the morphism Xα → Mα from (∗) factors through T
we get that N> ⊗Xα

∼= Xα.

3) It follows formally from 1) and 2).

4) On the other hand, by tensoring with N> the distinguished triangle

N< → Mα → T → N<[1]

and by noticing that (Mα → T)⊗ N> coincides with Mα → N> we obtain
that N< ⊗ N>

∼= T.

5) Finally, by tensoring with N> the distinguished triangle

T → N< → M̂α → T[1]

and by noticing that (T → N<)⊗ N> coincides with N> → T we have that
M̂α ⊗ N>

∼= M̂α[1].

From the previous proposition we immediately deduce the following
lemma.

Lemma 4.2.2. In DM−
e f f (k, Z /2) for any n ∈ N there are the following distin-

guished triangles:
1) N⊗n−1

> → Mα → N⊗n
> → N⊗n−1

> [1];
2) M̂α[n− 1]→ N⊗n

> → N⊗n−1
> → M̂α[n].

Here, Mα → N⊗n
> and N⊗n

> → N⊗n−1
> are the unique non-zero morphisms be-

tween the respective objects.

Proof. 1) It follows immediately from 3) of Proposition 4.2.1 by tensoring
the distinguished triangle

T → Mα → N> → T[1]

with the appropriate power of N>.

2) It follows immediately from 5) of Proposition 4.2.1 by tensoring the
distinguished triangle

M̂α → N> → T → M̂α[1]

with the appropriate power of N>.

At this point, we present the motivic cohomology of M̂α, which will be
used in the main result of this section, namely the computation of the mo-
tivic cohomology of tensor powers of N>.
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4.2 čech simplicial scheme and rost motive of a quadratic extension

Lemma 4.2.3. There exists a cohomology class µ of bidegree (0)[1] such that the
motivic cohomology of M̂α is given by

H(M̂α) =
KM(k)/2
Ann({α}) · µ

So, the motivic cohomology of M̂α is concentrated on a single diagonal.

Proof. After applying the octahedron axiom twice to the distinguished tri-
angle

Mα → Xα → Xα[1]→ Mα[1]

we get the distinguished triangle

M̂α[−1]→ X̃α[1]→ X̃α → M̂α

where X̃α is Cone(Xα → T)[−1].

The motivic cohomology of X̃α has been computed in the original version
of [40] and [68] (see Theorem 6.1.3 for more details). It is described by

H(X̃α) = Z /2[µ] · µ⊗ KM(k)/2
Ann({α})

Therefore, by the long exact sequence in motivic cohomology induced by the
previous distinguished triangle and by recalling that the homomorphism
H∗,∗

′
(X̃α) → H∗−1,∗′(X̃α) sends µj to µj−1 since H(M̂α) is trivial above the

1-st diagonal just by definition, we get the description of H(M̂α).

We are now ready to compute the motivic cohomology of any tensor
power of N>. This result will be essential in the next section for the proof
of the main result.

Proposition 4.2.4. For any n ∈ N there exist cohomology classes µi of bidegree
(0)[i] for 1 ≤ i ≤ n such that the motivic cohomology of the n-th tensor power of
N> as an H-module is given by

H(N⊗n
> ) = H ⊕

n⊕
i=1

KM(k)/2
Ann({α}) · µi

where the H-module structure is described by the relations τµi = {α}µi−1 (µ0 = 1
by convention).

Proof. We will proceed by induction on n. For n = 1 the distinguished
triangle

M̂α → N> → T → M̂α[1]

induces the following long exact sequence in motivic cohomology

· · · → H∗−1,∗′(M̂α)→ H∗,∗
′ → H∗,∗

′
(N>)→ H∗,∗

′
(M̂α)→ . . .
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From Lemma 4.2.3 and the fact that the motivic cohomology of a point is
trivial above the main diagonal it follows that

H∗,∗
′
(N>) =

{
H∗,∗

′
(M̂α), ∗ > ∗′

H∗,∗
′
, ∗ ≤ ∗′

which implies that

H(N>) = H ⊕ KM(k)/2
Ann({α}) · µ

On the other hand, after tensoring with Xα the distinguished triangle

T → Mα → N> → T[1]

we get a morphism of long exact sequences in motivic cohomology

. . . // H∗−1,∗′(Mα) //

��

H∗−1,∗′ //

��

H∗,∗
′
(N>) //

��

H∗,∗
′
(Mα) //

��

. . .

. . . // H∗−1,∗′(Mα) // H∗−1,∗′(Xα) // H∗,∗
′
(Xα) // H∗,∗

′
(Mα) // . . .

By a four lemma argument, since the second vertical map is injective (by
Beilinson-Lichtenbaum "conjecture"), we deduce that H(N>) → H(Xα) is
injective. Therefore, τµ = {α} in H(N>), since the same relation holds in
H(Xα). That completes the induction basis.

Now, suppose the statement holds for n− 1. Then, by 2) of Lemma 4.2.2
we have the following long exact sequence in motivic cohomology

· · · → H∗−n,∗′(M̂α)→ H∗,∗
′
(N⊗n−1

> )→ H∗,∗
′
(N⊗n

> )→ H∗−n+1,∗′(M̂α)→ . . .

From Lemma 4.2.3 and by induction hypothesis we have

H∗,∗
′
(N⊗n

> ) =

{
H∗−n+1,∗′(M̂α), ∗ > ∗′ + n− 1
H∗,∗

′
(N⊗n−1

> ), ∗ ≤ ∗′ + n− 1

which implies that there exists µn in bidegree (0)[n] such that

H(N⊗n
> ) = H(N⊗n−1

> )⊕ KM(k)/2
Ann({α}) · µn = H ⊕

n⊕
i=1

KM(k)/2
Ann({α}) · µi

From 1) of Lemma 4.2.2 we have the following long exact sequence in mo-
tivic cohomology

· · · → H∗−1,∗′(N⊗n−1
> )→ H∗,∗

′
(N⊗n

> )→ H∗,∗
′
(Mα)→ H∗,∗

′
(N⊗n−1

> )→ . . .

that maps µi−1 ∈ Hi−1,0(N⊗n−1
> ) to µi ∈ Hi,0(N⊗n

> ) since Hi,0(Mα) = 0 for
i > 0. Hence, by induction hypothesis, τµi = {α}µi−1 in H(N⊗n

> ) and the
proof is complete.
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By 2) of Lemma 4.2.1 there is a chain of morphisms

Xα → · · · → N⊗n
> → N⊗n−1

> → · · · → N> → T

that induces in cohomology the chain of homomorphisms

H → H(N>)→ · · · → H(N⊗n−1
> )→ H(N⊗n

> )→ · · · → H(Xα)

which sends µ ∈ H(N>) to µ ∈ H(Xα).

We now highlight an interesting relation between the invertible motive
N> and the projector Xα.

Proposition 4.2.5. The homomorphisms H(N⊗n
> ) → H(Xα) are injective for all

n ∈N. Moreover, H(Xα) = lim−→H(N⊗n
> ).

Proof. We have already noticed that H(N>)→ H(Xα) is injective and maps
µ = µ1 to µ. Now, suppose by induction hypothesis that the homomor-
phism H(N⊗n−1

> ) → H(Xα) is injective. Notice that there is a commutative
diagram

H(N⊗n−1
> )⊗ H(N>) //

��

H(N⊗n
> )

��
H(Xα)⊗ H(Xα)

^ // H(Xα)

where the bottom horizontal map is the usual cup product in H(Xα). It fol-
lows that the right vertical map sends µi to µi for any i ≤ n. This completes
the proof.

Later on we will need also the following description of the motivic coho-
mology of N<.

Lemma 4.2.6. The motivic cohomology of N< is given by

H(N<) = Ann({α})⊕ H · τ

Proof. After applying the octahedron axiom to the distinguished triangle

Mα → Xα → Xα[1]→ Mα[1]

we obtain
Xα → N< → X̃α → Xα[1]

which induces in motivic cohomology the following long exact sequence

· · · → H∗−1,∗′(Xα)→ H∗,∗
′
(X̃α)→ H∗,∗

′
(N<)→ H∗,∗

′
(Xα)→ . . .

Hence, the result follows by noticing that H∗,∗
′
(X̃α) is the ∗ > ∗′ part of

H∗,∗
′
(Xα), while H∗,∗

′
is the ∗ ≤ ∗′ part of it, and that H∗−1,∗′(Xα) →

H∗,∗
′
(X̃α) sends µi−1 to µi. So, the latter map is surjective everywhere, injec-

tive for ∗ ≥ ∗′ + 2 and zero for ∗ ≤ ∗′.
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4.3 the motivic cohomology ring of BUn (E/k)

Our goal in this section is to compute by using the techniques presented
in previous chapters the motivic cohomology of the Nisnevich classifying
space of Un(E/k), the unitary group associated to the standard split hermi-
tian form hn of the extension E/k.

At first, let us show some preliminary results which will be useful in the
proof of the main theorem.

Proposition 4.3.1. The homogeneous variety Un(E/k)/Un−1(E/k) is isomorphic
to the affine quadric Ahn defined by the equation h̃n = 1.

Proof. Let V be an n-dimensional E-vector space and let Ahn be the subset
of V defined by the equation hn = 1. Then, V can be considered as a 2n-
dimensional k-vector space in which Ahn is the affine quadric defined by
the equation h̃n = 1. The action of Un(E/k) on Ahn is transitive (see for
example [46]) and, moreover, the isotropy group of the vector (1, 0, . . . , 0) is
isomorphic to Un−1(E/k). This implies the desired result.

At this point, in order to apply Proposition 2.2.5 to the unitary case, we
need to study the motive of the affine quadric Ahn .

Proposition 4.3.2. The motive in DM−
e f f (k, Z /2) of the affine quadric Ahn is

given by

M(Ahn) =

{
T ⊕ N>(n)[2n− 1], n odd
T ⊕ T(n)[2n− 1], n even

Proof. We start by noticing that the quadratic form

h̃n =

{
〈〈α〉〉 ⊥ (n− 1)H, n odd
n H, n even

For a quadratic form q let us denote by Q the projective quadric defined by
q = 0, by Q′ the projective quadric defined by q = z2 and by A the affine
quadric defined by q = 1. Then, we have in DM−

e f f (k, Z /2) the following
Gysin triangle

M(A)→ M(Q′)→ M(Q)(1)[2]→ M(A)[1]

In the case q = n H the previous triangle becomes

M(A)→
2n−1⊕
i=0

T(i)[2i]→
2n−1⊕
i=1

T(i)[2i]⊕ T(n)[2n]→ M(A)[1]

which implies that, for n even, M(Ahn) = M(A) = T ⊕ T(n)[2n− 1].
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In the case q = 〈〈α〉〉 we have

M(A)→ T ⊕ T(1)[2]→ Mα(1)[2]→ M(A)[1]

from which it follows that M(Ah1) = M(A) = T ⊕ N>(1)[1].

The general case n odd follows from [5, Lemma 34]. Namely, we have

M̃(Ahn) = M̃(Ah1)(n− 1)[2n− 2] = N>(n)[2n− 1]

that implies M(Ahn) = T ⊕ N>(n)[2n− 1].

Before going ahead with the main theorem of this section, we notice that
Un(E/k)-torsors over Spec(k) are in one-to-one correspondence with hermi-
tian forms associated to the quadratic extension E/k or, which is the same,
with quadratic forms over k divisible by 〈〈α〉〉. Since Witt cancellation holds
for quadratic forms, the previous remark assures that Un−1(E/k)-torsors
inject in Un(E/k)-torsors over any field extension of k, which allows us to
use Propositions 2.3.6 and 2.3.10 in the unitary case taking into account
Theorem 2.3.8.

Theorem 4.3.3. For any m, n ∈ Z≥0 there exist cohomology classes ci of bidegree
(i)[2i] for 1 ≤ i ≤ n such that the motivic cohomology of Xα ⊗ BUn(E/k) and
N⊗m
> ⊗ BUn(E/k) is described respectively by

H(Xα ⊗ BUn(E/k)) = H(Xα)[c1, . . . , cn]

and

H(N⊗m
> ⊗ BUn(E/k)) =

⊕
i1,...,in∈Z≥0

H(N⊗m+∑l odd il
> ) · ci1

1 · · · c
in
n

where the obvious homomorphisms of H(BUn(E/k))-modules

H(N⊗m
> ⊗ BUn(E/k))→ H(Xα ⊗ BUn(E/k))

are injective. Moreover, H(Xα ⊗ BUn(E/k)) = lim−→H(N⊗m
> ⊗ BUn(E/k)).

Proof. We will proceed by induction on n. The induction basis follows im-
mediately from the fact that BU0(E/k) ∼= Spec(k) and by Proposition 4.2.5.

Now, suppose the result holds for n− 1. Then, since N> ⊗Xα
∼= Xα by 2)

of Proposition 4.2.1 and applying Propositions 2.2.5, 2.3.6, 2.3.10 and 4.3.2
to the coherent morphism Xα ⊗ B̂Un−1(E/k) → Xα ⊗ BUn(E/k), we obtain
the following long exact sequence in motivic cohomology

. . .→ H∗−1,∗′(Xα ⊗ BUn−1(E/k)) h∗−→ H∗−2n,∗′−n(Xα ⊗ BUn(E/k))
f ∗−→
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H∗,∗
′
(Xα ⊗ BUn(E/k))

g∗−→ H∗,∗
′
(Xα ⊗ BUn−1(E/k))→ . . .

Note that, even after having replaced H(Xα ⊗ B̂Un−1(E/k)) with H(Xα ⊗
BUn−1(E/k)), this stays a sequence of H(Xα ⊗ BUn(E/k))-modules by the
remark just after Proposition 2.3.10. By induction hypothesis, the coho-
mology ring H(Xα ⊗ BUn−1(E/k)) is freely generated as an H(Xα)-algebra
by c1, . . . , cn−1 which are all uniquely liftable to H(Xα ⊗ BUn(E/k)), since
Xα ⊗ BUn(E/k) is the motive of a smooth simplicial scheme and, so, has no
cohomology in negative round degrees. Hence, g∗ is an epimorphism as it
is a ring homomorphism, h∗ is trivial and f ∗ is a monomorphism. Denoting
by cn the element f ∗(1) we obtain the result

H(Xα ⊗ BUn(E/k)) = H(Xα)[c1, . . ., cn]

For the rest of the induction step we will consider separately two cases.

1) n even: for any m ∈ N we have the following long exact sequence in
motivic cohomology of H(BUn(E/k))-modules

· · · → H∗−1,∗′(N⊗m
> ⊗ BUn−1(E/k)) h∗−→ H∗−2n,∗′−n(N⊗m

> ⊗ BUn(E/k))
f ∗−→

H∗,∗
′
(N⊗m

> ⊗ BUn(E/k))
g∗−→ H∗,∗

′
(N⊗m

> ⊗ BUn−1(E/k))→ . . .

For m = 0, by induction hypothesis, H(BUn−1(E/k)) is generated as an H-
algebra by c1, . . . , cn−1 and µcl for any odd l < n. By degree reasons these
cohomology classes are all uniquely liftable to H(BUn(E/k)). Therefore, g∗

is an epimorphism since it is a ring homomorphism. This assures that, for
any m, H(N⊗m

> ⊗ BUn−1(E/k)) is generated as an H(BUn(E/k))-module
by µi for all i ≤ m. By degree reasons the µi are all uniquely liftable to
H(N⊗m

> ⊗ BUn(E/k)). Now g∗ happens to be surjective since it is a homo-
morphism of H(BUn(E/k))-modules. Hence, h∗ is the 0 homomorphism
and f ∗ is a monomorphism. Then, denoting by cn the cohomology class
f ∗(1) we have, for any m, the following morphism of short exact sequences
of H(BUn(E/k))-modules

0 // H∗−2n,∗′−n(N⊗m
> ⊗ BUn(E/k))

·cn //

��

H∗,∗
′
(N⊗m

> ⊗ BUn(E/k)) //

��

H∗,∗
′
(N⊗m

> ⊗ BUn−1(E/k)) //
� _

��

0

0 // H∗−2n,∗′−n(Xα ⊗ BUn(E/k))
·cn // H∗,∗′ (Xα ⊗ BUn(E/k)) // H∗,∗′ (Xα ⊗ BUn−1(E/k)) // 0

By induction on square degree and by a standard four lemma argument,
the central vertical morphism is injective. Moreover, by an induction ar-
gument on square degree and looking at the previous upper short exact
sequence we get that

H(N⊗m
> ⊗ BUn(E/k)) =

⊕
i∈Z≥0

H(N⊗m
> ⊗ BUn−1(E/k)) · ci

n
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=
⊕

i1,...,in∈Z≥0

H(N⊗m+∑l odd il
> ) · ci1

1 · · · c
in
n

as an H(BUn(E/k))-submodule of H(Xα ⊗ BUn(E/k)).

2) n odd: as before for any m we have the following long exact sequence
in motivic cohomology of H(BUn(E/k))-modules

· · · → H∗−1,∗′(N⊗m
> ⊗ BUn−1(E/k)) h∗−→ H∗−2n,∗′−n(N⊗m+1

> ⊗ BUn(E/k))
f ∗−→

H∗,∗
′
(N⊗m

> ⊗ BUn(E/k))
g∗−→ H∗,∗

′
(N⊗m

> ⊗ BUn−1(E/k))→ . . .

As in the previous case, for m = 0 the induction hypothesis implies that
H(BUn−1(E/k)) is generated as an H-algebra by c1, . . . , cn−1 and µcl for
any odd l < n. By the same degree reasons they are all uniquely liftable
to H(BUn(E/k)). Thus, g∗ is an epimorphism since it is a ring homomor-
phism. This is enough to show that, for any m, H(N⊗m

> ⊗ BUn−1(E/k)) is
generated as an H(BUn(E/k))-module by µi for all i ≤ m. Again the µi
are uniquely liftable to H(N⊗m

> ⊗ BUn(E/k)). It follows that g∗ is surjective,
h∗ is trivial and f ∗ is injective. Then, denoting by cn the cohomology class
f ∗(1) we have, for any m, the following morphism of short exact sequences
of H(BUn(E/k))-modules

0 // H∗−2n,∗′−n(N⊗m+1
> ⊗ BUn(E/k))

·cn //

��

H∗,∗
′
(N⊗m

> ⊗ BUn(E/k)) //

��

H∗,∗
′
(N⊗m

> ⊗ BUn−1(E/k)) //
� _

��

0

0 // H∗−2n,∗′−n(Xα ⊗ BUn(E/k))
·cn // H∗,∗′ (Xα ⊗ BUn(E/k)) // H∗,∗′ (Xα ⊗ BUn−1(E/k)) // 0

By the very same arguments of the previous case, the central vertical
morphism is injective and

H(N⊗m
> ⊗ BUn(E/k)) =

⊕
i∈Z≥0

H(N⊗m+i
> ⊗ BUn−1(E/k)) · ci

n

=
⊕

i1,...,in∈Z≥0

H(N⊗m+∑l odd il
> ) · ci1

1 · · · c
in
n

as an H(BUn(E/k))-submodule of H(Xα⊗ BUn(E/k)), which completes the
proof.

As a corollary of the previous theorem we obtain the description of the
motivic cohomology ring of BUn(E/k) as an H-algebra.

Theorem 4.3.4. For any n ∈ Z≥0 there exist cohomology classes ci of bidegree
(i)[2i] for 1 ≤ i ≤ n and dj of bidegree (j)[2j + 1] for 1 ≤ j odd ≤ n such that the
motivic cohomology ring of BUn(E/k) is given by

H(BUn(E/k)) =
H[ci, dj]1≤i≤n,1≤j odd≤n

R
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where R is the ideal generated by τdj + {α}cj, Ann({α}) · dj and cj′dj + cjdj′ for
any 1 ≤ j, j′ odd ≤ n.

Proof. By Theorem 4.3.3 we have a monomorphism of rings

H(BUn(E/k)) =
⊕

i1,...,in∈Z≥0

H(N⊗∑l odd il
> ) · ci1

1 · · · c
in
n → H(Xα)[c1, . . . , cn]

from which we deduce that H(BUn(E/k)) is generated as an H-algebra by
the ci and the µcj for j odd. Let us denote by dj these elements. Then, the
relations among ci and dj that generate R follow immediately by Proposition
4.2.4 and by noticing that µcj · cj′ = cj · µcj′ for any 1 ≤ j, j′ odd ≤ n. This
amounts to say that there is an epimorphism

p :
H[ci, dj]1≤i≤n,1≤j odd≤n

R
→ H(BUn(E/k))

We can check its injectivity by looking separately at each restriction

p : p−1(H(N⊗∑l odd il
> ) · ci1

1 · · · c
in
n )→ H(N⊗∑l odd il

> ) · ci1
1 · · · c

in
n

Notice that H(N⊗∑l odd il
> ) · ci1

1 · · · c
in
n is generated as a KM(k)/2-module by

µmci1
1 · · · c

in
n for any 0 < m ≤ ∑l odd il and τm′ci1

1 · · · c
in
n for any m′ ≥ 0. More-

over, the elements in p−1(H(N⊗∑l odd il
> ) · ci1

1 · · · c
in
n ) that map to these gen-

erators through p are unique. Then, injectivity follows by looking at the
restriction of p on each diagonal of p−1(H(N⊗∑l odd il

> ) · ci1
1 · · · c

in
n ) which is

an isomorphism to KM(k)/2
Ann({α}) on positive diagonals and to KM(k)/2 on the

others.

4.4 comparison between BUn (E/k) and BO( h̃n )

Since there exists an obvious homomorphism of groups Un(E/k) → O(h̃n),
it is reasonable to compare the classifying spaces BUn(E/k) and BO(h̃n)
and, in particular, the characteristic classes arising from both.

Before proceeding, we highlight that, given a quadratic form q, there is
the following isomorphism

O(q ⊥ 〈b〉)/O(q) ∼= Aq⊥〈b〉=b

where by Aq⊥〈b〉=b we mean the affine quadric defined by the equation
q ⊥ 〈b〉 = b.

For sake of simplicity, we will express by pn the quadratic form 〈〈α〉〉 ⊥
(n− 1)H and by pn− 1

2
the quadratic form 〈−α〉 ⊥ (n− 1)H.

In the following theorem we compute the motivic cohomology ring of
BO(pn).
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Theorem 4.4.1. For any n ∈ Z≥0 there exist cohomology classes ui of bidegree
([i/2])[i] for 1 ≤ i ≤ 2n and a class v2n+1 of bidegree (n)[2n + 1] such that the
motivic cohomology ring of BO(pn) is given by

H(BO(pn)) =
H[u1, . . . , u2n, v2n+1]

(τv2n+1 + {α}u2n, Ann({α}) · v2n+1)

Proof. We start by noticing that

O(pn)/O(pn− 1
2
) ∼= Apn=1

From the fact that O(pn− 1
2
) ∼= O2n−1 we obtain by Theorem 2.4.2 that

H(BO(pn− 1
2
)) = H[u1, . . . , u2n−1]

Then, from [47, Proposition 3.2.4] it follows that

H(N⊗m
> ⊗ BO(pn− 1

2
)) = H(N⊗m

> )⊗H H[u1, . . . , u2n−1]

and
H(Xα ⊗ BO(pn− 1

2
)) = H(Xα)[u1, . . . , u2n−1]

Now, by recalling that M(Apn=1) = T ⊕ N>(n)[2n − 1] and N> ⊗ Xα
∼=

Xα and using Propositions 2.2.5, 2.3.6 and 2.3.10, we obtain a long exact
sequence in motivic cohomology

. . .→ H∗−1,∗′(Xα ⊗ BO(pn− 1
2
))

h∗−→ H∗−2n,∗′−n(Xα ⊗ BO(pn))
f ∗−→

H∗,∗
′
(Xα ⊗ BO(pn))

g∗−→ H∗,∗
′
(Xα ⊗ BO(pn− 1

2
))→ . . .

Hence, by the same arguments of Theorem 4.3.3 and denoting by u2n the
class f ∗(1) we get that

H(Xα ⊗ BO(pn)) = H(Xα)[u1, . . . , u2n]

As in the odd case of Theorem 4.3.3, for any m we get a long exact sequence
of H(BO(pn))-modules

. . .→ H∗−1,∗′(N⊗m
> ⊗ BO(pn− 1

2
))

h∗−→ H∗−2n,∗′−n(N⊗m+1
> ⊗ BO(pn))

f ∗−→

H∗,∗
′
(N⊗m

> ⊗ BO(pn))
g∗−→ H∗,∗

′
(N⊗m

> ⊗ BO(pn− 1
2
))→ . . .

Hence, by exactly the same arguments of Theorem 4.3.3 and denoting by u2n
the class f ∗(1) we obtain, for any m, a morphism of short exact sequences
of H(BO(pn))-modules
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0 // H∗−2n,∗′−n(N⊗m+1
> ⊗ BO(pn))

·u2n //

��

H∗,∗
′
(N⊗m

> ⊗ BO(pn)) //

��

H∗,∗
′
(N⊗m

> ⊗ BO(pn− 1
2
)) //

� _

��

0

0 // H∗−2n,∗′−n(Xα ⊗ BO(pn))
·u2n // H∗,∗′ (Xα ⊗ BO(pn)) // H∗,∗′ (Xα ⊗ BO(pn− 1

2
)) // 0

From this it follows that

H(N⊗m
> ⊗ BO(pn)) =

⊕
i∈Z≥0

H(N⊗m+i
> ⊗ BO(pn− 1

2
)) · ui

2n

=
⊕

i1,...,i2n∈Z≥0

H(N⊗m+i2n
> ) · ui1

1 · · ·u
i2n
2n

and, setting m = 0, we obtain

H(BO(pn)) =
⊕

i1,...,i2n∈Z≥0

H(N⊗i2n
> ) · ui1

1 · · ·u
i2n
2n

Moreover, we have a monomorphism of H-algebras

H(BO(pn))→ H(Xα ⊗ BO(pn))

from which we deduce, as in Theorem 4.3.4, that

H(BO(pn)) =
H[u1, . . ., u2n, v2n+1]

(τv2n+1 + {α}u2n, Ann({α}) · v2n+1)

where v2n+1 is nothing else but the element that maps to µu2n under the
monomorphism H(BO(pn))→ H(Xα ⊗ BO(pn)).

At this point, we recall that Xα ⊗ BO(pn) ∼= BO2n ⊗ Xα by Proposition
2.3.14. In the following proposition we describe the isomorphism induced
on motivic cohomology by this map.

Proposition 4.4.2. The isomorphism in motivic cohomology

H(Xα ⊗ BO(pn))←→ H(BO2n ⊗Xα)

induced by the isomorphism Xα⊗ BO(pn) ∼= BO2n⊗Xα maps u2i to u2i and u2i−1
to u2i−1 + µu2i−2 for any 1 ≤ i ≤ n.

Proof. We proceed by induction on n. For n = 1 we have the following
commutative diagram

H(Xα ⊗ BO(〈〈α〉〉)) oo //

��

H(BO2 ⊗Xα)

��
H(Xα ⊗ BO(〈−α〉)) oo // H(BO(〈−1〉)⊗Xα)
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where the bottom horizontal isomorphism maps u1 to u1 + µ (that is pro-
nounced in [47] just after Lemma 3.2.6). Then, the result follows from the
fact that u1 and u2 are uniquely determined both in H(Xα ⊗ BO(〈〈α〉〉)) and
in H(BO2 ⊗ Xα) by the fact that u1 restricts to u1 and u2 vanishes respec-
tively in H(Xα ⊗ BO(〈−α〉)) and in H(BO(〈−1〉)⊗Xα).

Now, suppose the statement is true for n− 1. Then, we have the following
commutative diagram

H(Xα ⊗ BO(pn)) oo //

��

H(BO2n ⊗Xα)

��
H(Xα ⊗ BO(pn− 1

2
)) oo //

��

H(BO(−q2n−1)⊗Xα)

��
H(Xα ⊗ BO(pn−1)) oo // H(BO2n−2 ⊗Xα)

In this case we need to understand first the homomorphism

H(BO(pn− 1
2
))→ H(BO(pn−1))

In order to do so, we notice that

O(pn− 1
2
)/O(pn−1) ∼= Ap

n− 1
2
=−1
∼= A〈α〉⊥(n−1)H=1

From M̃(Aαx2=1) = N< we deduce that

M̃(A〈α〉⊥(n−1)H=1) = N<(n− 1)[2n− 2]

Therefore, by Proposition 2.2.5 we have a long exact sequence in motivic
cohomology

· · · → H∗−1,∗′(BO(pn−1))
h∗−→ H∗−2n+1,∗′−n+1(N< ⊗ BO(pn− 1

2
))

f ∗−→

H∗,∗
′
(BO(pn− 1

2
))

g∗−→ H∗,∗
′
(BO(pn−1))→ . . .

At this point, notice that H(N< ⊗ BO(pn− 1
2
)) = H(N<)⊗H H[u1, . . . , u2n−1]

which implies that ui and v2n−1 are all uniquely liftable to H(BO(pn− 1
2
))

by degree reasons, since H∗,∗
′
(N< ⊗ BO(pn− 1

2
)) is 0 for ∗′ < 0 and for

(∗′)[∗] = (0)[0] and (0)[1], and by Lemma 4.2.6. Hence, g∗ is an epi-
morphism since it is a ring homomorphism. Moreover, g∗(ui) = ui for
i ≤ 2n− 2 since the natural restriction H(BO(pn− 1

2
)) → H(BO(pn− 3

2
)) fac-

tors through H(BO(pn−1)) and the classes ui are uniquely determined, both
in H(BO(pn− 1

2
)) and in H(BO(pn−1)), by the fact that they restrict to the
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respective ui or vanish for i = 2n − 2 in H(BO(pn− 3
2
)). For the same rea-

son, since v2n−1 vanishes in H(BO(pn− 3
2
)), the element that covers v2n−1

through g∗ has the shape u2n−1 + εu1u2n−2, where ε is 0 or 1. Suppose ε = 1,
then by Wu formula we have that Sq1(u2n−1 + u1u2n−2) = Sq1Sq1u2n−2 = 0,
so Sq1v2n−1 = 0 as well. But, Sq1v2n−1 maps to Sq1(µu2n−2) in H(Xα ⊗
BO(pn−1)), which again maps to Sq1(µu2n−2) = µ2u2n−2 + µu1u2n−2 6= 0 in
H(BO2n−2 ⊗ Xα) = H(Xα)[u1, . . . , u2n−2] by induction hypothesis, and we
get a contradiction. Hence, ε must be 0 and g∗(u2n−1) = v2n−1.

Therefore, we have that the isomorphism

H(Xα ⊗ BO(pn− 1
2
))↔ H(BO(−q2n−1)⊗Xα)

maps u2i to u2i and u2i−1 to u2i−1 + µu2i−2 for any 1 ≤ i ≤ 2n− 2. Moreover,
since H(Xα ⊗ BO(pn− 1

2
)) → H(Xα ⊗ BO(pn−1)) maps u2n−1 + µu2n−2 to 0,

we have that H(Xα ⊗ BO(pn− 1
2
)) ↔ H(BO(−q2n−1) ⊗ Xα) maps u2n−1 to

u2n−1 + µu2n−2.

Now, the result follows from the fact that the ui are uniquely determined
both in H(Xα ⊗ BO(pn)) and in H(BO2n ⊗Xα) by the fact that they restrict
to ui for i ≤ 2n− 1 and vanish for i = 2n respectively in H(Xα ⊗ BO(pn− 1

2
))

and in H(BO(−q2n−1)⊗Xα).

From Theorem 4.4.1 we get immediately the following result which pro-
vides the motivic cohomology ring of BO(h̃n).

Theorem 4.4.3. For any n ∈ Z≥0 there exist cohomology classes ui of bidegree
([i/2])[i] for 1 ≤ i ≤ 2n and a class v2n+1 of bidegree (n)[2n + 1] only for n odd
such that the motivic cohomology ring of BO(h̃n) is given by

H(BO(h̃n)) =

{ H[u1,...,u2n,v2n+1]
(τv2n+1+{α}u2n,Ann({α})·v2n+1)

, n odd

H[u1, . . . , u2n], n even

Proof. It follows from the fact that h̃n is split for n even and is isomorphic to
pn for n odd.

Once we know both the motivic cohomology of BO(h̃n) and BUn(E/k),
we can relate the subtle classes arising from the orthogonal group and those
arising from the unitary group. In particular, we have the following result.

Proposition 4.4.4. For any n ∈ Z≥0 the natural embedding Un(E/k) ↪→ O(h̃n)
induces an epimorphism

H(BO(h̃n))→ H(BUn(E/k))

sending u2i to ci for any 1 ≤ i ≤ n, u2l+1 to 0 for any 0 ≤ l even < n, u2j+1 to dj
for any 1 ≤ j odd < n and v2n+1 to dn only for n odd.
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Proof. We will proceed by induction. Notice that the induction basis is pro-
vided by the isomorphism U0

∼= O0
∼= Spec(k).

For n odd we have the following commutative diagrams

Un−1(E/k) //

��

Un(E/k)

��

O2n−2

��

O(h̃n− 1
2
) // O(h̃n)

H(BUn−1(E/k)) H(BUn(E/k))oo

H(BO2n−2)

OO

H(BO(h̃n− 1
2
))

OO

H(BO(h̃n))oo

OO

where by h̃n− 1
2

here we mean the quadratic form 〈−α〉 ⊥ (n− 1)H.

By induction hypothesis we have that u2i goes to ci for any 1 ≤ i ≤ n− 1,
u2l+1 to 0 for any 0 ≤ l even < n− 1 and u2j+1 to dj for any 1 ≤ j odd < n− 1.
The class u2n−1 goes to 0 via the map H(BO(h̃n)) → H(BUn−1(E/k)) since
this factors through H(BO2n−2). Hence, u2n−1 maps to 0 in H(BUn(E/k))
since the morphism H(BUn(E/k)) → H(BUn−1(E/k)) is injective in bide-
gree (n− 1)[2n− 1]. Moreover, noticing that

Un(E/k)/Un−1(E/k) ∼= O(h̃n)/O(h̃n− 1
2
)

and by Proposition 2.2.7, we obtain that u2n goes to cn and v2n+1 goes to dn.

For n even we have similar commutative diagrams

Un−1(E/k) //

��

Un(E/k)

��

O(h̃n−1)

��
O2n−1 // O2n

H(BUn−1(E/k)) H(BUn(E/k))oo

H(BO(h̃n−1))

OO

H(BO2n−1)

OO

H(BO2n)oo

OO

In this case we need to study the homomorphism

H(BO2n−1)→ H(BO(h̃n−1))

In order to do so, we notice that

O2n−1/O(h̃n−1) ∼= Ah̃n−1⊥〈α〉=α
∼= A

α−1h̃n−1⊥〈1〉=1

From M̃(Ax2=α) = N< and since α−1h̃n−1 ⊥ 〈1〉 is isomorphic to 〈α−1〉 ⊥
(n− 1)H, we deduce that

M̃(A
α−1h̃n−1⊥〈1〉=1) = N<(n− 1)[2n− 2]
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4.5 applications to hermitian forms

Hence, by Proposition 2.2.5 we have a long exact sequence in motivic coho-
mology

· · · → H∗−1,∗′(BO(h̃n−1))
h∗−→ H∗−2n+1,∗′−n+1(N< ⊗ BO2n−1)

f ∗−→

H∗,∗
′
(BO2n−1)

g∗−→ H∗,∗
′
(BO(h̃n−1))→ . . .

Then, by repeating exactly the same arguments that appear in Proposition
4.4.2 we get that g∗(ui) = ui for i ≤ 2n− 2 and g∗(u2n−1) = v2n−1.

Therefore, by induction hypothesis we have that u2i goes to ci for any
1 ≤ i ≤ n− 1, u2l+1 to 0 for any 0 ≤ l even ≤ n− 1 and u2j+1 to dj for any
1 ≤ j odd ≤ n− 1. Moreover, recalling that

Un(E/k)/Un−1(E/k) ∼= O2n/O2n−1

and by Proposition 2.2.7, we obtain that u2n goes to cn, as we aimed to
show.

As a corollary of the previous proposition and of Theorem 4.3.4 we get a
description of H(BUn(E/k)) as a quotient of H(BO(h̃n)).

Corollary 4.4.5. For any n ∈ Z≥0 there is an isomorphism

H(BUn(E/k)) ∼=
H(BO(h̃n))

R

where R is the ideal in H(BO(h̃n)) generated by u4j+1, u4i+3u4j+2 + u4j+3u4i+2,
τu4j+3 + {α}u4j+2 and Ann({α}) · u4j+3 for any 0 ≤ i, j ≤ [n−1

2 ], where u2n+1
is substituted by v2n+1 for n odd.

4.5 applications to hermitian forms

Throughout this section we exploit previous results to study the kernel
invariant of quadratic forms divisible by 〈〈α〉〉. The general idea is that
H(BUn(E/k)) is closer to the cohomology of the Čech simplicial scheme of
a quadratic form associated to a hermitian form than H(BO2n).

We start by noticing that for every hermitian form h of the quadratic
extension E/k there exists a commutative diagram

Č(Xh) //

��

BUn(E/k) //

��

BO(h̃n)

��

Spec(k) h // BétUn(E/k) // BétO(h̃n)
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4.5 applications to hermitian forms

where Č(Xh) is the Čech simplicial scheme of the torsor Xh = Iso(h ↔
hn). Hence, the computation of the motivic cohomology of BUn(E/k) pro-
vides us with subtle characteristic classes for hermitian forms and relations
among them. More precisely, we have the following proposition.

Proposition 4.5.1. For any n-dimensional hermitian form h, in H(Č(Xh)) the
following relations hold for any 1 ≤ j, j′ odd ≤ n:
1) cj′(h)dj(h) + cj(h)dj′(h) = 0;
2) τdj(h) + {α}cj(h) = 0;
3) Ann({α}) · dj(h) = 0.

Proof. It follows immediately from Theorem 4.3.4.

We now move to consider quadratic forms associated to hermitian ones
and their subtle Stiefel-Whitney classes.

Recall that two hermitian forms are isomorphic if and only if the corre-
sponding quadratic forms over k are isomorphic. In particular, for even
dimensional hermitian forms we have that they split if and only if the re-
spective quadratic forms split. It follows that Č(Xh) ∼= Č(Xh̃), for even
dimensional hermitian forms.

Proposition 4.5.2. For n even, in H(Č(Xh̃)) the following relations hold for any
0 ≤ i, j ≤ n

2 − 1:
1) u4j+1(h̃) = 0;
2) u4i+3(h̃)u4j+2(h̃) = u4j+3(h̃)u4i+2(h̃);
3) τu4j+3(h̃) = {α}u4j+2(h̃);
4) Ann({α}) · u4j+3(h̃) = 0.

Proof. It follows immediately from Corollary 4.4.5.

On the other hand, if q is an odd dimensional quadratic form, then
〈〈α〉〉 ⊗ q is split over a field extension of k if and only if 〈〈α〉〉 is split over
the same field extension. It follows from this remark that, for odd dimen-
sional hermitian forms, Č(Xh̃)

∼= Č(Xα), where Č(Xα) stands for the Čech
simplicial scheme associated to the Pfister form 〈〈α〉〉.
Proposition 4.5.3. For n odd, in H(Č(Xh̃)) = H(Č(Xα)) the following relations
hold for any 0 ≤ j ≤ n−1

2 :
1) u4j+1(h̃) = µu4j(h̃);
2) u4j−1(h̃) = 0.

Proof. Together with the commutative diagram at the beginning of this sec-
tion, we have the following one

Č(Xα) //

��

BO2n

��
Spec(k) h̃ // BétO2n
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4.5 applications to hermitian forms

By Proposition 2.3.14, we know that after tensoring both with Č(Xα) they co-
incide. Therefore, our restriction morphism H(BO2n) → H(Č(Xα)) factors
as

H(BO2n)→ H(BO2n × Č(Xα))↔ H(Č(Xα)× BO(h̃n))→

H(Č(Xα)× BUn(E/k))→ H(Č(Xα))

which implies the result by Theorem 4.3.3, Proposition 4.4.2 and Proposition
4.4.4.

We now show that the subtle classes arising in the unitary case see the
triviality of the torsor of a hermitian form in the same way subtle Stiefel-
Whitney classes do for quadratic forms (see Corollary 2.4.8).

Proposition 4.5.4. h ∼= hn if and only if c2r(h) = 0 for any r.

Proof. Let us start from the case n even. Then, we have already noticed that
h splits if and only if h̃ splits. By Corollary 2.4.8, this is equivalent to say
that u2r+1(h̃) vanishes in H(Č(Xh̃)) for any r, which is the same of vanishing
of c2r(h) in H(Č(Xh)), since in this case Č(Xh) ∼= Č(Xh̃) and by Proposition
4.4.4.

For n odd, we have that h splits if and only if h ⊥ 〈−1〉 (which is
even dimensional) splits. This amounts to say that c2r(h ⊥ 〈−1〉) = 0
in H(Č(Xh⊥〈−1〉)) for any r, which is equivalent to say that c2r(h) = 0 in
H(Č(Xh)) for any r.

We conclude by presenting an expression of the motive of the torsor asso-
ciated to a hermitian form. Indeed, by the very same arguments of Propo-
sition 2.4.5 and Theorem 2.4.6 one obtains the description of the motive of
the torsor Xh in terms of motives of Čech simplicial schemes and subtle
characteristic classes, where h is any hermitian form.

Before stating the results, let us denote by c̃j a morphism T → N>(j)[2j]
in DM−

e f f (BUn(E/k)) which composed with the only non-zero morphism
N>(j)[2j] → T(j)[2j] gives cj for any j odd. It is actually the unique coho-
mology class in H(N< ⊗ BUn(E/k)) that maps to cj under the homomor-
phism induced by the only non-zero morphism T → N<. Then, we have the
following two propositions.

Proposition 4.5.5. In DM−
e f f (BUn(E/k), Z /2) we have that

M(EUn(E/k)→ BUn(E/k)) =
⊗

1≤i even≤n

Cone[−1](T
ci−→ T(i)[2i])⊗

⊗
1≤j odd≤n

Cone[−1](T
c̃j−→ N>(j)[2j])
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4.5 applications to hermitian forms

Proposition 4.5.6. In DM−
e f f (k, Z /2) we have that

M(Xh) =
⊗

1≤i even≤n

Cone[−1](Xh
ci(h)−−→ Xh(i)[2i])⊗

⊗
1≤j odd≤n

Cone[−1](Xh
c̃j(h)−−→ N> ⊗Xh(j)[2j])
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In this chapter, we want to generalise the Gysin long exact sequence for
fibrations with motivically Tate reduced fiber to a spectral sequence for fi-
brations with motivically cellular fiber, i.e. with fiber whose motive is an
extension of Tate motives.

First, we will recall basic definitions about Postnikov systems in triangu-
lated categories, and how they naturally generate spectral sequences. More-
over, we will report a few facts about convergence issues of a spectral se-
quence (see [7]).

Then, we will move to the generalisation of Propositions 2.2.3 and 2.2.5.
Indeed, this will provide the aimed spectral sequence for coherent mor-
phisms with motivically cellular fibers. In some sense, this spectral se-
quence is analogous to the Serre spectral sequence associated to a fibration
in topology. The main reason is that, as in topology, our spectral sequence
reconstructs the cohomology of the total simplicial scheme from the coho-
mology of the base simplicial scheme and the fiber. However, the filtration
inducing the spectral sequence in the motivic case is on the fiber instead of
the base.

As an example, the spectral sequence investigated in this chapter could be
used, in principle, to study PGLn-torsors, which over the point correspond
to Severi-Brauer varieties. Indeed, by exploiting a fiber sequence involving
PGLn and GLn one could try to get information about the motivic cohomol-
ogy of the Nisnevich classifying space BPGLn, which would in turn provide
some subtle classes for Severi-Brauer varieties.

5.1 some general facts about spectral sequences

Let us start in this section by recalling some well known facts about Post-
nikov systems in triangulated categories, spectral sequences associated to
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5.1 some general facts about spectral sequences

them and convergence issues.

Throughout this section, C will indicate a triangulated category, A an
abelian category and H : C → A a cohomological functor.

Definition 5.1.1. An unrolled exact couple in A is a triangle

D i // D

j����
��
��
��

E
k

__????????

which is exact at each vertex.

First, notice that the morphism d defined as the composition jk is a dif-
ferential, i.e. d2 = 0. Set E′ = Ker(d)/Im(d) and D′ = Im(i). By some
standard arguments there exist morphisms j′ : D′ → E′ and k′ : E′ → D′,
defined respectively by j′(i(x)) = j(x) and k′([y]) = k(y) for any x ∈ D and
y ∈ Ker(d), such that the following triangle

D′ i // D′

j′~~}}
}}
}}
}}

E′
k′

``AAAAAAAA

is again an exact couple, called the derived couple. Reiterating this construc-
tion one gets a sequence of objects Er endowed with differentials dr each of
which is the homology of the previous one. More precisely, we can give the
following definition.

Definition 5.1.2. The sequence {(Er, dr)} constructed inductively by

Er = Ker(dr−1)/Im(dr−1)

is called the spectral sequence associated to the derived couple.

In practical situations, one often encounters bigraded exact couples, which
naturally give rise to bigraded spectral sequences {(Es,t

r , ds,t
r )}. In the next

definition we remind what is the limit page of a bigraded spectral sequence.

Definition 5.1.3. Let {(Es,t
r , ds,t

r )} be a bigraded spectral sequence and suppose
for any couple (s, t) there is an integer r(s, t) such that Es,t

r
∼= Es,t

r(s,t) for any

r ≥ r(s, t), then we say that the spectral sequence abuts to Es,t
∞ = Es,t

r(s,t).

We resume now some notions about filtrations taken from [7] which are
advantageous to deal with convergence of spectral sequences.

An increasing filtration of an object G in A is a diagram of the following
shape

· · · ↪→ F1 ↪→ F2 ↪→ · · · ↪→ Fm ↪→ Fm+1 ↪→ · · · ↪→ G
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5.1 some general facts about spectral sequences

Definition 5.1.4. The increasing filtration {Fm}m∈Z of G is said to be:
1) exhaustive if G = lim−→m

Fm;
2) Hausdorff if lim←−m

Fm = 0;
3) complete lim←−

1
m

Fm = 0.

In practice, one often studies filtrations of graded objects. At this point,
we are ready to mention the types of convergence for spectral sequences,
which are in turn related to the different types of filtrations of the target
object.

Definition 5.1.5. A spectral sequence associated to an exact couple is called:
1) weakly convergent to G if there exists an increasing filtration of G which is
exhaustive and such that Es,t

∞
∼= Fs,t/Fs−1,t for any s, where s is the parameter of

the filtration;
2) convergent to G if it is weakly convergent and the filtration of G is Hausdorff;
3) strongly convergent to G if it is weakly convergent and the filtration of G is
complete Hausdorff.

We now recall what Postnikov systems in triangulated categories are. In-
deed, there are left and right Postnikov systems, but since we will use only
one type, we will not put any adjective and simply call Postnikov system
the type we need.

Definition 5.1.6. A Postnikov system for an object X in C is a diagram

. . . // Xi+1 //

��

Xi //

��

. . . // X2 //

��

X = X1

��
Yi+1

[1]

bbDDDDDDDDD

Yi

[1]

aaDDDDDDDD
Y2

[1]

``AAAAAAAAA

Y1

[1]

ccHHHHHHHHHH

where all the triangles are distinguished triangles in C.

Associated to a Postnikov system in a triangulated category one can al-
ways construct an exact couple by applying a cohomological functor H.
More precisely, we have the following unrolled bigraded exact couple

D i // D

j����
��
��
��

E
k

__????????

where Ds,t = H(Xs[−t]), Es,t = H(Ys[−t]) and the morphisms i : Ds,t →
Ds+1,t, j : Ds,t → Es−1,t+1 and k : Es,t → Ds,t are induced by the morphisms
in the Postnikov system.

Notice that we can obtain an increasing filtration of the object H(X) in A
given by

F1 ↪→ F2 ↪→ · · · ↪→ Fm ↪→ Fm+1 ↪→ · · · ↪→ H(X)
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5.2 a serre spectral sequence for motivic cohomology

where Fm = Ker(H(X) → H(Xm)) and the morphism H(X) → H(Xm)
is the one induced by the Postnikov system. Moreover, observe that the
filtration {Fm} just introduced is obviously complete Hausdorff, since it is
bounded from below, but not necessarily exhaustive. Anyway, we have the
following result which guarantees the strong convergence of the spectral
sequence provided a certain condition is met.

Theorem 5.1.7. If lim−→m
H(Xm) = 0, then the spectral sequence associated to the

above Postnikov system is strongly convergent to H(X).

Proof. See [7, Theorem 6.1].

5.2 a serre spectral sequence for motivic cohomology

We begin this section by recalling a result from [47] about coherent motives
that we will use later on.

Proposition 5.2.1. For any motive N in DM−
coh(Y•, R) there exists a functorial

increasing filtration

(N)≤0 → (N)≤1 → · · · → (N)≤n−1 → (N)≤n → · · · → N

with graded pieces (N)n = Cone((N)≤n−1 → (N)≤n) ∼= Lrn,#r∗n(N)[n] which
converges in the sense that

⊕
n
(N)≤n

id−sh−−−→
⊕

n
(N)≤n → N

extends to a distinguished triangle, where sh : (N)≤n−1 → (N)≤n is the map from
the filtration.

Proof. See [47, Proposition 3.1.8].

The next proposition is a generalisation of Proposition 2.2.3. Indeed, it
allows to construct Postnikov systems for coherent motives with simplicial
components which are direct sums of Tate motives satisfying some specific
conditions. The proof is essentially the same of Proposition 2.2.3 with some
minor adjustments, but we will report it for completeness. Before proceed-
ing, we need to define an order on the bidegrees (q)[p].

Definition 5.2.2. We set (q)[p] ≺ (q′)[p′] if and only if one of the following two
conditions is satisfied:
1) q < q′;
2) q = q′ and p < p′.
This is clearly a strict order relation.
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5.2 a serre spectral sequence for motivic cohomology

For any j ≥ 1, let Tj be the possibly infinite direct sum
⊕

Ij
T(qj)[pj] in

DM−
e f f (k, R) such that (qj)[pj] ≺ (qj+1)[pj+1] and let N ∈ DM−

coh(Y•, R) be
such a motive that its simplicial components Ni ∈ DM−

e f f (Yi, R) are isomor-
phic to the direct sum

⊕
j≥1 Tj.

Note that in DM−
e f f (Y1, R) the automorphism group Aut(

⊕
j≥1 Tj) con-

sists of invertible upper triangular matrices, since

HomDM−e f f (Y1,R)(T, T(q)[p]) = Hp,q(Y1, R) = 0

for any (q)[p] ≺ (0)[0].

Recall that, since N is coherent, for any simplicial map θ : [i] → [j],
the structural map Nθ : LY∗θ (Ni) → Nj is an isomorphism. Then, for any
connected component of Y1, fix the automorphism of

⊕
j≥1 Tj given by

N∂0 : LY∗∂0
(N0) ∼=

⊕
j≥1

Tj → N1
∼=
⊕
j≥1

Tj

to be the identity 1. This way, to each connected component of Y1 one
can associate the automorphism of

⊕
j≥1 Tj induced by the other face map,

namely
N∂1 : LY∗∂1

(N0) ∼=
⊕
j≥1

Tj → N1
∼=
⊕
j≥1

Tj

Hence, we have produced a morphism of groupoids ωN from π1(CC(Y•)) to
Aut(

⊕
j≥1 Tj). Now, for any j ≥ 1, we can compose ωN with the morphism

Aut(
⊕

j≥1 Tj)→ Aut(Tj) that sends each invertible upper triangular matrix
to its j-th diagonal entry. We will denote these morphisms by ωN

j .

Proposition 5.2.3. Using the notations just introduced, if ωN
j is trivial for any

j ≥ 1, then there exists a Postnikov system in DM−
e f f (Y•, R)

. . . // N j+1 //

��

N j //

��

. . . // N2 //

��

N = N1

��
Tj+1

[1]

bbDDDDDDDDD

Tj

[1]

bbDDDDDDDDDD
T2

[1]

``AAAAAAAAA

T1

[1]

ddHHHHHHHHHHH

such that the simplicial components N j
i are isomorphic to the direct sum

⊕
k≥j Tk

and the morphisms r∗i (N j → Tj) are the natural projections
⊕

k≥j Tk → Tj in
DM−

e f f (Yi, R).

Proof. To construct the aimed Postnikov system we just need to produce
morphisms N j → Tj where each N j is defined as the cone of the previous
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5.2 a serre spectral sequence for motivic cohomology

morphism, namely N j = Cone(N j−1 → Tj−1)[−1]. We will do so by induc-
tion.

Notice that each simplicial component of N is isomorphic to
⊕

j≥1 Tj and
T1 is the direct sum of possibly infinite T(q1)[p1] such that (q1)[p1] ≺ (qj)[pj]
for any j ≥ 2 by hypothesis. By applying the triangulated functor Lc# in-
troduced at the end of Section 2.1 to the filtration of the previous proposi-
tion one gets a filtration (Lc#N)≤n for Lc#N with graded pieces (Lc#N)n ∼=⊕

j≥1
⊕

Ij
M(Yn)(qj)[pj + n]. Following the lines of the proof of Proposition

2.2.3, we will denote by (Lc#N)>n the cone Cone((Lc#N)≤n → (Lc#N)n)
and by (Lc#N)m≥∗>n the cone Cone((Lc#N)≤n → (Lc#N)≤m) for any m > n.
Now, note that

(Lc#N)>n ∼= Cone(
⊕
m>n

(Lc#N)m≥∗>n
id−sh−−−→ (Lc#N)m≥∗>n)

and moreover (Lc#N)m≥∗>n is an extension of (Lc#N)k for n < k ≤ m.
Therefore, we have that

HomDM−e f f (k,R)((Lc#N)>0, T1) = 0

HomDM−e f f (k,R)((Lc#N)>1, T1) = 0

HomDM−e f f (k,R)((Lc#N)>1, T1[1]) = 0

since HomDM−e f f (k,R)(M(Yn), T(q)[p]) = 0 for any n ≥ 0 and any (q)[p] ≺
(0)[0]. We deduce from these remarks and by applying the cohomological
functor HomDM−e f f (k,R)(−, T1) to the distinguished triangle

(Lc#N)0 → (Lc#N)→ (Lc#N)>0 → (Lc#N)0[1]

that there exists an exact sequence

0→ HomDM−e f f (k,R)(Lc#(N), T1)→ HomDM−e f f (k,R)(Lc#,0(N0), T1)

→ HomDM−e f f (k,R)(Lc#,1(N1), T1)

Repeating the same arguments for T1 in DM−
coh(Y•, R) one gets a similar

sequence

0→ HomDM−e f f (k,R)(Lc#(T1), T1)→ HomDM−e f f (k,R)(Lc#,0(T1), T1)

→ HomDM−e f f (k,R)(Lc#,1(T1), T1)

In order to produce an isomorphism between HomDM−e f f (k,R)(Lc#(N), T1)

and HomDM−e f f (k,R)(Lc#(T1), T1) we need to identify the last morphisms of
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5.2 a serre spectral sequence for motivic cohomology

the two exact sequences. Since in the exact sequences only the 0th and
the 1st simplicial components appear, it is enough to get a compatibility
between the coherent system (Ni, Nθ) and the one of T1 for i = 0, 1 and
simplicial maps θ : [0] → [1], where Nθ is the structural isomorphism
LY∗θ (N0)→ N1. In other words, we want a commutative diagram

LY∗∂1
(N0) ∼=

⊕
j≥1 Tj

N∂1 //

��

N1
∼=
⊕

j≥1 Tj

��
LY∗∂1

(T1) ∼= T1 id
// T1

having fixed the automorphism of Aut(
⊕

j≥1 Tj) given by N∂0 to be the
identity 1 for any connected component of Y1. Indeed, we have such a
commutative diagram since by hypothesis ωN

1 is trivial. Hence, the two
exact sequences above coincide. Then, we have that

HomDM−e f f (Y•,R)
(N, T1) ∼= HomDM−e f f (k,R)(Lc#(N), T1) ∼=

HomDM−e f f (k,R)(Lc#(T1), T1) ∼= HomDM−e f f (Y•,R)
(T1, T1)

by adjunctions and the identity of T1 provides the pursued morphism N →
T1 whose restriction on each simplicial component is given by the natural
projection

⊕
k≥1 Tk → T1. It follows that N2

i is isomorphic to
⊕

k≥2 Tk for
any i. This proves the induction basis.

Now, suppose we have a morphism from Nk to Tk for any 1 ≤ k ≤ j− 1,
where each Nk is defined as Cone(Nk−1 → Tk−1)[−1]. We denote by N j

the cone Cone(N j−1 → Tj−1)[−1]. Notice that the simplicial components
of N j are all isomorphic to

⊕
l≥j Tl and Tj is the direct sum of possibly

infinite T(qj)[pj] such that (qj)[pj] ≺ (ql)[pl] for any l ≥ j + 1 by hypothesis.
Therefore, by applying the same arguments of the induction basis, using
the fact that ωN j

1 = ωN
j is trivial by hypothesis, there exists a morphism

N j → Tj. This completes the proof.

We just want to point out that the proof of the previous proposition works
in the same way if each simplicial component of N is a finite direct sum of
Tates. In this case, we would obtain a finite Postnikov system for N in
DM−

e f f (Y•, R).

We next apply the previous proposition to produce a spectral sequence for
fibrations which have motivically cellular fibers, i.e. fibers whose motives
are sum of Tates satisfying certain conditions.

Proposition 5.2.4. Let π : X•,• → Y• be a smooth coherent morphism from a
smooth bisimplicial scheme to a smooth simplicial scheme over k, A• a smooth sim-
plicial k-scheme and, for any j ≥ 1, Tj the possibly infinite direct sum of Tate
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motives
⊕

Ij
T(qj)[pj] in DM−

e f f (k, R) such that (qj)[pj] ≺ (qj+1)[pj+1]. More-
over, suppose the following conditions hold:
1) over the 0th simplicial component π is isomorphic to the projection Y0 × A• →
Y0;
2) ω

M(X•,•→Y•)
j is trivial for any j ≥ 1;

3) M(A•) =
⊕

j≥1 Tj ∈ DM−
e f f (k, R).

Then, there exists a Postnikov system in DM−
e f f (Y•, R)

. . . // N j+1 //

��

N j //

��

. . . // N3 //

��

N2 //

��

M(X•,•
π−→ Y•) = N1

��
Tj+1

[1]

aaCCCCCCCCCC

Tj

[1]

aaCCCCCCCCCC

T3

[1]

__?????????

T2

[1]

__@@@@@@@@@

T1

[1]

ggPPPPPPPPPPPPPPPPP

such that the simplicial components N j
i are isomorphic to the direct sum

⊕
k≥j Tk

and the morphisms r∗i (N j → Tj) are the natural projections
⊕

k≥j Tk → Tj in
DM−

e f f (Yi, R).

Proof. This follows essentially the steps of the proof of Proposition 2.2.5.
Indeed, by coherence of π we have that πi : Yi × A• ∼= Xi,• → Yi is the pro-
jection onto the first factor for any i. It follows that the coherent motive N1

has simplicial components given by N1
i
∼= M(A•) in DM−

e f f (Yi, R) for any
i. Therefore, Proposition 5.2.4 implies the existence of the aimed Postnikov
system in DM−

e f f (Y•, R), and the proof is complete.

As reported in the previous section, once constructed a Postnikov system
in a triangulated category and considered a suitable cohomological func-
tor, one can obtain a spectral sequence which may converge if some extra
requirements are met. The following theorem just states the existence of
a strongly convergent spectral sequence related to the Postnikov system of
the previous proposition.

Theorem 5.2.5. Let π : X•,• → Y• be a smooth coherent morphism from a smooth
bisimplicial scheme to a smooth simplicial scheme over k and A• a smooth simplicial
k-scheme satisfying all conditions of the previous proposition. Moreover, for any
bidegree (q)[p], suppose there is an integer l such that (q)[p] ≺ (ql)[pl]. Then,
there exists a strongly convergent spectral sequence

Ep,q,s
1 =

⊕
Is

Hp−ps,q−qs(Y•, R)⇒ Hp,q(X•,•, R)

Proof. We start by applying the construction of the exact couple associated
to a Postnikov system of the previous section to the cohomological functor
HomDM−e f f (Y•,R)

(−, T(q)), for any q. This way, we get a spectral sequence

with E1-page given by

Ep,q,s
1 = HomDM−e f f (Y•,R)

(Ts, T(q)[p]) =
⊕

Is

Hp−ps,q−qs(Y•, R)
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5.2 a serre spectral sequence for motivic cohomology

The filtration we are considering is defined by Fm = ker(H(X•,•)→ H(Nm)).
We have already noticed that this filtration is complete Hausdorff. In order
to get the strong convergence we need to study lim−→m

H(Nm) = 0. Since
all the Nm are coherent motives, by Proposition 5.2.1 we have filtrations
(Nm)≤n with graded pieces (Nm)n ∼= Lrn,#r∗n(Nm)[n]. Hence, we have filtra-
tions (Lc#Nm)≤n with graded pieces

(Lc#Nm)n ∼=
⊕
k≥m

⊕
Ik

M(Yn)(qk)[pk + n]

Now, fix a bidegree (q)[p], then by hypothesis there exists an integer l such
that (q)[p] ≺ (ql)[pl], from which it follows that

HomDM−e f f (k,R)((Lc#Nl)n, T(q)[p]) = 0

for any n. Therefore,

HomDM−e f f (k,R)(Lc#(Nl), T(q)[p]) = 0

from which we deduce by adjunction that Hp,q(Nl) = 0 that implies, in
particular, the triviality of lim−→m

H(Nm). Hence, by Theorem 5.1.7 we obtain
the result.

In the same fashion of Proposition 2.2.7, the next result assures that the
spectral sequence just constructed is indeed functorial.

Proposition 5.2.6. Let π : X•,• → Y• and π′ : X′•,• → Y′• be smooth coherent
morphisms from smooth bisimplicial schemes to smooth simplicial schemes over k
and A• a smooth simplicial k-scheme that satisfies all conditions from Proposition
5.2.4 with respect to π′ and such that the following diagram is cartesian with all
morphisms smooth

X•,•
π //

pX
��

Y•
pY
��

X′•,• π′
// Y′•

Then, the induced square of motives in the categoryDM−
e f f (Y

′
•, R) extends uniquely

to a morphism of Postnikov systems where, for any j ≥ 1, LpY#Tj → Tj is given
by
⊕

Ij
M(pY)(qj)[pj].

Proof. The proof follows the lines of Proposition 2.2.7. We will denote by
N j the objects from the Postnikov system of π and by N′j the ones from the
Postnikov system of π′.

First, recall that by Proposition 5.2.1 there is a filtration of Lc#N j with
graded pieces

(Lc#N j)n ∼=
⊕
k≥j

⊕
Ik

M(Yn)(qk)[pk + n]
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5.2 a serre spectral sequence for motivic cohomology

It follows that HomDM−e f f (k,R)((Lc#N j)n, Tj−1) = 0 for any n since, for any

k ≥ j, we have that (qj−1)[pj−1] ≺ (qk)[pk] by hypothesis. Therefore,

HomDM−e f f (Y
′•,R)

(LpY#N j, Tj−1) ∼= HomDM−e f f (Y•,R)
(N j, Tj−1) ∼=

HomDM−e f f (k,R)(Lc#N j, Tj−1) = 0

from which we deduce that there are no non-trivial maps from LpY#N j to
Tj−1. It follows that there exist unique morphisms LpY#N j → N′j fitting into
a morphism of Postnikov systems in DM−

e f f (Y
′
•, R)

. . . // LpY#N j //

��

LpY#N j−1

xxqqq
qqq

qqq
qq

��

// . . .

LpY#Tj−1

[1]

ffLLLLLLLLLLL

��

. . . // N′j // N′j−1

wwppp
ppp

ppp
ppp

p
// . . .

Tj−1

[1]

ffMMMMMMMMMMMM

If we restrict our previous diagram to the 0th simplicial component we
obtain in DM−

e f f (Y
′
0, R) the following Postnikov system

. . . //⊕
k≥j LpY0#Tk //

��

⊕
k≥j−1 LpY0#Tk

vvmmm
mmm

mmm
mmm

��

// . . .

LpY0#Tj−1

[1]

ggPPPPPPPPPPP

��

. . . //⊕
k≥j Tk //⊕

k≥j−1 Tk

vvmmm
mmm

mmm
mmm

m

// . . .

Tj−1

[1]

ggPPPPPPPPPPPP

where each triangle is split. By hypothesis, the morphism LpY0#Tj−1 → Tj−1
in the previous diagram is basically given by

⊕
Ij−1

M(pY0)(qj−1)[pj−1] while

the map LpY0#N j−1
0 → N′j−1

0 is given by
⊕

k≥j−1
⊕

Ik
M(pY0)(qk)[pk].

Now, recall that the morphisms LpY#Tj → Tj and
⊕

Ij
M(pY)(qj)[pj] are

both in

HomDM−e f f (Y
′•,R)

(LpY#Tj, Tj) ∼= HomDM−e f f (Y•,R)
(Tj, p∗YTj) ∼=
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5.2 a serre spectral sequence for motivic cohomology

HomDM−e f f (Y•,R)
(Tj, Tj) ∼=

⊕
H0,0(Y•, R)

and, for the same reason, (LpY#Tj → Tj) =
⊕

Ij
M(pY0)(qj)[pj] is in

HomDM−e f f (Y
′
0,R)(LpY0#Tj, Tj) ∼= HomDM−e f f (Y0,R)(Tj, p∗Y0

Tj) ∼=

HomDM−e f f (Y0,R)(Tj, Tj) ∼=
⊕

H0,0(Y0, R)

Recall that H0,0(Y•, R) is the free R-module with rank equal to the num-
ber of connected components of Y• and, analogously, H0,0(Y0, R) is the free
R-module with rank equal to the number of connected components of Y0.
Since, as we have already noticed at the end of Proposition 2.2.7, the homo-
morphism

r∗0 :
⊕

H0,0(Y•, R)→
⊕

H0,0(Y0, R)

is injective, we deduce that LpY#Tj → Tj and
⊕

Ij
M(pY)(qj)[pj] are identi-

fied, which completes the proof.

We would like to finish this section by establishing a comparison between
this spectral sequence and the Serre spectral sequence associated to a fiber
bundle in topology. Recall that in topology for a fibre sequence

F → E→ B

with π1(B) acting trivially on H(F) one has a spectral sequence converging
to H∗(E)

Es,t
2 = Hs(B, Ht(F))⇒ H∗(E)

called Serre spectral sequence (see for example [50, Theorem 15.27]).

Analogously, the spectral sequence of our last theorem allows to recon-
struct somehow the cohomology of the total simplicial scheme from the
cohomology of the base and of the fiber, provided that the fiber is motivi-
cally cellular, which shows a certain similarity with the topological Serre
spectral sequence. Moreover, the triviality condition on the morphisms

ω
M(X•,•→Y•)
j : π1(CC(Y•))→ Aut(Tj)

for any j ≥ 1 is analogous to the topological condition on the triviality of the
action of π1(B) on H(F). On the other hand, the main difference resides in
how the spectral sequences are obtained. In fact, while the topological Serre
spectral sequence is achieved by filtering the base, our spectral sequence is
instead realised by filtering the fiber.
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5.3 the case of PG Ln

5.3 the case of PG Ln

The spectral sequence in the previous section has been constructed in the
attempt of finding a possible way to study subtle characteristic classes for
Severi-Brauer varieties, which are in one-to-one correspondence with PGLn-
torsors over the point.

From the short exact sequence of algebraic groups

1→ Gm → GLn → PGLn → 1

and by noticing that all GLn-torsors over a field are trivial we get the follow-
ing fiber sequence (see [4, Lemma 3.4])

BGm → BGLn → BPGLn

Indeed, we can consider B̃GLn = (EGLn × EPGLn)/GLn as a model for
BGLn. Then, over any simplicial component, the map B̃GLn → BPGLn
looks like

(EGLn × PGLm+1
n )/GLn → PGLm+1

n /PGLn

which is equivalent to the projection

(EGLn × PGLn)/GLn × PGLm
n → PGLm

n

By recalling that PGLn ∼= GLn/Gm via a central extension, we obtain that
(EGLn × PGLn)/GLn ∼= EGLn/Gm = B̂Gm ∼= BGm, since Gm is a special
algebraic group. It follows that the morphism B̃GLn → BPGLn is smooth
coherent and, over each simplicial component, is isomorphic to the projec-
tion BGm × PGLm

n → PGLm
n .

Now, the main point is that the cohomology of BGLn is known to be the
polynomial algebra over H generated by Chern classes, i.e.

H(BGLn) = H[c1, . . . , cn]

and BGm ∼= P∞ whose motive is cellular. Indeed, we have that M(P∞) =⊕∞
j=0 T(j)[2j]. Therefore, our spectral sequence can be constructed for this

particular case, which leads to the following result.

Corollary 5.3.1. There exists a strongly convergent spectral sequence

Ep,q,s
1 = Hp−2s,q−s(BPGLn, R)⇒ Hp,q(BGLn, R)

Proof. Just apply Theorem 5.2.5 to the coherent morphism B̃GLn → BPGLn.
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5.3 the case of PG Ln

The hope is to get in future some computational advantages from this
spectral sequence in order to produce some invariants for Severi-Brauer va-
rieties. The natural path to follow would be first to enrich the structure
of this spectral sequence, for example with multiplicative structure or com-
patibility with Steenrod operations, then to produce computations for the
motivic cohomology of BPGLn, at least in some cases. This part of the
research is still at an early stage and will not be performed in this thesis.
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6
T H E A C T I O N O F T H E M O T I V I C S T E E N R O D A L G E B R A
O N R O S T M O T I V E S

As we have already pointed out, a really interesting and important part of
motivic homotopy theory is the study of cohomology operations. As an
example, the proof of the Milnor conjecture requires a considerable use of
the motivic Steenrod algebra, namely the algebra of bistable cohomology op-
erations in motivic cohomology, and in particular of the Milnor operations
and of the Margolis homology. The mod p motivic Steenrod algebra has been
constructed in [61] and has been shown to be the algebra of bistable coho-
mology operations for fields of characteristic zero in [64] by Voevodsky and
for all fields of characteristic different from p in [22] by Hoyois, Kelly and
Østvær. In [31], Milnor constructed Milnor operations and proved some
very useful inductive formulas for them in the classical Steenrod algebra,
which are the same in the motivic case when −1 is a square in the base
field. These operations have been studied in the general case by Kylling in
[28]. We will use these results throughout this chapter in order to under-
stand the action of the motivic Steenrod algebra on the motivic cohomology
of Čech simplicial schemes of norm quadrics.

Norm quadrics, which are quadrics associated to Pfister quadratic forms,
are the mod 2 case of norm varieties. These extremely interesting objects
and their motives have been deeply studied by several authors and con-
stitute one of the pillars of the proof of the Milnor conjecture (Bloch-Kato
in the general case). In particular, Rost has proved in [45] that motives of
Pfister quadrics are direct sums of particular motives, called Rost motives,
suitably shifted. A Rost motive has the property that it splits into two Tate
motives over the algebraic closure. Moreover, a Rost motive can be repre-
sented in a suitable category as the extension of two simpler objects, namely
two copies of the Čech simplicial scheme associated to the corresponding
quadric appropriately shifted.

The aim of this chapter is to go a bit further in the understanding of Čech
simplicial schemes of norm quadrics and, in particular, in their relations
with the motivic Steenrod algebra. More precisely, we will give a complete
description of the action of the motivic Steenrod algebra over the motivic
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6.1 pfister quadrics and rost motives

cohomology of the reduced Čech simplicial scheme of a Pfister quadric in
the case −1 is a square in k. This result will be used to describe the cyclic left
module over the motivic Steenrod algebra generated by a certain element in
the motivic cohomology of the Čech simplicial scheme of the Pfister quadric.
We will show that this is the quotient of the motivic Steenrod algebra by
its left ideal generated by the operations Sq2r

Sq2r−1 · · · Sq2Sq1, Sq2i
for any

i > 0, τ and Ann(a). Moreover, we will relate this module to the motivic
cohomology of the reduced Rost motive, presenting it in turn as a quotient
of the Steenrod algebra.

6.1 pfister quadrics and rost motives

We will start with a recollection on Pfister quadrics and Rost motives.

Definition 6.1.1. We denote by Qa the small Pfister quadric over the field k asso-
ciated to the pure symbol a = {a1, . . . , ar} in KM

r (k)/2, i.e. the quadric described
by the equation 〈〈a1, . . . , ar−1〉〉 = art2, and by Pa the big Pfister quadric ssociated
to a, i.e. the quadric defined by 〈〈a1, . . . , ar〉〉 = 0.

We know from [62] that Qa is a 2-splitting variety, which means that the
symbol a is 0 in the Milnor K-theory of k(Qa) modulo 2.

Proposition 6.1.2. The symbol a = {a1, . . . , ar} is divisible by 2 in KM
r (k(Qa)).

Proof. See [62, Proposition 4.1].

Essentially, Qa splits over a field extension E of k if and only if a is zero
in KM

r (E)/2.

Let Č(Qa) be the Čech simplicial scheme associated to Qa and Xa its mo-
tive in DM−

e f f (k, Z /2). We denote by X̃a the reduced motive of Č(Qa), i.e.
the object in DM−

e f f (k, Z /2) defined by the distinguished triangle

X̃a → Xa → T → X̃a[1]

In the preliminary version of [40] and later in [68], it has been computed the
motivic cohomology of Xa and X̃a.

Theorem 6.1.3. There exists an isomorphism of H-modules

H(Xa) ∼= H ⊕
(

Z /2[µ]⊗Λ(Q0, . . . , Qr−2)(γ)⊗
KM(k)/2
Ann(a)

)
where Qj are the Milnor operations, γ is the only element in bidegree (r − 1)[r]
which maps to the symbol a once multiplied by τ and µ is the element in bidegree
(2r−1 − 1)[2r − 1] corresponding to Qr−2Qr−3 · · ·Q1Q0γ.
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6.1 pfister quadrics and rost motives

Moreover, there exists an isomorphism of H-modules

H(X̃a) ∼= Z /2[µ]⊗Λ(Q0, . . . , Qr−2)(γ)⊗
KM(k)/2
Ann(a)

Proof. See [68, Theorem 5.8].

Rost has computed the motive of the Pfister quadric Pa that is reported in
the following result.

Theorem 6.1.4. There exists an object Ma in DM−
e f f (k, Z /2) such that

M(Pa) ∼= Ma ⊗M(P2r−1−1)

Moreover, Ma is endowed with two morphisms T(2r−1 − 1)[2r − 2] → Ma and
Ma → T such that the sequence

T(2r−1 − 1)[2r − 2]→ Ma → T

is a split distinguished triangle in DM−
e f f (E, Z /2), for any field extension E/k

where Qa has a point.

Proof. See [45, Theorem 17] and [62, Theorem 4.3].

The previous result allows to define Rost motives.

Definition 6.1.5. The motive Ma appearing in the previous theorem is called Rost
motive of the pure symbol a.

Besides, we denote by M̂a the reduced Rost motive obtained from Ma
by removing both the cells Ma → T and T(2r−1 − 1)[2r − 2] → Ma. The
Rost motive Ma is the extension of two simpler objects, in fact the following
theorem holds.

Theorem 6.1.6. There exists a distinguished triangle in DM−
e f f (k, Z /2)

Ma → Xa → Xa(2r−1 − 1)[2r − 1]→ Ma[1]

where the second arrow represents µ.

Proof. See [62, Theorem 4.4 and Lemma 4.7].

As a corollary to the previous result, we get that even M̂a is defined by
a distinguished triangle involving Čech simplicial schemes. More precisely,
we have the following result.

Corollary 6.1.7. There exists a distinguished triangle in DM−
e f f (k, Z /2)

X̃a(2r−1 − 1)[2r − 1]→ X̃a → M̂a → X̃a(2r−1 − 1)[2r]
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6.2 the action of steenrod operations on γ

Proof. It follows immediately from the previous theorem by applying the
octahedron axiom.

Then, we deduce that the motivic cohomology of M̂a consists of the diag-
onals from γ to µ. Indeed, one can easily get the following corollary.

Corollary 6.1.8. The motivic cohomology of the reduced Rost motive is given by

H(M̂a) = Λ(Q0, . . . , Qr−2)(γ)⊗
KM(k)/2
Ann(a)

Proof. The proof is basically the same as Lemma 4.2.3.

6.2 the action of steenrod operations on γ

We begin this section by showing how Steenrod squares corresponding to
powers of 2 act on the element γ.

Lemma 6.2.1. Sq2γ = ρQ0γ and Sq2j
γ = 0 for any 1 < j < r.

Proof. First, recall that Milnor operations generate an exterior subalgebra
of the motivic Steenrod algebra and that Steenrod operations respect the
KM(k)/2-module structure. From [28, Remark 5] we know that

Qj = Sq2j
Qj−1 + Qj−1Sq2j

+ ρSq2j−1
Qj−1Qj−2

First, we notice that by degree reasons Sq2j
γ = xQj−1γ with x ∈ KM

1 (k)/2.
Hence, evaluating the previous recursive formula in Sq2j

γ, by Adem rela-
tions, we obtain that

QjSq2j
γ = Qj−1Sq2j

Sq2j
γ =

Qj−1(Sq2j+1−2j−1
Sq2j−1

γ + · · ·+ Sq2j+1−2Sq2γ + τSq2j+1−1Sq1γ)

At this point, we notice that for j = 1

Q1Sq2γ = Q0(τSq3Sq1γ) = ρSq3Sq1γ = ρQ0Sq2Q0γ = ρQ1Q0γ

Therefore, by injectivity of Q1 on the target, we get that Sq2γ = ρQ0γ. In
order to prove that Sq2j

γ = 0 for any j > 1 we proceed by induction. For
j = 2, we obtain from the previous formula that Q2Sq4γ = Q1(Sq6Sq2γ +
τSq7Sq1γ). Hence,

Q0Q2Sq4γ = Q0Q1(Sq6Sq2γ + τSq7Sq1γ) = Q1(ρSq7Q0γ + ρSq7Q0γ) = 0

On the other hand, we already know that Sq4γ = xQ1γ, so xQ0Q1Q2γ = 0
which implies that x = 0 and Sq4γ = 0. Now, suppose that Sq2i

γ = 0
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6.2 the action of steenrod operations on γ

for any 1 < i < j. Then, QjSq2j
γ = Qj−1(Sq2j+1−2Sq2γ + τSq2j+1−1Sq1γ).

Applying Q0 we obtain, as before, that

Q0QjSq2j
γ = Q0Qj−1(Sq2j+1−2Sq2γ + τSq2j+1−1Sq1γ) =

Qj−1(ρSq2j+1−1Q0γ + ρSq2j+1−1Q0γ) = 0

But we already know that Sq2j
γ = xQj−1γ, so xQ0Qj−1Qjγ = 0 which

implies that x = 0 and Sq2j
γ = 0, which is what we wanted to prove.

From the previous lemma we get the description of the action of any
Steenrod square on γ.

Proposition 6.2.2. Sq1γ = Q0γ, Sq2γ = ρQ0γ and Sqmγ = 0 for any m > 2.

Proof. We need to prove only the last part of the statement. First, we notice
that Sq3γ = Sq1Sq2γ = 0. If r = 1, 2 or 3 we know from Lemma 1.6.7
that Sqmγ = 0 for any m ≥ 4, so we can suppose from now on that r > 3.
We proceed by induction and restrict to the case m even, since the odd case
immediately follows from the relation Sq2n+1 = Sq1Sq2n. Suppose now that
Sqtγ = 0 for any 2 < t < m with 2j < m < 2j+1 and j < r. At first, let
us consider the case m ≡ 0 (mod 4). Then, we have the following Adem
relations

Sqm−2j
Sq2j

= Sqm +

m
2 −2j−1

∑
t=1

(
2j − 1− t

m− 2j − 2t

)
τt mod 2Sqm−tSqt

since ( 2j−1
m−2j) is odd. Evaluating in γ we get

Sqmγ =

(
2j − 2

m− 2j − 2

)
τSqm−1Sq1γ +

(
2j − 3

m− 2j − 4

)
Sqm−2Sq2γ

At this point, we notice that(
2j − 2

m− 2j − 2

)
=

(
2j − 3

m− 2j − 4

)
(2j − 2)(2j+1 −m + 1)
(m− 2j − 2)(m− 2j − 3)

Since m ≡ 0 (mod 4), then 2j−2
m−2j−2

is odd and ( 2j−2
m−2j−2) ≡ ( 2j−3

m−2j−4) (mod 2).
If they are both even, then we immediately get that Sqmγ = 0. Other-
wise, we have Sqmγ = τSqm−1Sq1γ + Sqm−2Sq2γ. Applying Q0 we obtain
Q0Sqmγ = ρSqm−1Q0γ + ρSqm−1Q0γ = 0. But Q0 is a monomorphism on
odd diagonals, hence Sqmγ = 0. It remains to consider the case m ≡ 2
(mod 4). In this case we can use the Adem relations

Sq2Sqm−2 = Sqm + τSqm−1Sq1
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Evaluating in γ we get

Sqmγ = τSqm−1Sq1γ = τQ0Sqm−2Q0γ = 0

since Q0 is the 0 homomorphism on even diagonals. If m ≥ 2r, from Lemma
1.6.7 we have that Sqmγ = 0 since 2r−1 ≥ r− 1, which completes the proof.

The following result shows how Milnor operations act on γ.

Corollary 6.2.3. Qjγ = Sq2j
Sq2j−1 · · · Sq2Sq1γ for any j.

Proof. We proceed by induction. Notice that the equalities Q0γ = Sq1γ and
Q1γ = Sq2Q0γ + Q0Sq2γ = Sq2Sq1γ provide us with the induction basis.
Now, suppose the statement is true for values less than j > 1. Then, we
have from the recursive formulas (see [28, Corollary 4]) that

Qjγ = Sq2j
Qj−1γ + Qj−1Sq2j

γ + ρQj−1Sq2j−1
Qj−2γ = Sq2j

Qj−1γ

since Sq2j−1
Qj−2γ = Qj−1γ by induction hypothesis. Therefore, the state-

ment holds for any j.

At this point we recall that µ denotes the element Qr−2Qr−3 · · ·Q1Q0γ in
bidegree (2r−1 − 1)[2r − 1].

Lemma 6.2.4. Sq2r+k
(µ2k

) = ρ2k
µ2k+1

for any k ≥ 0.

Proof. We proceed by induction. So, let us at first examine the case k = 0.
In order to simplify the notation, we call ν the element Qr−2Qr−3 · · ·Q2Q1γ

of bidegree (2r−1− 2)[2r − 1]. The element ν belongs to the slope 2 line and
we know from Lemmas 1.6.6 and 1.6.7 that Sq2r−2ν = ν2 and Sqmν = 0 for
m > 2r − 2. From an easy computation and from the formula [Q0, Sq2r

] =
Q1Sq2r−2, we deduce that

Sq2r
µ = Sq2r

Qr−2Qr−3 · · ·Q1Q0γ

= Q0Sq2r
Qr−2Qr−3 · · ·Q2Q1γ + Q1Sq2r−2Qr−2Qr−3 · · ·Q2Q1γ

= Sq2r+1ν + Q1Sq2r−2ν = Q1(ν
2) = Sq1Sq2(ν2) + Sq2Sq1(ν2)

= Sq1(τSq1νSq1ν) = ρµ2

which provides the induction basis. Now, suppose the statement is true for
k. Then, from Cartan formula we get

Sq2r+k+1
(µ2k+1

) =
2r+k

∑
s=0

(Sq2s(µ2k
)Sq2r+k+1−2s(µ2k

)

+ τSq2s+1(µ2k
)Sq2r+k+1−2s−1(µ2k

))

= Sq2r+k
(µ2k

)Sq2r+k
(µ2k

) = (ρ2k
µ2k+1

)(ρ2k
µ2k+1

) = ρ2k+1
µ2k+2

that is exactly what we aimed to prove.
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6.3 the action of the motivic steenrod algebra

Proposition 6.2.5. Qr+kγ = ρ2k+1−1µ2k+1
γ for any k ≥ −1.

Proof. We proceed by induction. First, notice that Qr−1γ = µγ which pro-
vides the induction basis for k = −1. Suppose the statement holds for k.
Then,

Qr+k+1γ = Sq2r+k+1
Qr+kγ = Sq2r+k+1

(ρ2k+1−1µ2k+1
γ)

= ρ2k+1−1(Sq2r+k+1
(µ2k+1

)γ + τSq2r+k+1−1(µ2k+1
)Sq1γ

+ Sq2r+k+1−2(µ2k+1
)Sq2γ) = ρ2k+1−1ρ2k+1

µ2k+2
γ = ρ2k+2−1µ2k+2

γ

since Q0 is a monomorphism on odd diagonals and

Q0(τSq2r+k+1−1(µ2k+1
)Sq1γ + Sq2r+k+1−2(µ2k+1

)Sq2γ) =

Q0(τSq2r+k+1−1(µ2k+1
)Q0γ + ρSq2r+k+1−2(µ2k+1

)Q0γ) =

ρSq2r+k+1−1(µ2k+1
)Q0γ + ρSq2r+k+1−1(µ2k+1

)Q0γ = 0

This completes the proof.

The previous proposition tells us that Qjγ = ρ2j−r+1−1µ2j−r+1
γ when j ≥

r− 1, which implies immediately the following corollary.

Corollary 6.2.6. When ρ = 0, i.e. −1 is a square in k, Qjγ = 0 for any j > r− 1.

Indeed, we notice that the previous corollary holds also for the more
general case ρ ∈ Ann(a).

6.3 the action of the motivic steenrod algebra

Here, we compute the complete action of the motivic Steenrod algebra on
Čech simplicial schemes of Pfister quadrics and, therefore, on Rost motives.

We start by proving some relations in the motivic Steenrod algebra involv-
ing Milnor operations. It is proven in [28, Remark 5] that [Qj, Sq2i

] = 0 for
any i < j. In the following lemma we extend this result.

Lemma 6.3.1. [Qj, Sqm] = 0 for any m < 2j.

Proof. Our intention is to proceed by induction. We clearly have the induc-
tion basis for m = 1, 2, 3, 4. Now, consider an even number m such that
2i < m < 2i+1 with i < j and suppose that the statement is true for any
t < m. Then, we have the following Adem relations

Sqm−2i
Sq2i

= Sqm +

m
2 −2i−1

∑
t=1

(
2i − 1− t

m− 2i − 2t

)
τt mod2Sqm−tSqt
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6.3 the action of the motivic steenrod algebra

from which it follows that

[Qj, Sqm−2i
Sq2i

] = [Qj, Sqm] +

m
2 −2i−1

∑
t=1

(
2i − 1− t

m− 2i − 2t

)
τt mod2[Qj, Sqm−tSqt]

Hence, [Qj, Sqm] = 0 since all the other commutators in the previous for-
mula are 0 by induction hypothesis, and the lemma is proved.

Also, from [28, Remark 5], we know that [Qj, Sq2j
] = ρQjQj−1. Therefore,

when ρ = 0 the previous commutator is 0. This remark and the fact that
Steenrod operations are expressible in terms of Sq2i

allow us to extend the
previous lemma in the following way.

Lemma 6.3.2. When ρ = 0, [Qj, Sqm] = 0 for any m < 2j+1.

From now on, we consider only the case ρ = 0. In order to simplify
the notation we write γj for the generic nonzero element Qi1 · · ·Qin γ with
0 ≤ in < · · · < i1 < r and j = 2i1 + · · ·+ 2in + 1. From this notation, we have
naturally that 2 ≤ j ≤ 2r and we agree that γ = γ1. We notice that clearly
γj = Qr−1γj−2r−1 = µγj−2r−1 for any j > 2r−1. Our aim is to prove that every
Steenrod square that, acting on some γj, hits something above the diagonal
of µ2 acts indeed trivially. We start with the following lemma.

Lemma 6.3.3. When ρ = 0, [Qr−1, Sqm]γj = 0 for any m < 2r+1 + 2 and any
j ≤ 2r−1.

Proof. From the previous lemma, we already know that the statement holds
for any m < 2r. Since [Qr−1, Sq2r

] = Qr and Qrγ = 0, we get [Qr−1, Sq2r
]γj =

Qrγj = 0. Let m be an even integer such that 2r < m < 2r+1 and suppose
the statement is true for t < m. As before, we have the Adem relations

Sqm−2r
Sq2r

= Sqm +

m
2 −2r−1

∑
t=1

(
2r − 1− t

m− 2r − 2t

)
τt mod2Sqm−tSqt

from which it follows that

[Qr−1, Sqm−2r
Sq2r

]γj =

[Qr−1, Sqm]γj +

m
2 −2r−1

∑
t=1

(
2r − 1− t

m− 2r − 2t

)
τt mod2[Qr−1, Sqm−tSqt]γj

First, we notice that [Qr−1, Sqm−2r
] = 0 since m − 2r < 2r. Hence, we

get that [Qr−1, Sqm−2r
Sq2r

]γj = 0. Similarly, since t ≤ m
2 − 2r−1 < 2r−1,

we get that Sqm−tSqtQr−1γj = Sqm−tQr−1Sqtγj. Now, let us examine two
cases: Sqtγj is an element below the diagonal of µγ; Sqtγj is an element
above the diagonal of µ. In the first case, Sqtγj is a generic element of the
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6.3 the action of the motivic steenrod algebra

form xγh where x in an element of the Milnor K-theory and h ≤ 2r−1, so
Sqm−tQr−1Sqtγj = Qr−1Sqm−tSqtγj by induction hypothesis. In the second
case, Sqtγj = xµγh = xQr−1γh where x is an element of the Milnor K-theory
and h ≤ 2r−1. Hence,

Sqm−tQr−1Sqtγj = xSqm−tQr−1Qr−1γh = 0

and

Qr−1Sqm−tSqtγj = xQr−1Sqm−tQr−1γh = xQr−1Qr−1Sqm−tγh = 0

by induction hypothesis. In any case, we get that [Qr−1, Sqm]γj = 0. We
finish the proof by noticing that the formula [Qr−1, Sq2r+1

] = QrSq2r
from

[28] implies
[Qr−1, Sq2r+1

]γj = QrSq2r
γj = Sq2r

Qrγj = 0

since Qrγ = 0.

Proposition 6.3.4. Considering the case ρ = 0 and using the same notation as
before, we have that Sqmγj = 0 when m

2 + j > 2r.

Proof. We write (qj)[pj] for the bidegree of γj. From Lemma 1.6.7 we know
that Sqmγj = 0 for any m ≥ 2 max{j + 1, qj}. Clearly, the last inequality is
satisfied when m ≥ 2r+1 + 2, so we can restrict to the case m < 2r+1 + 2.
First, we consider the case j ≤ 2r−1 and qj ≤ 2r−1 − 1. Then, the condition
m
2 + j ≥ 2r + 1 implies that

m ≥ 2r+1 + 2− 2j ≥ 2r+1 + 2− 2r = 2r + 2 ≥ 2 max{j + 1, qj}

At this point, let us study the case j > 2r−1. Therefore, we have the following
equality

Sqmγj = SqmQr−1γj−2r−1 = Qr−1Sqmγj−2r−1 .

When m
2 + j− 2r−1 > 2r, from the first case we know that Sqmγj−2r−1 = 0

which implies that Sqmγj = 0. Hence, we can restrict again to the case
2r−1 < m

2 + j− 2r−1 ≤ 2r. In this case, Sqmγj−2r−1 = xQr−1γh, from which it
follows that

Sqmγj = Qr−1Sqmγj−2r−1 = xQr−1Qr−1γh = 0

And the proof is complete.

We already know that the relations given by Sq2r
Sq2r−1 · · · Sq2Sq1γ = 0

and Sq2i
γ = 0 for i > 0 hold when ρ = 0. Moreover, we notice that τγ is 0

since there is nothing below the diagonal of γ in the motivic cohomology of
X̃a and xγ = 0 for any x ∈ Ann(a) since multiplication by τ is a monomor-
phism from the 1st to the 0th diagonal of the motivic cohomology of Xa.
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6.3 the action of the motivic steenrod algebra

On the other hand, we can consider the epimorphism φ : A →M defined
by φ(θ) = θγ, where A is the motivic Steenrod algebra and M is the left
A-module generated by γ. Let I be the left ideal of A corresponding to the
kernel of the morphism φ, i.e. the left ideal such thatM = A

I . Our aim is to
prove that I is generated by the previous relations. Before proceeding, we
recall that, by Corollary 1.6.4, A is generated as an algebra over the motivic
cohomology of H by the operations Sq2i

for i ≥ 0.

In the following preliminary result we will denote by A the subring of A
generated by τ and Sq2i

for i ≥ 0.

Lemma 6.3.5. When ρ = 0, for every θ ∈ A, θγ is either 0 or γj for some j.

Proof. We want to proceed by induction on the square degree of θ. The
induction basis has already been proven, as we know that Sq1γ = γ2 and
τmSq1γ = 0 for any m > 0 since τ commutes with Steenrod operations.
Now, fix a square degree l and suppose the statement is true for coho-
mology operations of square degree less than l. Note that, by the remark
just before this lemma, it is enough to prove the statement for monomials
Sq2t1 · · · Sq2tm of square degree l since τ commutes with every operation.
Hence, by induction hypothesis, we know that Sq2t1 · · · Sq2tm

γ = Sq2t1 γh,
where γh = Qi1 · · ·Qin γ, whether it is non-trivial. From well known recur-
sive formulas and by induction hypothesis, we deduce the following:
if t1 ≤ i1, then

Sq2t1 γh = Qi1Sq2t1 γh−2i1 = Qi1γj−2i1 = γj

whether it is not 0;
if t1 > i1, then

Sq2t1 γh = Qi1Sq2t1 γh−2i1 + Qi1+1Sq2t1−2i1+1
γh−2i1 = γj

whether it is not 0. This finishes the proof.

Now we describe the complete action of A on the motivic cohomology of
the reduced Čech simplicial scheme of a Pfister quadric.

Proposition 6.3.6. When ρ = 0, Sq1γj = jγj+1 and

Sq2k
γj =

(
2j− 2

2k

)(
j + 2k

2k

)
γj+2k−1

for any k > 0 and j + 2k−1 ≤ 2r.

Proof. The first formula is obvious once noticed that Sq1 = Q0 acts trivially
from even to odd diagonals. In order to prove the second formula, we use
an induction argument on j. Clearly, Sq2k

γ1 = Sq2k
γ = 0 which agrees
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6.3 the action of the motivic steenrod algebra

with the fact that ( 0
2k) is always zero. Now suppose the claim holds for any

h < j = 2i1 + · · ·+ 2in + 1. If k ≤ i1, then

Sq2k
γj = Qi1Sq2k

γj−2i1 =

Qi1

(
2j− 2i1+1 − 2

2k

)(
j− 2i1 + 2k

2k

)
γj−2i1+2k−1 =

(
2j− 2

2k

)(
j + 2k

2k

)
γj+2k−1

In fact, (2j−2i1+1−2
2k ) ≡ (

2j−2
2k ) (mod 2) and, when k < i1, (j−2i1+2k

2k ) ≡ (
j+2k

2k )

(mod 2). On the other hand, we have either (2j−2
2i1

) ≡ 0 (mod 2) or i1 = i2 +
1. In the second case, γj−2i1−1 contains Qi1 which implies that the element

Qi1(
2j−2i1+1−2

2i1
)(

j
2i1
)γj−2i1−1 is zero as (

2j−2
2i1

)(
j+2i1

2i1
)γj+2i1−1 . In the case k =

i1 + 1, we get that

Sq2i1+1
γj = Qi1Sq2i1+1

γj−2i1 + γj+2i1

= Qi1

(
2j− 2i1+1 − 2

2i1+1

)(
j + 2i1

2i1+1

)
γj + γj+2i1

= γj+2i1 =

(
2j− 2
2i1+1

)(
j + 2i1+1

2i1+1

)
γj+2i1

If k > i1 + 1, then we notice that Sq2k
γj is on the diagonal of γj+2k−1 but

does not hit it. Hence, by the previous lemma we deduce that Sq2k
γj is zero

as (
2j−2

2k )(
j+2k

2k )γj+2k−1 since 2k ≥ 2i1+2 ≥ 2j. And the claim is proved.

Let us call by J the left ideal of A generated by Sq2r
Sq2r−1 · · · Sq2Sq1, Sq2i

for any i > 0, τ and Ann(a). We already know that J ⊆ I . Our aim
is to prove the other side inclusion. Before starting the proof of the main
theorem, we prove the following lemma.

Lemma 6.3.7. When ρ = 0, Qr ∈ J .

Proof. What we want to prove is that it is possible to write Qj as the sum of
Sq2j

Sq2j−1 · · · Sq2Sq1 and θj, where θj belongs to the left ideal generated only

by the Steenrod squares Sq2k
for any k > 0. At fist we notice that Q0 = Sq1

satisfies the previous condition. Therefore, it provides us with an induction
basis. Now, suppose the condition we are considering is satisfied by Qj−1.
Then,

Qj = Sq2j
Qj−1 + Qj−1Sq2j

= Sq2j
Sq2j−1 · · · Sq2Sq1 + Sq2j

θj−1 + Qj−1Sq2j

= Sq2j
Sq2j−1 · · · Sq2Sq1 + θj

where θj = Sq2j
θj−1 + Qj−1Sq2j

. So, the statement is true and for j = r we
get that Qr ∈ J .
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At this point we are ready to demonstrate the main result.

Theorem 6.3.8. When ρ = 0, I = J , i.e. I is generated as a left A-module by
Sq2r

Sq2r−1 · · · Sq2Sq1, Sq2i
for any i > 0, τ and Ann(a).

Proof. Before starting, we notice that it is enough to consider only mono-
mials Sq2t1 · · · Sq2tm since τ and elements in the Milnor K-theory commute
with all Steenrod operations. We proceed by induction on the number of
the hit diagonal. The induction basis is provided by the fact that the only
non zero operation which hits the second diagonal acting trivially on γ

is Sq2 that clearly belongs to J . Now, suppose the statement is true for
each operation that hits a diagonal below j + 2k−1. Besides, suppose that
Sq2t1 · · · Sq2tm

γ = γj and Sq2k
Sq2t1 · · · Sq2tm

γ = 0. We want to prove that

Sq2k
Sq2t1 · · · Sq2tm belongs to J . From our assumptions, we deduce that

Sq2t1 · · · Sq2tm
+ Qi1 · · ·Qin ∈ I which implies by induction hypothesis that

Sq2t1 · · · Sq2tm
+ Qi1 · · ·Qin ∈ J . Therefore,

Sq2k
Sq2t1 · · · Sq2tm

+ Sq2k
Qi1 · · ·Qin ∈ J

So, it is enough to prove that Sq2k
Qi1 · · ·Qin ∈ J . For j = 1, there is nothing

to prove. Hence, suppose from now on that j > 1. If k ≤ i1, then

Sq2k
Qi1 · · ·Qin = Qi1Sq2k

Qi2 · · ·Qin

At this point, we distinguish two cases. When k < i1 or i1 > i2 + 1, we get
that Sq2k

γj−2i1 = 0. Therefore, by induction hypothesis, Sq2k
Qi2 · · ·Qin ∈ J ,

from which we deduce that Sq2k
Qi1 · · ·Qin ∈ J . On the other hand, the

condition k = i1 = i2 + 1 implies that

Qi1Sq2k
Qi2 · · ·Qin = Qi1 Qi1 Qi3 · · ·Qin + Qi1 Qi2Sq2k

Qi3 · · ·Qin

= Qi1 Qi2Sq2k
Qi3 · · ·Qin

which belongs to J by induction hypothesis, since Sq2k
γj−2i1−2i2 = 0. If

k > i1 + 1, then we have that

Sq2k
Qi1 · · ·Qin = Qi1Sq2k

Qi2 · · ·Qin + Qi1+1Sq2k−2i1+1
Qi2 · · ·Qin

Now, we recall that Sq2k
γj−2i1 = 0 and Sq2k−2i1+1

γj−2i1 = 0 since they
both fail to hit their respective generators. Then, by induction hypothesis,
Sq2k

Qi2 · · ·Qin ∈ J and Sq2k−2i1+1
Qi2 · · ·Qin ∈ J , from which we deduce

that Sq2k
Qi1 · · ·Qin ∈ J . If k = i1 + 1, then Sq2k

γj = 0 implies that i1 = r− 1.
In this case the formula

Sq2r
Qr−1 · · ·Qin = Qr−1Sq2r

Qi2 · · ·Qin + QrQi2 · · ·Qin
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implies that Sq2r
Qr−1 · · ·Qin ∈ J by the previous lemma and by induction

hypothesis, since Sq2r
γj−2r−1 = 0. At the end, suppose that

Sq2k
Sq2t1 · · · Sq2tm

γ + Sq2k′
Sq2t′1 · · · Sq2

t′
m′ γ = 0

where both addends are non-trivial. Using the same trick as before we can

limit ourselves to consider the sum Sq2k
Qi1 · · ·Qin + Sq2k′

Qi′1
· · ·Qi′

n′
. Then,

Sq2k
Qi1 · · ·Qk−1 · · ·Qin + Sq2k′

Qi′1
· · ·Qk′−1 · · ·Qi′

n′
=

Qi1 · · ·Qk−1Sq2k · · ·Qin + Qi1 · · ·Qk · · ·Qin+

Qi′1
· · ·Qk′−1Sq2k′ · · ·Qi′

n′
+ Qi′1

· · ·Qk′ · · ·Qi′
n′
=

Qi1 · · ·Qk−1Sq2k · · ·Qin + Qi′1
· · ·Qk′−1Sq2k′ · · ·Qi′

n′

since Qi1 · · ·Qk · · ·Qin = Qi′1
· · ·Qk′ · · ·Qi′

n′
. At this point we notice that

both the elements Sq2k · · ·Qin γ and Sq2k′ · · ·Qi′
n′

γ are zero, from which we

deduce that Sq2k · · ·Qin and Sq2k′ · · ·Qi′
n′

belong to J , which shows that

Sq2k
Qi1 · · ·Qin + Sq2k′

Qi′1
· · ·Qi′

n′
∈ J

Since the Steenrod squares Sq2k
generate A as an algebra over the motivic

cohomology of the point, the proof is complete.

At the end, we notice that the module we have studied consists of all the
diagonals from γ to µ2, while the motivic cohomology of M̂a consists of
the diagonals from γ to µ. Hence, we deduce immediately the following
corollary.

Corollary 6.3.9. When ρ = 0, the motivic cohomology of M̂a is the quotient of A
by its left ideal generated by the elements Sq2r−1 · · · Sq2Sq1, Sq2i

for any i > 0, τ

and Ann(a).
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