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Abstract

The fast development of quantum technologies requires a new theoretical effort to characterize their performance in practical scenarios. By studying both discrete and continuous variable systems, we will explore several research lines, such as control theory, quantum metrology and non-Markovianity. The thread connecting these different fields will be an approach that attempts to determine the limits and the potentiality of quantum performance in the presence of noise and scarcity of resources. Indeed, the goal of this thesis is to investigate whether quantum features can enhance the performance of particular instances of quantum protocols, and, if this is the case, how this enhancement is affected when some restrictions on the practical implementation of these protocols are in place.
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INTRODUCTION

In the last few years we have witnessed a flourish of long-awaited scientific and technological achievements: from the detection of gravitational waves, to the first prototypes of quantum computers, encompassing the teleportation of photons into orbit. We live in an exciting era where we feel on the edge of a new technological revolution, however, the road ahead is still long: the building blocks of these novel technologies are quantum systems and quantum is fragile. Indeed, interactions between any quantum system and an environment, over which the experimentalists have no control, can often cause the system to lose its quantum properties \cite{1,2}, and therefore any desirable advantage they could give.

Quantum features, such as entanglement \cite{3} or coherence \cite{4}, are fundamental resources for the implementation of protocols, such as teleportation \cite{5}, which would be impossible to realize when using classical physical systems. The performance of other tasks can be enhanced by the exploitation of quantum resources, for example, estimating a parameter using quantum probes (as is the case for gravitational waves detection \cite{6}) can give smaller error bars than their classical counterparts \cite{7}.

Unfortunately, as we said above, unavoidable disturbances can make it hard to create, preserve and control these quantum resources. Even with the best efforts to reduce these disturbances, in realistic scenarios, their complete elimination is impossible. Perfect ideal situations where quantum systems exist in a bubble, shielded from the scary, noisy world outside, are important to be studied for their foundational impact, for their capability to fuel novel lines of research and to raise interesting new questions, however, they appear to be only remote dreams when stepping into a lab.

The work contained in this thesis is placed in between the (comfortable) ideal world, and a realistic experimental scenario (keeping, however, a safe distance from both). The goal of this thesis is that of characterizing the performance of some quantum information protocols in which the quantum constituents, or their manipulation, are not free from imperfections, or in
which the resources one is provided with are limited. In other words, we ask ourselves: given some specific quantum information task, which could be optimally accomplished in a perfect noiseless world, how well can we do if we relax some of the most stringent assumptions responsible for putting distance between idealized theory and actual experimental implementation? And also: under which circumstances, can one, in principle, gain some advantage from unavoidable disturbances?

To be more specific, this thesis is divided into two main parts: in the first part (composed of three Chapters) we will introduce the formalism and the mathematical tools of quantum information, which are necessary to understand the original results presented in the second part. In the Figure above a schematic representation of the structure of this thesis is presented: the light blue filled rectangles correspond to the introductory Chapters, the dashed and dotted lines group together the original results Chapters by themes and link them to the relevant introductory Chapters.
In Chapter 1 we will review some basic concepts of quantum information such as: quantum systems and their description, quantum correlations and open quantum systems dynamics. In Chapter 2 we will focus on continuous variable quantum systems, in particular on Gaussian states, introducing the appropriate formalism to describe them. We will also discuss Gaussian channels, i.e. quantum operations that transform Gaussian states into Gaussian states. In the last Chapter of this introductory part, Chapter 3 we will revise the fundamental concepts of quantum parameter estimation.

In Chapter 4 we tackle the problem of reducing the entropy and the average energy of an ensemble of thermal qubits in the framework of coherent feedback control. We will investigate what role quantum correlations between target system and controller play in a simple feedback cooling protocol. In order to do this we will look for a connection between these correlations and some figures of merit assessing the efficiency of such a protocol which takes into account the work cost of implementing it.

In Chapter 5 we will study a frequency estimation protocol in the case in which the parameter-imprinting channel is affected by non-Markovian noise and the probes used for sensing are initially in a thermal state. We will investigate whether one can obtain some quantum advantage when putting a cap on the energy available for the estimation, as it happens when, instead of energy, one considers time as the limited resource.

In Chapter 6 we move to the realm of continuous variable Gaussian systems. We will give simple analytical formulae that allow to determine when it is possible to achieve the ultimate precision in a multiparameter estimation problem. As an application of our results, we will study a simple example in which one wants to estimate the relative phase between two arms of an interferometer and at the same time two parameters characterizing the noise affecting them.

In Chapter 7 we will introduce a non-Markovianity witness for Gaussian channels based on the breakdown of monotonicity of a measure of quantum discord of bipartite Gaussian systems. Moreover, we will characterize continuous time Gaussian channels according to their divisibility properties. We will classify these channels according to their non-Markovianity degree: a time-continuous Gaussian channel could be Markovian, weak or strongly
non-Markovian. Eventually, we will look for an operational interpretation of this non-Markovianity degree.

In Chapter 8 we will study the connection between phase-covariant Gaussian channels and teleportation protocols which exploit resources with finite entanglement and steerability. We will therefore tackle the problem of determining the best resource state for certified and certified secure teleportation of an ensemble of coherent states of light.

Finally, in the last Chapter, we will draw the conclusions.
Part I.

Preliminaries
QUANTUM INFORMATION IN A (TINY) NUTSHELL

In this Chapter we will summarise the basic notions of quantum mechanics and quantum information necessary to read this thesis. We will first introduce the tools to describe quantum systems and we will define some crucial quantities and properties of these systems. We refer the reader who wishes to delve deeper into these concepts, to the textbook [8]. In the last part of this first section we will give a brief zoology of the possible correlations present in bipartite quantum systems. In the second and last section we will provide a bird’s-eye-view introduction about the dynamics of open quantum systems. This section is based on the exhaustive textbooks [2, 9].

1.1 QUANTUM SYSTEMS

1.1.1 Pure states and selective measurements

A quantum system is a physical system whose relevant degrees of freedom (what we wish to measure at some point) are associated to hermitian operators acting on a Hilbert space $\mathcal{H}$ of some dimension $d$. Depending on the degrees of freedom we are interested in, the Hilbert space we focus on to describe the system may vary considerably. As an example consider the case of our system of interest being an electron, before deciding how to describe the state of such a system, we should first ask ourselves what we want to describe: its angular momentum with respect to another system? Its position and momentum? Or is it sufficient, for our purposes, to focus our attention on its spin? The answer to the what-question

---

1 A Hilbert space is a vector space with an inner product $\langle \cdot | \cdot \rangle$, such that the metric induced by this inner product turns $\mathcal{H}$ into a complete metric space.
Quantum information in a (tiny) nutshell gives us a set of observables \( \{ \hat{O}_k \} \), i.e. Hermitian operators acting on a Hilbert space \( \mathcal{H} = \text{Span}\{ |\phi_i\rangle, i = 1 \ldots d \text{ s.t.} \langle \phi_i | \phi_j \rangle = \delta_{ij} \} \). Every observable admits a spectral decomposition: \( \hat{O} = \sum_i \omega_i |\phi_i\rangle \langle \phi_i | \), where \( |\phi_i\rangle \) is some orthonormal basis of \( \mathcal{H} \) (and therefore \( \sum_i |\phi_i\rangle \langle \phi_i | = 1_d \)) and \( \omega_i \in \mathbb{R} \) are the possible outcomes of a measurement of \( \hat{O} \). A unit vector of the Hilbert space, \( |\psi\rangle = \sum_i c_i |\phi_i\rangle \in \mathcal{H} \), such that \( \langle \psi|\psi\rangle = \sum_i |c_i|^2 = 1 \), is a pure state, and it describes a closed system, i.e. one that has never interacted with any other quantum system but only with classical fields. Two unit vectors differing only by a phase, e.g. \( |\psi\rangle \) and \( e^{i\theta}|\psi\rangle \), describe the same physical state. A measurement of the observable \( \hat{O} \) on the system described by \( |\psi\rangle \) gives a random outcome \( \omega_i \) with probability \( p_i = |\langle \phi_i | \psi \rangle|^2 \), and, if the outcome of the measurement is recorded, in which case we say that the measurement is selective, the state of the system after the measurement, \( |\psi'\rangle \), becomes the corresponding eigenvector \( |\psi'\rangle = |\phi_i\rangle \). This kind of measurement operation is known in the literature as projective measurement and, as the name suggests, it is described by a set of projectors \( \{ \hat{\Pi}_i = |\phi_i\rangle \langle \phi_i | \} \). The post-measurement state can be rewritten as \( |\psi'\rangle = \hat{\Pi}_i |\psi\rangle / \sqrt{p_i} \), with \( p_i = |\hat{\Pi}_i |\psi\rangle|^2 \). Projective measurements are very invasive since they cause an abrupt change of the state of the system and no other information about the degree of freedom, described by \( \hat{O} \), of the system \( |\psi\rangle \) can be inferred from the state after the measurement. Indeed, if we measure again the observable \( \hat{O} \) on the state \( |\psi'\rangle \), we would obtain the same outcome \( \omega_i \) with probability 1, independently on the state \( |\psi\rangle \) prior to the first measurement, and, given that the projectors \( \hat{\Pi}_i \) are idempotent \( \hat{\Pi}_i^2 = \hat{\Pi}_i \), the new state would be \( |\psi''\rangle = \hat{\Pi}_i |\psi'\rangle / |\hat{\Pi}_i |\psi'\rangle| = |\psi'\rangle \). In order to gain new information, one has to re-prepare the system in its initial state \( |\psi\rangle \) and perform another measurement. The expectation value of the measurement of an observable on a system is the weighted sum of the possible outcomes of such a measurement, i.e.

\[
\langle \hat{O} \rangle = \langle \psi|\hat{O}|\psi\rangle = \sum_i \omega_i \langle \psi|\phi_i\rangle \langle \phi_i | \psi \rangle = \sum_i p_i \omega_i .
\]  

(1.1)

One can extend the notion of measurement we just presented to more general non-projective measurements, known as Positive Operator-Valued Measurements (POVMs). This is necessary whenever one wants to consider measurements that do not leave the state invariant when repeated, as
often observed in experiments. A POVM is described by a set of hermitian operators \( \{ \hat{M}_k \} \), each associated with a measurement outcome \( m_k \), such that

\[
\sum_k \hat{M}_k^\dagger \hat{M}_k = 1, \quad \text{and} \quad \hat{M}_k^\dagger \hat{M}_k \geq 0. \tag{1.2}
\]

The probability of obtaining the outcome \( m_k \) when measuring the pure state \( |\psi\rangle \) is given by \( p_k = \langle \psi | \hat{M}_k^\dagger \hat{M}_k |\psi\rangle \). Eq. 1.2 is necessary to ensure that these probabilities sum up to unity \( \sum_k p_k = 1 \). If the outcome of the measurement is registered to be \( m_k \), the state of the system transforms as \( |\psi\rangle = \hat{M}_k |\psi\rangle / \sqrt{p_k} \). It is clear that if these operators are orthogonal projectors, i.e. \( \hat{M}_k = |\phi_k\rangle \langle \phi_k| \), we recover the projective measurement discussed above. However, in general, since \( \hat{M}_k^2 \neq \hat{M}_k \), on the contrary to the projective measurement case, \( M_k |\psi\rangle = M_k^2 |\psi\rangle / \sqrt{p_k} \neq |\psi\rangle \).

We consider now the pure state of a system \( S \) which can be decomposed into two subsystems, \( A \) and \( B \). This bipartite pure state is described by a vector in the Hilbert space \( \mathcal{H} = \mathcal{H}_A \otimes \mathcal{H}_B \). If the two subsystems have never interacted with each other, nor with any other system, then each of them is described by a vector in the respective Hilbert spaces and the state of the composite system \( S \) is simply \( |\psi\rangle_S = |\zeta\rangle_A \otimes |\xi\rangle_B \), with \( |\zeta\rangle_A \in \mathcal{H}_A \) and \( |\xi\rangle_B \in \mathcal{H}_B \). This state is a pure separable state, or product state. When a pure state is not separable, i.e. \( |\psi\rangle_S \neq |\zeta\rangle_A \otimes |\xi\rangle_B \), then it is said to be entangled, in which case the two subsystems are not pure states. A pure entangled state can be prepared by applying, to a pure product state, a unitary \( e^{-i\hat{O}_A \otimes \hat{O}_B} \), with \( \hat{O}_A(B) = \hat{O}_A(B)' \) acting on the Hilbert space of the composite system \( \mathcal{H}_S \). In general, if \( \{|\phi_i\rangle_A\}_{i=1}^{d_A} \) and \( \{|\phi_j\rangle_B\}_{j=1}^{d_B} \) are two orthonormal basis for \( \mathcal{H}_A \) and \( \mathcal{H}_B \) respectively, a pure state of the composite system \( S \) is described by a unit vector in \( \mathcal{H}_S \):

\[
|\psi\rangle_S = \sum_{i=1}^{d_A} \sum_{j=1}^{d_B} c_{ij} |\phi_i\rangle_A \otimes |\phi_j\rangle_B , \tag{1.3}
\]

with \( \sum_{i=1}^{d_A} \sum_{j=1}^{d_B} |c_{ij}|^2 = 1 \). Thanks to the Schmidt decomposition theorem we know that for any state \( |\psi\rangle_S \) there exists an orthonormal basis \( \{|\hat{\phi}_k\rangle_A\} \) for \( \mathcal{H}_A \), and \( \{|\hat{\phi}_k\rangle_B\} \) for \( \mathcal{H}_B \), such that

\[
|\psi\rangle_S = \sum_{k=1}^{d} \lambda_k |\hat{\phi}_k\rangle_A \otimes |\hat{\phi}_k\rangle_B , \tag{1.4}
\]
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with $d = \min\{d_A, d_B\}$ and $\sum_k |\lambda_k|^2 = 1$. The coefficients $\lambda_k$ are called Schmidt coefficients. It is obvious that a product state has only one Schmidt coefficient different from zero: $\lambda_i = 1$ and $\lambda_j = 0$ for $j \neq i$.

We conclude this section by stating a crucial property of pure states, with important consequences for quantum communication and quantum cryptography: a pure quantum state cannot be cloned\cite{10,11}. This property is captured by the so-called no-cloning theorem, which states that, given a separable pure state $|\psi\rangle \otimes |\Sigma\rangle$ where $|\psi\rangle$ has been secretly prepared, it does not exist a unitary $\hat{U}$ through which one can “duplicate” $|\psi\rangle$ onto $|\Sigma\rangle$\cite{10,11}:

**Theorem 1.1. (No-cloning)** Given $|\psi_s\rangle \otimes |\Sigma\rangle \in \mathcal{H} \otimes \mathcal{H}$, with $|\psi_s\rangle \in \mathcal{S}$, where $\mathcal{S}$ is a set of non-orthogonal states,

$$\nexists \hat{U} \text{ such that } \hat{U} |\psi_s\rangle \otimes |\Sigma\rangle = e^{i\theta} |\psi_s\rangle \otimes |\psi_s\rangle.$$ (1.5)

Notice that if, $\mathcal{S}$ is a set of orthogonal states, $\mathcal{S} = \{ |\psi_0\rangle, |\psi_1\rangle \}$ with $\langle \psi_1 | \psi_0 \rangle = 0$, then it is possible to find a physical process which copies $|\psi_s\rangle$ into the ancillary system. This was already noticed in\cite{10} where the two authors pointed out that it is possible to clone the polarization degree of freedom of a photon if this is either horizontal or vertical, $\mathcal{S} = \{ |\leftrightarrow\rangle, |\updownarrow\rangle \}$ with $\langle \leftrightarrow | \updownarrow \rangle = 0$. However, they proved that the cloning task is impossible when the polarization is an arbitrary linear combination of the two, $\mathcal{S} = \text{Span}\{ |\leftrightarrow\rangle, |\updownarrow\rangle \}$.

1.1.2 Beyond pure states: density matrix formalism

When the system under study cannot be assumed to be a pure state, meaning that at some point in the past it has interacted with some other system, the description with a unit vector $|\psi\rangle$ is not sufficient anymore. In the most general case, one can describe a quantum system by an operator $\hat{\rho}$ acting on the Hilbert space $\mathcal{H}$, which satisfies the following properties: (i) it is hermitian, $\hat{\rho} = \hat{\rho}^\dagger$; (ii) it is positive-semidefinite, $\hat{\rho} \geq 0$; (iii) it has unit trace, $\text{Tr} \hat{\rho} = 1$. We call any operator which satisfies (i)-(iii) a density matrix, and with $\mathcal{B}(\mathcal{H})$ we indicate the set of density matrices on a Hilbert space $\mathcal{H}$. Because of property (i), we know that there exists a unitary transformation $\hat{U}$ which brings $\hat{\rho}$ in diagonal form, moreover, not only its eigenvalues $p_i$
are real but, because of properties (ii) and (iii), they are non-negative and sum up to unity. Mathematically, given a density operator $\hat{\rho}$, there exists an orthonormal basis \( \{|\psi_i\rangle\}_{i=1}^d \) such that

$$\hat{\rho} = \sum_{i=1}^{d} p_i |\psi_i\rangle \langle \psi_i| , \quad (1.6)$$

with \( 0 \leq p_i \in \mathbb{R} \) such that \( \sum_{i=1}^{d} p_i = 1 \). When \( p_k = 1, p_i = 0 \ \forall \ i \neq k \), \( \hat{\rho} \) describes the pure state \( |\psi_k\rangle \); in other words, the density matrix of a pure state corresponds to a projector \( \hat{\rho}_{\text{pure}} = |\psi_k\rangle \langle \psi_k| \), hence \( \hat{\rho}_{\text{pure}}^2 = \hat{\rho}_{\text{pure}} \). We can therefore define the purity of a state \( \hat{\rho} \) as

$$\mu = \text{Tr} \hat{\rho}^2 \leq 1 , \quad (1.7)$$

and the inequality is saturated if and only if \( \hat{\rho} \) is a pure state. If a state is not pure, then it is said to be mixed; if \( p_i = 1/d \ \forall \ i = 1\ldots d \), i.e. \( \hat{\rho} = 1/d \), the state is said to be maximally mixed and the purity assumes the minimum possible value \( \mu = 1/d \). Mixed states can be viewed as statistical mixtures of pure states \( \hat{\rho}_{\text{pure}}^{(i)} = |\psi_i\rangle \langle \psi_i| \). It seems then natural to define the expectation value of an observable \( \hat{O} \) on a mixed state, as the weighted sum of its expectation values on every pure state of the statistical mixture:

$$\langle \hat{O} \rangle = \sum_{i} p_i \langle \psi_i | \hat{O} | \psi_i \rangle = \sum_{i} p_i \text{Tr} \left( \hat{O} |\psi_i\rangle \langle \psi_i| \right) = \text{Tr} \left( \hat{O} \hat{\rho} \right) . \quad (1.8)$$

It is clear that the above coincides with Eq\[1.1\] when \( \hat{\rho} \) is a projector, i.e. a pure state.

We introduced above the concept of selective measurement, both projective and POVMs. Thanks to the density matrix formalism we can take now a step forward and consider the case in which the measurement outcome is not registered, or the case for which the measurement is performed on multiple copies of the state and the post-measurement states are then mixed. In these cases we talk of non-selective quantum measurements. For a general POVM \( \{M_i\} \), the non-selective post-measurement state reads

$$\hat{\rho}' = \sum_i M_i \hat{\rho} M_i^\dagger = \sum_i p_i \hat{\rho}_i \quad \text{with} \quad \hat{\rho}_i = \frac{\hat{M}_i \hat{\rho} \hat{M}_i^\dagger}{p_i} , \quad (1.9)$$

where \( p_i = \text{Tr}(\hat{\rho} \hat{M}_i^\dagger \hat{M}_i) \) is the probability of obtaining a particular outcome \( m_i \).
It is also worth mentioning that from Naimark’s theorem, every POVM \( \{ \hat{M}_i \} \) is equivalent to a projective measurement on a larger system, i.e. for every system \( \hat{\rho} \in \mathcal{B}(\mathcal{H}) \) there exists a state \( \hat{\sigma} \in \mathcal{B}(\mathcal{H}_A) \) of an auxiliary system and a set of projectors \( \{ \hat{\Pi}_i \} \) on \( \mathcal{H} \otimes \mathcal{H}_A \), such that
\[
\text{Tr} \left( \hat{\rho} \hat{M}_i^\dagger \hat{M}_i \right) = \text{Tr} \left( (\hat{\rho} \otimes \hat{\sigma}) \hat{\Pi}_i \right). \tag{1.10}
\]

**Quantum operations**

We define *quantum operation* a mapping \( \Phi : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H}) \) which is completely positive and trace preserving (CPTP), i.e. \( \text{Tr}(\hat{\rho}) = \text{Tr}(\Phi(\hat{\rho})) = 1 \) \( \forall \hat{\rho} \in \mathcal{B}(\mathcal{H}) \) and such that \( \forall \hat{\varrho} \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H}_k) \), with \( \mathcal{H}_k \) being a Hilbert space of arbitrary dimension \( \dim(\mathcal{H}_k) = k \), the following holds:
\[
\Phi \otimes 1_k(\hat{\varrho}) \geq 0, \quad \forall k \in \mathbb{N}. \tag{1.11}
\]
This latter condition reflects the expectation that any quantum state \( \hat{\varrho} \) living in an extended Hilbert space is still a physical state (i.e. satisfies the properties (i)-(iii) for a physical density matrix) after the application of the map \( \Phi \otimes 1_A \). A map \( \Phi : \mathcal{B}(\mathcal{H}) \rightarrow \mathcal{B}(\mathcal{H}) \) such that \( \Phi \otimes 1_k(\hat{\varrho}) \geq 0, \quad \forall \hat{\varrho} \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H}_k) \), for \( k < d = \dim(\mathcal{H}) \), is said to be \( k \)-positive. One can show that a map is completely positive if and only if it is \( d \)-positive, i.e. \( \Phi \otimes 1_d(\hat{\varrho}) \geq 0, \quad \forall \hat{\varrho} \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H}) \). It is obvious that \( k \)-positivity implies \( (k - 1) \)-positivity, but a \( k \)-positive map is not necessarily \( (k + 1) \)-positive.

Any quantum operation \( \Phi \) can be described by a set of operators \( \{ \hat{K}_i \} \), called Kraus operators, such that \( \sum_i \hat{K}_i^\dagger \hat{K}_i = 1 \) and
\[
\Phi(\hat{\rho}) = \sum_i \hat{K}_i \hat{\rho} \hat{K}_i^\dagger. \tag{1.12}
\]
In general, the Kraus representation of a quantum map is not unique.

Thanks to the Choi-Jamilkowski isomorphism one can create a biunivocal correspondence between quantum operations and quantum states. One defines the Choi-Jamilkowski state (or simply Choi state) associated to the quantum operation \( \Phi \) as
\[
\hat{\rho}^{\Phi}_{\text{Choi}} = \Phi \otimes 1(|\Xi\rangle\langle\Xi|) \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H}), \tag{1.13}
\]
where the state \( |\Xi\rangle \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H}) \) is
\[
|\Xi\rangle = \frac{1}{\sqrt{d}} \sum_{i=1}^{d} |\phi_i\rangle \otimes |\phi_i\rangle, \tag{1.14}
\]
for an orthonormal basis \( \{ |\phi_i\rangle \} \) of \( \mathcal{H} \).
1.1 QUANTUM SYSTEMS

Fidelity

An important quantity in quantum information is the fidelity between two states:

\[ F(\hat{\rho}_1, \hat{\rho}_2) = \text{Tr} \left( \sqrt{\sqrt{\hat{\rho}_1} \hat{\rho}_2 \sqrt{\hat{\rho}_1}} \right)^2, \]  
(1.15)

The fidelity quantifies the distinguishability of the two quantum states \( \hat{\rho}_1 \) and \( \hat{\rho}_2 \). Indeed, it is equal to 1 if and only if \( \hat{\rho}_1 = \hat{\rho}_2 \), and vanishes if and only if the two states are orthogonal, \( \hat{\rho}_1 \hat{\rho}_2 = 0 \), and hence can be distinguished with certainty by some quantum measurement. Moreover, given a POVM \( \{\hat{M}_i\} \), the similarity between the associated measurement outcome probability distributions over the two states, \( P_1^{(i)} = \text{Tr}(\hat{\rho}_1(2)\hat{M}_i^\dagger\hat{M}_i) \), quantified by their overlap

\[ \Theta_{1-2}(\{\hat{M}_i\}) = \sum_i \sqrt{P_1^{(i)}P_2^{(i)}}, \]  
(1.16)

is lower bounded by the fidelity \[ \Theta_{1-2}(\{\hat{M}_i\}) \geq F(\hat{\rho}_1, \hat{\rho}_2). \]  
(1.17)

The minimization of \( \Theta_{1-2}(\{\hat{M}_i\}) \) over all possible POVMs allows to saturate the above inequality. This is telling us that the fidelity quantifies how reproducible are the measurement statistics of any POVM on \( \hat{\rho}_1 \) by measuring \( \hat{\rho}_2 \).

Thanks to the fidelity, one can define a distance function on the space of quantum states \( B(\mathcal{H}) \):

\[ D_B(\hat{\rho}_1, \hat{\rho}_2) = \sqrt{2 \left( 1 - \sqrt{F(\hat{\rho}_1, \hat{\rho}_2)} \right)}, \]  
(1.18)

this is known as the Bures distance. An important property of \( D_B \) is that it is contractive under quantum operations, i.e. the following holds

\[ D_B(\hat{\rho}_1, \hat{\rho}_2) \geq D_B(\Phi(\hat{\rho}_1), \Phi(\hat{\rho}_2)), \]  
(1.19)

for any \( \hat{\rho}_1, \hat{\rho}_2 \in B(\mathcal{H}) \) and for any quantum operation \( \Phi \).

Partial tracing

We will consider now a bipartite system described by a density matrix \( \hat{\rho}_{AB} \). We ask ourselves: how can we describe the state of one of the two subsystems? This is a crucial question if, for example, an observer has access to
only one subsystem, say $A$, meaning that they cannot perform measurements on $B$. The description of the state for such a subsystem must contain all the information that can be extracted, by means of local measurements, i.e. measurements of observables of the kind $\hat{O}_A \otimes 1_B$, by the observer. We hence define the reduced density matrix for subsystem $A$ as

$$\hat{\rho}_A \equiv \text{Tr}_B \hat{\rho}_{AB} = \sum_{j=1}^{d_B} B \langle \phi | \hat{\rho}_{AB} | \phi \rangle_B ,$$

(1.20)

where $\text{Tr}_B$ indicates the so-called partial trace and is defined by the second equality with $\{ | \phi \rangle_B \}$ being an orthonormal basis for $\mathcal{H}_B$. This operation corresponds to averaging over the degrees of freedom of subsystem $B$. The measurement statistics of any observable pertaining only to subsystem $A$ is contained in $\hat{\rho}_A$ defined by Eq. 1.20.

If the composite system is a pure state $| \psi \rangle_S$, thanks to the Schmidt decomposition Eq. 1.4, it is easy to verify that the reduced states for the two subsystems read

$$\hat{\rho}_A = \sum_{k=1}^{d} \lambda_k | \tilde{\phi} \rangle_A \langle \tilde{\phi} | , \quad \hat{\rho}_B = \sum_{k=1}^{d} \lambda_k | \tilde{\varphi} \rangle_B \langle \tilde{\varphi} | .$$

(1.21)

No-broadcasting theorem

We have previously seen that, as a consequence of the no-cloning Theorem, Theorem 1.1 pure states cannot be copied. This result has been extended to mixed states [13] and goes by the name of no-broadcasting theorem. Let us suppose that a system $S$ is secretly prepared in one of either states $\hat{\rho}_s \in S = \{ \hat{\rho}_0, \hat{\rho}_1 \} \subset \mathcal{H}_S$, and that one wants to copy such a state on an ancillary system $\hat{\sigma} \in \mathcal{H}_A$, with $\dim(\mathcal{H}_S) = \dim(\mathcal{H}_A)$. We consider these two systems initially in a product state $\hat{\rho}_s \otimes \hat{\sigma}$. It can be shown that a quantum operation $\Phi : B(\mathcal{H}_S \otimes \mathcal{H}_A) \rightarrow B(\mathcal{H}_S \otimes \mathcal{H}_A)$ such that

$$\text{Tr}_A (\Phi (\hat{\rho}_s \otimes \hat{\sigma})) = \hat{\rho}_s , \quad \text{and} \quad \text{Tr}_S (\Phi (\hat{\rho}_s \otimes \hat{\sigma})) = \hat{\rho}_s ,$$

(1.22)

for both $s = 0, 1$, does not exist, unless the two states are identical $\hat{\rho}_0 = \hat{\rho}_1$, or orthogonal $\hat{\rho}_1 \hat{\rho}_0 = 0$.

Information content of a quantum state

In classical information theory, given a discrete random variable $X$ with possible outcomes $x = \{ x_1, \ldots, x_d \}$, and associated probability distribution
$p(X) = \{p(x_1), \ldots, p(x_d)\}$, one can define the Shannon entropy $H(X) = -\sum_{i=1}^{d} p(x_i) \log p(x_i)$, which is an indicator of the “unpredictability” of the random variable $X$. Indeed, $S(X)$ is maximal for equiprobable events, i.e. $p(x_i) = 1/d$, $\forall$ $i$, and vanishes when the outcome is certain, i.e. $p(x_j) = 1$ and $p(x_i) = 0$, $\forall$ $i \neq j$. The Shannon entropy can also be regarded as the information content of a string composed by characters $x_i$ in the alphabet $x$, each appearing with probabilities $p(x_i)$, i.e. the average number of bits per letter in the string that have to be transmitted in order to reconstruct the string.

Analogously, it is possible to define the Von Neumann entropy for a quantum state $\hat{\rho} \in B(\mathcal{H})$ with $\dim \mathcal{H} = d$, which tells us the information content of a quantum state:

$$S(\hat{\rho}) = \text{Tr} (\hat{\rho} \log \hat{\rho}) . \quad (1.23)$$

We can identify with $x$ the set of outcomes of a measurement of a non-degenerate observable $\hat{O}$ such that $[\hat{O}, \hat{\rho}] = 0$, the probabilities $p(x_i)$ correspond to the eigenvalues $p_i$ of the density matrix. In some orthonormal basis $\{|\psi_i\rangle\}$ we have $\hat{\rho} = \sum_i p_i |\psi_i\rangle \langle \psi_i|$, then Eq.1.23 can be rewritten as

$$S(\hat{\rho}) = \sum_{i=1}^{d} p_i \log p_i . \quad (1.24)$$

It is easy to see that $0 \leq S(\hat{\rho}) \leq \log d$. The lower bound is saturated when the state considered is a pure state, described by a projector on $\mathcal{H}$. The upper bound is saturated for maximally mixed states. It can be shown that the Von Neumann entropy, Eq.1.23, has several properties: it is concave, $S(\sum_k \lambda_k \hat{\rho}_k) \geq \sum_k \lambda_k S(\hat{\rho}_k)$ for $\sum_k \lambda_k = 1$, i.e. the entropy grows under mixing, it is invariant under unitary transformation $S(\hat{\rho}) = S(\hat{U} \hat{\rho} \hat{U}^\dagger)$, it is additive for product states, $S(\hat{\rho}_A \otimes \hat{\rho}_B) = S(\hat{\rho}_A) + S(\hat{\rho}_B)$, it is strongly subadditive, given any $\hat{\rho}_{ABC} \in B(\mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_C)$ one has $S(\hat{\rho}_{ABC}) + S(\hat{\rho}_C) \leq S(\hat{\rho}_{BC}) + S(\hat{\rho}_{AC})$ and, by taking $\hat{\rho}_{ABC} = \hat{\rho}_{AC} \otimes |\psi\rangle_C \langle \psi|$ one immediately gets the subadditive property

$$S(\hat{\rho}_{AB}) \leq S(\hat{\rho}_A) + S(\hat{\rho}_B) . \quad (1.25)$$
1.1.3 Correlations

Eq. 1.25 tells us that the information content of a composite bipartite system cannot be greater than the information content of both the subsystems, i.e. when considering \( \hat{\rho}_A \) and \( \hat{\rho}_B \) as separate systems, there could be some redundant information. This redundant information, when present, is due to the correlations between the subsystems.

*Mutual information and classical correlations*

The redundant information contained in the subsystems \( \hat{\rho}_A \) and \( \hat{\rho}_B \) is the mutual information

\[
\mathcal{I}(\hat{\rho}_{AB}) = S(\hat{\rho}_A) + S(\hat{\rho}_B) - S(\hat{\rho}_{AB}) .
\]

(1.26)

This quantity is invariant under local unitaries, and it is non-increasing under local quantum operations.

In classical information theory, given two random variables \( X \) and \( Y \) with possible set of outcomes \((x, y)\) and associated joint probability distribution \( p_{xy} \) one can define the mutual information in three equivalent ways:

\[
\mathcal{M}(X : Y) = H(X) - H(X|Y) = H(Y) - H(Y|X) ,
\]

(1.27)

\[
\mathcal{I}(X : Y) = H(X) + H(Y) - H(X, Y) ,
\]

(1.28)

where \( H(X|Y) \) is the conditional entropy of \( X \) given \( Y \)

\[
H(X|Y) = \sum_y p_y H(X|Y = y) ,
\]

(1.29)

with \( p_y = \sum_x p_{xy} \) (and analogously \( H(Y|X) = \sum_x p_x H(Y|X = x) \), with \( p_x = \sum_y p_{xy} \). The equivalence between the above equations follows from Bayes rule \( p_{x|y} = p_{xy} / p_y \), which gives \( H(X|Y) = H(X,Y) - H(Y) \). This latter equation tells us that \( H(X,Y) \geq H(X) \), and analogously one finds \( H(X,Y) \geq H(Y) \). One immediately sees that this is not true in the quantum case: \( S(\hat{\rho}_{AB}) \neq S(\hat{\rho}_A), S(\hat{\rho}_B) \). To see this it is sufficient to consider \( \hat{\rho}_{AB} = |\psi\rangle_{AB} \langle \psi| \) with \( |\psi\rangle_{AB} \neq |\phi\rangle_A \otimes |\phi\rangle_B \), for which \( S(\hat{\rho}_{AB}) = 0 \) but \( S(\hat{\rho}_A), S(\hat{\rho}_B) > 0 \).

This difference between the classical and the quantum cases is reflected in the non-equivalence of Eq. 1.27 and Eq. 1.28 in the quantum case \([14,15]\).
Indeed, the quantum equivalent of \( H(X|Y) \) requires to specify the state of subsystem \( A \) given the state of \( B \), which is an ambiguous concept. However, one can construct an analogous quantity for the quantum case by selecting a POVM \( \{ \hat{M}_i^B \} \). Indeed, one can specify the state of \( A \) given that a measurement on \( B \) produced an outcome \( m_i^B \). One hence defines

\[
\mathcal{M}(\hat{\rho}_{AB}, A : B)\{\hat{M}_i^B\} = S(\hat{\rho}_A) - S(\hat{\rho}_A|\{\hat{M}_i^B\}) ,
\]

where

\[
S(\hat{\rho}_A|\{\hat{M}_i^B\}) = \sum_i p_i S\left( \frac{\text{Tr}_B (\mathbb{1} \otimes \hat{M}_i^B \hat{\rho}_{AB} \mathbb{1} \otimes \hat{M}_i^{B+})}{p_i} \right) ,
\]

with \( p_i = \text{Tr} (\mathbb{1} \otimes \hat{M}_i^B \hat{\rho}_{AB} \mathbb{1} \otimes \hat{M}_i^{B+}) \). The quantity \( \mathcal{M}(\hat{\rho}_{AB}, A : B)\{\hat{M}_i^B\} \) represents the information about the system \( A \), gained by measuring the POVM \( \{\hat{M}_i^B\} \) on the system \( B \). Maximizing this quantity above all possible POVMs on \( B \) one finds the classical correlations of the composite system with respect to the bipartition \( A : B \)

\[
\mathcal{C}(\hat{\rho}_{AB}, A : B) = \max_{\{\hat{M}_i^B\}} \mathcal{M}(\hat{\rho}_{AB}, A : B)\{\hat{M}_i^B\} .
\]

Notice that this definition is in general asymmetric: \( \mathcal{C}(\hat{\rho}_{AB}, A : B) \neq \mathcal{C}(\hat{\rho}_{AB}, B : A) \).

**Quantum Discord**

We can hence split the mutual information of the system \( \hat{\rho}_{AB} \) into two contributions: a classical contribution and a quantum one. The first is given by Eq. \( 1.32 \) and the second, which is called *quantum discord* (or simply *discord*), by \( 14, 15 \)

\[
\mathcal{D}(\hat{\rho}_{AB}, A : B) = \mathcal{I}(\hat{\rho}_{AB}) - \mathcal{C}(\hat{\rho}_{AB}, A : B) .
\]

As for the classical correlations, also the quantum discord is, in general, asymmetric: \( \mathcal{D}(\hat{\rho}_{AB}, A : B) \neq \mathcal{D}(\hat{\rho}_{AB}, B : A) \). The reason of this asymmetry is that both classical correlations and quantum discord, by definition, depend on measurements performed on either of the two subsystems. A particular case to consider is that of the so-called *quantum-classical* states:

\[
\hat{\rho}_{AB}^{qc} = \sum_i p_i \hat{\rho}_A^{(i)} \otimes |\varphi_i\rangle_B \langle \varphi_i| ,
\]

where

\[
\hat{\rho}_A^{(i)} = \sum_j p_{ij} \hat{\rho}_A^{(ij)} ,
\]

and

\[
\hat{\rho}_A^{(ij)} = \sum_k p_{ijk} \hat{\rho}_A^{(ijk)} .
\]
for some orthonormal basis \(\{|\phi_i\rangle_B\}\) of \(\mathcal{H}_B\) and quantum states \(\hat{\rho}_A^{(i)} \in \mathcal{B}(\mathcal{H}_A)\).

For this kind of states one has \(\mathcal{D}(\hat{\rho}_{AB}^{qc}, A : B) = 0\), however, in general \(\mathcal{D}(\hat{\rho}_{AB}^{qc}, B : A) \neq 0\). Swapping the roles of \(A\) and \(B\) one gets the classical-quantum states. States with zero discord for measurements on either one of the two subsystems, \(\mathcal{D}(\hat{\rho}_{AB}, A : B) = \mathcal{D}(\hat{\rho}_{AB}, B : A) = 0\), are only classically correlated and they take the form

\[
\hat{\rho}_{AB}^{cl} = \sum_{ij} p_{ij} |\phi_i\rangle_A \langle \phi_i| \otimes |\phi_j\rangle_B \langle \phi_j| ,
\]

where \(p_{ij}\) is a joint probability distribution and \(\{|\phi_i\rangle_A\}\) and \(\{|\phi_j\rangle_B\}\) are orthonormal bases for \(\mathcal{H}_A\) and \(\mathcal{H}_B\), respectively. The reduced states for subsystems \(A\) and \(B\) are

\[
\hat{\rho}_A = \sum_i p_i^A |\phi_i\rangle_A \langle \phi_i| , \quad \hat{\rho}_B = \sum_j p_j^B |\phi_i\rangle_B \langle \phi_j| ,
\]

where \(p_i^A = \sum_j p_{ij}\) and \(p_j^B = \sum_i p_{ij}\).

Two important properties of quantum discord are that it is invariant under local unitaries, i.e.

\[
\mathcal{D}(\hat{\rho}_{AB}, A : B) = \mathcal{D}(\hat{U}_A \otimes \hat{U}_B \hat{\rho}_{AB} \hat{U}_A^\dagger \otimes \hat{U}_B^\dagger, A : B) ,
\]

for any state \(\hat{\rho}_{AB}\) and any local unitary operation \(\hat{U}_A\) and \(\hat{U}_B\) acting on subsystems \(A\) and \(B\), respectively. Moreover it is monotonically non-increasing under local quantum operations on the subsystem which is not being measured:

\[
\mathcal{D}(\hat{\rho}_{AB}, A : B) \geq \mathcal{D}(\Phi \otimes 1_B(\hat{\rho}_{AB}), A : B) .
\]

For a comprehensive review on various approaches to define and quantify general quantum correlations, we refer the reader to [16].

**Entanglement**

We can now extend the concept of separable states, already introduced for pure states, to the mixed case. We define a separable mixed state as a convex combination of product pure state projectors:

\[
\hat{\rho}_{AB}^{sep} = \sum_i p_i |\phi_i\rangle_A \langle \phi_i| \otimes |\phi_i\rangle_B \langle \phi_i| ,
\]
where \( \{|\phi\rangle_A\} \) and \( \{|\psi\rangle_B\} \) are arbitrary pure states of \( \mathcal{H}_A \) and \( \mathcal{H}_B \), in general non-orthogonal. We can therefore define all states \( \hat{\rho}_{AB} \in \mathcal{B}(\mathcal{H}) \) which are not separable as entangled. Notice that there exist separable states which possess quantum correlations of discord-type. This implies that entanglement is a type of correlation stronger than quantum discord.

Introducing the partial transpose of the density matrix \( \hat{\rho}_{AB} \) defined as the matrix \( \hat{\rho}_{AB}^\Gamma \) such that

\[
B \langle \phi_l | A \langle \phi_i | \hat{\rho}_{AB}^\Gamma | \phi_j \rangle_A | \psi_k \rangle_B \equiv B \langle \phi_k | A \langle \phi_i | \hat{\rho}_{AB} | \phi_j \rangle_A | \psi_l \rangle_B ,
\]

(1.40)

(\text{where } |\phi\rangle_A |\psi\rangle_B \equiv |\phi\rangle_A \otimes |\psi\rangle_B) we enunciate the Positivity of Partial Transpose (PPT) criterion (or Peres-Horodecki criterion)

**Theorem 1.2. (PPT criterion)** If \( \hat{\rho}_{AB} \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H}) \) is a separable state, Eq. (1.39) then

\[
\hat{\rho}_{AB}^\Gamma \geq 0 ,
\]

(1.41)

with \( \hat{\rho}_{AB}^\Gamma \) defined in Eq. (1.40)

The Positivity of the Partial Transpose (PPT), Eq (1.41) is, in general, a necessary but not sufficient condition for \( \hat{\rho}_{AB} \) being a separable state, hence, if a quantum state satisfies Eq (1.41) it is not possible to conclude that it is separable. On the other hand, any state which violates it is entangled. One can hence define the logarithmic-negativity \( \mathcal{N}_{\log} \)[17]

\[
\mathcal{N}_{\log}(\hat{\rho}_{AB}) = \log_2 \| |\hat{\rho}_{AB}^\Gamma| \|_1 ,
\]

(1.42)

where \( \| \cdot \|_1 \) indicates the trace norm\(^2\). Obviously, because of Theorem 1.2 the above measure vanishes on all separable state, however it vanishes also on some entangled state, the so-called bound entangled states. For this reason \( \mathcal{N}_{\log} \) is said to be non-faithful. The logarithmic negativity is non-increasing under Local Operations and Classical Communication (LOCC):

\[
\mathcal{N}_{\log}(\hat{\rho}_{AB}) \geq \mathcal{N}_{\log}(\Lambda(\hat{\rho}_{AB})) ,
\]

(1.43)

where \( \Lambda \) is a LOCC which consists of local quantum operations on subsystems \( A \) and \( B \), combined with classical communication between \( A \) and \( B \). \( \mathcal{N}_{\log} \) is additive on product states.

\(^2\) For any operator \( X \), its trace norm is defined as \( \| X \|_1 = \text{Tr} \sqrt{X^\dagger X} \).
A lot of effort has been devoted to define quantitative measures of entanglement, the logarithmic-negativity defined above is only one of the many and we introduced it because of its relevance and ease of computability in the case of Gaussian states (see Chapter 2). We will introduce now just another entanglement measure, which we are going to use in Chapter 4 in the particular case of two-qubits systems, namely the entanglement of formation (EoF) [18]: given a bipartite quantum system \( \hat{\rho}_{AB} \), we consider all its pure-state decompositions, i.e. all \( \{ p_i, |\psi_i\rangle \} \) such that

\[
\hat{\rho}_{AB} = \sum_i p_i |\psi_i\rangle_{AB} \langle \psi_i| .
\] (1.44)

For each pure state one can define the entropy of entanglement as

\[
E_S(|\psi\rangle_{AB}) = S(\hat{\rho}_A) = S(\hat{\rho}_B) ,
\] (1.45)

with \( \hat{\rho}_{A(B)} = \text{Tr}_{B(A)}(|\psi\rangle_{AB} \langle \psi|) \), and \( S(\cdot) \) as in Eq. (1.23) (obviously \( E_S(|\psi\rangle_{AB}) = 0 \) iff \( |\psi\rangle_{AB} \) is separable). The EoF for the state \( \hat{\rho}_{BC} \) is defined as the average entropy of entanglement of the pure states of the decomposition, minimized over all decompositions:

\[
E_F(\hat{\rho}_{AB}) = \min_{\{ p_i, |\psi_i\rangle \}} \sum_i p_i E(|\psi_i\rangle) .
\] (1.46)

The operational meaning of this quantity is the following: if two parties \( A \) and \( B \), usually referred to as Alice and Bob, wish to create the state \( \hat{\rho}_{AB} \), without any transfer of quantum states between them, then they must already share the equivalent of \( E_F(\hat{\rho}_{AB}) \) pure singlet states \( |\Psi_\ge\rangle = (|01\rangle - |10\rangle)/\sqrt{2} \). It was shown in [19] the for a pair of qubits, the EoF is

\[
E_F(\hat{\rho}_{AB}) = h \left( \frac{1 + \sqrt{1 - C(\hat{\rho}_{AB})^2}}{2} \right) ,
\] (1.47)

with \( h(x) \equiv -x \log x - (1 - x) \log (1 - x) \). The quantity \( C(\hat{\rho}_{AB}) \), also known as concurrence, can be computed as

\[
C(\hat{\rho}_{AB}) = \max \{ 0, 2\lambda_{\text{max}} - \text{Tr} \hat{R}(\hat{\rho}_{AB}) \} ,
\] (1.48)

where \( \lambda_{\text{max}} \) is the largest eigenvalue of the operator \( \hat{R}(\hat{\rho}_{AB}) \), defined as

\[
\hat{R}(\hat{\rho}_{AB}) = \sqrt{\sqrt{\hat{\rho}_{AB}} \left( \hat{\sigma}_y^{(A)} \otimes \hat{\sigma}_y^{(B)} \right) \hat{\rho}_{AB}^* \left( \hat{\sigma}_y^{(A)} \otimes \hat{\sigma}_y^{(B)} \right) \sqrt{\hat{\rho}_{AB}} .
\] (1.49)

3 A qubit is a physical system \( \hat{\rho} \in B(\mathcal{H}) \) with \( \dim(\mathcal{H}) = 2 \). In other words, a qubit is a two-level system.
Quantum steering and Bell non-locality

Let us consider now the scenario in which there are two spatially separated parties, Alice and Bob. Alice sends to Bob a quantum state that, she claims, is part (B) of an entangled state whose other part (A) is in her possession. Bob however, does not trust Alice (or her measurement device), i.e. he does not make any assumption about her Hilbert space $\mathcal{H}_A$, so, in order to verify that she is telling the truth, he asks her to perform some measurement $x = 1, \ldots, n$ on her part and to communicate him the outcome $a \in \lambda(x)$ of such a measurement, where $\lambda(x)$ represents the set of outcomes corresponding to the measurement $x$. He will then measure the state in his possession and, by studying the correlations between his and Alice’s measurement outcomes, he wishes to be able to tell whether they truly shared an entangled state \[20,21\]. Now, Bob will not be convinced by Alice’s claim if, after Alice announces the pair $(a, x)$, Bob finds, after performing his set of measurements, that he is in possession of a conditional (unnormalized) state in the form

$$
\hat{\sigma}_{a|x}^B = \sum_{\lambda} q_{\lambda} p(a|x, \lambda) \hat{\rho}_B^{(\lambda)},
$$

(1.50)

called assemblage, where $p(a|x, \lambda)$ is the probability of obtaining the outcome $a$ when the measurement $x$ is performed by Alice and $\lambda$ indicates some (hidden) classical variable he does not know about distributed according to $q_\lambda$. His skepticism is due to the following reasoning: Alice gave him some quantum state $\hat{\rho}_A^B$ drawn from some distribution $q_\lambda$, therefore, given a particular $\lambda$ and announced pair $(a, x)$, Bob’s conditional unnormalized state would be $\hat{\sigma}_{a|x,\lambda} = q_{\lambda} p(a|x, \lambda) \hat{\rho}_A^{(\lambda)}$, but since he has no access to the variable $\lambda$, he would observe the assemblage Eq[1.50] and this can indeed be reproduced by Alice performing projective measurements, described by mutually commuting observables, on her part of some separable state. Such an assemblage is called unsteerable. Hence, a bipartite quantum state $\hat{\rho}_{AB}$ such that, given any set of measurements $\{\hat{M}_{a|x}\}_x$ on Alice’s part, Bob’s assemblage

$$
\hat{\sigma}_{a|x} = \text{Tr}_A \left( (\hat{M}_{a|x} \otimes \mathbb{1}_B) \hat{\rho}_{AB} (\hat{M}_{a|x}^\dagger \otimes \mathbb{1}_B) \right),
$$

(1.51)

is equivalent to an assemblage in the form Eq[1.50] is said to be $A \rightarrow B$ unsteerable and Bob, not trusting Alice, cannot certify that $\hat{\rho}_{AB}$ is entangled.
On the other hand, if $\hat{\rho}_{AB}$ is such that Eq. 1.51 is not equivalent to Eq. 1.50, then it is said to be $A \rightarrow B$ steerable.

Let us assume now that Alice and Bob share a separable state in the form Eq. 1.39. Given a set of measurement $\{\hat{M}_{a|x}\}_x$ on Alice’s side, the corresponding conditional assemblage on Bob’s side reads

$$\hat{\sigma}^B_{a|x} = \sum_i p_i p(a|x; \hat{\rho}_A^{(i)}) \hat{\rho}^B_{(i)}.$$  \hspace{1cm} (1.52)

Comparing the above with Eq. 1.50, we notice that the latter is a generalization of the former, where the conditional probability of obtaining the outcome $a$ when measuring $x$ on Alice’s state $\hat{\rho}_A^{(i)}$, $p(a|x; \hat{\rho}_A^{(i)})$, becomes $p(a|x, \lambda)$. The conditional probability $p(a|x; \hat{\rho}_A^{(i)})$ is constrained by Alice’s Hilbert space $\mathcal{H}_A$ and possibly by uncertainty relations between the measurements $\{\hat{M}_{a|x}\}_x$. On the other hand, $p(a|x, \lambda)$, is an unconstrained probability distribution, meaning that it does not depend on $\mathcal{H}_A$ nor on any other quantum mechanical restriction. This implies that one can have a bipartite state which is not separable but it is unsteerable, i.e. steering is an asymmetric type of correlation (analogous reasoning to the above can be done in the case in which Bob is the untrusted party) stronger than entanglement.

Steering can be detected \[22\] by studying the correlations between measurements $x$ of unknown observables $\hat{A}_x = \sum_a a \hat{\Pi}_{a|x}$ on Alice’s side and measurements $y$ of known observables $\hat{B}_y \in B(\mathcal{H}_B)$:

$$\langle \hat{A}_x^l \otimes \hat{B}_y^j \rangle = \sum_a a^l \text{Tr} \left( \hat{\sigma}^B_{a|x} \hat{B}_y^j \right),$$  \hspace{1cm} (1.53)

where $l$ and $j$ are integer powers. One can indeed define a moment matrix $\Gamma_{ik} = \langle \hat{S}_i \hat{S}_k \rangle$, where each operator $\hat{S}_i$ is some product of operators for Alice and Bob. It is easy to check that, when constructed from physical observables on quantum states, $\Gamma \succeq 0$. The algebraic properties satisfied by Bob’s operators give rise to some linear constraints between the matrix elements of $\Gamma$, however, matrix elements which involve products of Alice’s unknown operators alone, are treated as a set $\mathcal{R}$ of arbitrary free parameters. Moreover, assuming commutativity of the observables $\hat{A}_x$ (this is justified because, as we previously said, an unsteerable assemblage, Eq. 1.50, can be reproduced by Alice measuring commuting observables on her part of a separable state) gives additional linear constraints. $A \rightarrow B$ steering is therefore detected from $\Gamma_{\mathcal{R}}$ when for any possible assignment $\mathcal{R}$ of the free
1.2 QUANTUM DYNAMICS

A closed quantum system in a pure state evolves according to the Schrödinger equation (in natural units $\hbar = 1$)

$$i \frac{d}{dt} |\psi(t)\rangle = \hat{H}(t) |\psi(t)\rangle , \quad (1.55)$$

where $\hat{H}(t)$ is the Hamiltonian of the system. The time dependence of the Hamiltonian is in principle due to some classical field interacting with the system. If the Hamiltonian does not depend explicitly on time, then the system is said to be isolated. The solution to the above is given by

$$|\psi(t)\rangle = \hat{U}(t, t_0) |\psi(t_0)\rangle , \quad (1.56)$$

The curious reader who approaches these topics for the first time, is encouraged to read the enlightening fictional dialogue between Alice, Bob and Bell in Chapter 4 (updated version) of [24].
where $\hat{U}(t, t_0)$ is a unitary operator defined as

$$
\hat{U}(t, t_0) = \mathcal{T} \exp \left\{ -i \int_{t_0}^{t} ds \hat{H}(s) \right\},
$$

with $\mathcal{T}$ indicating the time ordering operator. If the system is isolated, one simply gets $\hat{U}(t, t_0) = \exp \left\{ -i \hat{H}(t - t_0) \right\}$.

If the system is initially in a mixed state $\hat{\rho}(t_0)$, its evolution is described by the Liouville-Von Neumann equation

$$
\frac{d}{dt} \hat{\rho}(t) = -i [\hat{H}(t), \hat{\rho}(t)],
$$

with solution given by

$$
\hat{\rho} = \hat{U}(t, t_0) \hat{\rho}(t_0) \hat{U}(t, t_0)^\dagger,
$$

with $\hat{U}(t, t_0)$ defined as in Eq. (1.57) From now on, we will assume $t_0 = 0$, unless otherwise stated.

1.2.1 Stinespring dilation

We already anticipated that a quantum operation is a CPTP map. We can hence define a quantum evolution, usually called dynamical map, a one-parameter family of CPTP maps $\Phi_t : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$ such that $\Phi_0 = 1$, where the parameter $t$ plays the role of time. It can be shown that any quantum evolution $\Phi_t$ is equivalent to the reduced unitary evolution of the system $\hat{\rho} \in \mathcal{B}(\mathcal{H})$ with an initially uncorrelated ancillary system $\hat{\sigma}$. This important result is summarized in the following

**Theorem 1.3. (Stinespring)** $\Phi_t : \mathcal{B}(\mathcal{H}_S) \to \mathcal{B}(\mathcal{H}_S)$ is a quantum evolution if and only if there exists an ancillary system $\hat{\sigma} \in \mathcal{B}(\mathcal{H}_A)$ and a unitary $\hat{U}(t) : \mathcal{B}(\mathcal{H}_S \otimes \mathcal{H}_A) \to \mathcal{B}(\mathcal{H}_S \otimes \mathcal{H}_A)$ such that

$$
\Phi_t(\hat{\rho}) = \text{Tr}_A \left( \hat{U}(t) \hat{\rho} \otimes \hat{\sigma} \hat{U}(t)^\dagger \right), \quad \forall \hat{\rho} \in \mathcal{B}(\mathcal{H}_S).
$$

Any quantum evolution, being a family of quantum operations, has a Kraus representation $\{\hat{K}_i(t)\}$.

A quantum evolution can hence describe the open dynamics of a quantum system $S$, or in other words, it describes the dynamics of an open quantum system (OQS). In general, an OQS is a quantum system $S$ which
is coupled to another quantum system $E$, which we will refer to as the environment. By opportunely choosing $E$, the overall $S + E$ quantum system can be considered closed, and its evolution is generated by the Hamiltonian

$$\hat{H}_{SE} = \hat{H}_S \otimes \mathbb{1}_E + \mathbb{1}_S \otimes \hat{H}_E + \hat{H}_I,$$  \hspace{1cm} (1.61)

where the terms $\hat{H}_S$ and $\hat{H}_E$ are the self-Hamiltonians of the system and the environment, respectively, while $\hat{H}_I$ describes the interaction between them.

### 1.2.2 Master equations for Markovian dynamics

Let us consider to have a quantum system $S$ interacting with an environment $E$, the overall system evolves unitarily according to the Hamiltonian $\hat{H}_{SE}$ with

$$\hat{H}_I = \sum_\alpha \hat{S}_\alpha \otimes \hat{E}_\alpha,$$  \hspace{1cm} (1.62)

with $\hat{S}_\alpha \in \mathcal{B} (\mathcal{H}_S)$ and $\hat{E}_\alpha \in \mathcal{B} (\mathcal{H}_E)$ Hermitian operators. In the interaction picture the Liouville-Von Neumann equation, Eq.1.58 for $\hat{\varrho} \in \mathcal{B} (\mathcal{H}_S \otimes \mathcal{H}_E)$ becomes (we will use the calligraphic $\hat{\varrho}$ to indicate the density operator of the composite system and $\hat{\rho}$ for the density operator of the system $S$)

$$\frac{d}{dt} \hat{\varrho}^{(I)} (t) = -i \left[ \hat{H}_I (t), \hat{\varrho}^{(I)} (t) \right].$$  \hspace{1cm} (1.63)

Assuming that

$$\text{Tr}_E [\hat{H}_I (t), \hat{\varrho} (0)] = 0,$$  \hspace{1cm} (1.64)

(this can always be ensured by subtracting the term $\text{Tr}_E [\hat{H}_I (t), \hat{\varrho} (0)]$ from $\hat{H}_I$ and including it instead in $\hat{H}_S$) and tracing out the degrees of freedom of the environment, we can rewrite Eq.1.63 as

$$\frac{d}{dt} \hat{\varrho}^{(I)} (t) = - \int_0^t ds \text{Tr}_E \left[ \hat{H}_I (s), \left[ \hat{\varrho} (s), \hat{\varrho}^{(I)} (s) \right] \right].$$  \hspace{1cm} (1.65)

Given the general Hamiltonian $\hat{H}(t) = \hat{H}_0 + \hat{H}_I (t)$, in the interaction picture, one defines the unitaries $\hat{U}_0 (t) = \exp (-i \hat{H}_0 t)$ and $\hat{U}_I (t) = \hat{U}_0^\dagger (t) \hat{U}_I (t)$, with $\hat{U}_I (t)$ defined as in Eq.1.57. Then an operator $\hat{O}$ evolves as $\hat{O}^{(I)} (t) = \hat{U}_0^\dagger (t) \hat{O} \hat{U}_0 (t)$ and the density operator evolves as $\hat{\varrho}^{(I)} (t) = \hat{U}_I (t) \hat{\varrho} (0) \hat{U}_I^\dagger (t)$ such that $\langle \hat{O} \rangle (t) = \text{Tr} \{ \hat{O}^{(I)} (t) \hat{\varrho}^{(I)} (t) \}$.

In the case we are considering $\hat{H}_0 = \hat{H}_S \otimes \mathbb{1}_E + \mathbb{1}_S \otimes \hat{H}_E$. 

---

5 Given the general Hamiltonian $\hat{H}(t) = \hat{H}_0 + \hat{H}_I (t)$, in the interaction picture, one defines the unitaries $\hat{U}_0 (t) = \exp (-i \hat{H}_0 t)$ and $\hat{U}_I (t) = \hat{U}_0^\dagger (t) \hat{U}_I (t)$, with $\hat{U}_I (t)$ defined as in Eq.1.57. Then an operator $\hat{O}$ evolves as $\hat{O}^{(I)} (t) = \hat{U}_0^\dagger (t) \hat{O} \hat{U}_0 (t)$ and the density operator evolves as $\hat{\varrho}^{(I)} (t) = \hat{U}_I (t) \hat{\varrho} (0) \hat{U}_I^\dagger (t)$ such that $\langle \hat{O} \rangle (t) = \text{Tr} \{ \hat{O}^{(I)} (t) \hat{\varrho}^{(I)} (t) \}$. In the case we are considering $\hat{H}_0 = \hat{H}_S \otimes \mathbb{1}_E + \mathbb{1}_S \otimes \hat{H}_E$. 

---
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for the density matrix \( \hat{\rho} \in \mathcal{B}(\mathcal{H}_S) \) of the system. Notice that this equation is exact, however, for most physical systems, it is intractable. Indeed, the right-hand side depends on the density matrix, \( \hat{\varrho}^{(I)} \), of the composite system evaluated at all times \( s \in [0, t] \). Yet, it is possible to simplify it by making some approximations and further assumptions.

The first assumption is considering system and environment initially uncorrelated:

\[
\hat{\varrho}(0) = \hat{\rho}(0) \otimes \hat{\sigma}(0). \tag{1.66}
\]

Moreover, we assume the environment being in a stationary state of its self-Hamiltonian, i.e. \( [\hat{H}_E, \sigma(0)] = 0 \).

The first approximation we make is the Born approximation: we consider the interaction between the system and the environment sufficiently weak and the environment large in comparison with the size of the system (i.e. \( \dim \mathcal{H}_E \gg \dim \mathcal{H}_S \)) such that (i) the influence of the system on the reservoir is small, meaning that the state of the environment is not affected by the interaction with the system, and that (ii) the system and the environment remain uncorrelated during the evolution:

\[
\hat{\varrho}(t) \approx \hat{\rho}(t) \otimes \sigma \quad \forall \ t \geq 0. \tag{1.67}
\]

This assumption together with the assumption of having the environment in a stationary state, results in having time-homogeneous environmental self-correlation functions:

\[
C_{\alpha\beta}(t, s) \equiv \text{Tr} \left( \hat{E}^{(I)}_\alpha(t) \hat{E}^{(I)}_\beta(s) \hat{\sigma} \right) = C_{\alpha\beta}(t - s). \tag{1.68}
\]

The second approximation we make is the Markov approximation: we consider the environmental self-correlation functions, Eq.\[1.68\], sharply peaked at \( t - s = 0 \) and rapidly decaying, i.e. the timescale \( \tau_c \) such that for \( \tau \geq \tau_c \) one has \( C_{\alpha\beta}(\tau) \approx 0 \) is much smaller than the characteristic timescale \( \tau_S \) over which \( \hat{\rho}^{(I)}(t) \) changes noticeably. This approximation is equivalent to assume a ‘short-memory’ environment, i.e. the environment very quickly loses any self-correlation such that the outcome of a measurement of \( \hat{E}_\alpha \) at time \( t \) does not depend on the outcome of a measurement of \( \hat{E}_\beta \) at time \( s \ll t \).
1.2 Quantum Dynamics

It is possible to show that with these approximations one can considerably simplify Eq. [1.65] and, transforming the equation back to the Schrödinger picture, one obtains the Born-Markov master equation

$$\frac{d}{dt} \hat{\rho}(t) = -i [\hat{H}_S, \hat{\rho}(t)] - \sum_\alpha \left( [\hat{S}_\alpha, \hat{B}_\alpha(t)] + [\hat{\rho}(t), \hat{C}_\alpha] \right),$$

with

$$\hat{B}_\alpha \equiv \int_0^\infty d\tau \sum_\beta C_{\alpha\beta}(\tau) \hat{S}_\beta^{(I)}(-\tau),$$

$$\hat{C}_\alpha \equiv \int_0^\infty d\tau \sum_\beta C_{\beta\alpha}(\tau) \hat{S}_\beta^{(I)}(-\tau).$$

This is a time-local master equation, i.e. the change of the reduced density matrix for the system at time $t$ does not depend on the previous history of the evolution but only on the reduced density matrix itself at that precise time. Moreover we see that this change is due to a unitary part, given by the commutator between the density matrix of the system and its self-Hamiltonian, and a non-unitary part, representing decoherence and dissipation.

**Lindblad equation**

We will consider now the most general master equation for a Markov quantum process. Instead of starting from a microscopic model as we did in the previous paragraph, we require that the quantum evolution $\Phi_t : \mathcal{B}(\mathcal{H}) \to \mathcal{B}(\mathcal{H})$, i.e. a family of CPTP map such that $\Phi_0 = 1$, satisfies the semigroup property

$$\Phi_{t_2} \Phi_{t_1} = \Phi_{t_2 + t_1},$$

in analogy with the classical theory of Markovian processes. Given a quantum evolution satisfying the above property, there exists a linear map $\mathcal{L}$ such that

$$\Phi_t = e^{\mathcal{L}t},$$

where the super-operator $\mathcal{L}$ is the generator of the semigroup. With this representation one easily gets the Markovian master equation

$$\frac{d}{dt} \hat{\rho}(t) = \mathcal{L} \hat{\rho}(t).$$

$$6 \frac{d}{dt} \hat{\rho}^{(S)}(t) = -i [\hat{H}_S, \hat{\rho}(t)] + e^{-i\hat{H}_S t} \frac{d}{dt} \hat{\rho}^{(I)}(t) e^{i\hat{H}_S t}.$$
It can be shown that the most general form for the generator $L$ is given by the so-called Lindblad equation \[ L\hat{\rho}(t) = -i[\hat{H}, \hat{\rho}(t)] + \sum_{k=1}^{N^2-1} \gamma_k \left( \hat{A}_k\hat{\rho}(t)\hat{A}_k^\dagger - \frac{1}{2} \{ \hat{A}_k^\dagger\hat{A}_k, \hat{\rho}(t) \} \right), \] \[
(1.75)\]

where $\{\cdot,\cdot\}_+$ denotes the anticommutator, $N = \dim\mathcal{H}_S$, $\gamma_k \geq 0$ are constants related to the Kraus operators of the evolution. The operators $\hat{A}_k$, called Lindblad operators, correspond to a unitary transformation of a vector of operators forming an orthonormal basis for the Liouville space associated with $\mathcal{H}_S$ (i.e. the space of operators $X$ on $\mathcal{H}$, such that $\text{Tr}X^\dagger X$ is finite, equipped with the scalar product $(X, Y) \equiv \text{Tr}(X^\dagger Y)$). The Hamiltonian $\hat{H}$ appearing in the commutator cannot be identified with $\hat{H}_S$: it may indeed contain some corrections due to the perturbation of the free Hamiltonian of the open system by the environment, leading to a rescaling of its energy levels. This effect is known as the Lamb-shift effect.

The Lindblad master equation is local in time and Markovian and can be derived from phenomenological models. We want to remark that it is possible to reduce Eq.\[1.69\] into Lindblad form, Eq.\[1.75\] by making a further approximation, namely the secular (or rotating wave) approximation. This is valid when the relaxation time of the system is large compared to the typical time scale of the evolution generated by the system’s Hamiltonian.

1.2.3 Master equations for Non-Markovian dynamics

In the previous paragraphs we summarized the approximation introduced to obtain the Born-Markov equation: weak-coupling and large environment (Born), and negligible environmental memory effects (Markov). In many physical situations however, these approximations do not hold. If one drops the Markov approximation, then the environmental memory effects can cause the evolution to depend on the state of the total system $S + E$ at previous times, making it impossible to obtain a time-local differential equation describing the dynamics.
Nakajima-Zwanzig master equation

This is obtained through the projection operator technique, which consists in defining the super-operators \( P \) and \( Q = 1 - P \), acting on \( B(\mathcal{H}_S \otimes \mathcal{H}_E) \), as

\[
P \hat{\varrho} \equiv \text{Tr}_E (\varrho) \otimes \sigma, \quad (1.76)
\]

\[
Q \hat{\varrho} \equiv \varrho - P \varrho \quad (1.77)
\]

where \( \sigma \), called reference state, is chosen according to the specific model one wishes to study, and it is usually chosen to be the stationary Gibbs state of the environment \( \sigma = e^{-\beta \hat{H}_E} / Z \), where \( \beta \) is the inverse temperature \((k_B = 1)\) and \( Z = \text{Tr} e^{-\beta \hat{H}_E} \) is the partition function. \( P \hat{\varrho} \) still contains the complete information required to reconstruct the open system’s density matrix \( \hat{\rho} \), i.e. \( P \) represents a projection on the part of \( \hat{\rho} \) relevant to the system’s dynamics.

By construction \( P \) and \( Q \) are idempotent, commute and sum up to the identity.

Considering the Hamiltonian of the composite system \( S + E \) to be

\[
\hat{H} = \hat{H}_0 + \alpha \hat{H}_I, \quad \text{with} \quad \hat{H}_0 = \hat{H}_S \otimes 1_E + 1_S \otimes \hat{H}_E, \quad (1.78)
\]

where \( \alpha \) is a dimensionless parameter carrying the order of magnitude of the system-bath interaction, we implicitly define the super-operator \( \mathcal{L} \) as

\[
\frac{d}{dt} \hat{\varrho}^{(I)}(t) = -i \alpha \left[ \hat{H}_I(t), \hat{\varrho}^{(I)}(t) \right] \equiv \alpha \mathcal{L}(t) \hat{\varrho}^{(I)}(t). \quad (1.79)
\]

Assuming that

\[
\text{Tr}_E (\hat{H}_I(t_1) \ldots \hat{H}_I(t_{2j+1}) \sigma) = 0, \quad (1.80)
\]

the master equation for the relevant part \( P \hat{\varrho} \) reads

\[
\frac{d}{dt} P \hat{\varrho}^{(I)}(t) = \int_0^t ds \mathcal{K}(t,s) P \hat{\varrho}^{(I)}(s) + \alpha P \mathcal{L}(t) \mathcal{G}(t,0) Q \hat{\varrho}(0), \quad (1.81)
\]

where

\[
\mathcal{G}(t,s) = \mathcal{T} \exp \left\{ \alpha \int_s^t du Q \mathcal{L}(u) \right\}, \quad (1.82)
\]

Even though this assumption is not required for the derivation of the equation of motion, it allows to simplify considerably the calculations when performing the expansion in \( \alpha \). However, it is worth noticing that Eq. (1.80) is satisfied in the relevant case of the environment being a collection of harmonic oscillators in thermal equilibrium linearly coupled to the system.
and

$$\mathcal{K}(t,s) = \alpha^2 \mathcal{P} G(t,s) Q L(s) \mathcal{P} ,$$

(1.83)

is the memory-kernel. The integro-differential equation Eq. 1.81 is the Nakajima-Zwanzig equation. It is exact and, it is worth noticing, holds for arbitrary initial conditions. However, assuming an initial state in the form Eq. 1.66 (and hence \( \mathcal{P} \hat{\sigma}(0) = \hat{\rho}(0) \) and \( Q \hat{\sigma}(0) = 0 \)) allows us to simplify Eq. 1.81 further:

$$\frac{d}{dt} \mathcal{P} \hat{\sigma}^{(l)}(t) = \int_0^t ds \mathcal{K}(t,s) \mathcal{P} \hat{\sigma}^{(l)}(s) ,$$

(1.84)

and tracing out the environmental degrees of freedom

$$\frac{d}{dt} \hat{\rho}^{(l)}(t) = \int_0^t ds \mathcal{K}_S(t,s) \hat{\rho}^{(l)}(s) ,$$

(1.85)

where

$$\mathcal{K}_S(t,s) \hat{\rho}^{(l)}(t) \equiv \text{Tr}_E \left( \mathcal{K}(t,s) \hat{\rho}^{(l)}(s) \otimes \sigma \right) .$$

(1.86)

If the memory kernel \( \mathcal{K}_S(t,s) \) is time-homogeneous, i.e. \( \mathcal{K}_S(t,s) = \mathcal{K}_S(t-s) \), Eq. 1.86 can be rewritten as

$$\frac{d}{dt} \hat{\rho}^{(l)}(t) = \int_0^t ds \mathcal{K}_S(t-s) \hat{\rho}^{(l)}(s) = \left( \mathcal{K}_S * \hat{\rho}^{(l)} \right)(t) ,$$

(1.87)

where \( * \) indicates the convolution product over the finite range \([0,t]\).

Notice also that if, in Eq. 1.85, one also expands the memory kernel up to second order in the parameter \( \alpha \) one recovers Eq. 1.65 after making the Born approximation:

$$\frac{d}{dt} \hat{\rho}^{(l)}(t) = -\alpha^2 \int_0^t ds \text{Tr}_E \left[ \hat{H}(t), \left[ \hat{H}(s), \hat{\rho}^{(l)}(s) \otimes \hat{\rho}_E \right] \right] .$$

(1.88)

Time-convolutionless form of the master equation

Sometimes, for sufficiently small coupling and assuming factorized initial conditions Eq. 1.66, with techniques similar to the ones used in the previous paragraph, Eq. 1.79 can be brought into convolutionless form

$$\frac{d}{dt} \hat{\rho}^{(l)}(t) = \mathcal{Y}_S(t) \hat{\rho}^{(l)}(t) ,$$

(1.89)
with $\mathcal{Y}_s(t)\hat{\rho}^{(I)}(t) \equiv \text{Tr}_E \left( \mathcal{Y}(t)\hat{\rho}^{(I)}(t) \right)$ where $\mathcal{Y}(t)$ indicates the time convolutionless generator

$$\mathcal{Y}(t) = \alpha \mathcal{P} \mathcal{L}(t) \left[ 1 - \Sigma(t) \right]^{-1} \mathcal{P}, \quad (1.90)$$

where

$$\Sigma(t) = \alpha \int_0^t ds \mathcal{G}(t,s) \mathcal{Q} \mathcal{L}(s) \mathcal{P} \mathcal{G}^{-1}(t,s) (\mathcal{P} + \mathcal{Q}) \hat{\rho}(t), \quad (1.91)$$

with $\mathcal{G}(t,s)$ and $\mathcal{L}(t)$ defined in Eq.(1.82) and Eq.(1.79) respectively. This can also be expanded up to second order in $\alpha$ obtaining

$$\frac{d}{dt}\hat{\rho}^{(I)}(t) = -\alpha^2 \int_0^t ds \text{Tr}_E \left[ \hat{H}_I(t), \left[ \hat{H}_I(s), \hat{\rho}^{(I)}(t) \otimes \hat{\rho}_E \right] \right], \quad (1.92)$$

which is a time-local master equation. Notice that this equation is not Markovian since it still depends upon an explicit choice of the initial condition.

Non-divisible quantum evolutions

Let us consider now a quantum evolution $\Phi_t$. If we suppose that its inverse map $\Phi_t^{-1}$ exists for all times $t > 0$, we can define the intermediate evolution as a two-parameter family of maps

$$\Phi_{t,s} = \Phi_t \Phi_s^{-1}, \quad \text{with} \quad t \geq s \geq 0. \quad (1.93)$$

We have seen in Paragraph 1.2.2 that if the maps $\Phi_t$ form a semigroup, then $\Phi_{t,s} = \Phi_{t-s}$ is completely positive. In general, however, this is not the case and $\Phi_{t,s}$ is not necessarily completely positive. We say that the quantum evolution $\Phi_t$ is CP-divisible if $\Phi_{t,s}$ is completely positive, and $k$-divisible if $\Phi_{t,s}$ is $k$-positive.

Quantum evolutions for which $\Phi_t^{-1}$ exists give rise to time-local convolutionless quantum master equations, Eq.(1.89) with similar form to a Lindblad master equation, which in Schröedinger picture read [25]

$$\frac{d}{dt}\hat{\rho}(t) = -i \left[ \hat{H}(t), \hat{\rho}(t) \right] +$$

$$+ \sum_k \gamma_k(t) \left( \hat{A}_k(t)\hat{\rho}(t)\hat{A}_k^\dagger(t) - \frac{1}{2} \left\{ \hat{A}_k^\dagger(t)\hat{A}_k(t), \hat{\rho}(t) \right\}_+ \right), \quad (1.94)$$

where now the Hamiltonian contribution $\hat{H}(t)$, the operators $\hat{A}_k(t)$ and the parameters $\gamma_k(t)$ may, in general, depend on time since the quantum evolution does not have the semigroup property.
The parameters $\gamma_k(t)$ for a semigroup dynamics are constant and non-negative. However, for a master equation with time-dependent generator as in Eq.1.89, these parameters could assume negative values for some times, without violating the complete positivity of the quantum evolution. On the other hand, one can show that Eq.1.94 corresponds to a CP-divisible quantum evolution if and only if $\gamma_k(t) \geq 0 \ \forall \ k$, at all times $t \geq 0$.

As a last remark, we point out that, unfortunately, a general formulation of necessary and sufficient conditions for which Eq.1.69 and Eq.1.94 describe a completely positive evolution has not been found yet. However, when these equations are carefully derived from microscopical or phenomenological models, they can describe a legitimate dynamics, even when the dynamical map is not CP, if the parameters involved (e.g. temperature and coupling constants) are chosen consistently with the introduced approximations.
Gaussian States and Gaussian Channels

In this Chapter we are going to introduce the basic concepts and mathematical tools to study Gaussian states and Gaussian channels. Gaussian states have a crucial role in many fields of physics since they occur as the ground or thermal equilibrium states of any bosonic Hamiltonian in the small oscillation regime. In the same limit, the unitary free evolution generated by such Hamiltonian maps Gaussian states into Gaussian states, i.e. it preserves their Gaussianity; moreover, since any subsystem of a Gaussian state is Gaussian, also the non-unitary evolution of its subsystems preserves their Gaussianity. These kind of (unitary and non-unitary) evolutions give rise to Gaussian channels.

This Chapter is organized as follows: first, we will introduce the concept of continuous variable systems, thanks to the construction of coherent states for such systems we will see how the notion of a classical-like phase space arises. We will hence establish the connection between quantum states and square-integrable functions on this phase space: to every quantum state it is possible to associate a characteristic function. In the second section we will focus on the states whose characteristic function is a Gaussian, namely Gaussian states. We will characterize these states in terms of the first and second statistical moments of the operators associated with their relevant degrees of freedom, the quadrature operators. Then we will discuss unitary transformation of Gaussian states generated by a Hamiltonian quadratic in the quadrature generators. After a brief excursus on bipartite Gaussian states, in the third section we will show how to describe an open Gaussian dynamics.

The main references used in the writing of this chapter are some comprehensive textbooks and reviews [26–29].
2.1 INTRODUCTION TO CONTINUOUS VARIABLE SYSTEMS

Quantum continuous variable (CV) systems are systems with \( m \) dynamical degrees of freedom, called \textit{modes}, associated with pairs of operators with a continuous spectrum \( \mathcal{R} = \{\hat{q}_1, \hat{p}_1, \ldots, \hat{q}_m, \hat{p}_m\}^\top \), usually referred to as quadratures. These quadrature operators satisfy the canonical commutation relation \([\hat{R}_j, \hat{R}_k] = i\Omega_{jk}\) (here and in the rest of this thesis we assume to work in natural units, i.e. \( \hbar = 1 \)), where

\[
\Omega = \bigoplus_{i=1}^m \Omega_i, \quad \text{with} \quad \Omega = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix} \equiv \Omega_1, \tag{2.1}
\]

is called symplectic form for reasons that are going to be clear later. By unitarily rotating the quadrature vector \( \hat{R} \), one can also define the vector \( \hat{a} = \{\hat{a}_1, \hat{a}_1^\dagger, \ldots, \hat{a}_m, \hat{a}_m^\dagger\}^\top \) of annihilation and creation operators:

\[
\hat{a}_k \equiv \frac{\hat{q}_k + i\hat{p}_k}{\sqrt{2}}, \quad \hat{a}_k^\dagger \equiv \frac{\hat{q}_k - i\hat{p}_k}{\sqrt{2}}, \tag{2.2}
\]

satisfying the commutation relation \([\hat{a}_j, \hat{a}_k^\dagger] = \delta_{jk}\). These operators allow one to construct an orthonormal basis for the infinite-dimensional Hilbert space of the system \( \mathcal{H} = \bigotimes_i^m \mathcal{H}_i = \text{Span}\{|n_1, \ldots, n_m\rangle\}_{n_1, \ldots, n_m \in \mathbb{N}} \) where the vectors \( |n_1, \ldots, n_m\rangle = (\hat{a}_1^\dagger)^{n_1} \cdots (\hat{a}_m^\dagger)^{n_m} |0\rangle \) (with \( |0\rangle \) defined as the vector in \( \mathcal{H} \) such that \( \hat{a}_k |0\rangle = 0 \quad \forall k = 1, \ldots, m \)) are eigenstates of the number operators \( \hat{a}_k^\dagger \hat{a}_k \equiv \hat{n}_k \)

\[
\hat{a}_k^\dagger \hat{a}_k |n_1, \ldots, n_k, \ldots, n_m\rangle = n_k |n_1, \ldots, n_k, \ldots, n_m\rangle, \tag{2.3}
\]

whose respective eigenvalues, \( n_1, \ldots, n_m \in \mathbb{N} \), represent the number of bosons in each mode. The state \( |0\rangle \) is hence called the vacuum. The states \( |n_1, \ldots, n_m\rangle \) are also known as Fock states, hence the basis they form is known as the Fock-basis.

In general, however, it is not convenient to represent a CV system state with its infinite-dimensional density matrix. Indeed, it is common to exploit the correspondence between quantum states and the space of square-integrable functions \( L^2(\mathbb{R}^m) \) established by the Fourier-Weyl relation. This relation associates a quasi-probability distribution function on a classical-like phase space to each CV quantum state. In order to enunciate this rela-
2.1 Introduction to Continuous Variable Systems

We have to introduce first the Weyl displacement operator $\hat{D}_k(\alpha_k)$ acting on the $k$-th mode:

$$\hat{D}_k(\alpha_k) = e^{\alpha_k \hat{a}^\dagger_k - \alpha_k^* \hat{a}_k}, \quad \alpha_k \in \mathbb{C} \quad (2.4)$$

which, by setting $\alpha_k = \frac{q_k + ip_k}{\sqrt{2}}$, could be easily recast in terms of the two real variables $\mathbf{r}_k = \{q_k, p_k\}$ and the quadrature vector $\hat{\mathbf{R}}_k = \{\hat{q}_k, \hat{p}_k\}$

$$\hat{D}_k(-\mathbf{r}_k) = e^{-i(p_k q_k - q_k p_k)} = e^{-i\mathbf{r}_k \Omega \hat{\mathbf{R}}_k} \quad (2.5)$$

The displacement operator for an $m$-mode CV system reads

$$\hat{D}_\mathbf{a} = e^{\mathbf{a}^\dagger \Omega \hat{\mathbf{a}}} = \bigotimes_k \hat{D}_k(\mathbf{a}_k) = \bigotimes_k \hat{D}_k(-\mathbf{r}_k) = e^{-i\mathbf{r}^\dagger \Omega \hat{\mathbf{R}}} = \hat{D}_{-\mathbf{r}} \quad (2.6)$$

with $\mathbf{a} = \{\alpha_1, \alpha_1^*, \ldots, \alpha_m, \alpha_m^*\}$ and $\mathbf{r} = \{q_1, p_1, \ldots, q_m, p_m\} = u\mathbf{a} = (\bigoplus_{i=1}^m u) \mathbf{a} \in \mathbb{R}^{2m}$, where $u = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ -i & i \end{pmatrix}$ is the same unitary transformation which brings creation and annihilation operators into quadrature operators $\hat{\mathbf{R}} = u\hat{\mathbf{a}}$. Moreover, since for any $\hat{A}, \hat{B}$ such that $[\hat{A}, \hat{B}] \in \mathbb{C}$ one has

$$e^{\hat{A}} e^{\hat{\mathbf{b}}} = e^{\frac{1}{2} [\hat{A}, \hat{\mathbf{b}}]} e^{\hat{A} + \hat{\mathbf{b}}} \quad (2.7)$$

(a particular instance of the Baker-Campbell-Hausdorff (BCH) formula), and since $\hat{D}^\dagger_{\mathbf{a}} = \hat{D}_{-\mathbf{a}}$ (and analogously $\hat{D}^\dagger_{-\mathbf{r}} = \hat{D}_{\mathbf{r}}$), as one immediately sees from Eq.2.4 (and Eq.2.5), it is clear that the Weyl displacement operator is a unitary operator: $\hat{D}^\dagger_{\mathbf{a}} \hat{D}_{\mathbf{a}} = \hat{D}^\dagger_{-\mathbf{a}} \hat{D}_{\mathbf{a}} = \mathbb{1}$. These operators allow one to construct the coherent states of the system [30]:

$$|\alpha\rangle = \hat{D}_{\mathbf{a}} |0\rangle \quad (2.8)$$

Let us now have a brief digression before moving forward: it is worth noticing that there exists a general group theoretical construction of coherent states [30] whose starting point is a closed algebra of operators $\mathfrak{g}$, generators of the group $G$. Usually these are the operators in terms of which one can express the Hamiltonian and they are therefore associated with the dynamical degrees of freedom of the system. Once a reference state $|\Phi_0\rangle$ in the Hilbert space of the system is chosen, one can determine the maximum stability subgroup $F$, i.e. the set of operators belonging to the group $G$ which leave the reference state invariant up to a phase factor. Coherent states are
constructed by acting with an element $D_\omega$ of the coset space $G/F$, which is a differentiable manifold, on the reference state: $|\omega\rangle \equiv D_\omega|\Phi_0\rangle$. This definition guarantees a one-to-one correspondence between coherent states and points on the differentiable manifold $G/F$, i.e. $|\omega\rangle$ and $G/F$ are topologically equivalent. The differentiable manifold is provided with a metric and a measure $d\mu(\omega)$, and, when the reference state is chosen appropriately, with a natural symplectic structure, i.e. with Poisson bracket. For these reasons, the coset space $G/F$ can be regarded as a classical-like phase-space.

In the case we are considering, where the dynamical degrees of freedom are associated with position and momentum operators, for a single mode, the algebra $g$ is the Heisenberg-Weyl algebra $h = \{\hat{a}, \hat{a}^\dagger, \hat{a}^\dagger \hat{a}, 1\}$, the maximum-stability subgroup is $U(1)$ generated by $\hat{a}^\dagger \hat{a}$ and $1$, and, when the reference state is chosen to be the vacuum $|0\rangle$, the elements of the coset space are the displacement operators $\hat{D}_\alpha$ defined in Eq. 2.4. The phase-space is therefore the complex plane $\mathbb{C}$, isomorphic to $\mathbb{R}^2$. Moreover, the coherent states constructed from this group, known as field (or Glauber’s) coherent states, have another important property, which is that they are minimum-uncertainty states, i.e. they saturate the Heisenberg uncertainty relation $\Delta\hat{q}\Delta\hat{p} = 1/2$, where $\Delta\hat{x}^2 = \langle \hat{x}^2 \rangle - \langle \hat{x} \rangle^2$.

Last but not least, the evolution of a coherent state $|\omega\rangle$, constructed from the dynamical group of the Hamiltonian, is still a coherent state, i.e. “once a coherent state, always a coherent state”, and the dynamics of the variable $\omega$ on the differentiable manifold is described by classical-like equation of motion. Moreover, if the bosonic system is closed, one has $\Delta\hat{q} = \Delta\hat{p} = \text{const}$, i.e. a coherent state, as a classical particle, does not spread [30]. These features, resembling classical systems, are the reasons why Schrödinger proposed such states.

Moving on, by using the BCH formula, Eq. 2.10, it is easy to show that

$$
\hat{D}_\alpha |\beta\rangle = \hat{D}_\alpha \hat{D}_\beta |0\rangle = e^{\frac{1}{2} \alpha^\top \Omega \beta} \hat{D}_\alpha |0\rangle = e^{\frac{1}{2} \alpha^\top \Omega \beta} |\alpha + \beta\rangle ,
$$

(2.9)

As previously anticipated, coherent states $|\beta\rangle$ are in one-to-one correspondence with points $\beta$ in the complex hyperplane $\mathbb{C}^m \sim \mathbb{R}^{2m}$, our classical-like phase-space, and the action of $\hat{D}_\alpha$ corresponds to a translation on the complex hyperplane $\beta \rightarrow \beta + \alpha$, from which the name ‘displacement operator’.
Thanks to the BCH formula, we can also factorize the displacement as

\[
\hat{D}_\alpha = e^{\frac{1}{2} \sum_k a_k^\dagger a_k} e^{-\sum_k a_k^\dagger a_k} = e^{-\frac{1}{2} \sum_k a_k^\dagger a_k} e^{\sum_k a_k a_k^\dagger} e^{-\sum_k a_k^\dagger a_k}, \tag{2.10}
\]

where the sum over \( k \) runs from 0 to \( m \). Using the above we find

\[
[\hat{a}_l, \hat{D}_\alpha] = e^{-\frac{1}{2} \sum_k a_k^\dagger a_k} \left[ \hat{a}_l, e^{\alpha \hat{a}_l^\dagger} \right] e^{\sum_k a_k^\dagger a_k} e^{-\sum_k a_k^\dagger a_k} =
\]

\[
e^{-\frac{1}{2} \sum_k a_k^\dagger a_k} \left( \sum_{j=0}^{\infty} \frac{\alpha^j}{j!} \left[ \hat{a}_l, (\hat{a}_l^\dagger)^j \right] \right) e^{\sum_k a_k^\dagger a_k} e^{-\sum_k a_k^\dagger a_k} =
\]

\[
e^{-\frac{1}{2} \sum_k a_k^\dagger a_k} \alpha_l \left( \sum_{j=1}^{\infty} \frac{\alpha^{j-1}}{(j-1)!} (\hat{a}_l^\dagger)^{j-1} \right) e^{\sum_k a_k^\dagger a_k} e^{-\sum_k a_k^\dagger a_k} =
\]

\[
-\alpha_l e^{-\frac{1}{2} \sum_k a_k^\dagger a_k} e^{\sum_k a_k a_k^\dagger} e^{-\sum_k a_k^\dagger a_k} = \alpha_l \hat{D}_\alpha, \tag{2.11}
\]

where, in the third equality we used the identity \([\hat{a}_l, (\hat{a}_l^\dagger)^j] = j(\hat{a}_l^\dagger)^{j-1}\). From this, it follows straightforwardly that coherent states, Eq.\[2.8\] are eigenstates of the annihilation operators:

\[
\hat{a}_l |\alpha\rangle = \hat{a}_l \hat{D}_\alpha |0\rangle = \alpha_l \hat{D}_\alpha |0\rangle + \hat{D}_\alpha \hat{a}_l |0\rangle = \alpha_l \hat{D}_\alpha |0\rangle = \alpha_l |\alpha\rangle. \tag{2.12}
\]

One can also show that coherent states have the following expansion in the Fock-basis

\[
|\alpha\rangle = e^{-\frac{1}{2} \sum_k a_k^\dagger a_k} \bigotimes_{k=0}^{m} \sum_{j=0}^{\infty} \frac{\alpha^j}{j!} |j\rangle, \tag{2.13}
\]

and one immediately sees that they are not orthogonal:

\[
\langle \alpha | \beta \rangle = \langle 0 | \beta - \alpha \rangle e^{-\frac{1}{2} \alpha^\dagger \Omega \beta} = e^{-\frac{1}{2} \alpha^\dagger \Omega \beta} e^{-\frac{1}{2} \sum_k |\alpha_k - \beta_k|^2}. \tag{2.14}
\]

They provide, however, a continuous resolution of the identity operator:

\[
1 = \int \frac{d\alpha}{\pi^m} |\alpha\rangle \langle \alpha|, \tag{2.15}
\]

where \( d\alpha = d\text{Re}(\alpha) d\text{Im}(\alpha) = dr/2^m = dqdp/2^m \) is the measure of the (flat) phase-space.

Thanks to this resolution of the identity one has that, given an operator \( \hat{O} \),

\[
\text{Tr} [\hat{O}] = \sum_k \langle k | \hat{O} | k \rangle = \sum_k \int \frac{d\alpha}{\pi^m} \langle k | \alpha \rangle \langle \alpha | \hat{O} | k \rangle =
\]

\[
= \int \frac{d\alpha}{\pi^m} \langle \alpha | \hat{O} \sum_k |k \rangle \langle k | \alpha \rangle = \int \frac{d\alpha}{\pi^m} \langle \alpha | \hat{O} | \alpha \rangle, \tag{2.16}
\]
It is possible to prove \([29]\) that the operator \(|\alpha\rangle\langle\beta|\) can be expanded in terms of the displacement operator:

\[
|\alpha\rangle\langle\beta| = \int \frac{d\gamma}{\pi m} \text{Tr} \left[ |\alpha\rangle\langle\beta| \hat{D}_\gamma \hat{D}_\gamma^\dagger \right]. \tag{2.17}
\]

Hence, given any bounded operator \(\hat{O}\) on \(\mathcal{H}\), using Eqs. 2.15 and 2.16, we get

\[
\hat{O} = \int \frac{d\alpha d\beta}{\pi^2 m} \langle \alpha | \hat{O} | \beta \rangle |\alpha\rangle\langle\beta| = \int \frac{d\alpha d\beta d\gamma}{\pi^{3m}} \langle \alpha | \hat{O} | \beta \rangle \text{Tr} \left[ |\alpha\rangle\langle\beta| \hat{D}_\gamma \hat{D}_\gamma^\dagger \right] = \int \frac{d\alpha d\beta d\gamma d\sigma}{\pi^{4m}} \langle \sigma | \hat{O} | \beta \rangle \text{Tr} \left[ |\alpha\rangle\langle\beta| \hat{D}_\gamma \hat{D}_\gamma^\dagger \right] = \int \frac{d\gamma}{\pi^m} \text{Tr} \left[ \hat{D}_\gamma \hat{O} \right] \hat{D}_\gamma^\dagger - \gamma = \frac{1}{(2\pi)^m} \int_{\mathbb{R}^{2m}} dr \text{Tr} \left[ \hat{D}_{-r} \hat{O} \right] \hat{D}_r. \tag{2.18}
\]

This is the Fourier-Weyl relation, which establishes the connection between any bounded operator \(\hat{O}\) on \(\mathcal{H}\) and a square-integrable function

\[
\chi_\hat{O}(r) \equiv \text{Tr} \left[ \hat{D}_{-r} \hat{O} \right]. \tag{2.19}
\]

Therefore, given a CV quantum system state \(\hat{\rho}\), this can be completely described by its *symmetrically ordered characteristic function*

\[
\chi_{\hat{\rho}}(\alpha) = \text{Tr} \left[ \hat{D}_\alpha \hat{\rho} \right], \quad \chi_{\hat{\rho}}(r) = \text{Tr} \left[ \hat{D}_{-r} \hat{\rho} \right]. \tag{2.20}
\]

By construction, the value of the symmetrically ordered characteristic function of a quantum state, when evaluated in 0 is 1: \(\chi_{\hat{\rho}}(0) = \text{Tr}[\hat{\rho}] = 1\).

It is worth noticing that, defining \(\bar{r} = \{\bar{r}_1^{(1)}, \bar{r}_1^{(2)}, \ldots, \bar{r}_m^{(1)}, \bar{r}_m^{(2)}\} = \Omega r\) and making use again of the BCH formula (summation over repeated indices is assumed for \(l = 1, \ldots, m\))

\[
\hat{D}_{-r} = e^{\frac{1}{2} \bar{r}_1^{(2)} \hat{\gamma}_l} e^{\frac{i}{2} \bar{r}_1^{(2)} \hat{\beta}_l} e^{\frac{i}{2} \bar{r}_1^{(2)} \hat{\gamma}_l} e^{\frac{i}{2} \bar{r}_1^{(2)} \hat{\beta}_l} = e^{-\frac{1}{2} \bar{r}_1^{(2)} \hat{\gamma}_l} e^{\frac{i}{2} \bar{r}_1^{(2)} \hat{\beta}_l} e^{\frac{i}{2} \bar{r}_1^{(2)} \hat{\gamma}_l} e^{\frac{i}{2} \bar{r}_1^{(2)} \hat{\beta}_l}, \tag{2.21}
\]

one has

\[
\frac{\partial}{\partial \bar{r}_1^{(1)}} \hat{D}_{-r} = \left( \frac{i}{2} \bar{r}_1^{(2)} + i \hat{\gamma}_l \right) \hat{D}_{-r} = \hat{D}_{-r} \left( -\frac{i}{2} \bar{r}_1^{(2)} + i \hat{\gamma}_l \right),
\]

\[
\frac{\partial}{\partial \bar{r}_1^{(2)}} \hat{D}_{-r} = \left( -\frac{i}{2} \bar{r}_1^{(1)} + i \hat{\beta}_l \right) \hat{D}_{-r} = \hat{D}_{-r} \left( \frac{i}{2} \bar{r}_1^{(1)} + i \hat{\beta}_l \right).
\]

From the two equations above one gets

\[
\frac{\partial}{\partial \bar{r}_1^{(1)}} \chi_{\hat{O}}(r) = i \chi_{\hat{O} \hat{\gamma}_l}(r) + \frac{i}{2} \bar{r}_1^{(2)} \chi_{\hat{O}}(r) = i \chi_{\hat{O} \hat{\gamma}_l}(r) - \frac{i}{2} \bar{r}_1^{(2)} \chi_{\hat{O}}(r), \tag{2.22}
\]

\[
\frac{\partial}{\partial \bar{r}_1^{(2)}} \chi_{\hat{O}}(r) = i \chi_{\hat{O} \hat{\beta}_l}(r) - \frac{i}{2} \bar{r}_1^{(1)} \chi_{\hat{O}}(r) = i \chi_{\hat{O} \hat{\beta}_l}(r) + \frac{i}{2} \bar{r}_1^{(1)} \chi_{\hat{O}}(r), \tag{2.23}
\]

38
which, after some simple manipulations, relabelling ˜\(R = \{\tilde{r}_1, \ldots, \tilde{r}_{2m}\}\), and recalling that ˜\(\hat{R} = \{\hat{r}_1, \hat{\rho}_1, \ldots, \hat{r}_m, \hat{\rho}_m\}\), become

\[
\chi_{\hat{O}_{\tilde{R}}}(r) = \left( -i\partial_{\hat{r}_j} - \frac{1}{2} \Omega_{jj} \hat{r}_j \right) \chi_{\hat{O}}(r),
\]

\[
\chi_{\hat{R}_{\hat{O}}}(r) = \left( -i\partial_{\hat{r}_j} + \frac{1}{2} \Omega_{jj} \hat{r}_j \right) \chi_{\hat{O}}(r),
\]

for \(j = 1, \ldots, 2m\), from which it follows

\[
\chi_{\hat{R}_{\hat{O} + \hat{O}_{\tilde{R}}}}(r) = -2i\partial_{\hat{r}_j} \chi_{\hat{O}}(r).
\]

\[
\chi_{\hat{R}_{\hat{O} - \hat{O}_{\tilde{R}}}}(r) = \Omega_{jj} \hat{r}_j \chi_{\hat{O}}(r).
\]

We will briefly mention here that the characteristic function belongs to a family of \(s\)-ordered characteristic functions \([31]\)

\[
\chi^{(s)}_{\hat{R}}(\alpha) = \text{Tr} \left[ \hat{D}_\alpha \hat{\rho} \right] e^{\frac{1}{2} \Sigma_k |\alpha_k|^2}, \quad s \in [-1, 1].
\]

These functions are useful when one wishes to evaluate the expectation value of ordered products of annihilation and creation operators acting on a single mode: normal ordered \(\text{Tr}[\hat{a}^\dagger \hat{a}^k \hat{\rho}] = \left[ \partial_\alpha^{(1)} (\alpha) \right]_{\alpha = 0}\), anti-normal ordered \(\text{Tr}[\hat{a}^k \hat{a}^\dagger \hat{\rho}] = \left[ \partial_\alpha^{(-1)} (\alpha) \right]_{\alpha = 0}\), and symmetrically ordered (i.e. the normalised sum of any permutation \(p\) of \(j\) creation operators and \(k\) annihilation operators) \(\text{Tr}[p\{\hat{a}^k, (\hat{a}^\dagger)^l\} \hat{\rho}] = \left[ \partial_\alpha^{(0)} (\alpha) \right]_{\alpha = 0}\).

The complex Fourier transform of \(\chi^{(s)}_{\hat{R}}(\alpha)\) reads

\[
W^{(s)}_{\hat{R}}(\gamma) = \int \frac{d\alpha}{\pi^m} \chi^{(s)}_{\hat{R}}(\alpha) e^{\gamma \Omega \alpha}, \quad \gamma \in \mathbb{C}^m.
\]

\(W^{(0)}_{\hat{R}}(\gamma)\) is known as Wigner function, \(W^{(1)}_{\hat{R}}(\gamma)\) is the so-called \(P\)-representation of the state which allows to rewrite the state in diagonal form in the coherent states basis \(\hat{\rho} = \int d\alpha / \pi^m W^{(1)}_{\hat{R}}(\alpha) |\alpha\rangle \langle \alpha|\), while \(W^{(-1)}_{\hat{R}}(\gamma)\) is also known as the Husimi function, or the \(Q\)-representation, of the state \(W^{(-1)}_{\hat{R}}(\gamma) = 1 / \pi^m \langle \gamma | \hat{\rho} | \gamma \rangle\).

The \(s\)-ordered functions defined in Eq.\(2.29\) are quasiprobability distributions since, even though they can assume negative values, they are normalized and allow to recover the statistics of a measurement of any observable \(\hat{O}\) on the state \(\hat{\rho}\):

\[
\text{Tr} \left[ \hat{O} \hat{\rho} \right] = \int \frac{d\gamma}{\pi^m} W^{(s)}_{\hat{R}}(\gamma) W^{(s)}_{\hat{O}}(\gamma).
\]

From now on we will refer to the symmetrically ordered characteristic function simply as the characteristic function if not otherwise stated.
A quantum CV system with a Gaussian characteristic function
\[
\chi_{\hat{\rho}_G}(r) = e^{-\frac{1}{4}r^\top \Omega r - i(\Omega d)^\top r} = e^{-\frac{1}{4}r^\top V r + i(d)^\top r},
\]
(2.31)
is a Gaussian state.

A Gaussian state is fully characterized by its first and second statistical moments:
\[
d_i = \langle \hat{R}_i \rangle,
\]
(2.32)
\[
V_{ij} = \langle \{ \hat{R}_i - d_i, \hat{R}_j - d_j \} \rangle_+,
\]
(2.33)
where \( \{ \cdot, \cdot \}_+ \) is the anticommutator. \( d \) and \( V \) are called displacement vector and covariance matrix respectively. Notice that the diagonal elements of the covariance matrix \( V_{ii} \) are proportional to the variance of the quadratures \( \hat{R}_i \), in particular \( V_{ii} = 2(\Delta \hat{R}_i)^2 \).

The covariance matrix is symmetric by definition. However, not all symmetric matrices describe a quantum state. Indeed, there is an additional constraint on the covariance matrix equivalent to the requirement that the density matrix is a positive semidefinite operator. This is known as the Robertson-Schrödinger uncertainty relation, or bona fide condition:
\[
V + i\Omega \geq 0.
\]
(2.34)
This is a necessary and sufficient condition on the covariance matrix \( V \) for it to describe any CV physical quantum state. As its name suggests, this condition embodies the Heisenberg uncertainty principle between quadrature observables \( \Delta \hat{q} \Delta \hat{p} \geq 1/2 \). For single-mode systems Eq. (2.34) reduces to \( \text{det} V \geq 1 \).

It is easy to check that the characteristic function of any pure coherent state \( |\beta\rangle \) is Gaussian and its covariance matrix is the identity matrix:
\[
\chi_{|\beta\rangle\langle\beta|}(\alpha) = \text{Tr} \left( \hat{D}_\alpha |\beta\rangle \langle\beta| \right) = \text{Tr} \left( \hat{D}_\beta^\dagger \hat{D}_\alpha \hat{D}_\beta |0\rangle \langle 0| \right) = \langle 0| \hat{D}_\alpha |0\rangle e^{\alpha^\top \Omega \beta} = e^{\frac{1}{2}r^\top \Omega r} e^{\frac{1}{4}r^\top V r + i(d)^\top r} = \chi_{|\beta\rangle\langle\beta|}(r),
\]
(2.35)
with \( r = u\alpha \). This is equivalent to Eq. (2.31) with \( V = 1 \) and \( d_\beta = u\beta \). The vacuum state \( |0\rangle \langle 0| \), being a coherent state, is described by \( V_{|0\rangle\langle 0|} = 1 \) and \( d_{|0\rangle\langle 0|} = 0 \).
2.2 GAUSSIAN STATES

2.2.1 Mean excitation number

A very important quantity when dealing with continuous variable systems is the mean number of excitation in the system \( \langle \hat{n} \rangle \). This quantity is indeed related to the energy of the system: for non-interacting bosons with the same frequency (in this thesis we will consider only this particular case) the Hamiltonian is proportional to the number operator

\[
\hat{H}_{\text{non-int}} = \frac{1}{2} \sum_{i=1}^{m} \hat{R}_i \hat{R}_i = \sum_{i=1}^{m} \left( \hat{a}_i^\dagger \hat{a}_i + \frac{1}{2} \right) = \hat{n} + \frac{m}{2},
\]

where \( \hat{n} = \hat{a}_i^\dagger \hat{a}_i \). In general, the mean excitation number appears whenever one wants to put a relevant physical constraint on the system of interest. Exploiting the properties of the characteristic function, it is possible to find a compact expression for it, in terms of the covariance matrix of the system \( V \) and its displacement vector \( d \). We first notice that for an \( m \)-mode system (assuming sum over repeated indexes)

\[
\langle \hat{a}_i^\dagger \hat{a}_i \rangle = \text{Tr} \left( \frac{1}{2} (\hat{R}_i \hat{R}_i - m) \hat{\rho}_G \right) = \frac{1}{2} \text{Tr} \left( \hat{R}_i \hat{R}_i \hat{\rho}_G \right) - \frac{m}{2}.
\]

Recalling that the trace of an operator can be calculated by evaluating its characteristic function in \( r = 0 \), i.e. \( \text{Tr} (\hat{R}_i \hat{R}_i \hat{\rho}_G) = \chi_{\hat{R}_i \hat{R}_i \hat{\rho}_G} \bigg|_{r=0} \), and using the property Eq. [2.24] one gets

\[
\text{Tr} \left( \hat{R}_i \hat{R}_i \hat{\rho}_G \right) = \left( -i \partial_{\hat{r}_i} - \frac{1}{2} \Omega_{ij} \hat{r}_j \right) \left( -i \partial_{\hat{r}_j} - \frac{1}{2} \Omega_{jk} \hat{r}_k \right) \chi_{\hat{R}_i \hat{R}_i \hat{\rho}_G} \bigg|_{r=0}.
\]

From the definition of the characteristic function of a Gaussian state Eq. 2.31 it is easy to show that

\[
\partial_{\hat{r}_m} \chi_{\hat{\rho}_G} = \partial_{\hat{r}_m} e^{-\frac{1}{2} \sum_{ij} V_{ij} \hat{r}_i \hat{r}_j + \frac{1}{2} \sum_{ij} d_{ij} \hat{r}_i \hat{r}_j} = \left( i d_m - \frac{1}{2} V_{mj} \hat{r}_j \right) \chi_{\hat{\rho}_G},
\]

therefore

\[
\text{Tr} \left( \hat{R}_i \hat{R}_i \hat{\rho}_G \right) = \left( -i \partial_{\hat{r}_i} \right) \left( -i \partial_{\hat{r}_i} - \frac{1}{2} \Omega_{ik} \hat{r}_k \right) \chi_{\hat{R}_i \hat{R}_i \hat{\rho}_G} \bigg|_{r=0} =
\]

\[
- \partial_{\hat{r}_i} \partial_{\hat{r}_i} \chi_{\hat{\rho}_G} + \frac{i}{2} \Omega_{ik} \partial_{\hat{r}_i} \left( \hat{r}_k \chi_{\hat{\rho}_G} \right) + \frac{i}{2} \Omega_{ij} \hat{r}_j \partial_{\hat{r}_i} \chi_{\hat{\rho}_G} \bigg|_{r=0} =
\]

\[
= - \left[ \left( i d_i - \frac{1}{2} V_{ij} \hat{r}_j \right) \left( i d_i - \frac{1}{2} V_{ik} \hat{r}_k \right) - \frac{1}{2} \Omega_{ii} d_i \right] \chi_{\hat{\rho}_G} +
\]

\[
+ \frac{i}{2} \Omega_{ii} \chi_{\hat{\rho}_G} + \frac{i}{2} \Omega_{ij} \hat{r}_j \partial_{\hat{r}_i} \chi_{\hat{\rho}_G} \bigg|_{r=0} = d_i d_i + \frac{1}{2} V_{ii}.
\]
The mean excitation number of a Gaussian state with covariance matrix $V$ and displacement vector $d$ is

$$\langle a^+ a \rangle = \frac{1}{4} (\text{Tr} V - 2m) + \frac{|d|^2}{2}. \quad (2.41)$$

2.2.2 Gaussian Unitaries

Let us suppose now that we want to transform unitarily our Gaussian state into another Gaussian state. This could be done by evolving the state through a quadratic Hamiltonian

$$\hat{H} = \frac{1}{2} (\hat{R} - \bar{r})^\top H (\hat{R} - \bar{r}) = \frac{1}{2} \hat{D}_{-\alpha} \hat{R}^\top H \hat{D}_\alpha, \quad (2.42)$$

where $\bar{r}$ is a $2m$-dimensional vector of real coordinates, $H$ is a symmetric positive-definite real matrix and where we used the identity $\hat{D}_{-\alpha} \hat{a} \hat{D}_\alpha = \hat{a} + \alpha$ which can be easily derived from Eq. (2.11). Without losing generality we set $\bar{r} = 0$ and we can calculate the Heisenberg evolution of the quadrature vector $\hat{R}$:

$$\dot{\hat{R}}_j = i \frac{1}{2} [\hat{H}, \hat{R}_j] = \frac{i}{2} \sum_{l,m} H_{lm} (\{\hat{R}_l, \hat{R}_j\} \hat{R}_m + \hat{R}_l \{\hat{R}_m, \hat{R}_j\}) = \frac{1}{2} \sum_{l,m} H_{lm} (\Omega_{jl} \hat{R}_m + \hat{R}_l \Omega_{jm}) = \sum_{l,m} \Omega_{jm} H_{ml} \hat{R}_l, \quad (2.43)$$

which in vector form reads

$$\dot{\hat{R}} = \Omega H \hat{R}. \quad (2.44)$$

This equation could be integrated giving the solution

$$\hat{R}(t) = e^{\Omega H t} \hat{R}(0). \quad (2.45)$$

Notice that, since $\Omega \Omega = -\mathbb{1}$, the generator $\Omega H$ of the transformation $e^{\Omega H t}$ belongs to the Lie algebra $\text{sp}(2m, \mathbb{R}) = \{g \in \text{GL}(2m) \mid g^\top \Omega + \Omega g = 0\}$ of the symplectic group, i.e. the set of transformations $S$ that, acting by

---

1 Setting $\bar{r} = 0$ is equivalent to studying the evolution of the shifted operator $\hat{R}_\bar{r} = \hat{R} - \bar{r} = \hat{D}_{-\alpha} \hat{R} \hat{D}_\alpha$. The solution of the equations of motion for $\hat{R}_\bar{r}$ can be found straightforwardly as $\hat{R}_\bar{r}(t) = \hat{D}_{-\alpha} \hat{R}(t) \hat{D}_\alpha$. 

---
congruence on the symplectic form, leave it invariant, i.e. \( Sp(2m, \mathbb{R}) = \{ S \mid S\Omega S^\top = \Omega \} \). Hence, the transformation \( e^{\Omega Ht} \) satisfies the relation

\[
e^{\Omega Ht} \Omega \left( e^{\Omega Ht} \right)^\top = \Omega .
\]

This ensures that the canonical commutation relations are valid at every time of the evolution \([\hat{R}(t), \hat{R}(t)^\top] = e^{\Omega Ht} [\hat{R}(0), \hat{R}(0)^\top] (e^{\Omega Ht})^\top = i\Omega \).

We can then state the following

**Proposition 2.1.** A Gaussian unitary transformation \( \hat{s} \) of a Gaussian state \( \hat{\rho}_G \) is equivalent to a symplectic transformation \( S \in Sp(2m, \mathbb{R}) \) at the level of the quadrature vector \( \hat{R} \):

\[
\hat{s} \hat{R} \hat{s}^\dagger = S \hat{R} , \quad \hat{s} = e^{i\frac{1}{2}\hat{R}^\top h \hat{R}} , \quad S = e^{\Omega h} \tag{2.47}
\]

with \( h = h^\top \).

Displacement vector and covariance matrix transform accordingly:

\[
\hat{\rho}_G \rightarrow \hat{\rho}_G \hat{s}^\dagger \iff \{ d, V \} \rightarrow \{ Sd, SVS^\top \} . \tag{2.48}
\]

The first equation in the above proposition can be understood considering that Eq. 2.45 describes the Heisenberg evolution of the quadrature canonical operators, its solution corresponds then to a unitary transformation of such operators.

An important property of CV quantum states’ covariance matrices is given by the following

**Theorem 2.1.** *(Williamson’s)* Given a \( 2m \times 2m \) real symmetric matrix \( V \) such that \( V + i\Omega \geq 0 \), there exists a symplectic matrix \( S_v \in Sp(2m, \mathbb{R}) \) such that

\[
S_v V S_v^\top = \bigoplus_{k=1}^{m} \begin{pmatrix} v_k & 0 \\ 0 & v_k \end{pmatrix} = v , \tag{2.49}
\]

where \( v_k \geq 1 \) are the so-called symplectic eigenvalues.

The set of symplectic eigenvalues can be conveniently found by determining the positive spectrum of the matrix \( i\Omega V \): \( \text{Eig}_+(i\Omega V) = \{ v_k \}_{k=1...m} \).

This can be seen by noticing that \( \text{Eig}(i\Omega V) = \text{Eig} (\bigoplus_k i v_k \Omega) = \{ \pm v_k \}_{k=1...m} \) and that \( i\Omega v \) and \( i\Omega V \) are related by a similarity transformation, i.e. \( i\Omega v = i\Omega S V S^\top = S^{-\top} (i\Omega V) S^\top \), hence they have the same spectrum.
The condition that the symplectic eigenvalues are greater or equal than 1 comes from the *bona fide* condition Eq. \ref{eq:2.34}. To show this we just have to remember that a congruence transformation preserves the sign of the eigenvalues of a matrix, hence

\[ V + i\Omega \geq 0 \iff S_v (V + i\Omega) S_v^\top = \bigoplus_{i=1}^m (v_k 1 + i\Omega) \geq 0, \quad (2.50) \]

and this is satisfied iff

\[ v_k 1 + i\Omega \geq 0 \quad \forall k \iff v_k \geq 1. \quad (2.51) \]

The relevance of Williamson’s theorem is clear when considering Gaussian states. Indeed, if the covariance matrix \( V \) and the displacement vector \( d \) describe a Gaussian state, the Williamson’s diagonalization corresponds to unitarily rotate the quantum state, or, in other words, to a change of basis. Moreover, since any Gaussian state \( \hat{\rho}_G \) can be defined as a Gibbs state

\[ \hat{\rho}_G = \frac{e^{-\beta \hat{H}}}{\text{Tr}[e^{-\beta \hat{H}}]}, \quad \beta \in [0, +\infty], \quad (2.52) \]

or as the ground state of a quadratic Hamiltonian Eq. \ref{eq:2.42}, the above symplectic diagonalization amounts to the normal mode decomposition:

\[ \hat{H}_\omega = \hat{s}_i \hat{H} \hat{s}_i^\dagger = \sum_{j=1}^m \omega_j\left(\hat{q}_j^2 + \hat{p}_j^2\right) = \sum_{i=1}^m \hat{H}_{\omega_i}. \quad (2.53) \]

The diagonal covariance matrix \( \nu \) corresponds to a factorized thermal state

\[ \hat{\rho}_\omega = \bigotimes_{i=1}^m \frac{e^{-\beta \hat{H}_{\omega_i}}}{\text{Tr}[e^{-\beta \hat{H}_{\omega_i}}]}, \quad (2.54) \]

and the symplectic eigenvalues \( v_i \) are related to the normal mode frequencies \( \omega_i \) by

\[ v_i = \frac{1 + e^{-\beta \omega_i}}{1 - e^{-\beta \omega_i}}. \quad (2.55) \]

Pure states are recovered in the limit \( \beta \to \infty \), i.e. in the limit of 0 temperature, and are therefore characterized by unit simplectic eigenvalues, i.e. the Williamson’s form of the covariance matrix of any pure Gaussian state is the identity matrix. Equivalently, the covariance matrix of any \( m \)-mode pure
Gaussian state $|\psi_G\rangle\langle\psi_G|$ can be decomposed as the product of a symplectic matrix with its transpose:

$$V_{|\psi_G\rangle\langle\psi_G|} = S^\top S , \quad S \in Sp(2m,\mathbb{R}) .$$

(2.56)

We will conclude this paragraph summarizing the most common one and two-mode Gaussian unitaries.

**Phase-shift**

The single-mode phase-shift unitary is of the form

$$\hat{U}_\varphi = e^{i\varphi} = e^{i\hat{a}^\dagger \hat{a} \varphi} = e^{i\hat{R}^\top \hat{R} \varphi} .$$

(2.57)

It is easy to identify the $h$ matrix appearing in Eq (2.47) $h_\varphi = \varphi \mathbb{1}$. The corresponding symplectic transformation acting at the level of the quadrature vector is hence given by

$$S_\varphi = e^{\Omega_\varphi} = e^{i\varphi} = \cos \varphi \mathbb{1} + \sin \varphi \Omega ,$$

(2.58)

where we used the well-known identity $e^{i\theta \vec{v} \cdot \vec{\sigma}} = \cos \theta \mathbb{1} + i \sin \theta \vec{v} \cdot \vec{\sigma}$, with $\vec{v}$ a unit three-dimensional vector and $\vec{\sigma} = \{\sigma_x, \sigma_y, \sigma_z\}$. It is clear that since the unitary transformation generated by the number operator $\hat{n}$, corresponds to a rotation $S_\varphi \in O(2)$ of the quadrature vector in phase-space, the mean excitation number Eq (2.41) is conserved.

**Single-mode squeezing**

The single-mode squeezing unitary is of the form

$$\hat{U}_{sq}(\zeta) = e^{\frac{1}{2}(\zeta \hat{a}^\dagger \hat{a} - \zeta^* \hat{a}^\dagger \hat{a})} = \exp \left\{ \frac{1}{2} \hat{a}^\dagger \begin{pmatrix} 0 & \zeta \\ -\zeta^* & 0 \end{pmatrix} \hat{a} \right\} = \exp \left\{ \frac{i}{2} \hat{R}^\top \begin{pmatrix} s \sin \theta & -s \cos \theta \\ -s \cos \theta & -s \sin \theta \end{pmatrix} \hat{R} \right\} = e^{i\frac{1}{2} \hat{R}^\top h_{sq} \hat{R}} ,$$

(2.59)

with $\zeta = s e^{i\theta}$. The corresponding symplectic transformation reads

$$S_{sq} = e^{\Omega h_{sq}} = \exp \{ i (s) (\sin \theta \sigma_x + \cos \theta \sigma_z) \} = \cosh s \mathbb{1} - \sinh s (\sin \theta \sigma_x + \cos \theta \sigma_z) .$$

(2.60)
This operation, when applied to the vacuum state and followed by a displacement, allows for the construction of a class of states that, as the field coherent states (which, we recall, have \( V_{|\alpha\rangle\langle\alpha|} = I \)), i.e. \( \Delta \hat{q} = \Delta \hat{p} = 1/\sqrt{2} \), saturate the Heisenberg uncertainty principle but with unbalanced variances of the two canonical quadratures:

\[
|\psi_{\zeta,\alpha}\rangle = \hat{D}_\alpha \hat{U}_{sq}(\zeta)|0\rangle = \hat{D}_\alpha \hat{U}_{sq}(s, \theta)|0\rangle,
\]

where the parameter \( s \) is the squeezing degree, \( \theta \) is the squeezing phase. These states are called squeezed coherent states, and they are characterized by a covariance matrix which, for \( \theta = 0 \), is diagonal \( V_{|\psi_{s,0,\alpha}\rangle\langle\psi_{s,0,\alpha}|} = S_{sq}^T S_{sq} = \text{diag}\{e^{-2s}, e^{2s}\} \), and displacement vector \( d = u\alpha = \sqrt{2}\{\text{Re}\alpha, \text{Im}\alpha\} \). It is clear that \( (\Delta \hat{q})^2(\Delta \hat{p})^2 = 1/4 \): while the variance of the position quadrature is reduced by a factor \( e^{-s} \), the variance of the momentum quadrature is increased by a factor \( e^s \). The phase \( \theta \) allows one to choose which quadrature has the minimum variance, e.g. for \( \theta = \pi \) one has \( \Delta \hat{q} = e^{-s}/\sqrt{2} \) and \( \Delta \hat{p} = e^s/\sqrt{2} \), for other values of \( \theta \), the quadratures \( \hat{R}_\theta = \{\hat{q}_\theta, \hat{p}_\theta\} \) such that \( (\Delta \hat{q}_\theta)^2(\Delta \hat{p}_\theta)^2 = 1/4 \), are simply given by rotating the quadrature vector \( \hat{R} \) with the orthogonal transformation which diagonalizes \( V_{|\psi_{s,\theta,\alpha}\rangle\langle\psi_{s,\theta,\alpha}|} \).

It can be shown that single-mode undisplaced (i.e. \( \alpha = 0 \) in Eq\textsuperscript{2.61}) squeezed states have the following expansion in the Fock-basis:

\[
|\psi_{\zeta}\rangle = \frac{1}{\sqrt{\cosh s}} \sum_{n=0}^{\infty} (-1)^n \frac{\sqrt{(2n)!}}{2^n n!} e^{in\theta} \tanh^n s |2n\rangle.
\]

**Beam Splitter**

This is a two-mode unitary of the form

\[
\hat{U}_{b-s} = \exp\left\{ \frac{1}{2} \phi \left( \hat{a}_1 \hat{\sigma}_z + \hat{a}_2 \hat{\sigma_z}^\dagger \right) \right\} = \exp\left\{ -i \frac{1}{2} \phi \hat{a}^\dagger \sigma_y \otimes \sigma_z \hat{a} \right\} = \exp\left\{ -i \frac{1}{2} \phi \hat{R}^\dagger \Omega \otimes \Omega \hat{R} \right\} = e^{i\frac{1}{2} \hat{R}^\dagger \Omega_{b-s} \hat{R}}.
\]

The corresponding symplectic transformation hence is

\[
\hat{S}_{b-s} = e^{\Omega_{b-s}} = e^{i\phi \sigma_y \otimes I} = \cos \phi I + i \sin \phi \sigma_y \otimes I.
\]
One can define the transmissivity of the beam-splitter as $\tau = \cos^2 \phi$. For $\phi = \pi/4$ one gets a balanced 50:50 beam splitter. The beam splitter transformation acts on quadrature and annihilation operators as follows:

$$
\begin{align*}
\hat{R}^{(i)}_1 &\rightarrow \hat{R}^{(i)}_1 \cos \phi + \hat{R}^{(i)}_2 \sin \phi \\
\hat{R}^{(i)}_2 &\rightarrow \hat{R}^{(i)}_1 \sin \phi - \hat{R}^{(i)}_2 \cos \phi
\end{align*}
$$

Also in this case, as for the one-mode phase shifter, the symplectic matrix describing the transformation at the level of the quadrature vector is an orthogonal matrix, hence the mean excitation number is conserved.

**Two-mode squeezing**

The two mode squeezing unitary is of the form:

$$
\hat{U}_{2s} = e^{i\hat{r} (\hat{a}_1^\dagger \hat{a}_2^\dagger - \hat{a}_1 \hat{a}_2)} = e^{i\frac{1}{2} \hat{r} \sigma_x \otimes \sigma_y \hat{a}} = e^{-i \frac{1}{2} \hat{r} \sigma_x \otimes \sigma_z \hat{a}} = e^{i \frac{1}{2} \hat{R}^\top R_{hs} \hat{R}},
$$

where $r$ is the so-called squeezing parameter. The corresponding symplectic transformation hence is

$$
\hat{S}_{2s} = e^{\Omega_{hs}} = e^{-i (r) \sigma_x \otimes \sigma_z} = \cosh r \mathbb{1} - \sinh r \sigma_x \otimes \sigma_z.
$$

Applying this transformation to the vacuum state, one obtains the so-called two-mode squeezed vacuum state (TMSV):

$$
|V_{TMSV}\rangle = \frac{1}{\sqrt{\cosh r}} \sum_{n=0}^\infty \tanh^n r |nn\rangle.
$$

The Fock basis expansion of this state is

$$
|V_{TMSV}\rangle = \frac{1}{\sqrt{\cosh r}} \sum_{n=0}^\infty \tanh^n r |nn\rangle.
$$

In the limit of infinite squeezing this state approaches the maximally entangled state $|V_{TMSV_{r\rightarrow\infty}}\rangle \propto \sum_n |nn\rangle$. 
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It is clear that, in this case, as for the single-mode squeezing transformation, the mean excitation number is not conserved: while for the vacuum $\langle \hat{n} \rangle |0\rangle = 0$, for a TMSS it is a monotonically increasing function of the squeezing parameter $r$

$$\langle \hat{n} \rangle_{\text{TMSS}} = 2 \sinh^2 r.$$  \hfill (2.70)

Since they preserve the number of excitation of the system, phase-shift and beam splitter are said to be passive transformations, on the other hand, one and two-mode squeezing are called active transformations. One can easily see that such distinction can be made at the level of the generator $\Omega h$ of the symplectic transformation: passive transformations are characterized by antisymmetric generators, while active transformations by symmetric generators.

### 2.2.3 Bipartite Gaussian states and local operations

In the previous Chapter we highlighted the relevance of bipartite systems in quantum information. In particular, when dealing with bipartite systems, it is important to know how to perform local operations, i.e. all operations acting on the degrees of freedom of a single subsystem. As one could expect, these operations, which are well defined at the level of the density matrix but that could be tricky to understand and implement in an infinite dimensional scenario, have simple phase-space counterparts.

**Partial Trace**

We have seen in the previous chapter that given a bipartite system described by a density matrix $\hat{\rho}_{AB}$, it is possible to describe the state of one of the two subsystems $A (B)$ by a density matrix obtained tracing out the degrees of freedom of the other subsystem $B (A)$: $\hat{\rho}_{A(B)} = \text{Tr}_{B(A)} \hat{\rho}_{AB}$. At the level of the covariance matrix the partial trace assumes a very simple form: given an $m$-mode Gaussian state, it is possible to recover the covariance matrix of any $k$-mode subsystem $A$ by removing from the covariance matrix and from the displacement vector the rows and columns relative to the modes
we want to trace out, the subsystem $B$. In formulae, given displacement and covariance matrix of the bipartite system

$$d_{AB} = \begin{pmatrix} d_A \\ d_B \end{pmatrix}, \quad V_{AB} = \begin{pmatrix} A & C \\ C^\top & B \end{pmatrix},$$  \hspace{1cm} (2.71)

where $d_A$ and $d_B$ are $2k$ and $2m$-dimensional vectors, $A$ and $B$ are $2k \times 2k$ and $2m \times 2m$ blocks of $V_{AB}$ and $C$ is its off-diagonal $2k \times (2m - 2k)$ block, the reduced displacement vector and covariance matrix for the $k$-mode subsystem $A$ are $d_A$ and $A$ respectively. Conversely, the tensor product of two Gaussian states $\hat{\rho}_A \otimes \hat{\rho}_B$, with displacement vectors $d_A$, $d_B$, and covariance matrix $A$ and $B$ respectively, is the Gaussian state with displacement vector $d_{AB} = d_A \oplus d_B$ and covariance matrix $V_{AB} = A \oplus B$.

\textit{Local Unitaries}

The same is true for local unitaries: a tensor product of unitaries acting on different Hilbert spaces $\mathcal{H}_A$ and $\mathcal{H}_B$ as $\hat{s}_A \otimes \hat{s}_B \hat{\rho}_A \hat{s}_A^\dagger \otimes \hat{s}_B^\dagger$ translates into a direct sum of symplectic matrices on the phase-spaces $\mathbb{R}_A^{2k}$ and $\mathbb{R}_B^{2(m-k)}$:

$$\{d_{AB}, V_{AB}\} \rightarrow \{S_A \oplus S_B d_{AB}, S_A \oplus S_B V_{AB} S_A^\top \oplus S_B^\top\}.$$ \hspace{1cm} (2.72)

A consequence of the Williamson’s theorem is the CV analogue of the Schmidt decomposition: given an $m$-mode pure Gaussian state $|\psi_G\rangle$, consider a bipartition $A|B$ of such a state, where $A$ and $B$ are composed of $k$ and $l$ modes respectively with $k < l$; by means of local unitaries one can perform the Williamson decomposition on both reduced covariance matrices to find that they have the same $k$ symplectic eigenvalues, while the remaining $k - l$ symplectic eigenvalues of the higher dimensional subsystem $B$ are equal to 1. Therefore, the covariance matrix of the composite system $V_{|\psi_G\rangle\langle\psi_G|}$ can be

49
brought by means of local unitaries \( V_{\psi_G\rangle\langle\psi_G}^d = S_A \oplus S_B \quad V_{\psi_G\rangle\langle\psi_G} S_A^T \oplus S_B^T \) in the form

\[
V_{\psi_G\rangle\langle\psi_G}^d = \begin{pmatrix}
\begin{array}{ccc}
\mathbf{c}_1 & \cdots & \mathbf{s}_1 \\
\vdots & \ddots & \vdots \\
\mathbf{c}_k & \cdots & \mathbf{s}_k
\end{array}
\end{pmatrix}
\begin{pmatrix}
\begin{array}{ccc}
\mathbf{s}_1 & \cdots & \mathbf{c}_1 \\
\vdots & \ddots & \vdots \\
\mathbf{c}_k & \cdots & \mathbf{s}_k
\end{array}
\end{pmatrix}
\mathbf{1}
\begin{pmatrix}
\begin{array}{ccc}
\mathbf{c}_1 & \cdots & \mathbf{s}_1 \\
\vdots & \ddots & \vdots \\
\mathbf{c}_k & \cdots & \mathbf{s}_k
\end{array}
\end{pmatrix},
\]

(2.73)

where each element denotes a \( 2 \times 2 \) submatrix, in particular the diamonds (\( \odot \)) correspond to null matrices, \( \mathbf{1} \) to the identity matrix and

\[
c_j = \begin{pmatrix}
v_j & 0 \\
0 & v_j
\end{pmatrix}, \quad s_j = \begin{pmatrix}
-\sqrt{v_j^2 - 1} & 0 \\
0 & \sqrt{v_j^2 - 1}
\end{pmatrix}.
\]

(2.74)

In the relevant case of two-mode states, by means of local unitaries, it is possible to bring the covariance matrix \( V_2 \) of any two-mode state, also mixed, to the form (standard form):

\[
V_2 = \begin{pmatrix}
a & 0 & c_- & 0 \\
0 & a & 0 & c_+ \\
c_- & 0 & b & 0 \\
0 & c_+ & 0 & b
\end{pmatrix},
\]

(2.75)

with \( a, b \geq 1, c_+ \geq |c_-| \) and the condition Eq. 2.34 becomes

\[
(a^2 - 1)(b^2 - 1) - 2c_-c_+ - abc_+^2 + c_+^2(c_+^2 - ab) \geq 0.
\]

(2.76)

For pure two-mode states one has \( a = b, c_+ = -c_- = \sqrt{a^2 - 1} \), i.e. any pure two-mode Gaussian state \( |\psi_G^{(2)}\rangle\langle\psi_G^{(2)}| \) can be transformed, by means of local unitaries, into a TMSV Eq. 2.68, with the squeezing parameter given by \( r = \frac{1}{2} \arccosh a \).

Partial Transposition and Logarithmic Negativity of two-mode states

Since the density matrix of any quantum system is a Hermitian operator, the transposition operation simply consist in complex conjugation \( \hat{\rho}^T = \hat{\rho}^* \).
One can show that, in the continuous variable scenario, complex conjugation corresponds to the inversion of the momentum quadrature operators (and variables) \[ \Sigma \]:

\[
d \rightarrow \Sigma d, \quad V \rightarrow \Sigma V \Sigma,
\]

(2.77)

with \( \Sigma = \bigoplus_i^m \sigma_z \). It is then obvious, given the direct sum structure of phase-space as previously noted, that the partial transposition of a \( k \)-mode subsystem \( B \), is represented by \( 1_{m-k} \oplus \Sigma_k \), where \( \Sigma_k = \bigoplus_1^k \sigma_z \).

Now, as stated in Th. 1.2, in general, the positivity of the partially transpose density matrix is not a sufficient condition to discern separable from entangled states. However, it has been shown in [32] that for two-mode Gaussian states the PPT criterion is a necessary and sufficient condition to determine if a state is separable. Therefore, given a bipartite two-mode Gaussian state described by covariance matrix \( V_{AB} \), we can say that it is separable iff \((1 \oplus \Sigma_B)V(1 \oplus \Sigma_B)\) does not describe a positive semi-definite state, i.e. it does not satisfy the Robertson-Schrödinger relation:

\[
(1 \oplus \Sigma_B)V(1 \oplus \Sigma_B) + i\Omega \geq 0 .
\]

(2.78)

Since, as we showed, the relation \( \nu_k \geq 1 \forall k \) is equivalent to require \( \nu_k \geq 1 \forall k \), it is possible to estimate the violation of the PPT criterion through the Logarithmic Negativity (see Paragraph 1.1.3), which for two-mode states is defined as

\[
\mathcal{N} = \max\{-\log \tilde{\nu}, 0\} ,
\]

(2.79)

with \( \tilde{\nu} = \min \text{Eig}_+ [i\Omega(1 \oplus \Sigma_B)V(1 \oplus \Sigma_B)] \), which means \( \mathcal{N} > 0 \) iff the partially transposed covariance matrix does not satisfies the bona fide condition. One can immediately see that for a TMSV state \( \mathcal{N}_{\text{TMSV}} = 2r \).

2.3 Gaussian Channels

We have just seen, in the previous section, how unitary transformations are described by symplectic transformation in phase-space. We want to show now how to represent the general (Gaussian) quantum evolution of a Gaussian state, i.e. we want to characterize at the level of the covariance matrix all completely positive, trace and Gaussianity preserving maps. As already
showed in Paragraph 1.2.1 a quantum evolution can be seen as the reduced unitary evolution of a quantum system $\hat{\rho}$ with an initially uncorrelated environment $\hat{\sigma}$. If the joint unitary is Gaussianity preserving, i.e. it is generated by a quadratic Hamiltonian, the corresponding reduced dynamics of $\hat{\rho}$ is Gaussian.

### 2.3.1 Open Gaussian dynamics

We give the following [29]:

**Proposition 2.2.** The reduced Gaussian unitary evolution of a $m$-mode system in a Gaussian state with an initially uncorrelated environment can always be described by a couple of $2m \times 2m$ matrices $(X,Y)$ acting on the covariance matrix $V$ and displacement vector $d$ as

$$
\begin{align*}
    d &\rightarrow Xd \\
    V &\rightarrow XVX^T + Y
\end{align*}
$$

with $Y = Y^T$, and such that

$$
Y + i\Omega - iX\Omega X^T \succeq 0 .
$$

For the proof of this Proposition see Appendix [A]. Notice that, in general, $d$ transforms as $d \rightarrow Xd + d_0$; however, one can set $d_0 = 0$ without loss of generality (see footnote on page 42).

It is possible to show that also the converse statement is true, i.e. given any pair of $2m \times 2m$ matrices $(X,Y)$ fulfilling Eq. (2.81) one can construct a unitary evolution of the system and an environment such that the reduced action of this dilation on the $m$ modes of the system is given by Eq. (2.80). It has been proved [33] that one needs at most

$$
k = \text{rank}[Y] - \frac{1}{2}\text{rank}[\Omega - X\Omega X^T],
$$

number of environmental modes in order to dilate the map given by $X$ and $Y$ to a Gaussian unitary evolution. Since in this thesis we will always deal with $X$ and $Y$ matrices such that $\text{rank}[Y] = \text{rank}[\Omega - X\Omega X^T] = 2m$, we will enunciate here a Proposition just for this simple case, i.e. $k = m$. The proof, which could be found in Appendix [A] gives a prescription to construct the symplectic matrix of the Gaussian joint evolution and the environmental covariance matrix.
Proposition 2.3. Given any pair of $2m \times 2m$ matrices $(X, Y)$ such that they satisfy Eq.\ref{eq:2.81} and such that $\text{rank}[Y] = \text{rank}[\Omega - X\Omega X^\top] = 2m$, one can find a symplectic matrix which describes a joint Gaussian unitary evolution of an $m$-mode system with a product of $m$ thermal states, whose reduced dynamics is given by Eq.\ref{eq:2.80}.

Notice that in reference [29], the proof of Proposition 2.3 is different from the proof reported in the Appendix A: the author indeed proved that given any $2m \times 2m$ matrices $X$ and $Y$ satisfying Eq.\ref{eq:2.81}, and such that $\text{rank}[Y - i(\Omega - X\Omega X^\top)] = 2m$, there exists a corresponding Gaussian Stinespring dilation where the environment may always be chosen to be a $2m$-mode vacuum state. Indeed, in [33] it has also been shown that the minimum number of pure environmental modes to build a Gaussian Stinespring dilation for the channel is

$$k_{\text{pure}} = \text{rank}[Y - i(\Omega - X\Omega X^\top)] = 2m . \quad (2.83)$$

2.3.2 Single-mode Gaussian channels

We will now consider the special case of single-mode Gaussian channels. These are maps described by two $2 \times 2$ matrices satisfying Eq.\ref{eq:2.81} which could be recast as

$$\sqrt{\det Y} \geq |1 - \det X| . \quad (2.84)$$

To prove this, it is sufficient to notice that for any $2 \times 2$ matrix $X$, one has $X\Omega X^\top = \det X \Omega$, and that since $Y$ is a positive-definite symmetric matrix, it could be brought, through a symplectic transformation, into its Williamson’s form $\sqrt{\det Y} \mathbb{I}$. One therefore has $Y + i\Omega - iX\Omega X \geq 0 \iff \sqrt{\det Y} \mathbb{I} + i\Omega(1 - \det X) \geq 0$, from which Eq.\ref{eq:2.84} follows straightforwardly.

Thanks to Prop. 2.3, we know that any single-mode Gaussian channel, described by $X$ and $Y$ such that they satisfy Eq.\ref{eq:2.84}, corresponds to a reduced unitary Gaussian evolution of the system with an environment in a thermal state $V_E = \nu \mathbb{1}$. We want now to determine the value of the environmental symplectic eigenvalue in terms of $X$ and $Y$. The covariance matrix of the environmental mode is given by Eq.\ref{eq:a.16} and, since symplectic
and orthogonal matrices have unit determinant, its symplectic eigenvalue is \( \nu = \sqrt{\det V_E} \), therefore

\[
\nu^2 = \frac{\det Y}{(\det \Sigma)^2}, \tag{2.85}
\]

with \( \Sigma \) defined as in Eq.\ref{eq:A.15}. To evaluate the determinant of \( \Sigma \) we use the identity \ref{eq:A.14}, i.e.

\[
(\det \Sigma)^2 = \det(\Omega - X\Omega X^\top) = (1 + \epsilon_1)(1 + \epsilon_2) = 1 + \epsilon_1 + \epsilon_2 + \epsilon_1 \epsilon_2, \tag{2.86}
\]

where \( \epsilon_1 \) and \( \epsilon_2 \) are the eigenvalues of \( \Omega X\Omega X^\top \). It is easy to check that \( \epsilon_1 \epsilon_2 = (\det X)^2 \), while, since for any \( 2 \times 2 \) matrix one has \( \Omega X\Omega X^\top = -\det X \mathbb{1} \), then \( \epsilon_1 + \epsilon_2 = \text{Tr}(\Omega X\Omega X^\top) = -2 \det X \). Therefore

\[
(\det \Sigma)^2 = (1 - \det X)^2, \tag{2.87}
\]

from which

\[
\nu = \frac{y}{|1 - x|}, \tag{2.88}
\]

where \( x = \det X \) and \( y = \sqrt{\det Y} \).

One immediately sees that the channels at the border of the allowed region \( \sqrt{\det Y} = |1 - \det X| \) can be implemented with pure Gaussian states, i.e. thermal states at zero temperature. On the other hand, channels with \( \det X = 1 \) are obtained by unitarily evolving the system with an infinite temperature environment.

We will consider now a particular type of single-mode Gaussian channels: phase-covariant channels. These are all single-mode Gaussian channels \( \Phi \), whose action is completely characterized by \( 2 \times 2 \) matrices \( X \) and \( Y \), such that \( \Phi(\hat{U}_{p, \hat{p}} \hat{U}_{p}^\dagger) = \hat{U}_{p, \hat{p}} \Phi(\hat{\rho}) \hat{U}_{p, \hat{p}}^\dagger \), where \( \hat{U}_{p, \hat{p}} \) is a single-mode phase shifter unitary Eq.\ref{eq:2.57}. One immediately notices that these channels are characterized by \( X \) and \( Y \) proportional to the identity matrix. So, any phase-covariant channel is unitarily equivalent to a channel \( X = \sqrt{x} \mathbb{1} \) and \( Y = y \mathbb{1} \) with \( x \) and \( y \) such that

\[
y \geq |1 - x|, \tag{2.89}
\]

i.e. they satisfy \ref{eq:2.84}.

In the next paragraph we classify these channels according to the value of the determinant of \( X \) and their physical implementation.
2.3 Gaussian Channels

**Attenuators** $\mathcal{E}_{\theta}^\eta$

Let us consider the class of channels with $0 < \det X < 1$:

$$X = \cos \theta \mathbb{1}, \quad Y = \eta \sin^2 \theta \mathbb{1},$$

(2.90)

with $0 < \theta < 2\pi$ and $\eta \geq 1$. Thanks to the above mentioned property of $2 \times 2$ matrices $X_\Omega X^\top = \det X \Omega$, one finds $\Omega - X_\Omega X^\top = (1 - \det X)\Omega = \sin^2 \theta \Omega$, i.e. $R = \mathbb{1}$ and $\Sigma = \sin \theta \mathbb{1}$. The covariance matrix of the environment is then given by

$$V_E = \Sigma^{-1} Y \Sigma^{-1} = \frac{1}{\sin^2 \theta} Y = \eta \mathbb{1},$$

(2.91)

which is already in its Williamson's form, i.e. $B = \Sigma$.

The first two blocks of the symplectic matrix describing the Gaussian unitary evolution are

$$(A \ B) = \begin{pmatrix} \cos \theta & 0 & \sin \theta & 0 \\ 0 & \cos \theta & 0 & \sin \theta \end{pmatrix} = \begin{pmatrix} v_1^\top \\ v_2^\top \end{pmatrix}.$$ 

(2.92)

The set $\{v_1, v_2\}$ can be easily completed to a symplectic basis obtaining $S = S_{b-s}$ with $S_{b-s}$ as in Eq.2.64.

Any attenuator channel, as in Eq.2.90, can then be realized by mixing at a beam splitter with transmissivity $\cos^2 \theta$ the input Gaussian state with a thermal state. This kind of channels are said to be **attenuators** because they reduce the amplitude of the displacement vector $d$ of a factor $\cos \theta$. On the other hand, if one applies this channel to a coherent state with covariance matrix $V = \mathbb{1}$, it is easy to see that both variances are increased by a factor $\cos^2 \theta + \eta \sin^2 \theta \geq 1$. The attenuators with $\eta = 1$, which transform pure coherent states into pure coherent states, are called quantum-limited attenuators.

**Amplifiers** $A_{\theta}^\eta$

Phase-covariant channels with $\det X > 1$ can be parametrized as follows

$$X = \cosh s \mathbb{1}, \quad Y = \eta \sinh^2 s \mathbb{1},$$

(2.93)

with $s \in \mathbb{R}^+$ and $\eta \geq 1$. With analogous steps to the ones above one finds $R = \sigma_z$, $\Sigma = \sinh s \mathbb{1}$, therefore $B = \sinh s \sigma_z$ and $V_E = \eta \mathbb{1}$. The set of vectors
given by the rows of \((A \ B)\), using Eq\[A.21\] is completed to form a symplectic basis and, by setting the arbitrary constant \(c = 1/\sqrt{\cosh s}\), the symplectic matrix obtained is the two-mode squeezing symplectic of Eq\[2.67\].

As one can guess, these kinds of channels are called amplifiers because they rescale the displacement vector \(d\) by a factor \(\cosh s \geq 1\). The quantum-limited amplifiers, obtained by setting \(\eta = 1\), enhance the amplitudes \(d\) of the input state whilst adding minimum noise.

Quantum-limited channels

The quantum-limited channels (both attenuators and amplifiers) have this name because if one supposes to further reduce the added noise by decreasing \(\eta\), the condition Eq\[2.84\] would not be satisfied, meaning that the output covariance matrix would not verify the Robertson-Schrödinger relation, violating the Heisenberg uncertainty principle.

It is also worth noticing that any phase covariant channel \(\Phi\) can be decomposed as the action of a quantum limited attenuator followed by the action of a quantum limited amplifier: \(A_s^1 \circ E_\theta^1\). This latter channel is completely characterized by the matrices

\[
X_{A_s \circ E_\theta} = \cosh s \cos \theta \mathbb{1}, \quad Y_{A_s \circ E_\theta} = \left( \sin^2 \theta \cosh^2 s + \sinh^2 s \right) \mathbb{1},
\]

which, as one could expect, satisfy the condition Eq\[2.84\]. For any channel \((X = \sqrt{x} \mathbb{1}, \ Y = y\mathbb{1})\) such that \(y \geq |1 - x|\), it is possible to find

\[
s_{xy} = \arcsinh \sqrt{\frac{x + y - 1}{2}}, \quad \theta_{xy} = \arccos \sqrt{\frac{2x}{x + y + 1}},
\]

such that \((X = \sqrt{x} \mathbb{1}, \ Y = y\mathbb{1}) \sim A_{s_{xy}}^1 \circ E_{\theta_{xy}}^1\).
In this Chapter we will briefly introduce some fundamental concepts for quantum parameter estimation\textsuperscript{[34,35].}

3.1 Background

It is very common, in many physical scenarios, that one is interested in measuring quantities which, due to some limitations, are not directly measurable but can, however, be inferred by measuring some observables and processing the obtained measurement outcomes\textsuperscript{[36,37].} These quantities to be estimated (the parameters) are usually described by a vector $\mu = (\mu_1, \ldots, \mu_N)^\top \in \mathbb{R}^N$. From the data $x = (x_1, \ldots, x_m)^\top \in \mathbb{R}^m$, collected after performing the measurements, one can construct an estimator $\tilde{\mu} = (\tilde{\mu}_1(x), \ldots, \tilde{\mu}_N(x))^\top$, i.e. a mapping from the set of measurement outcomes to $\mathbb{R}^N$. We will focus on a particular class of estimators, namely \textit{locally unbiased} estimators. Unbiased estimators are those such that their expectation values coincide with the true values of the parameters:

$$\langle \tilde{\mu} \rangle = \int \tilde{\mu}(x)p(x|\mu)d^mx = \mu,$$

where $p(x|\mu)$ represents the probability of obtaining the outcomes $x$ given that the true value of the parameters is $\mu$. A \textit{locally} unbiased estimator at $\mu_0$, is such that Eq\textsuperscript{[3.1]} holds for $\mu = \mu_0$ but not necessarily for other values $\mu \neq \mu_0$. In this case, the prior probability distribution $p(\mu)$ of finding the values $\mu$ is very peaked around $\mu_0$, i.e. $p(\mu) \sim \delta(\mu - \mu_0)$. In general this is not the case, however, one can assume to be in such a situation after performing some rough estimation of $\mu_0$ through a few trials of an experiment; at that point, given this ‘prior’ knowledge, one can perform the optimal local
strategy, i.e. the strategy which maximizes the precision (sensitivity) of the estimators when considering a fixed value of the parameters. The precision of an estimator is the smallest variation in the value of the parameter which can be discriminated. Maximizing the precision corresponds to minimizing the variance of an estimator. In a multiparameter case one has therefore to study the covariance matrix which, for an unbiased estimator, reads

$$\text{Cov}(\tilde{\mu}_\eta \tilde{\mu}_\zeta) \equiv \left\langle (\tilde{\mu}_\eta - \langle \tilde{\mu}_\eta \rangle)(\tilde{\mu}_\zeta - \langle \tilde{\mu}_\zeta \rangle) \right\rangle = \int (\tilde{\mu}_\eta - \mu_\eta)(\tilde{\mu}_\zeta - \mu_\zeta) p(x|\mu) dm x .$$  \hspace{1cm} (3.2)

One can evaluate the ultimate bound on estimation accuracy in terms of the Fisher information (FI) matrix

$$\mathcal{F}_{\eta \zeta}(\mu) \equiv \int p(x|\mu) \frac{\partial \log p(x|\mu)}{\partial \mu_\eta} \frac{\partial \log p(x|\mu)}{\partial \mu_\zeta} dm x ,$$  \hspace{1cm} (3.3)

thanks to the Cramér-Rao inequality \cite{34,35}:

$$\text{Cov}(\tilde{\mu}) \geq (M \mathcal{F}(\mu))^{-1} ,$$  \hspace{1cm} (3.4)

where $M$ is the number of measurement repetitions.

### 3.2 The Quantum Case

When considering a quantum system as the estimation probe, as for the classical case, the parameters $\mu$ do not in general correspond to a specific quantum observable, but they have to be inferred by means of an indirect procedure: a (quantum) measurement, described by a POVM $\{\hat{\Pi}_x\}$, on the parameter-dependent state $\hat{\rho}_\mu$, followed by classical data processing. The probabilities $p(\mu|x)$ introduced above become the probabilities of obtaining certain outcomes $x$ from the quantum measurement, i.e. $p(\mu|x) = \text{Tr} (\hat{\rho}_\mu \hat{\Pi}_x)$. One can hence define the FI matrix for this case as

$$\mathcal{F}_{\eta \zeta}(\hat{\Pi}_x, \mu) = \int \text{Re} \left[ \frac{\text{Tr} (\hat{\rho}_\mu \hat{\Pi}_x \hat{L}_\eta)}{\text{Tr}(\hat{\rho}_\mu \hat{\Pi}_x)} \right] \text{Re} \left[ \frac{\text{Tr} (\hat{\rho}_\mu \hat{\Pi}_x \hat{L}_\zeta)}{\text{Tr}(\hat{\rho}_\mu \hat{\Pi}_x)} \right] dm x ,$$  \hspace{1cm} (3.5)

where $\hat{L}_\eta$ is the Symmetric Logarithmic Derivative (SLD) operator, implicitly defined by the equation

$$\frac{\partial \hat{\rho}_\mu}{\partial \mu_\eta} = \frac{1}{2} (\hat{\rho}_\mu \hat{L}_\eta + \hat{L}_\eta \hat{\rho}_\mu) .$$  \hspace{1cm} (3.6)
One immediately sees that Eq. [3.5] is equivalent to Eq. [3.3] by noticing that
\[
\frac{\partial p(x|\mu)}{\partial \mu} = \text{Tr} \left( \frac{\partial \hat{\rho}_\mu}{\partial \mu} \hat{\Pi}_x \right) = \text{Re} \left[ \text{Tr} \left( \hat{\rho}_\mu \hat{\Pi}_x \hat{\mathcal{L}}_{\eta} \right) \right].
\] (3.7)

### 3.2.1 Single-parameter estimation

Let us consider now the single parameter case: \( \mu \equiv \{ \mu \} \). In this case, the FI, Eq. [3.5] reduces to:
\[
\mathcal{F}(\hat{\Pi}_x, \mu) = \int \frac{\text{Re} \left[ \text{Tr} \left( \hat{\rho}_\mu \hat{\Pi}_x \hat{\mathcal{L}}_{\mu} \right) \right]^2}{\text{Tr} \left( \hat{\rho}_\mu \hat{\Pi}_x \right)} d^m x.
\] (3.8)

By making use of the fact that \((\text{Re} \, z)^2 \leq |z|^2, \forall \, z \in \mathbb{C}\), and of the Schwartz inequality \( |\text{Tr} \left( \hat{O}^\dagger \hat{P} \right) | \leq \text{Tr} \left( \hat{O}^\dagger \hat{O} \right) \text{Tr} \left( \hat{P}^\dagger \hat{P} \right) \), one can show that
\[
\mathcal{F}(\mu) \leq \mathcal{F}(\mu),
\] (3.9)
where
\[
\mathcal{F}(\mu) \equiv \text{Tr} \left( \hat{\rho}_\mu \hat{\mathcal{L}}_{\mu}^2 \right),
\] (3.10)
is the quantum Fisher information (QFI). Inequality Eq. [3.9] tells us that the FI of any quantum measurement is bounded by the QFI. The inequality can always be saturated \([38]\) when (i) \( \text{Tr} \left( \hat{\rho}_\mu \hat{\Pi}_x \hat{\mathcal{L}}_{\mu} \right) \in \mathbb{R}, \forall \, \mu \), and (ii) when the POVM elements \( \{ \hat{\Pi}_x \} \) are projectors over the eigenbasis of \( \mathcal{L}_{\mu} \). It is worth noticing that the QFI is a convex quantity and additive on product states.

It is then clear that in the quantum scenario, the ultimate bound on the estimation precision of a parameter given the density matrix, \( \hat{\rho}_\mu \), is given by the so-called quantum Cramér-Rao bound:
\[
\Delta \mu^2 \geq \frac{1}{M \mathcal{F}(\mu)},
\] (3.11)
where \( \Delta \mu^2 \) is the variance of the estimator. The relation between estimation precision and QFI is better understood by considering that the QFI is proportional to the Fidelity susceptibility
\[
\chi_F(\hat{\rho}_\mu) \equiv - \frac{\partial^2 F(\hat{\rho}_\mu, \hat{\rho}_{\mu+\delta \mu})}{\partial (\delta \mu)^2} \bigg|_{\delta \mu = 0},
\] (3.12)
where $F$ is the fidelity, Eq. 1.15. This quantity is informative about how susceptible to an infinitesimal small change of the parameter $\mu$ a quantum state is: the greatest the susceptibility, the more distinguishable are the states $\hat{\rho}_\mu$ and $\hat{\rho}_{\mu+\delta\mu}$. It was proven in [39] that

$$F(\mu) = 4 \chi_F(\hat{\rho}_\mu).$$  \hfill (3.13)

It is then clear that the more susceptible a quantum state is to a change of the parameter, the better this parameter can be estimated.

For discrete variables systems, given the density matrix

$$\hat{\rho}_\mu = \sum_i p_i |\psi_i\rangle \langle \psi_i|, \quad (3.14)$$

the QFI reads

$$F(\mu) = 4 \sum_{ij} \frac{p_i}{p_i + p_j} |\langle \psi_i | \partial_\mu \hat{\rho}_\mu | \psi_j \rangle|^2, \quad (3.15)$$

where $\partial_\mu \hat{\rho}_\mu = \frac{\partial \hat{\rho}_\mu}{\partial \mu}$, and the sum is over all terms such that $p_i + p_j \neq 0$.

The Heisenberg scaling

The enthusiasm surrounding quantum metrology comes from the promise of a considerable improvement in the performance of estimation protocols which exploit entanglement. To see this, let us consider the simple scenario of linear-unitary quantum metrology, where one wishes to estimate the phase $\varphi$ imprinted on a quantum state by a unitary operation $\hat{U} = e^{i\varphi \hat{H}}$, where $\hat{H}$ is the generator of the transformation. For the sake of simplicity we consider the case of $\hat{H}$ acting on two-level systems, and let us call $|0\rangle$ and $|1\rangle$ its eigenstates relative to the eigenvalues 0 and 1 respectively. In order to estimate $\varphi$ one can resort to Ramsey interferometry whose aim is exactly to measure the unknown relative phase between two orthogonal states, $|0\rangle$ and $|1\rangle$, of an atomic system which underwent a unitary rotation. Let us compare now two strategies employing $n = N\nu$ probing qubits, with $\nu \gg 1$, one which does not makes use of entanglement and one which does:

(i) All qubits are prepared in the superposition $|+\rangle = (|0\rangle + |1\rangle) / \sqrt{2}$ and each of them undergoes the unitary rotation. Then, for each probe, one evaluates the probability that, after the unitary transformation, the rotated state coincides with the initial state, and from this probability one can infer the unknown phase.
(ii) The total number of probes is split in \( \nu \) groups of \( N \) qubits; each group of qubits is prepared in the same entangled GHZ state

\[
|\Psi^{(N)}_0\rangle = \frac{|0\rangle^{\otimes N} + |1\rangle^{\otimes N}}{\sqrt{2}}.
\]  

Each qubit is then let undergo the unitary rotation, obtaining as output state

\[
|\Psi^{(N)}_\varphi\rangle^{\otimes \nu} = \hat{U}^{\otimes \nu} |\Psi^{(N)}_0\rangle = \left( \frac{|0\rangle^{\otimes N} + e^{-iN\varphi}|1\rangle^{\otimes N}}{\sqrt{2}} \right)^{\otimes \nu}.
\]  

At this point, by projecting this state on the initial one, \( |\Psi^{(N)}_0\rangle^{\otimes \nu} \), one can evaluate the probability \( p(\varphi) \) that they coincide and therefore the phase \( \varphi \).

One can show that, for the central limit theorem, the error in the estimation of the phase in the first case scales asymptotically as \( 1/\sqrt{N\nu} \). This scaling is the so-called standard quantum limit (SQL). On the other hand, the entangled strategy (ii) enhances the performance of the estimation of a factor \( \sqrt{N} \), i.e. the error on the estimation of \( \varphi \) asymptotically scales as \( 1/(N\sqrt{\nu}) \). This is known as the Heisenberg scaling. It is not uncommon, in the literature, to consider \( \nu = 1 \) and \( N \gg 1 \).

It is also worth noticing that the entangled strategy described above is equivalent to a sequential strategy which uses \( \nu \) probe qubits prepared in the \( |+\rangle \) state, and each of them undergoes the unitary \( N \) times. Also with this strategy, the precision in the estimation of the phase shows Heisenberg scaling [40].

**Noisy evolutions**

In general, the transformation encoding the parameter one wishes to measure onto the probe state, can be non-unitary, but rather subject to noise. Many metrological protocols are extremely fragile to noise, and, for such protocols, the minimal disturbance could frustrate any quantum advantage. A paradigmatic example is the Mach-Zehnder interferometer setup for the estimation of a phase, where a bipartite state is sent through an interferometer with an unknown phase difference between the two paths and the output state is eventually projected onto the input. One can show that when using an entangled NOON probe state, \( |\Psi^{\text{NOON}}\rangle = (|N\rangle \otimes |0\rangle + |0\rangle \otimes |N\rangle) / \sqrt{2} \),
where the two degrees of freedom considered are the number of photons in each arm of the interferometer, it is possible to achieve Heisenberg scaling. On the other hand, the loss of a single photon transforms $\ket{\Psi_{N_000}}$ into the useless maximally mixed state.

For the purposes of this thesis, we will briefly discuss parameter estimation in the presence of dephasing, in the particular case of frequency estimation. Even though phase $\phi$ and frequency $\omega$ are related by the simple relation $\phi = \omega t$, the quantum advantage one gets when estimating the former is robust also when the probe is subject to Markovian (Lindbladian) dephasing; on the contrary, when estimating a frequency any quantum enhancement is lost. As well summarized in [7], the difference lies in the fact that when estimating a phase one can safely assume that the time between the probe preparation and the measurement is short enough that one can neglect dephasing effects. On the other hand, for frequency estimates, the error on the frequency diverges for a vanishing sampling time, $\Delta \omega = \Delta \phi / t$.

Let us consider the case in which the frequency to be measured is encoded onto the quantum state by the unitary $\hat{U} = e^{i \omega t \hat{\sigma}_z}$ and we have $N$ qubits. During the unitary evolution, the qubits are also subject to Markovian dephasing with decay rate $\gamma$. The non-quantum strategy consists in preparing all the qubits in the state $\ket{+}$ and let them undergo the unitary evolution. By using Eq. 3.15 and considering that the QFI is additive on product states, the total QFI for this (uncorrelated) case reads

$$F_u(\omega) = Ne^{-2\gamma t^2}.$$  (3.18)

This is maximized for the sampling time $t_u^* = 1/\gamma$, leading to an estimation error (obtained for the optimal measurement) of

$$\Delta \omega_u = \frac{e\gamma}{\sqrt{N}}.$$  (3.19)

On the other hand, if the $N$ qubits are initially prepared in the GHZ state, Eq. 3.16, the QFI reads

$$F_e(\omega) = N^2 e^{-2N\gamma t^2}.$$  (3.20)

This is maximized for the sampling time $t_e^* = 1/(\gamma N)$, i.e. in this case the QFI reaches its peak, $F_e^*(\omega) = 1/(e^2 \gamma^2) = F_u^*(\omega)$, $N$ times faster than in
the previous case. For a single run of the protocol, the error on the estimate of $\omega$ reads

$$\Delta \omega_e(\text{ single run}) = e^{\gamma}.$$ \hspace{1cm} (3.21)

However, in the same time required to carry out the optimal estimation in the uncorrelated case, we can repeat the entangled protocol $N$ times, therefore reducing by a factor $\sqrt{N}$ the error on $\omega$, Eq. 3.21, matching the precision of the uncorrelated protocol. In presence of Markovian dephasing the quantum enhancement due to the exploitation of entangled probes ceases to exist and the SQL is the best achievable scaling. However, it has been shown in [41] that it is still possible in frequency estimation to asymptotically beat the SQL, even though by only a constant factor, when using pure probing systems prepared in highly symmetric but only partially entangled states.

Interestingly, it has been shown in [42, 43] that the SQL can be surpassed when the noise is Non-Markovian (in particular time-inhomogeneous). Indeed, for such noisy evolutions, with entangled probes one can achieve the so called Zeno scaling, i.e. fixing the total time of the estimation, it is possible to get a scaling such that the error on $\omega$ decreases with the size of the probe faster than the SQL by a factor $N^{-1/4}$.

As we already pointed out, a crucial hypothesis in the treatment of frequency estimation described above, is that one considers the total time of the estimation as the limiting resource. In Chapter 5 we will change perspective: instead of time, we will consider energy as the scarce resource one needs to economise on.

### 3.2.2 Multi-parameter estimation

Let us go back now to the general case in which the parameters to be estimated are more than one. In this scenario the quantum Cramér-Rao bound becomes

$$\text{Cov} (\hat{\mu}) \geq (M\mathcal{F})^{-1},$$ \hspace{1cm} (3.22)

1 The family of states proposed in [41] is completely symmetric under permutations of the $N$ qubits and under exchange of the excited and the ground state for each qubit.
where $\mathcal{F}$ is the quantum Fisher information matrix, defined in terms of the SLD operators

$$
\mathcal{F}_{\eta\zeta} \equiv \frac{1}{2} \text{Tr} (\hat{\rho} \{\hat{L}_\eta, \hat{L}_\zeta\}) = \text{Re} \left[ \text{Tr} (\hat{\rho}_\mu \hat{L}_\eta \hat{L}_\zeta) \right],
$$

(3.23)

where $\{\cdot, \cdot\}_+$ indicates the anticommutator. One immediately sees that, in the single parameter case, Eq. (3.22) is equivalent to Eq. (3.11). Contrary to the single-parameter case though, this bound is not always tight. It can however be saturated in the asymptotic limit, i.e. for a large number of repetitions of the protocol, $M \gg 1$, if an optimal measurement can be performed on the parameter-dependent state. As we already pointed out, an optimal measurement for each parameter is described by a set of projectors diagonal in the SLD basis. This implies that, if $[\hat{L}_\eta, \hat{L}_\zeta] = 0$, then the existence of a common eigenbasis for the two SLDs is ensured, hence a jointly optimal measurement for extracting information on both parameters $\mu_\eta$ and $\mu_\zeta$ can be found. However, this condition is sufficient but not necessary. A weaker condition \cite{37, 44} states that the multiparameter Cramér-Rao bound can be asymptotically saturated if and only if all pairs of SLDs commute ‘on average’: (i) $J_{\eta\zeta} = 0 \ \forall \ \eta, \zeta \in \mu$, with

$$
J_{\eta\zeta} \equiv \frac{1}{2i} \text{tr} (\hat{\rho}_\mu [\hat{L}_\eta, \hat{L}_\zeta]) = \text{Im} \left[ \text{tr} (\hat{\rho}_\mu \hat{L}_\eta \hat{L}_\zeta) \right],
$$

(3.24)

Moreover, if one wishes to estimate each parameter as precisely as one would estimate them individually when assuming perfect knowledge of the other parameters, then two more conditions need to be satisfied: (ii) there must exist a single probe state $\hat{\rho}_0$ that yields the optimal QFI for each of the parameters, and (iii) the parameters must be statistically independent, i.e., $\mathcal{F}_{\eta\zeta} = 0 \ \forall \ \eta \neq \zeta$. The latter condition ensures that the uncertainty on one parameter does not affect the estimation precision of the others. When all conditions (i)–(iii) are met, then the parameters are said to be compatible \cite{44}.

The compatibility condition (i) for continuous variable Gaussian quantum metrology will be the subject of Chapter 6.
Part II.

Original results
The possibility to exploit quantum effects in many technological applications relies heavily on the ability to achieve low enough temperatures. In the last decades, we witnessed great improvements of the experimental techniques for manipulating quantum systems in this direction \[45\text{--}51\]. This boosted an intense theoretical effort into the investigation of the potentiality and the limitations of quantum thermodynamics: from cooling performance optimization and cycle diagnosis in the search for friction, heat leaks and internal dissipation \[52\text{--}58\], to the study and characterization of nanoscale cooling cycles and proposed models of quantum refrigerators \[59\text{--}64\], encompassing more fundamental studies about the emergence of the thermodynamic laws from quantum theory \[65\text{--}67\] and the role of quantum signatures in thermodynamical processes \[68\text{--}74\].

The work presented in this Chapter lies in the last set, indeed we try to address the question of whether the quantum share of correlations between a quantum system and an ancilla, playing the role of the controller, are a resource for energy-efficient feedback cooling. We consider the algorithmic cooling \[75,76\] of spins in nuclear magnetic resonance setups. The goal of algorithmic cooling is to increase the polarization bias of an ensemble of spins, the register, by exploiting a second auxiliary ensemble of spins, the ancillas with a larger polarization bias and much shorter relaxation time. By applying a suitable joint unitary operation, part of the register’s entropy is transferred to the auxiliary spins. After this operation, the entropy in excess of the ancillas is dumped into the reservoir and they are thus reset to their initial state. During this reset operation, we can assume the register remains essentially unchanged while any correlations between the register
and the auxiliary spins vanish. Moreover, this reinitialization of the ancillas allows for iteration of the cooling algorithm and for a further reduction of the register’s entropy.

We work in the framework of coherent feedback cooling [77,78] splitting the joint unitary manipulation of the systems involved into two distinct steps: (i) the (pre-)measurement, where correlations between register and auxiliary spins are built, allowing the latter to acquire information about the former, (ii) the feedback, which, by exploiting the information acquired during the pre-measurement step, allows for the cooling of the register. This cooling algorithm will be presented with more details in the first section of the Chapter.

The main goal of this work is to understand whether there is a connection between the quantum correlations built during the measurement step and the efficiency of the algorithm. In order to do this, in Section 4.2 we will first carry a thermodynamic analysis of the protocol, identifying the relevant quantities such as work, heat and entropy reduction rate. Thanks to these, we will then introduce appropriate figures of merit to assess energy efficiency and effectiveness of the algorithm, and hence we will be able to identify thermodynamically optimal working points.

Finally, in the last section, we will investigate the relation between performance optimization and the correlations built up between the register and the controller.

4.1 FEEDBACK COOLING ALGORITHM

In many situations, we are interested in having a system in a particular configuration. However, due to disturbing interactions over which we have no control and/or the inaccessibility of our system, this is not always possible. In order to push the system into a target configuration, control theory (classical or quantum) usually adds to it a second system (auxiliary) which, through an appropriate interaction, drives the system of interest towards the desired setup [79]. The auxiliary together with a work source form the so-called controller. While open-loop controllers act on the system without acquiring any information about it (the interaction is unidirectional), closed-loop controllers act on the system on the basis of some acquired information
about its state. In closed-loop control (also called feedback control \([80, 81]\)) the controller gains information about the system during an interaction and, on the basis of this acquired information, acts on the system via actuators \([77]\).

In our case, the system of interest is a quantum system, which raises the problem of how the information is actually gained, since any explicit measurement on the system would disturb it and erase the quantum coherence in some pre-selected basis. In such case, we would be performing a classical feedback \([77]\). Alternatively, we can correlate system and auxiliary (also a quantum system), without making the measurement explicit, and then complete the feedback coherently. This is the situation that we will consider here: a coherent quantum feedback control protocol \([77, 82]\).
4.1.1 Initialization

In the case we consider, both the quantum register $S$ and the ancillas $A$ are qubits. We assume that initially they share no correlations whatsoever and they are in thermal equilibrium with the surroundings, which act as a thermal reservoir at temperature $T$:

$$\hat{\rho}_0 = \hat{\rho}^{(S)}_0 \otimes \hat{\rho}^{(A)}_0,$$

(4.1)

with $\hat{\rho}^{(i)}_0 = (1 - \epsilon_i \hat{\sigma}_z)/2$. Here, $\epsilon_i$ represents the polarization bias of the subsystem $i = S, A$, i.e. the difference between their ground and excited-state populations. Since we are assuming that register and ancillas are initially in thermal equilibrium with their surroundings at temperature $T$, they are described by the reduced Gibbs states, $\hat{\rho}^{(i)}_0 = \text{Tr}_j \left[ e^{-\hat{H}/T}/\text{Tr}(e^{-\hat{H}/T}) \right]$ with $j \neq i$ (here and in the following we set $\hbar = k_B = 1$), of the global Hamiltonian

$$\hat{H} = \frac{\omega_S}{2} \hat{\sigma}_z \otimes 1_A + \frac{\omega_A}{2} 1_S \otimes \hat{\sigma}_z.$$

(4.2)

The difference in polarization bias between the register and the ancillas is therefore due to distinct energy gaps:

$$\omega_i = T \log \left( \frac{1 + \epsilon_i}{1 - \epsilon_i} \right).$$

(4.3)

Their Von Neumann entropy, Eq.[1.23] at this initial stage reads

$$S(\hat{\rho}^{(i)}_0) = \frac{1}{2} \log \left( \frac{4}{1 - \epsilon_i^2} \right) - \epsilon_i \arctanh \epsilon_i.$$

(4.4)

As previously anticipated, in order to achieve cooling of the register, two conditions have to be met: (i) $\epsilon_A \geq \epsilon_S$, meaning that the ancillas must be more polarized than the register’s spins, and therefore $S(\hat{\rho}^{(S)}_0) \geq S(\hat{\rho}^{(A)}_0)$, (ii) the relaxation time of the ancillas must be shorter than that of the register, $\tau_A \ll \tau_S$. 


4.1.2  (Pre-)measurement

In this stage we apply a joint unitary on the register and the ancillas in order to correlate them and hence encode some information about the local state of the former into the latter. We choose our measurement unitary $\hat{U}_m$ to be

$$\hat{U}_m = \exp \left\{ -i \frac{\pi}{4} \hat{\sigma}_m \otimes \hat{\sigma}_y \right\} ,$$

with $\hat{\sigma}_m = \vec{m} \cdot \hat{\sigma}$, $\hat{\sigma} = \{\hat{\sigma}_x, \hat{\sigma}_y, \hat{\sigma}_z\}$, and $|\vec{m}| = 1$. This returns a state with marginals

$$\hat{\rho}^{(S)}_m = \sum_{\mu = \pm} c_{\mu \mu} |\mu\vec{m}\rangle \langle \mu\vec{m}| , \quad \text{and} \quad \hat{\rho}^{(A)}_m = \frac{1}{2} \mathbb{1}_A + \frac{1}{2} \varepsilon_A \varepsilon_S \hat{\sigma}_x ,$$

where $|+\vec{m}\rangle$ and $|-\vec{m}\rangle$ are the eigenstates of $\hat{\sigma}_m$ with eigenvalues $+1$ and $-1$, respectively, $c_{\mu \mu} = \langle \mu\vec{m}| \hat{\rho}_m |\mu\vec{m}\rangle$, and $\varepsilon_S$ is the polarization bias of the system in the basis $\{|\pm\vec{m}\rangle\}$, i.e. $\varepsilon_S = \langle -\vec{m}| \hat{\rho}^{(S)}_0 |-\vec{m}\rangle - \langle +\vec{m}| \hat{\rho}^{(S)}_0 |+\vec{m}\rangle$. This means that the register is decohered in the eigenbasis of $\hat{\sigma}_m$, while its polarization bias in the same basis is recorded in the coherences of $\hat{\rho}^{(A)}_m$, with “efficiency” $\epsilon_A$. Hence, we can say that this unitary realizes an inefficient measurement of $\hat{\sigma}_m$ on $\hat{\rho}^{(S)}_0$. Note also that given the initial cylindrical symmetry of the problem, we can restrict $\vec{m}$ to the $x$–$z$ plane, i.e. $\vec{m} = \{\sin \varphi, 0, \cos \varphi\}$, with $0 \leq \varphi \leq \frac{\pi}{2}$.

4.1.3  Feedback

From the discussion in the previous paragraph, the most informative measurement on the ancillas about the register, is a $\hat{\sigma}_x$ measurement described by the projectors $\{|+x\rangle \langle +x|, -x\rangle \langle -x|\}$. In order to achieve the largest possible entropy reduction of the register, we will therefore condition the action of the controller on the register on these measurement results. In particular, as proposed in [79], we choose the feedback unitary $\hat{U}_f$ which allows to achieve the largest entropy reduction of the target system:

$$\hat{U}_f = \exp \left\{ i \frac{\pi}{4} \hat{\sigma}_y \right\} \otimes |+x\rangle \langle +x| + \exp \left\{ -i \frac{\pi}{4} \hat{\sigma}_y \right\} \otimes |-x\rangle \langle -x| .$$

(4.7)
After applying this unitary, the purity of the register spins becomes the initial purity of the ancillas, $\text{Tr}(\hat{\rho}_0^{(A)^2}) = \frac{1}{2}(1 + \epsilon_A^2) = \text{Tr}(\hat{\rho}_f^{(S)^2})$, regardless of the direction $\vec{m}$. The entropy of the register is reduced by 

$$
\Delta S_{0,f}^{(S)} \equiv S(\hat{\rho}_0^{(S)}) - S(\hat{\rho}_f^{(S)}) =
\epsilon_A \text{arctanh} \epsilon_A - \epsilon_S \text{arctanh} \epsilon_S + \frac{1}{2} \log \left( \frac{1 - \epsilon_A^2}{1 - \epsilon_S^2} \right) \geq 0 .
$$

(4.8)

By choosing $\vec{m} = \vec{x}$, i.e. $\varphi = \frac{\pi}{2}$, the overall unitary $\hat{U}_f \hat{U}_m$ corresponds to a swap operation: $\hat{\rho}_f^{(S)} = \hat{\rho}_0^{(A)}$ and $\hat{\rho}_f^{(A)} = \hat{\rho}_0^{(S)}$.

4.1.4 Reset of the ancillas

At this point, the system is allowed to relax. After a few relaxation times $\tau_A$, all the correlations between the register and the controller vanish due to the irreversible interactions with the surroundings: $\hat{\varrho} \mapsto \hat{\rho}_0^{(S)} \otimes \hat{\rho}_0^{(A)}$. The system will be then ready for additional rounds of feedback cooling if necessary, i.e. if the polarization bias of the ancillas can still be increased. Since, as we have just seen, this is not the case for our specific protocol, in the following we will consider only a single iteration of the protocol.

4.2 THERMODYNAMICAL ANALYSIS

4.2.1 Energy book-keeping

Having split the overall unitary in two steps allows us to consider the energetics of the measurement and the feedback separately. During the first step, the controller has to perform net work (evaluated as the difference in average energy):

$$
\Delta E_{0,m} \equiv \text{Tr} (\hat{H}(\hat{\varrho}_0 - \hat{\varrho}_m)) =
= - T \left( \epsilon_S \sin^2 \varphi \text{arctanh} \epsilon_S + \epsilon_A \text{arctanh} \epsilon_A \right) < 0 .
$$

(4.9)

On the other hand, interestingly enough, the controller can recover a fraction of the work invested in the previous step. Indeed, for choices of $\vec{m}$ with $\varphi$ above a certain threshold value $\varphi_{\text{crit}}$ the feedback unitary, Eq. 4.7
always succeeds at extracting work from $\hat{\rho}_m$, besides minimizing the entropy of the register: by defining $y \equiv \epsilon_A \operatorname{arctanh} \epsilon_S + \epsilon_S \operatorname{arctanh} \epsilon_A$ we get

$$
\Delta E_{m,f} \equiv \text{Tr} \left( \hat{H}(\hat{\rho}_m - \hat{\rho}_f) \right) =
= -T \left( y \sin \varphi - \epsilon_S \cos^2 \varphi \operatorname{arctanh} \epsilon_S \right) \geq 0 , \quad (4.10)
$$

if and only if

$$
\varphi \geq \varphi_{\text{crit}} = \arcsin \left( \frac{-y + \sqrt{y^2 + 4 \epsilon_S^2 \operatorname{arctanh}^2 \epsilon_S}}{2 \epsilon_S \operatorname{arctanh} \epsilon_S} \right) . \quad (4.11)
$$

The difference in average energy during the feedback step, Eq. 4.10, is a monotonic function of $\varphi$ for $0 \leq \varphi \leq \pi$, hence the maximum work recovery $\Delta E_{m,f}$ is attained for a measurement along the $x$ direction, although for $\epsilon_S < \epsilon_A < 1$ not all extractable work (or “ergotropy” [52]) can be retrieved.

During the reset operation, we assumed that the register remains unchanged, while the ancillas thermalize and the residual correlations are completely lost. The difference in average energy of the ancillary spins can be regarded as heat irreversibly dumped into the environmental bath:

$$
Q \equiv \text{Tr} \left( \hat{H}_A(\hat{\rho}_f^{(A)} - \hat{\rho}_0^{(A)}) \right) =
= T(\epsilon_A - \epsilon_S \sin \varphi) \operatorname{arctanh} \epsilon_A > 0 . \quad (4.12)
$$

It is worth noticing that, in the framework developed in [83], the feedback controller plays the role of a Maxwell’s demon (even though, on the contrary to our case, in [83] the authors consider a measurement-based feedback protocol in which the auxiliary is let decohere in the measurement basis before applying the feedback). One can easily show that the heat dumped into the environment, Eq. 4.12, can be lower bounded as [79]

$$
Q \geq T \Delta S_{0,f}^{(S)} + I(\hat{\rho}_m) , \quad (4.13)
$$

where $I(\hat{\rho}_m)$ is the mutual information, Eq. 1.26 between the system and the auxiliary after the (pre-)measurement step. The right hand side of Eq. 4.13

In the case of a measurement in the $x$ direction, one finds that it is possible to extract an important fraction of the ergotropy: for example, for $\epsilon_S = 0.4$ one can retrieve more than 50% of it. It is worth noticing that the fraction of ergotropy one can retrieve during the feedback stage is a decreasing function of the entropy reduction of the system.
can be considered as the minimal heat that needs to be released into the environment to reset the memory of the demon.

Notice also that while the ancillary spins perform a cycle, the registers changed their average energy by

\[ \Delta E_{0,f}^{(S)} = -T(\epsilon_S - \epsilon_A \sin \phi) \arctanh \epsilon_S, \]  

(4.14)

which does not have a definite sign. This is due to the residual coherence in \( \hat{\rho}_f^{(S)} \). Indeed, the increase in the system’s purity achieved in the protocol corresponds to an increase in the polarization bias of the spins in some basis, which is not necessarily the energy eigenbasis. \( \Delta E_{0,f}^{(S)} < 0 \) is only guaranteed to hold, regardless of the polarization bias of the ancillas, \( \epsilon_A > \epsilon_S \), for a measurement along the x axis, in which case \( \Delta E_{0,f}^{(S)} < 0 \). In other words, even though the algorithm always reduces the entropy of the register spins, real cooling only happens within the ‘cooling window’ \( \frac{\epsilon_S}{\sin \phi} < \epsilon_A \leq 1 \). It is therefore clear that the polarization bias in the energy eigenbasis cannot be increased if \( \sin \phi < \epsilon_S \), regardless of \( \epsilon_A \).

4.2.2 Performance of algorithmic cooling

We want now to characterize and optimize the performance of such an algorithm. Performance optimization is essential to determine the most energy-efficient usage of the used resources, conditioned on the maximization of the “useful effect”. Depending on the particular task, one may be willing to spend more resources in order to achieve, e.g. faster cooling, or to minimize undesired side-effects, such as residual heat dumped into the surroundings. For this reason, it is convenient to introduce suitably-defined figures of merit.

In particular, since our protocol aims at maximize the entropy reduction of the register, we will define the useful effect as

\[ P \equiv T \Delta S_{0,f}^{(S)}. \]  

(4.15)

The cost the controller has to pay to achieve it, could be captured by the work they had to perform on the system

\[ W = -\Delta E_{0,f}^{(S)} + Q > 0. \]  

(4.16)
We define the coefficient of performance (COP) of the protocol as the quotient
\[ \varepsilon \equiv \frac{P}{W}. \] (4.17)
Like the ratio of the cooling rate to the input power in a conventional refrigeration cycle \([84]\), the COP is positive and unbounded.

For fixed \(\varepsilon_S\), by varying \(\varepsilon_A\), we can plot the COP \(\varepsilon\) as a function of \(P\). For every value of \(\varphi\) we find a characteristic curve of our feedback cooling protocol, see panel (a) of Fig. 4.2. Given a measurement direction, i.e. chosen a particular value of \(\varphi\), the COP is maximized at an intermediate polarization bias \(\varepsilon_S < \varepsilon_A^* < 1\), corresponding to some optimally efficient entropy reduction rate \(P^*\), the cooling load. It is worth noticing that the value of \(P^*\) decreases monotonically as \(\varphi\) varies from 0 to \(\frac{\pi}{2}\). On the other hand, the COP grows monotonically with \(\varphi\) for any fixed \(\varepsilon_A\). In the limiting case of an \(x\) measurement, \(\varphi = \frac{\pi}{2}\), the COP attains its maximum value for \(\varepsilon_A \to \varepsilon_S\), which means for vanishing \(P^*\). Notice that in this case one also has \(Q \to 0\) (and \(\Delta E_{0,f}^{(S)} \to 0\), i.e. \(W \to 0\)), which means that the maximization of the COP occurs when the overall protocol is reversible, as should be expected.

In \([79]\), the efficiency-like figure of merit
\[ \eta \equiv \frac{P}{Q}, \] (4.18)
had been proposed. Optimizing \(\eta\) corresponds to determine the most advantageous trade-off between the largest entropy reduction achievable at the minimal heat release into the thermal bath. It is easy to verify, from Eqs. 4.8-4.12, that since \(Q \geq P\), the figure of merit \(\eta\) is positive and upper-bounded by one. Its qualitative behaviour, however, is similar to that of the COP.

From the above discussion, we notice that the figures of merit \(\varepsilon\) and \(\eta\) have a downside: they are indeed optimized for an (inefficient) measurement of the polarization bias of the register in the eigenbasis of \(\hat{\sigma}_x\). We already pointed out that for this case the overall unitary manipulation simply swaps the states of \(S\) and \(A\). However, both \(\varepsilon\) and \(\eta\) are maximized for \(\varepsilon_A \to \varepsilon_S\), resulting in a vanishing useful effect. In other words, the protocol is maximally efficient but not effective, as is often the case in thermal
Figure 4.2.: (a) Coefficient of performance, Eq. 4.17 and (b) figure of merit $\chi$, Eq. 4.19, versus the entropy reduction on the registers $P$, Eq. 4.15 for fixed initial polarization bias $\epsilon_S = 0.4$ and different measurement directions: $\varphi = 0$ (solid), $\varphi = \pi/4$ (dashed), and $\varphi = 2\pi/5$ (dotted). In both plots, the bias of the ancillas $\epsilon_A$ ranges from $\epsilon_S$ to 1 and the temperature is $T = 1$. The part of the curves falling inside the cooling window $\frac{\epsilon_S}{\sin \varphi} < \epsilon_A < 1$ is depicted in black, whereas configurations for which $\Delta E_{0,f}^{(S)} < 0$ (i.e. no real cooling occurs) lie within the shaded red areas. The gray regions correspond to inaccessible configurations, and the optimal working points $\{P^*, \epsilon^*\}$ and $\{P^*, \chi^*\}$ are indicated with dot-dashed blue lines.

engineering. In order to have a meaningful figure of merit which attains its maximum at a non-vanishing $P^*$, we introduce the function

$$\chi \equiv \epsilon P = \frac{P^2}{W}, \quad (4.19)$$

which is well suited for applications which require both effectiveness and (energy) efficiency. As one can see from Fig. 4.2 panel (b), $\chi$ is qualitatively different from $\epsilon$ (and hence $\eta$). In particular, its global maximum, still attained for $\varphi = \frac{\pi}{2}$, corresponds to a strictly positive (and comparatively large) entropy reduction, corresponding to the preparation of the ancillary spins at a large polarization bias.

4.3 INFORMATION-THEORETICAL ANALYSIS

The split of the unitary into two distinct unitaries becomes particularly useful when one wants to make an ‘information balance’ of the protocol. Indeed, recall that the measurement unitary is designed to allow the controller to acquire information about the system. This informational acquisition is
achieved by building up correlations between the register and the ancillary spins. The subsequent actions of the controller and the success of the cooling protocol are conditioned on that information, i.e. on those correlations. It seems than interesting to investigate further the amount of these correlations and, in particular, their nature, discerning their quantum share from the classical one.

We have just seen, in the previous section, that the energy efficiency is maximized when $\hat{\sigma}_x$ is measured on the register (and the outcome is recorded inefficiently in the ancillas). We notice that in the eigenbasis of this observable, the register is initially maximally coherent. This $x$-measurement can therefore be regarded as the most ‘quantum’ instance of the cooling protocol. In contrast, the most inefficient and ineffective measurement (it does not even succeed in reducing the polarization bias of the register) corresponds to a $z$-measurement, i.e. a measurement in the energy eigenbasis, which is the only completely classical situation. These considerations seem to suggest that some ‘quantumness’ plays a crucial role for the realization of an efficient and effective cooling protocol, as suggested in [79].

For the particular case considered, the mutual information, Eq. 1.46 and the entanglement of formation, Eq. 1.26 have cumbersome expressions which we do not report here since they do not add anything to the discussion. Ollivier and Zurek’s quantum discord, Eq. 1.33 is, in general, not easy to compute due to the maximization over all possible measurements on $A$. However, the bipartite state $\hat{\rho}_m$ can be transformed by means of local unitaries (which preserve the discord) into an $X$-state, i.e. a state $\hat{\sigma} \in B(\mathcal{H})$ whose only non-vanishing elements are the diagonal ones, $\hat{\sigma}_{ii}$, and the “anti-diagonal” ones $\hat{\sigma}_{i,5-i}$, for $i = 1, \ldots, 4$. For this class of states there exists an analytical formula [85] for the quantum discord [15]. The quantum discord of the state $\hat{\rho}_m$ is symmetric under the exchange of the parties, $\delta(\hat{\rho}_m; A : S) = \delta(\hat{\rho}_m; S : A) \equiv \delta(\hat{\rho}_m)$, and it reads:

$$
\delta(\hat{\rho}_m) = \epsilon_s \arctanh \epsilon_S + \frac{1}{2} \log \left( \frac{1 - \epsilon_S^2}{1 - \epsilon_S^2 \cos^2 \varphi} \right) + \\
+ \frac{1}{2} \epsilon_S \cos \varphi \log \left( \frac{1 - \epsilon_S \cos \varphi}{1 + \epsilon_S \cos \varphi} \right). \quad (4.20)
$$

In Fig. 4.3 we plot the entanglement of formation, the mutual information, and the quantum discord of the state $\hat{\rho}_m$ for all working points $\{\chi, P\}$. 
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Figure 4.3: (a) Entanglement of formation $\mathcal{E}(\hat{\rho}_m)$, (b) mutual information $I(\hat{\rho}_m)$, and (c) quantum discord $\delta_A(\hat{\rho}_m)$ evaluated after the measurement step, versus the entropy reduction rate, Eq. 4.15, and the figure of merit $\chi$. Shaded gray areas, dashed red curve, and dot-dashed blue curve as in Fig. 4.2. The dotted white line marks configurations for which $\varphi = \varphi_{\text{crit}}$; above this curve, $\varphi > \varphi_{\text{crit}}$ the feedback unitary $\hat{U}_f$ becomes capable of extracting work from $\hat{\rho}_m$, see Eq. 4.10. Finally, the dark shaded gray area of (a), corresponds to working points with zero entanglement between $S$ and $A$. We have set $\varepsilon_S = 0.4$ and $T = 1$.

From panel (a) we notice that setups with low enough $\varphi$ produce separable post-measurement states $\hat{\rho}_m$ (dark-shaded area), although entanglement is almost ubiquitous in this protocol. Moreover, it is clear that there is no apparent direct link between entanglement and the ability of the protocol in increasing the polarization bias of the register after the feedback step: once the initial polarization bias of the ancillas, and hence $P$, is fixed, we see that
both separable and entangled states may succeed or fail in the task. The same can be said about the potential connection between the entanglement of formation and the possibility of extracting work during the feedback step, $\Delta E_{m,f} > 0$: entanglement between the register and the ancillas is definitely not a resource for work extraction [86]. Furthermore, the entanglement is maximized for a perfectly efficient $x$-measurement, i.e. $\varphi = \frac{\pi}{2}$ and $\epsilon_A = 1$, which is far from being the optimal working point of the protocol.

Analogous considerations can be done for the mutual information, panel (b). Also in this case, as for the entanglement, the mutual information is maximized for a perfectly efficient $x$-measurement and not for the optimal working point.

The situation becomes more intriguing when one considers the quantum discord, panel (c). Indeed, as one can notice from the explicit expression, Eq. 4.20, the quantum discord does not depend on the initial polarization bias of the ancillas $\epsilon_A$, but only on $\epsilon_S$. Crucially, this implies that the performance characteristic curves previously introduced, and depicted in Fig. 4.2, are curves of constant discord. In particular, the maximization of the discord $\delta(\hat{\rho}_m)$, at fixed cooling load $P$, occurs for $\varphi = \frac{\pi}{2}$, which is compatible with the optimization of the figure of merit $\chi$, as well as that of $\epsilon$ and $\eta$. This observation is suggestive of a deep connection between quantum discord and the thermodynamic performance of spin algorithmic cooling.

The cooling window, $\varphi = \arcsin \frac{\epsilon_S}{\epsilon_A}$, and the work extraction threshold, $\varphi = \varphi_{\text{crit}}$, are also plotted in Fig. 4.3 as red-dashed and white-dotted lines, respectively. From their analytical expressions, since they explicitly depend on $\epsilon_A$, it is clear that they are not iso-discordant lines, therefore one cannot unambiguously claim that the build-up of a certain amount of any particular kind of correlations enable to enter these important regimes of operation. At most one can quantify the minimum amount of quantum correlations $\delta_{\text{min}}$ required to work in an effective cooling regime, indeed $\delta_{\text{min}}$ is easily found by setting $\sin \varphi = \frac{\epsilon_S}{\epsilon_A}$ into Eq. 4.20, applying a measurement unitary such that $\delta(\hat{\rho}_m) > \delta_{\text{min}}$ ensures an increase in the polarization bias of the register spins.
In this Chapter we characterized the performance of a simple entropy reduction algorithm. Our investigation was based on two complementary approaches. We first quantified the relevant thermodynamical quantities, such as the work performed by the controller $W$, the heat $Q$ dumped into the environment during the reset operation and the entropy reduction $\propto P$. With these tools we introduced some suitable figures of merit which allowed us to scrutinize the performance of the protocol, specifically, the coefficient of performance $\varepsilon$, to assess the energy efficiency, and an alternative figure of merit $\chi$ which seemed more suitable to balance the efficiency and, at the same time, the effectiveness of the protocol.

In the second part, we studied the correlations, built-up during the first step of the algorithm, between the system of interest and the ancillary system, part of the controller. Our main motivation was to shed light on whether some type of correlations are a resource for the protocol, i.e. we wanted to find a connection between correlations and the performance optimization. Interestingly we found that, for every choice of the measurement with which one acquires information about the system of interest, the quantum share of the correlations, as measured by the quantum discord, is constant with the entropy reduction $P$. This is because the quantum discord does not depend on the initial polarization bias of the ancillary spins. Moreover we found that the maximization of the discord occurs naturally when the performance is optimal, regardless of the figure of merit used. In contrast, neither the total correlations, nor the entanglement, quantified as the mutual information and the entanglement of formation respectively, relate in a clear way to the figures of merit, nor they are found to be maximal at the optimal working points.
In this Chapter we want to apply a similar efficiency-oriented framework, as for the previous Chapter, to the study of a metrological protocol in which we want to estimate the frequency of some thermal qubits affected by noise. In Chapter \[3\] we have briefly reviewed the basics of quantum parameter estimation. Summarizing, when one wants to estimate a single parameter \(\mu\) employing quantum resources, the statistical uncertainty of the estimate \(\Delta\mu\) is tightly lower bounded by a term which is proportional to the square root of the inverse of the quantum Fisher information (QFI) of the probe in which the parameter is encoded, see Eq.\[3.11\]. While using uncorrelated probes, the mean square error on the parameter can asymptotically scale at most as \(n^{-\frac{1}{2}}\) (standard quantum limit, SQL), where \(n\) is the number of probes (with respect to the notation of Chapter \[3\] we consider \(\nu = 1\), i.e. \(n = N\)), by using entangled probes one can hope to achieve a better asymptotic scaling, \(n^{-1}\), namely the Heisenberg limit. This happens when the parameter-encoding transformation acting on the probes is noiseless; in general, unavoidable effects of environmental noise frustrate any quantum advantage \([41]\). However, as we saw in Paragraph \[3.2.1\] under time-inhomogeneous phase-covariant noise one can asymptotically achieve the so-called Zeno scaling \([42, 43]\), i.e. \(\Delta\mu \sim n^{-\frac{3}{4}}\). In that same Paragraph, we discussed frequency estimation in presence of noise when the total running time \(T\), and hence the length \(M\) of the data set used to build the estimate, is limited. One can, however, think that the scarce resource, instead of time, is some other quantity \(R\) which is used up gradually in subsequent rounds of the protocol; calling \(r\) the amount of resource used per each run of the
protocol, the number of times the protocol can be performed is $M = \mathcal{R} / r$. Therefore, the quantum Crámer-Rao bound can be rewritten as
\begin{equation}
\Delta \mu \geq \frac{1}{\sqrt{\mathcal{R} \eta_{\mathcal{R}}}}, \tag{5.1}
\end{equation}
where we defined the estimation efficiency
\begin{equation}
\eta_{\mathcal{R}} \equiv \mathcal{F}(\mu) / r. \tag{5.2}
\end{equation}
A scaling such as $\eta_{\mathcal{R}} \sim n^c$, with $c > 1$, would indicate a quantum-enhanced performance of the estimation.

In this Chapter, we will consider $\mathcal{R}$ as the total energy $\mathcal{E}$ consumed in order to prepare the probes for the sensing and for the measurement. We will show how the notion of optimality that follows from the maximization of the energy efficiency $\eta_{\mathcal{E}}$ differs considerably when compared with a time efficient estimation. Indeed, we show that, on the contrary to the latter case, also in presence of time-inhomogeneous noise, the creation of large multipartite correlated probes is discouraged when the energy available for the estimation is limited: the high costs associated with the creation and manipulation of such states do not pay off from the metrological viewpoint.

This Chapter is structured as follows: in the first Section we will describe the noise model which affects the parameter encoding transformation. Then, in the second Section we will introduce the estimation protocol and, for each step, we will quantify the energetic cost of the manipulation of the probe. In the third Section, we will calculate and compare the (classical) Fisher information (relative to the measurement considered) of the probe after the parameter encoding transformation with its QFI. Finally, in the Section 5.4 we will study the energy efficiency of the protocol and compare it with the time-efficiency.

5.1 Phase covariant noise: a phenomenological model

5.1.1 Phenomenological master equation

The environmental noise is assumed to be modelled by a time-nonlocal master equation with phenomenological exponentially-decaying memory kernel [87]. With this assumption, the resulting dissipative dynamics is
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phase-covariant and it is able to capture paradigmatic phenomena such as decoherence and thermalisation. This will eventually allow us to compare our results to already known results present in the literature [42,43]. Moreover, this model can be solved exactly, simplifying our analysis.

Let us consider a two-level system with Hamiltonian \( \hat{H}_S = \frac{\omega}{2} \hat{\sigma}_z \) (here and in the following, we set \( \hbar = k_B = 1 \)) interacting with a bath at temperature \( T \), with Hamiltonian \( \hat{H}_B \), through the interaction \( \hat{H}_I \). Setting \( \hat{H}_0 = \hat{H}_S + \hat{H}_B \) as the free Hamiltonian, in the interaction picture the density matrix of the system evolves according to the following phenomenological equation (see Eq. 1.87), which has the advantage of explicitly introducing memory effects into the dynamics:

\[
\frac{d \hat{\rho}^{(I)}}{dt} = \int_0^t f(t-s) \mathcal{L} \hat{\rho}^{(I)}(s),
\]

where \( f(t) \equiv \lambda e^{-\lambda |t|} \) and where \( \mathcal{L} \) denotes the Lindbladian, acting on the density matrix as

\[
\mathcal{L} \hat{\rho}_I \equiv \Gamma_\omega \left( \hat{\sigma}_- \hat{\rho}_I \hat{\sigma}_+ - \frac{1}{2} \{ \hat{\sigma}_+ \hat{\sigma}_- , \hat{\rho}_I \} \right) + \\
+ \Gamma_{-\omega} \left( \hat{\sigma}_+ \hat{\rho}_I \hat{\sigma}_- - \frac{1}{2} \{ \hat{\sigma}_- \hat{\sigma}_+ , \hat{\rho}_I \} \right),
\]

where \( \hat{\sigma}_+ = \hat{\sigma}_x + i \hat{\sigma}_y \), \( \hat{\sigma}_- = \hat{\sigma}_+^\dagger \), \( \Gamma_\omega \equiv \gamma_0 [1 + (e^{\omega/T} - 1)^{-1}] \) and \( \Gamma_{-\omega} = e^{-\omega/T} \Gamma_\omega \). The thermal state

\[
\hat{\rho} = \frac{e^{-\hat{H}_S/T}}{\text{Tr} (e^{-\hat{H}_S/T})} = \frac{1}{2} \begin{pmatrix} 1 - \epsilon & 0 \\ 0 & 1 + \epsilon \end{pmatrix},
\]

where \( \epsilon = \tanh \left( \frac{\omega}{2T} \right) \) is the polarization bias, is the stationary point of Eq. 5.3. Moreover, it is important to notice that the map generated by \( \mathcal{L} \), as defined in Eq. 5.3, breaks positivity if and only if \( \frac{\gamma_0}{\lambda \epsilon} \geq \frac{1}{4} \) [89].

5.1.2 Dissipative dynamics as phase-covariant channel

As we have seen in Paragraph 1.2.3, an equation such as Eq. 5.3 can be recast into convolutionless form, Eq. 1.89, for which, in the Schrödinger picture,
a Lindblad-like master equation with time-dependent coefficients can be written (see Paragraph 1.2.3):

\[
\frac{d\hat{\rho}}{dt} = -i[\hat{H}_S, \hat{\rho}] + \gamma_+(t) \left( \hat{\sigma}^+_\uparrow \hat{\rho} \hat{\sigma}_-^+ - \frac{1}{2} \{\hat{\sigma}^-\hat{\sigma}_+^-, \hat{\rho}\}_+ \right) + \\
+ \gamma_-(t) \left( \hat{\sigma}^-\hat{\rho} \hat{\sigma}^+_+ - \frac{1}{2} \{\hat{\sigma}^+_\hat{\sigma}^-_+, \hat{\rho}\}_+ \right) + \gamma_z(t)(\hat{\sigma}^z\hat{\sigma}^z - \hat{\rho}) ,
\]

(5.6)

where

\[
\gamma_\pm(t) = -\frac{1}{2} (1 \mp \epsilon) \frac{d}{dt} \log \zeta_R(t) ,
\]

(5.7)

\[
\gamma_z(t) = \frac{1}{4} \frac{d}{dt} \log \frac{\zeta_R(t)}{\zeta_R(t)} ,
\]

(5.8)

with \( \zeta_R(t) \equiv e^{-\lambda t/2} \left[ \sinh \left( \frac{\lambda}{2} \sqrt{1 - 4R} \right) \right] + \cosh \left( \frac{\lambda}{2} \sqrt{1 - 4R} \right) \) and \( R = \frac{20}{3\epsilon} \).

In particular, as argued in the Appendix B, the dissipative dynamics described by Eq.5.6 describes a phase-covariant channel \( \hat{\rho}(t) = \Lambda(t)\hat{\rho}(0) \), i.e. a map such that \( \Lambda \circ \mathcal{U}_t = \mathcal{U}_t \circ \Lambda \), where \( \mathcal{U}_t[\hat{\rho}] \equiv e^{-i\hat{H}_S t} \hat{\rho} e^{i\hat{H}_S t} \). Such a map can be parametrised as

\[
\Lambda(t) = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \eta_\perp(t) \cos \omega t & -\eta_\perp(t) \sin \omega t & 0 \\
0 & \eta_\perp(t) \sin \omega t & \eta_\perp(t) \cos \omega t & 0 \\
\kappa(t) & 0 & 0 & \eta_{||}(t)
\end{pmatrix} ,
\]

(5.9)

where the matrix \( \Lambda(t) \) acts on \( \nu(0) = (1, \text{Tr}[\hat{\sigma}_x\hat{\rho}(0)], \text{Tr}[\hat{\sigma}_y\hat{\rho}(0)], \text{Tr}[\hat{\sigma}_z\hat{\rho}(0)]) \) to yield \( \nu(t) = \Lambda(t)\nu(0) \), so that \( \hat{\rho}(t) = \frac{1}{2}(\nu_1(t) \mathbb{1} + \nu_2(t)\hat{\sigma}_x + \nu_3(t)\hat{\sigma}_y + \nu_4(t)\hat{\sigma}_z) \).

The complete positivity of this map, is ensured by the conditions \( \kappa(t) \leq 1 \) and \( 1 + \eta_{||}(t) \geq \sqrt{4\eta_\perp^2(t) + \kappa^2(t)} \). Moreover, since the map describes the action of a thermal bath, we require that it asymptotically brings the two-level system into the thermal state Eq.5.5, i.e. we impose \( \kappa(\infty) = -\epsilon[1 - \eta_{||}(\infty)] \).

Following one readily finds that Eq.5.3 corresponds to

\[
\eta_a(t) = \frac{e^{-t\lambda(1+A_a)/2}}{2A_\kappa} \left[ e^{t\lambda A_a}(1 + A_a) + A_\kappa - 1 \right] ,
\]

\[
\kappa(t) = -\epsilon[1 - \eta_{||}(t)] ,
\]

(5.10)

where \( a \in \{\parallel, \perp\} \), \( A_\parallel = \sqrt{1 - 4R} \), and \( A_\perp = \sqrt{1 - 2R} \).

In the Appendix B we will discuss the connection between the model described above and the damped Jaynes-Cummings model.
5.2 THE PROTOCOL

We consider an ensemble of \( n \) initially thermal qubits. A sequence of gates is applied to these qubits in order to transform them into a sensitive GHZ-diagonal state. The probe is then left to evolve freely under the action of phase-covariant noise. In order to prepare the probe for the readout, after the free evolution, another sequence of gates is applied. The measurement consists of an energy measurement. See Fig. 5.1 for an illustration of the protocol.

5.2.1 Probe initialisation

The system of interest is an ensemble of \( n \) non-interacting two-level atoms thermalised at temperature \( T \). We are interested in the estimation of the frequency \( \omega \) of these atoms. The single atom Hamiltonian is \( \hat{H}_S \) (see previous Section). At the beginning of the protocol, the state of each atom is described by the thermal state \( \hat{\rho} \), Eq. 5.5. The global Hamiltonian is \( \hat{H} = \frac{\omega}{2} \hat{J}_z \), where \( \hat{J}_z = \hat{\sigma}_z \otimes 1^{\otimes n-1} + 1 \otimes \hat{\sigma}_z \otimes 1^{\otimes n-1} + \cdots + 1^{\otimes n-1} \otimes \hat{\sigma}_z \) is the total angular momentum, and the global initial state simply reads (for brevity, we introduce the notation \( \hat{A}_x = \hat{\sigma}_x \hat{A} \hat{\sigma}_x \), and \( \hat{A}^{\otimes} \equiv \hat{A}^{\otimes n-1} \))

\[
\hat{\rho}_0 = \hat{\rho}^{\otimes n} \equiv \hat{\rho}_c \otimes \hat{\rho}_r = \frac{1}{2} \begin{pmatrix} (1 - \epsilon)\hat{\rho}^{\otimes} & 0 \\ 0 & (1 + \epsilon)\hat{\rho}^{\otimes} \end{pmatrix}, \tag{5.11}
\]

where we have labelled with \( c \) the ‘control qubit’, while the rest are tagged \( r \) for ‘register’ (see Fig.5.1).

By means of a CNOT \( |0\rangle \langle 0|_c \otimes 1^{\otimes} + |1\rangle \langle 1|_c \otimes \hat{\sigma}_z^{\otimes} \) transformation, followed by a Hadamard gate \( H = \frac{1}{\sqrt{2}}(\hat{\sigma}_x + \hat{\sigma}_z) \) and a further CNOT, we prepare the \( n \)-qubit probe into a GHZ-diagonal state. The application of the first sequence of CNOT gates yields

\[
\hat{\rho}_1 = \frac{1}{2} \begin{pmatrix} (1 - \epsilon)\hat{\rho}^{\otimes} & 0 \\ 0 & (1 + \epsilon)\hat{\rho}^{\otimes} \end{pmatrix}. \tag{5.12}
\]

The Hadamard gate acts solely on the control qubit:

\[
\hat{\rho}_2 = \frac{1 - \epsilon}{4} \begin{pmatrix} \hat{\rho}^{\otimes} & \hat{\rho}^{\otimes} \\ \hat{\rho}^{\otimes} & \hat{\rho}^{\otimes} \end{pmatrix} + \frac{1 + \epsilon}{4} \begin{pmatrix} \hat{\rho}^{\otimes} & -\hat{\rho}^{\otimes} \\ -\hat{\rho}^{\otimes} & \hat{\rho}^{\otimes} \end{pmatrix}, \tag{5.13}
\]
Figure 5.1.: Circuit representation of the (a) probe initialisation, (b) free evolution, and (c) preparation for the measurement stages of our estimation protocol, as discussed in the main text. (a) A probe system composed of one control (c) qubit and \( n - 1 \) register (r) qubits, initially in a thermal state \( \hat{\rho}_0 \), is prepared into a GHZ-diagonal state \( \hat{\rho}_3 \) by a sequence of CNOT, Hadamard [H], and CNOT gates. (b) The system is left to evolve freely for a time \( t \) under a noisy environment according to a master equation with a memory kernel; this amounts to the action of the phase-covariant channel \( \Lambda \), which imprints a phase \( \phi = \omega t \) on the qubits while inducing dissipation effects, overall transforming the state of the system into \( \hat{\rho}_4 \). (c) A pre-measurement sequence of qubit rotations, CNOT gates, and a rotated Hadamard on the control qubit is applied, leading to the state \( \hat{\rho}_6 \); each rounded rectangle (\( \zeta \)) indicates a single-qubit rotation by an angle \( \zeta \), described by the unitary \( e^{-i\frac{\pi}{2}} \). The system is finally measured in the energy basis to estimate the frequency \( \omega \) with optimal efficiency.

and eventually the second CNOT transformation leads to

\[
\hat{\rho}_3 = \frac{1 - \epsilon}{4} \begin{pmatrix} \hat{\rho} & (\hat{\rho} \hat{\sigma}_x) \hat{\rho} \end{pmatrix} + \frac{1 + \epsilon}{4} \begin{pmatrix} \hat{\rho} & -(\hat{\sigma}_x \hat{\rho}) \end{pmatrix},
\]

(5.14)

where h.c. stands for Hermitian conjugate of the opposite corner of the matrix. This state will subsequently undergo the free evolution before being prepared for the readout.
As already mentioned, the frequency mean square error in the presence of non-Markovian phase covariant noise can be tightly lower-bounded below the SQL when considering the total running time of the estimation as the valuable resource \( R \equiv T \). Indeed, in this scenario, the time efficiency \( \eta_T \equiv F(\omega)/t_\star T \), Eq. (5.2), where \( t_\star T \) is the optimal sampling time, is shown to scale super-extensively, specifically recovering the Zeno scaling \( (\eta_T \sim n^{3/2} \text{ and therefore } \Delta\omega \sim n^{-3/4}) \), when using as probe a maximally entangled (pure) GHZ state. On the other hand, (mixed) GHZ-diagonal states, such as \( \hat{\varrho}_3 \), perform well (and are conjectured to be optimal) with non-pure probes [91] when the evolution is unitary (i.e. noiseless). In the next Section we will show that the Zeno scaling of time-efficient frequency estimation can be attained with such mixed GHZ-diagonal states.

To conclude this paragraph, we find that the energetic cost (quantified by the mean energy difference) of this initialisation stage is linear in the probe size:

\[
E_{\text{init}} = \text{Tr} \left[ \hat{H}(\hat{\varrho}_3 - \hat{\varrho}_0) \right] = \frac{1}{2} \omega n \epsilon .
\] (5.15)

Before the initialisation, one may want to cool down the probes to the ground state, e.g. by coherent feedback cooling, so as to work with pure rather than mixed state. The energetic cost of such an operation would scale linearly with the number of atoms \( n \) in the ensemble and one should add it to the total energetic bookkeeping. Such cooling stage is anyway not essential for our purposes and we will not consider it in what follows.

### 5.2.2 Parameter encoding transformation: free evolution

After the initialisation of the probe, this is let evolve freely. The free evolution of each of the qubits is described by the phase covariant channel discussed in the previous Section. The time-evolved state reads \( \hat{\varrho}_4 = \Lambda^{\otimes n}[\hat{\varrho}_3] \). The application of the channel to a generic qubit density matrix yields

\[
\Lambda \begin{pmatrix}
a & c \\
c^* & b
\end{pmatrix} = \begin{pmatrix}
a\alpha_1 + b\alpha_{-1} & ce^{-i\varphi}\eta_{\perp} \\
c^*e^{i\varphi}\eta_{\perp} & a\beta_1 + b\beta_{-1}
\end{pmatrix},
\] (5.16)

with \( \alpha_s \equiv \frac{1}{2}(1 + s\eta_{||} + \kappa) \), \( \beta_s \equiv \frac{1}{2}(1 - s\eta_{||} - \kappa) \), and \( \varphi \equiv \omega t \), where we have dropped the explicit time dependence of the parameters for sake of a
lighter notation. Therefore, the state of the probe after the evolution can be rewritten as

\[
\hat{\rho}_4 = \frac{1 - \epsilon}{4} \left( \alpha_1 \Lambda[\hat{\rho}]^\otimes + \alpha_{-1} \Lambda[\hat{\rho}_x]^\otimes \right) + \\
+ \frac{1 + \epsilon}{4} \left( \alpha_{-1} \Lambda[\hat{\rho}]^\otimes + \alpha_1 \Lambda[\hat{\rho}_x]^\otimes \right).
\]

(5.17)

Since this stage of the protocol corresponds to a free dissipative evolution, we do not attach any energetic cost to it.

It will be more convenient to rewrite \( \hat{\rho}_4 \) in the alternative form

\[
\hat{\rho}_4 = \sum_{x=0}^{2^n-1-1} \left( \begin{array}{cc} a_x & 0 \\ 0 & b_x \end{array} \right) \otimes |x\rangle \langle x| + \\
+ \sum_{x=0}^{2^n-1-1} \left( \begin{array}{cc} 0 & e^{-i f(x)} \varphi \sigma_x \\ e^{i f(x)} \varphi \sigma_x & 0 \end{array} \right) \otimes |x\rangle \langle \bar{x}|,
\]

(5.18)

with the definitions

\[
a_x = \frac{1}{2} \left( \alpha_h^{h(\bar{x})+1} \beta_h^{h(x)} + \alpha_e^{h(\bar{x})+1} \beta_e^{h(x)} \right),
\]

\[
b_x = \frac{1}{2} \left( \alpha_e^{h(\bar{x})} \beta_{-e}^{h(\bar{x})+1} + \alpha_h^{h(\bar{x})} \beta_{-e}^{h(x)+1} \right),
\]

\[
c_x = \frac{\eta_n}{2^{n+1}} \left[ (1 - \epsilon)^{h(\bar{x})+1} (1 + \epsilon)^{h(x)} - (1 - \epsilon)^{h(x)} (1 + \epsilon)^{h(\bar{x})+1} \right],
\]

\[
f(x) = h(\bar{x}) - h(x) + 1.
\]

(5.19)

### 5.2.3 Preparation for the measurement

As one can see in Fig. 5.1(c), the preparation of the probe for the measurement, consists in the sequence of three unitary transformations: (i) each atom undergoes a rotation along the \( z \) axis by an angle \( \zeta_1 \), i.e. \( \hat{U}_{\zeta_1} = e^{-i \zeta_1 \hat{\sigma}_z} \), (ii) a CNOT gate is applied to each qubit in the register, (iii) finally, the generalised Hadamard gate

\[
\hat{U}_H(\zeta_2) = e^{-i \zeta_2 \hat{\sigma}_z} e^{i \frac{\zeta_2}{2} \hat{\sigma}_z} = \frac{1}{\sqrt{2}} \left( \begin{array}{cc} 1 & e^{-i \zeta_2} \\ e^{i \zeta_2} & -1 \end{array} \right),
\]

(5.20)

acts on the control qubit.
The state after the application of (i) and (ii) reads
\[ \hat{\rho}_5 = \sum_{x=0}^{2^n-1} \left( \frac{a_x}{e^{i\phi_f(x)} c_x} e^{i\phi_f(x)} \right) \otimes |x\rangle\langle x| . \] (5.21)

where \( \phi \equiv \omega t + \tilde{\zeta}_1 \). Similarly, the final state of the protocol, \( \hat{\rho}_6 = \hat{U}_H(\tilde{\zeta}_2) \otimes \mathbb{1}^\otimes \hat{U}_H^\dagger(\tilde{\zeta}_2) \otimes \mathbb{1}^\otimes \) is
\[ \hat{\rho}_6 = \sum_{x=0}^{2^n-1} \left( \frac{\tilde{a}_x}{e^{i\tilde{\zeta}_2 \tilde{c}_x}} e^{-i\tilde{\zeta}_2 \tilde{c}_x} \right) \otimes |x\rangle\langle x| , \] (5.22)

where
\[ \tilde{a}_x \equiv \frac{1}{2} [a_x + b_x + 2c_x \cos (\tilde{\zeta}_2 - f(x)\phi)] , \]
\[ \tilde{b}_x \equiv \frac{1}{2} [a_x + b_x - 2c_x \cos (\tilde{\zeta}_2 - f(x)\phi)] , \]
\[ \tilde{c}_x \equiv \frac{1}{2} [a_x - b_x - 2i c_x \sin (\tilde{\zeta}_2 - f(x)\phi)] . \] (5.23)

Let us now compute the energetic cost of this sequence of transformation: \( \mathcal{E}_{\text{meas}} = \mathcal{E}(\hat{\rho}_6) - \mathcal{E}(\hat{\rho}_4) \). We can rewrite the Hamiltonian in the same notation as \ref{H}, that is
\[ \hat{H} = -\frac{\omega}{2} \sum_{x=0}^{2^n-1} [(h(x) - h(\bar{x}) - 1)|0, x\rangle\langle 0, x| + \]
\[ + (h(x) - h(\bar{x}) + 1)|1, x\rangle\langle 1, x| . \] (5.24)

Hence \( \mathcal{E}(\hat{\rho}_4) = \text{Tr}(\hat{H}\hat{\rho}_4) \) can be written as
\[ \mathcal{E}(\hat{\rho}_4) = -\frac{\omega}{2} \sum_{x=0}^{2^n-1} [(h(x) - h(\bar{x}) - 1)a_x + (h(x) - h(\bar{x}) + 1)b_x] = \]
\[ = \frac{\omega n}{2} (\alpha_+ - \beta_- + \alpha_- - \beta_+) = \frac{\omega}{2} n \kappa , \] (5.25)

and \( \mathcal{E}(\hat{\rho}_6) = \text{Tr}(\hat{H}\hat{\rho}_6) \) reads
\[ \mathcal{E}(\hat{\rho}_6) = \sum_{x=0}^{2^n-1} [(h(x) - h(\bar{x}) - 1)a_x + (h(x) - h(\bar{x}) + 1)b_x] = \]
\[ = \frac{\omega}{2} (n - 1) (e^2 \eta^2 + \kappa^2) + \]
\[ + \omega \sum_{m=0}^{n-1} \left( \begin{array}{c} n - 1 \\ m \end{array} \right) c_m \cos [\tilde{\zeta}_2 - f_m(\omega t + \tilde{\zeta}_1)] . \] (5.26)
After this sequence, the probe is ready to be interrogated: an energy measurement is performed on the system in order to build the frequency estimate. As we will show in the next Section, the angles $(ζ_1, ζ_2)$ may be chosen so that, in the limit $Rλ = \frac{2π}{ε} \ll 1$ the QFI of the state is (nearly) maximal. For the optimal prescription of $(ζ_1, ζ_2)$ the energetic cost of the preparation for the measurement is always positive $E_{\text{meas}} > 0$.

Notice that we are not considering in our energetic bookkeeping the projective part of the measurement. In other cases it may be necessary to add to $E_{\text{meas}}$ an additional ‘projection cost’ $E_{\text{proj}}$. While very general models of projective measurement schemes, and thermodynamic analyses thereof, may be found in the literature (see e.g. references [72–97]), it is not our intention to make generic statements about the energy efficiency of frequency estimation, rather we want to show how looking at the energetic aspect of parameter estimation in a specific example can change the usual notions of metrological optimality.

5.3 ‘ERROR BARS’ OF THE ESTIMATE

5.3.1 (Classical) Fisher information

From Chapter 3, we know that the mean square error of a frequency estimate $ω = \bar{ω} \pm Δω$ for a sufficiently large number $M$ of measurements of an observable $\hat{O}$, can be tightly lower-bounded by the Crâmer-Rao inequality, Eq.3.4, which in the single parameter case considered here reads

$$Δω \geq \frac{1}{\sqrt{M\mathcal{F}_ω(\hat{O})}}.$$  (5.27)

In our case, the observable we chose to measure is the Hamiltonian, $\hat{O} = \hat{H}$. In order to calculate the Fisher Information $\mathcal{F}_ω(\hat{H})$, Eq.3.3, we first compute the probability distribution of an energy measurement on $\hat{ρ}_6$. The Hamiltonian eigenbasis is $\{0\} \otimes \{|x\}, |1\} \otimes |x\}$ and the associated probabilities are

$$p_{0,\hat{h}(x)} = \langle 0, x | \hat{ρ}_6 | 0, x \rangle = \frac{1}{2} \left( a_x + b_x + 2c_x \cos [ζ_2 - f(x)(\omega t + ζ_1)] \right),$$

$$p_{1,\hat{h}(x)} = \langle 1, x | \hat{ρ}_6 | 1, x \rangle = \frac{1}{2} \left( a_x + b_x - 2c_x \cos [ζ_2 - f(x)(\omega t + ζ_1)] \right),$$  (5.28)
where all eigenvectors with the same number of 1s [i.e. \( h(x) \)] on the register yield the same probability. The Fisher information hence is

\[
\mathcal{F}_\omega(\hat{H}) = 2^{n-1} \sum_{x=0}^{n-1} \left[ \frac{\left( \partial_\omega p_{0,h(x)} \right)^2}{p_{0,h(x)}} + \frac{\left( \partial_\omega p_{1,h(x)} \right)^2}{p_{1,h(x)}} \right] =
\]

\[
= \sum_{m=0}^{n-1} \binom{n-1}{m} \left[ \frac{\left( \partial_\omega p_{0,m} \right)^2}{p_{0,m}} + \frac{\left( \partial_\omega p_{1,m} \right)^2}{p_{1,m}} \right].
\]

(5.29)

When evaluating the derivatives appearing in the sum above, one must bear in mind that \( R = \frac{n}{\lambda \epsilon} \) does depend on \( \omega \), as \( \epsilon = \tanh \left( \frac{\omega}{\sqrt{2T}} \right) \). However, in our model \( \mathcal{F}_\omega(\hat{H}) \) may be well approximated by considering \( R \) and \( \epsilon \) as constant in \( \omega \). There is numerical evidence that this is justified in the limit \( R \lambda \ll 1 \) (see Fig. 5.2(a)). That is,

\[
\mathcal{F}_\omega(\hat{H}) \simeq \sum_{m=0}^{n-1} \binom{n-1}{m} \cdot \frac{4(a_m + b_m)c_m^2 (n - 2m)^2 l^2 \sin^2 [\xi_2 + (2m - n)(\xi_1 + t\omega)]}{(a_m + b_m)^2 - 4c_m^2 \cos^2 [\xi_2 + (2m - n)(\xi_1 + t\omega)]}.
\]

(5.30)

For even \( n \), the measurement setting \( (\xi_1, \xi_2) = \left( \frac{\pi}{2} - \tilde{\omega} t, \frac{\pi}{2} \right) \) maximises Eq. 5.30 while for odd \( n \), one needs to choose \( (\xi_1, \xi_2) = \left( \frac{\pi}{2} - \tilde{\omega} t, 0 \right) \). Note that \( \tilde{\omega} \) is not a variable, but rather the best available estimate of the atomic frequency at any given stage. As the knowledge about \( \omega \) is refined, the value of \( \tilde{\omega} \) should be updated, and the measurement setting, adaptively modified. Undoing the precession \( \hat{U}_{\xi_1=\tilde{\omega} t}^\otimes n \) on all atoms after the free evolution, improves the sensitivity to small fluctuations of \( \omega \) around its average \( \tilde{\omega} \) and thus, helps to reduce the mean square error.

5.3.2 Quantum Fisher Information

We will now calculate the QFI which allows one to determine the ultimate bound on the precision of the frequency estimation. By comparing the QFI with the Fisher information calculated in the previous section we will be able to tell whether the measurement of another observable \( \hat{O} \neq \hat{H} \) may give a better frequency estimate. The QFI, Eq. 3.15 can be computed from the state \( \hat{\rho}_4 \), right after the free evolution, or, equivalently, from \( \hat{\rho}_5 \) as the QFI is
invariant under unitary transformations. The eigenvalues and eigenvectors of $\hat{\rho}_5$ are

$$v_x^\pm = \frac{1}{2}(a_x + b_x \pm \Delta_x),$$

$$|\Xi_x^\pm\rangle = \frac{(a_x - b_x \pm \Delta_x)|0\rangle + 2c_xe^{i\omega t f(x)}|1\rangle}{\sqrt{4c_x^2 + (a_x - b_x \pm \Delta_x)^2}} \otimes |x\rangle, \quad (5.31)$$

respectively, where $\Delta_x \equiv \sqrt{(a_x - b_x)^2 + 4c_x^2}$. As done in the previous section, we consider the limit of small $R\lambda$, and find that $\langle \Xi_x^\pm | \partial_x \hat{\rho}_5 | \Xi_x^\mp\rangle \sim 0$, and thus

$$\mathcal{F}_\omega \approx \sum_{m}^{n-1} \binom{n-1}{m} \frac{4(n-2m)^2 t^2 c_m^2}{a_m + b_m}, \quad (5.32)$$

which can be saturated by Eq. 5.30 for the optimal choice of $\xi_1$ and $\xi_2$. Therefore, our proposed measurement setting is optimal for $R\lambda \ll 1$. For arbitrary values of $R\lambda$, however, $\mathcal{F}_\omega$ and $\mathcal{F}_\omega(\hat{H})$ may differ significantly, for any choice of $(\xi_1, \xi_2)$. On the other hand, the exact $\mathcal{F}_\omega(\hat{H})$ always coincides with Eq. 5.32 for $\xi_1 = \frac{\pi}{2} - \tilde{\omega} t$ and $\xi_2 = \{ \frac{\pi}{2}, 0 \}$, even when this measurement setting is sub-optimal, see Fig. 5.2 (a).

Figure 5.2: (a) Approximate $\mathcal{F}_\omega(\hat{H})$ for small $R\lambda$, as in Eq. 5.30 (dashed grey curve) and exact Fisher information (solid black curve), as compared with the approximate QFI of Eq. 5.32 (dashed grey line) and the exact QFI (solid black line). The angle $\xi_1$ is set to $\xi_1 = \frac{\pi}{2} - \tilde{\omega} t$. Note the intersection of the curves at the nearly optimal measurement setting $\xi_2 = 0$. (b) Optimal interrogation time $t_{*E} \sim n^{-1}$ as a function of the size of the probe $n$. In both plots $\omega = \tilde{\omega} = 1$, $T = 200$, $\gamma_0 = 10^{-4}$, $\lambda = 5$ ($R\lambda = 0.04$), and $t = 1$. In (a), $n = 9$. 
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5.4 Metrological Efficiencies of the Protocol

Let us now discuss two different metrological efficiencies of the considered protocol. As already pointed out, the usual figure of merit in frequency estimation is the time-efficiency (see Eq. 5.2):

$$\eta_T(t_{*T}, n) \equiv \frac{F_\omega}{t_{*T}}, \quad (5.33)$$

where $t_{*T}$ corresponds to the optimal sampling time and it is related to the total number of measurement $M$ as $t_{*T} = T/M$ where $T$, the total time available for the estimation, is the scarce resource to economise on.

Placing ourself in the limit $R \lambda \ll 1$, as we can see from Fig. 5.3, under the time-inhomogeneous dissipative dynamics considered, $\eta_T(t_{*T}, n)$ scales super-extensively even using mixed thermal probes. Specifically, we recover the Zeno scaling $\Delta \omega^2 \sim 1/n^{3/2}$. This tells us that, fixed the available running time $T$, when having a large number of qubits, it is more efficient to batch them together in a GHZ-diagonal state and run the protocol $T/t_{*T} = M$ times.
On the other hand, in case our limited resource is the total energy available, in order to assess the performance of the protocol, we can define the energy-efficiency

$$\eta_{E}(t, n) = \frac{\mathcal{F}_\omega}{\mathcal{E}_{\text{init}} + \mathcal{E}_{\text{meas}}},$$  \hspace{1cm} (5.34)$$

In order to maximise $\eta_{E}(t, n)$ we will first find numerically the optimal interrogation time $t_{*E}$ for given $n$: as shown in Fig.5.2(b) $t_{*E}$ has a power-law-like dependence on the probe size $\omega t_{*E} \propto n^{-c}$, where $c \lesssim 1$ (for $R \lambda \ll 1$). Then, we look at the scaling of $\eta_{E}(t_{*E}, n)$ with the probe size. From Fig.5.3(b), we see that when adopting GHZ-diagonal probes, the energy-efficiency $\eta_{E}(t_{*E}, n)$ decreases rapidly with the probe size. This is so because the energetic cost of the protocol is linear in $n$, while the QFI exhibits a slower power-law-like growth. From this we can conclude that, given a cap on the total available energy $\mathcal{E}$, the best performance of the frequency estimate is obtained by manipulating uncorrelated atoms locally: it is more efficient to invest the available energy to increase the number of runs of the protocol rather than in building an expensive GHZ diagonal state. Our numerics show that one observes the same qualitative behaviour even when moving away from the regime of $R \lambda \ll 1$ and searching for the measurement setting $(\zeta_1, \zeta_2)$ and interrogation time $t_{*E}$ which jointly maximise $\eta_{E}(t, \zeta_1, \zeta_2, n) = \mathcal{F}_\omega(\hat{H})/(\mathcal{E}_{\text{init}} + \mathcal{E}_{\text{meas}}(\zeta_1, \zeta_2))$.

5.5 REMARKS

We have investigated the efficiency of a frequency estimation protocol in the presence of time-inhomogeneous phase-covariant noise. In each round of the protocol, an ensemble of $n$ initially thermal two-level atoms is brought into a GHZ-diagonal state. The system is then let evolve freely. Eventually, the probe is prepared for an energy measurement through a sequence of qubit gates. We showed that, in a suitable range of parameters and by opportune tuning the qubit operations in the preparation for the measurement, it is possible to globally minimise the statistical uncertainty of the final frequency estimate.

It is a known result that the time-efficiency $\eta_T = \mathcal{F}/t_{*T}$, where $t_{*T}$ is the optimal duration of each estimation round, scales super-extensively when
the probe used is a maximally entangled GHZ state. We showed that this regime can be asymptotically achieved even when using mixed GHZ-diagonal probes. This suggests that using large correlated probes is more convenient when there is a cap on the total time available for the estimation. On the other hand, such figure of merit, fails to capture how ‘difficult’ or ‘costly’ it may be to prepare those states in practice. We therefore introduced the notion of energy-efficiency $\eta_E = \mathcal{F} / (\mathcal{E}_{\text{init}} + \mathcal{E}_{\text{meas}})$ of the estimation as a means to assess the overall performance of the estimation when the available energy for the estimation is limited. We further found the optimal free-evolution time $t_{\star E}$ maximising $\eta_E$ and studied its scaling with the probe size. Contrary to a time-efficient estimation, in this case we found that preparing larger probes in correlated GHZ-diagonal states is always detrimental for the energy efficiency of frequency estimation.

It is important to remark that our energy bookkeeping may be a too crude approach to capture the actual limitations one has to deal with in a real metrological setup. Moreover, in many situations, the total time $T$ might indeed place the most stringent limitation on the achievable precision. However, the purpose of this work was to highlight how different assessment of resources might lead to different notions of optimality. Moreover, we wanted to stress the importance of formulating quantifiers of the metrological efficiency capable to capture all the relevant limitations at work in each experimental setup.
While in Chapter 5 we considered a single parameter estimation task, here we tackle the multiparameter estimation problem. In particular, we consider the task of estimating unknown parameters (described by the vector $\mu = \{\mu_1, \ldots, \mu_n\}$) encoded on a probe field initialized in a continuous variable Gaussian state $\hat{\rho}_\mu$, see Chapter 2. We focus on the case in which the transformation imprinting the parameters on the Gaussian probe preserves its Gaussianity. This setting is referred to as Gaussian quantum metrology. Many works analyzing instances of Gaussian quantum metrology can be found in the literature, including the estimation of single or multiple parameters using single-mode or multimode probes [7, 44, 98–123]. Goal of this Chapter, is to investigate the ultimate precision achievable in multimode multiparameter Gaussian quantum metrology: we will indeed derive general analytical expressions for the QFI matrix, Eq. 3.23, and for the quantity in Eq. 3.24 which assesses the existence of a common optimal measurement that allows to estimate jointly a pair of parameters with minimum error (see Paragraph 3.2.2), a condition known as measurement compatibility [44].

This Chapter is structured as follows: in the first Section we will introduce the SLD for continuous variable Gaussian systems. We will then enunciate a theorem which provides compact analytical formulae for the QFI matrix, $\mathcal{F}_{\eta\xi}$, and the ‘measurement compatibility matrix’, $\mathcal{J}_{\eta\xi}$, in the realm of Gaussian quantum metrology. In the last Section, we will apply our results to the joint estimation of a phase shift and two noise parameters specifying a generic phase covariant channel, using two-mode Gaussian probes in an interferometric setup.
6.1 Gaussian Symmetric Logarithmic Derivative

Given an \(n\)-mode Gaussian state \(\hat{\rho}_\mu\), we can write an ansatz for the SLD at most quadratic in the component of the quadrature vector \(\hat{R}\) (sum over repeated indexes is assumed) [29]

\[
\hat{L}_\eta = L^{(0)}_\eta + L^{(1)}_{\eta,1} \hat{R}_i + L^{(2)}_{\eta,jk} \hat{R}_j \hat{R}_k ,
\]

(6.1)

with \(L^{(0)}_\eta \in \mathbb{R}, L^{(1)}_\eta \in \mathbb{R}^{2n}\) and \(L^{(2)}_\eta\) is a \(2n \times 2n\) symmetric matrix. Rewriting the implicit definition of the SLD, Eq. [3.6] by expanding the operators on both sides of the equation in terms of the displacement operator we get an equation for the characteristic functions:

\[
\frac{\partial \chi_{\hat{R}_i \hat{R}_j \hat{R}_p \hat{R}_q}}{\partial \mu_\eta} = L^{(0)}_\eta \chi_{\hat{R}_i \hat{R}_j \hat{R}_p \hat{R}_q} + L^{(1)}_{\eta,i} \chi_{\hat{R}_i \hat{R}_p \hat{R}_q} + L^{(2)}_{\eta,jk} \chi_{\hat{R}_j \hat{R}_k \hat{R}_p \hat{R}_q} .
\]

(6.2)

The second term on the right hand side of the above is given by Eq. [2.26]. To find the last term we can sum Eq. [2.24] with \(\hat{O} = \hat{\rho}_\mu \hat{R}_k\), and Eq. [2.25] with \(\hat{O} = \hat{R}_k \hat{\rho}_\mu\), obtaining

\[
\chi_{\hat{R}_i \hat{R}_j \hat{R}_p \hat{R}_q} = -i \partial_{\eta_i} \chi_{\hat{R}_i \hat{R}_j \hat{R}_p \hat{R}_q} + \frac{1}{2} \Omega_{jj'}^j \chi_{\hat{R}_j \hat{R}_j' \hat{R}_p \hat{R}_q} = \left( -2 \partial_{\eta_i} \partial_{\eta_j} + \frac{1}{2} \Omega_{jj'}^j \right) \chi_{\hat{R}_i \hat{R}_j} ,
\]

(6.3)

where in the last passage we used Eqs. [2.26], [2.27]. Recalling the definition of the characteristic function of a Gaussian state, Eq. [2.31] and the expression of its derivative with respect to \(\eta\), Eq. [2.39], Eq. [6.2] becomes

\[
2i \tilde{r}_p \frac{\partial V}{\partial \mu_\eta} - \frac{1}{2} \frac{\partial V}{\partial \mu_\eta} \tilde{r}_i \tilde{r}_m = 2L^{(0)}_\eta + 2L^{(1)}_{\eta,p} d_p + L^{(2)}_{\eta,jk} (V_{jk} + 2d_jd_k) +
\]

\[
+ i \left( L^{(1)}_{\eta,p} V_{pq} + L^{(2)}_{\eta,jk} d_j V_{ka} + L^{(2)}_{\eta,jk} d_k V_{jq} \right) \tilde{r}_q +
\]

\[
- \frac{1}{2} \tilde{r}_q \left( \Omega_{jk} L^{(2)}_{\eta,j} \hat{\Omega}_{js} + V_{jk} L^{(2)}_{\eta,k} V_{js} \right) \tilde{r}_s .
\]

(6.4)

Since this has to hold for all values of \(\tilde{r}\), we can equate the different orders independently. In vectorial form we get

\[
\partial_{\eta} V = VL^{(2)}_{\eta} V + \Omega L^{(2)}_{\eta} \Omega ,
\]

(6.5)

\[
L^{(1)}_{\eta} = 2V^{-1} \partial_{\eta} d - 2L^{(2)}_{\eta} d ,
\]

(6.6)

\[
L^{(0)}_{\eta} = - \frac{1}{2} \text{Tr}(VL^{(2)}_{\eta}) - L^{(1)\top} d - d^\top L^{(2)} d ,
\]

(6.7)
where $\partial_\eta = \frac{\partial}{\partial \mu_\eta}$. Hence, $L_\eta^{(1)}$ and $L_\eta^{(0)}$ are given once $L_\eta^{(2)}$ is determined. This is done by finding the inverse of the superoperator $\mathcal{M}_V$ acting on a real matrix $A$ as $\mathcal{M}_V(A) = VAV + \Omega A \Omega$. Indeed, one would have $L_\eta^{(2)}(\partial_\eta V)$. In order to find the inverse one has to construct the symplectic transformation $S$ such that $\nu = S^{-1}VS^{-\top}$. The eigenmatrices and eigenvalues of the superoperator $\mathcal{M}_\nu$ are then readily found. The set of eigenmatrices $M_{jk}^l$ have all zero entries except for the $2 \times 2$ block in position $jk$, with $j, k = 1, \ldots, n$, which is given by

$$\{M_{jk}^l\}_{l \in \{0, 3\}} = \frac{1}{\sqrt{2}} \{\Omega, \sigma_z, \mathbb{I}, \sigma_x\}.$$  \(6.8\)

These matrices have been chosen such that they are orthonormal with respect to the Hilbert-Schmidt inner product, $\langle A, B \rangle = \text{Tr}(AB)$. The eigenvalues associated to each eigenmatrix are $(\nu_j \nu_k - (-1)^l)$, where $\nu_i$ are the symplectic eigenvalues of $V$, i.e. the diagonal entries of $\nu$.

The matrix $L^{(2)}$ is then given by

$$L^{(2)} = S^{-\top} M_\nu^{-1} (S^{-1} \partial_\eta VS^{-\top}) S^{-1} = a_{(jk)}^{(l)} \frac{S^{-\top} M_{lk}^{(jk)} S^{-1}}{\nu_j \nu_k - (-1)^l},$$ \(6.9\)

where the coefficients $a_{(jk)}^{(l)}$ are such that $S^{-1} \partial_\eta VS^{-\top} = a_{(jk)}^{(l)} M_{lk}^{(jk)}$, and hence given by

$$a_{(jk)}^{(l)} = \text{Tr} \left( S^{-1} \partial_\eta VS^{-\top} M_{lk}^{(jk)} \right).$$ \(6.10\)

Notice that the superoperator $\mathcal{M}_\nu$ is invertible if and only if $\nu_j \neq 1 \ \forall \ j$, i.e. if all normal modes of the state with covariance matrix $V$ are mixed. If this is not the case, the inversion of $\mathcal{M}_\nu$ is generally not possible unless $S^{-1} \partial_\eta VS^{-\top}$ is orthogonal to the eigenmatrices associated to the singular eigenvalues. One can however perturb the unit symplectic eigenvalues by a quantity $\epsilon$, $\nu_j \rightarrow 1 + \epsilon$, and send $\epsilon$ to zero at the end of the evaluation of the QFI: singularities in $\mathcal{M}_\nu$ will emerge as divergences in the QFI. For a more detailed discussion on the invertibility of the superoperator, we refer the reader to [29].

### 6.2 QFI and ‘compatibility’ matrices for Gaussian states

We will report in this Section our main result:
Theorem 6.1. Given a Gaussian state of an arbitrary number of modes $n$, which depends on the set of parameters $\mu$, described by its first and second statistical moments $d$ and $V$, respectively, we have that
\[
\mathcal{F}_{\eta\zeta} = \frac{1}{2} \text{Tr}(\partial_\zeta V L^{(2)}_\eta) + 2 \partial_\eta d^\top V^{-1} \partial_\zeta d \\
\mathcal{J}_{\eta\zeta} = 2 \text{Tr} \left( \Omega L^{(2)}_\zeta V L^{(2)}_\eta \right) + 2 \partial_\eta d^\top V^{-1} \Omega V^{-1} \partial_\zeta d
\]
with $L^{(2)}_\zeta$ defined by Eq. (6.9).

The proof of this Theorem is reported in Appendix C.

Eq. (6.11) provides a compact expression for the QFI matrix in Gaussian quantum metrology, directly generalizing the formula for the single-parameter case which can be found e.g. in [29,123]. Eq. (6.12), on the other hand, provides a general formula for the quantity defined in Eq. (3.24) which determines the measurement compatibility condition (i) (see Paragraph 3.2.2) between pairs of parameters [44]. Note that, while a formula equivalent to Eq. (6.11) may be alternatively derived from the expression for the quantum fidelity between two Gaussian states as recently reported in [114], the formula in Eq. (6.12) is entirely original in the context of Gaussian quantum metrology and, to the best of our knowledge, no similar expression can be found in previous literature; in particular, Eq. (6.12) cannot be derived using the information geometry methods of [114].

Let us also remark that both formulae appearing in Theorem 6.1 can be evaluated efficiently for an arbitrary Gaussian state $\hat{\rho}_\mu$, although one needs to determine explicitly the symplectic transformation $S^{-1}$ that diagonalizes the covariance matrix $V_\mu$. The latter transformation can be constructed analytically for one and two modes, see e.g. [124-126], and in general can be obtained numerically for a higher number of modes.

6.3 Noisy Optical Interferometry

In this Section we will show an application of our results: we will apply the general formalism of Theorem 6.1 to the task of quantum phase estimation using an optical interferometric setup in the presence of noise [7,41,98,127,128].

The scheme under investigation is depicted in Fig 6.1: an initial two-mode displaced squeezed state (TMDSS) $\hat{\rho}_0$ undergoes a phase transformation...
Figure 6.1: An instance of multiparameter Gaussian quantum metrology. The initial state $\hat{\rho}_0$ is a two-mode displaced squeezed state which passes through an interferometric set-up before a joint measurement is made. One mode undergoes a phase transformation of $\phi/2$ and the other of $-\phi/2$, while both modes are affected by a phase covariant Gaussian channel $\Lambda_{x,y}$ with noise parameters $x$ and $y$. We determine optimal strategies for the estimation of the three parameters $\{\phi, x, y\}$.

and transmission noise in an interferometric setup, before the two modes are jointly measured. The TMDSS has displacement vector and covariance matrix

$$d_0 = \sqrt{2}\{\text{Re}(\alpha), \text{Im}(\alpha), \text{Re}(\beta), \text{Im}(\beta)\}^\top,$$

$$V_0 = \begin{pmatrix}
\cosh(2r) & 0 & -\sinh(2r) & 0 \\
0 & \cosh(2r) & 0 & \sinh(2r) \\
-\sinh(2r) & 0 & \cosh(2r) & 0 \\
0 & \sinh(2r) & 0 & \cosh(2r)
\end{pmatrix}, \quad (6.13)$$

respectively, where $\alpha, \beta \in \mathbb{C}$ are the displacements of each mode, and $r$ is the squeezing parameter. The phase difference between the two arms of the interferometer is $\phi$, and it is imprinted by each mode undergoing a unitary shift of $\mp \phi/2$. We will consider the noise in the form of a generic phase-covariant Gaussian channel $\Lambda_{x,y}$ (see Paragraph 2.3.2), which includes the combined effects of loss ($0 \leq x \leq 1$), amplification ($x > 1$), and added thermal noise ($y \geq |1 - x|$), modelling realistic transmission of the probes in free space or over telecommunication fibres $[26, 29, 126-134]$. Our goal is to estimate all three parameters, $\phi$, $x$ and $y$, as precisely and efficiently as possible by using affordable TMDSS probes.

We therefore check under which circumstances the measurement compatibility condition $J_{\eta(z)} = 0$ is satisfied, that corresponds to the existence of a single optimal measurement for extracting all of the parameters such that the quantum Cramér-Rao bound can be saturated in the limit of infinite re-
petitions of the experiment. Using Eq. [6.12] one finds that only one term of the ‘measurement compatibility matrix’ is in general not identically zero:

\[ J_{\chi \phi} = - J_{\phi \chi} = \frac{|\beta|^2 - |\alpha|^2}{x^2 + y^2 + 2xy \cosh(2r)}, \tag{6.14} \]

i.e. the compatibility condition is satisfied if and only if \(|\alpha|^2 = |\beta|^2|.

From Eq. [6.11] one can easily calculate the QFI matrix and show that the states which give the best estimate, such that \(|\alpha|^2 = |\beta|^2|, are given by Re(\alpha) = Re(\beta) and Im(\alpha) = Im(\beta) = 0. Indeed one easily finds that 

\[ \left[ F \right]_{\text{Im}(\alpha)=\text{Im}(\beta)=0} \geq F. \]

Let us now fix the mean excitation number, Eq. [2.41] of the optimal input TMDSS to be \( \bar{n} = \sinh^2 r + |\alpha|^2 \), and we define \( p = |\alpha|^2 / \bar{n} \) to be the portion of energy invested in displacement rather than in squeezing. It is evident that when \( p = 0 \) it is not possible to estimate the phase, that is because the covariance matrix does not depend on it and the displacement vector is the null vector. Therefore we will not investigate further this case.

For \( 0 < p < 1 \), in the high energy limit \( \bar{n} \gg 1 \) the QFI matrix becomes

\[ F = \begin{pmatrix}
2p\bar{n} & c_x + o\left(\bar{n}^{-\frac{1}{2}}\right) & o\left(\bar{n}^{-1}\right) & 0 \\
0 & \bar{n}^{-1} + o\left(\bar{n}^{-1}\right) & \frac{1}{y^2} & 0 \\
0 & 0 & 2px\bar{n} & c_\phi + o\left(\bar{n}\right)
\end{pmatrix}, \tag{6.15}\]

where \( c_x \) and \( c_\phi \) are some terms constant in \( n \). We see that the off-diagonal terms scale as \( (F)_{xy} \sim n^{-1} \), hence, in this limit, we can consider the compatibility condition (iii) satisfied, meaning that the parameters are statistically independent. We also notice that while terms \( F_{xx} \) and \( F_{\phi\phi} \) are linear in \( \bar{n} \), \( F_{yy} \) is constant. Therefore, while the mean square error on \( x \) and \( \phi \) vanishes displaying a SQL scaling (as expected since one cannot have sub-shot noise enhancement in the presence of noise \([127,128,135]\)), the mean square error on \( y \) (also called added noise) corresponds to the value of the noise parameter itself: \( \Delta y = y \).

When all the energy is invested in displacement, \( p = 1 \), the compatibility condition (iii) is not satisfied for any value of the energy, meaning that the Cramér-Rao bound cannot be saturated using TMDSS. Indeed, the off-diagonal elements of the QFI matrix read

\[ F_{xy} = \frac{2}{(x + 1)^2 - 1}. \tag{6.16} \]
Also in this case, one finds that $F_{xx}, F_{\phi\phi} \sim \bar{n}$, whereas $F_{yy} = F_{xy}$ is constant in $\bar{n}$.

6.4 REMARKS

In this Chapter we derived general formulae to assess the ultimate precision achievable in Gaussian quantum metrology, that is, in the estimation of multiple parameters encoded in multimode Gaussian states. Indeed we derived a compact analytical expression for the quantum Fisher information matrix, in terms of first and second statistical moments of the probe state. We also obtained an analytical formula for the ‘measurement compatibility matrix’ which allows to assess whether the quantum Cramèr-Rao bound can be asymptotically saturated, i.e. whether a common measurement able to extract information optimally on all the parameters exists.

As an illustrative example, we applied our general formalism to study the practical estimation of three relevant physical parameters in noisy optical interferometry: an unknown phase difference between the two arms of an interferometer, and two unknown noise terms which specify a generic phase-covariant Gaussian channel. We showed that TMDSS probes with optimally tuned displacement satisfy the measurement compatibility condition. We also saw that if all the available energy is invested in displacement, the compatibility condition (iii), ensuring the statistical independence of the parameters, is never satisfied. Putting a fraction of this energy into squeezing is necessary in order to satisfy this condition at least in the limit of high energy.

Our techniques can be promptly applied to a broad range of problems in fundamental science and technology [736136], wherever the precise estimation of parameters encoded in quadratic Hamiltonians or noisy evolutions preserving Gaussianity is demanded. While this Chapter focused mainly on compatibility conditions (i) and (iii), namely measurement compatibility and statistical independence [44], our framework can be combined with efficient numerical algorithms to find optimal input probe states [116137138], in order to fulfil condition (ii) and minimize the overall error on estimating multiple parameters.
GAUSSIAN NON-MARKOVIANITY

In Paragraph 6.3, we modelled the noise as a phase-covariant Gaussian channel, characterized by two parameters. In general, see Paragraph 2.3.1, a Gaussian quantum channel can be described by two matrices. When the Gaussian quantum channel describes an open Gaussian dynamics, these two matrices are time dependent. In this Chapter we investigate these time-continuous Gaussian channels, with a particular focus on those which violate CP-divisibility and can therefore be considered non-Markovian, see Paragraph 1.2.3.

Non-Markovian evolutions of open quantum systems have been extensively studied in recent years [139–141]. These evolutions, in contrast with Markovian evolutions, are characterized by memory effects which can appear in many forms. Efforts are made to detect, classify and characterize them by witnesses and measures that stress different manifestations [142–150]. These studies are motivated by the search for better control of quantum states. In quantum computation memory effects make an impact, for instance, on error correction schemes or reduction of decoherence rates [151–156]. Not less important is the impact on cryptography [157], where we usually assume that an eavesdropper has access to the environment and is free to manipulate it interfering in privacy and security. It appears that Markovian evolutions are not able to describe certain biological processes, that due to memory effects are driven more efficiently [158–160]. Finally the experimental techniques are now appropriate to investigate the effects beyond the Markovian regime [161–163].

We saw, in Paragraph 1.2.2, that if a quantum evolution is described by a family of maps with a semigroup structure, then it is described by the Lindblad master equation. This can be derived by microscopical models by im-
posing Born-Markov and secular approximations. By making these approximations one assumes that the system of interest and its environment are uncorrelated at every instant and that the environment does not preserve any self-correlations on the relevant timescale of the system evolution. The lack of correlations at each instant denotes the lack of memory, hence the Markovianity. Lindblad-like evolutions however, do not describe the most general Markovian dynamics. Indeed, we recognise a non-Markovian process when the proper description of an evolution cannot be found among CP-divisible maps \[25\], see Paragraph \[1.2.3\]. In this case, correlations between the system and the environment and the environmental self-correlations are essential at some stage \[164-166\].

The association of Markovian processes with CP-divisible maps results in important restrictions. Let us mention that given a bipartite state entanglement and mutual information cannot increase if a CP map is applied locally to one of the subsystems. Similarly, certain measures of distinguishability between quantum states, like fidelity or trace distance, cannot increase if a CP map is applied to both the states. In consequence, the violation of any of the rules mentioned above at some time \(t > 0\) during a quantum evolution is an evidence that some intermediate map is not CP, hence the evolution is non-Markovian. Violation of the CP-divisibility can then be witnessed by temporary increase of the above-mentioned quantities or similar quantities subjects to the same no-go properties \[142-144, 146, 151\]. Proper measures of non-Markovianity are based on direct examination of complete-positivity of all intermediate maps in a process \[143, 145, 147\]. A unified picture of several measures of non-Markovianity has been presented recently in \[145\] where the authors introduced a hierarchy of the degrees of non-Markovianity based on the smallest degree of positivity of intermediate maps.

In this Chapter we are going to consider non-Markovian Gaussianity-preserving evolutions of Gaussian quantum states, or, in other words, non-Markovian Gaussian channels. In particular, in the first Section, we are going to define a non-Markovianity witness for Gaussian channels using an operational figure of merit introduced in the context of quantum metrology, namely the Gaussian interferometric power \[167, 168\]. This quantity assesses the guaranteed precision of phase estimation in a black-box interferometric setting, where the generator of the phase shift to be estimated
is a priori unknown, when using bipartite Gaussian probes. In the second Section we will define the notion of Gaussian $k$-mode positivity and provide necessary and sufficient criteria for it. Applying this notion to intermediate Gaussian evolutions will allow us to distinguish three classes of processes: Markovian, weakly and strongly non-Markovian. We will hence be able to classify, using an intuitive pictorial diagram divided in three regions, one per each class of the hierarchy, all one-mode Gaussian channels.

### 7.1 A NEW WITNESS FOR GAUSSIAN NON-MARKOVIANITY

Many quantum information quantities exhibit monotonic behaviour under the application of local quantum operations (CP maps). Such a property allows one to define non-Markovianity witnesses. Indeed, given a family of CP maps $\Phi_t$, let us consider some quantity $X : \mathcal{B}(\mathcal{H} \otimes \mathcal{H}) \to \mathbb{R}$ such that, $\forall \hat{\varrho} \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H})$, the following holds

$$X(\hat{\varrho}) \geq X(\Phi_t \otimes 1(\hat{\varrho})) \equiv X(\hat{\varrho}(t)), \quad \forall t > 0 \tag{7.1}$$

and let us also suppose that for every time $t$, there exists the inverse map $\Phi_t^{-1}$, so that the intermediate evolution $\Phi_{t,s}$, $\text{Eq.}[1.93]$ is well defined. Then, if the quantum evolution describes a Markovian process, i.e. the intermediate map $\Phi_{t,s}$ is CP, one has that

$$X(\hat{\varrho}(s)) \geq X(\Phi_{t,s} \otimes 1(\hat{\varrho}(s))) \quad \forall t > s > 0, \tag{7.2}$$

holds $\forall \hat{\varrho} \in \mathcal{B}(\mathcal{H} \otimes \mathcal{H})$. A violation of the above is a signature of non-Markovianity. It is worth remarking that even if Eq [7.2] holds for some quantum evolution $\Phi_t$, the possibility that it describes a non-Markovian evolution is not ruled out. Mutual information, entanglement, quantum discord (when the map is applied on the subsystem which is not being measured), are all quantities which satisfy Eq [7.1] and are therefore good candidates to construct non-Markovianity witnesses.

As already mentioned in the introduction to this Chapter, other quantities, like for example the Bures distance, $\text{Eq.}[1.18]$ can be used in an analogous way. By using some distance $D$ which satisfies a condition like Eq [1.19] one can be sure that the evolution is non-Markovian if

$$D(\hat{\rho}_1(s), \hat{\rho}_2(s)) < D(\Phi_{t,s}(\hat{\rho}_1(s)), \Phi_{t,s}(\hat{\rho}_2(s))) = D(\hat{\rho}_1(t), \hat{\rho}_2(t)), \tag{7.3}$$
GAUSSIAN NON-MARKOVIANITY

for some $t > s > 0$.

Following the line drew in the seminal work [142], given a quantity $\Xi(t)$ monotonic under CP maps, one can define the non-Markovianity witness as

$$\mathcal{N}_\Xi = \int_{\sigma > 0} dt \sigma_t, \quad \text{with} \quad \sigma_t = \frac{d}{dt}\Xi(t), \quad (7.4)$$

where the integral is performed over all time intervals where $\sigma > 0$. “Re-
vivals” of a quantity $\Xi(t)$, i.e. a temporary increase of $\Xi(t)$, are usually
considered the fingerprint of some memory effect and described as the
signature of a backflow of information from the environment into the sys-

tem [142–144].

We will now introduce the Gaussian interferometric power and then ex-

ploit its non-monotonic behaviour under non-divisible CP Gaussian evolu-
tions to define a non-Markovianity witness for CV Gaussian systems.

7.1.1 Gaussian interferometric power

Let us consider a two-mode Gaussian state $\hat{\rho}_{AB}$ prepared by two parties, Alice and Bob, as a probe for an interferometer. One of the two modes, $B$, undergoes a Gaussian unitary transformation $\hat{U}_B^\phi = e^{-i\phi\hat{H}_B}$, where the parameter $\phi$ is unknown and of the generator $\hat{H}_B$ is only known its (har-
monic) spectrum. Because of the lack of a detailed knowledge about the
generator, this setup is called black-box interferometry. The unitary can be
rewritten as $\hat{U}_B^\phi = \hat{V}_B^\dagger \hat{W}_B^\phi \hat{V}_B$, where $\hat{W}_B^\phi$ is the usual phase-shift unitary as
defined in Eq. 2.58, and $\hat{V}_B$ is an arbitrary Gaussian unitary transformation.
The transformed two-mode state reads

$$\hat{\rho}_{AB}^\phi = \left(1_A \otimes \hat{U}_B^\phi\right) \hat{\rho}_{AB} \left(1_A \otimes \hat{U}_B^\dagger\right). \quad (7.5)$$

At this point, Alice and Bob are given the information about the the genera-
tor, i.e. $\hat{V}_B$, so that they can perform an optimal measurement on the output,
Eq 7.5 in order to estimate the unknown phase $\phi$. We have already seen that

$\Xi(t)$ could be a correlation-like quantity $\mathcal{X}$, which is monotonic under application of

the channel on a part of its single argument, or some distance-like quantity $\mathcal{D}$, which

is contractive under CP maps. With the notation $\Xi(t)$ we consider both cases: $\Xi_\mathcal{X}(t) \equiv \max_{\hat{\rho}} \mathcal{X}(\hat{\rho}_t \otimes 1(\hat{\rho}))$ or $\Xi_\mathcal{D}(t) \equiv \max_{\hat{\rho}_1, \hat{\rho}_2} \mathcal{D}(\hat{\rho}_1(t), \hat{\rho}_2(t))$. 
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the mean-square error in the estimation of this phase is lower-bounded by the inverse of the Fisher information $\mathcal{F}(\hat{\varrho}_A^{\phi})$ (see Eq. 3.11).

The figure of merit adopted to quantify the guaranteed precision of the estimation given the probe state $\hat{\varrho}_{AB}$ in this black-box interferometry setup is the Gaussian interferometric power (GIP) $\mathcal{P}_B(\hat{\varrho}_{AB})$ defined as the Fisher information of the state $\hat{\varrho}_A^{\phi}$ in the worst case scenario:

$$\mathcal{P}_B(\hat{\varrho}_{AB}) = \frac{1}{4} \inf_{\hat{\varrho}_B} \mathcal{F}(\hat{\varrho}_A^{\phi}) .$$

(7.6)

It has been shown that the GIP is a measure of discord-like correlations for general mixed states [167–169]: (i) it vanishes if and only if $\hat{\varrho}_{AB}$ is a product state (since the only Gaussian states with no quantum correlations are product states [168,170]), (ii) it is invariant under local Gaussian unitaries and (iii) it is monotonically nonincreasing under local quantum operations applied by Alice.

The minimization in Eq. 7.6 can be done exactly for two-mode Gaussian states and a compact formula in terms of the covariance matrix

$$V_{AB} = \begin{pmatrix} A & C \\ C^\top & B \end{pmatrix} ,$$

(7.7)

where $A$, $B$ and $C$ are $2 \times 2$ real matrices such that $A = A^\top$ and $B = B^\top$, is given by

$$\mathcal{P}_B(V_{AB}) = \frac{f_x + \sqrt{f_x^2 + f_y f_z}}{2f_y} ,$$

(7.8)

where

$$f_x = (I_2 + I_3)(1 + I_1 + I_3 - I_4) - I_4^2 ,$$

$$f_y = (I_4 - 1)(1 + I_1 + I_2 + 2I_3 + I_4) ,$$

$$f_z = (I_2 + I_4)(I_1 I_2 - I_4) + I_3(1 + I_1)(2I_2 + I_3) ,$$

(7.9)

where $I_1 = \det A$, $I_2 = \det B$, $I_3 = \det C$ and $I_4 = \det V_{AB}$. If the covariance matrix $V_{AB}$ is in standard form, Eq. 2.75, with $c_+ = |c_-| = c$, i.e.

$$A = a \mathbb{1}, \quad B = b \mathbb{1}, \quad C = -c \sigma_z, \quad a, b, c \in \mathbb{R}_+ ,$$

(7.10)

then the GIP reduces to the much simpler form [168,169]

$$\mathcal{P}_B(V_{AB}) = \frac{c^2}{2(ab - c^2 + 1)} .$$

(7.11)
7.1.2 GIP as Gaussian non-Markovianity witness

Thanks to the GIP, because of property (iii), we can construct a non-Markovianity witness $N_P$, Eq. 7.4, for a Gaussian channel $\Phi_t$, using two-mode Gaussian probes. To witness the non-Markovianity of a Gaussian channel $\Phi_t$ one prepares a two-mode Gaussian state with covariance matrix $V_{AB}$, mode $A$ undergoes the quantum evolution $\Phi_t$ while mode $B$ is left untouched. One can therefore study the time evolution of the GIP $\mathcal{P}_B(V_{AB})$ and define

$$\sigma_P(t) = \frac{d}{dt} \mathcal{P}_B(V_{AB})$$

such that any positive value of $\sigma_P(t)$ signify that the map $\Phi_t$ is non CP-divisible, therefore describes a non-Markovian process. The optimized non-Markovianity witness is readily defined

$$N_P(\Phi_t) = \max_{V_{AB}} \int_{\sigma_P(t) > 0} dt \, \sigma_P(t),$$

where the integral is over all the times such that $\sigma_P(t) > 0$, i.e. when the GIP shows revivals.

A remarkable aspect of characterizing non-Markovianity using GIP is that, because of GIP’s property (i), it is possible to witness the non-Markovian dynamics of a local Gaussian channel by studying the unoptimized witness

$$N_P^{V_{AB}}(\Phi_t) = \int_{\sigma_P(t) > 0} dt \, \sigma_P(t),$$

built for a probe Gaussian state $\hat{\rho}_{AB}$ with covariance matrix $V_{AB}$ which exhibits quantum correlations beyond entanglement. This becomes particularly relevant when one wishes to detect non-Markovian behaviour in an experimental setting since unentangled mixed states can be easily engineered with the current toolbox of quantum optics.

7.2 NON-MARKOVIANITY HIERARCHY OF GAUSSIAN EVOLUTIONS

In this section we will consider the evolution of $n$-mode Gaussian quantum states under continuous-time Gaussianity preserving processes, i.e. Gaussian maps $\Phi_t$ described by matrices $(X_t, Y_t)$ such that $Y_t = Y_t^\top$ and, see Eq. 2.81

$$Y_t - i\Omega_n + iX_t\Omega_nX_t^\top \geq 0, \quad \forall \ t \geq 0,$$
with $\Omega_n$ being the $n$-mode symplectic form, Eq.2.1 and $X_0 = 1$ and $Y_0 = O$, where $O$ is the null matrix. $X_t$ and $Y_t$ act on the first and second statistical moments of a Gaussian state as
\begin{align*}
d &\rightarrow d_t = X_t d , \\
v &\rightarrow v_t = X_t v X_t^\top + Y_t .
\end{align*}
(7.16)

Taking inspiration from the analysis for finite-dimensional processes carried in [145], and building on the methods of [147], where non-Markovian Gaussian maps have been characterized in terms of CP-divisibility, we will identify a simple hierarchy of continuous-time Gaussian evolutions based on their divisibility degree. Before doing this we have to introduce the notion of $k$-mode positivity of Gaussian maps $(X, Y)$.

7.2.1 $k$-mode positivity of Gaussian maps

Inspired by the hierarchy of $k$-positivity for finite dimensional channels, see Paragraph 1.1.2, we define a Gaussian map $(X, Y)$ acting on $n$-mode Gaussian inputs as $k$-mode positive (kP) if its trivial extension on $k$ additional modes is positive, i.e. if for all $(n + k)$-mode Gaussian states with covariance matrix $V_{n+k} \geq i\Omega_{n+k}$, the following holds:
\begin{equation}
(X \oplus 1_k)V_{n+k}(X \oplus 1_k)^\top + Y \oplus O_k \geq i\Omega_{n+k} .
\end{equation}
(7.17)

Interestingly, this hierarchy “collapses” as a consequence of this theorem (see Appendix D for the proof):

**Theorem 7.1.** For any $n$, the CP condition, Eq.2.81 is equivalent to the kP condition, Eq.7.17 with $k = 1$.

This theorem tells us that in the Gaussian scenario, unlike the finite dimensional case, the $k$-mode positivity hierarchy collapses in only three classes: completely positive (CP, $k = 1$), positive (P, $k = 0$) and non-positive (NP) Gaussian maps. We can derive a simple condition to distinguish between the last two classes in terms of the pair $(X, Y)$. Notice that, because of Eq.D.15 for Eq.7.17 to hold, it is sufficient to check its validity on pure Gaussian states, whose covariance matrix can always be written as $V_{\text{pure}} = SS^\top$, with $S \in Sp(2n, \mathbb{R})$. We can therefore state that a Gaussian map with Gaussian inputs is positive (Eq.7.17 holds for $k = 0$) if and only if
\begin{equation}
XSS^\top X^\top + Y - i\Omega_n \geq 0 , \quad \text{with} \quad S \in Sp(2n, \mathbb{R}) .
\end{equation}
(7.18)
The above, together with the CP condition, Eq. 2.81, allow to fully classify the positivity properties of any \( (n \to n) \)-mode Gaussian map described by the pair of matrices \((X, Y)\) acting on Gaussian inputs.

### 7.2.2 Hierarchy of Gaussian non-Markovianity

We are now provided with the right tools to construct a non-Markovianity hierarchy for continuous-time Gaussian processes described by the matrices \((X_t, Y_t)\) which satisfy Eq. 7.15 acting on the displacement vector and covariance matrix of a Gaussian state as in Eq. 7.16. We are interested in the divisibility property of these maps, therefore, following the approach of [147] we can study the positivity of the intermediate map \((X_{\tau}(t), Y_{\tau}(t))\) acting on the evolving system between times \(t\) and \(t + \tau\) as \(V_t \to V_{t+\tau} = X_{\tau}(t)V_tX_{\tau}^\top(t) + Y_{\tau}(t)\). Given two Gaussian channels \((X_2, Y_2)\) and \((X_1, Y_1)\), their composition is

\[
(X_2, Y_2)(X_1, Y_1) = (X_2X_1, X_2Y_1X_2^\top + Y_2) .
\]

(7.19)

Inverting the above through matrix vectorization, one finds the expression for the intermediate map \((X_{\tau}(t), Y_{\tau}(t))\) [147]:

\[
X_{\tau}(t) = X_{t+\tau}X_t^{-1} , \quad Y_{\tau}(t) = Y_{t+\tau} - X_{t+\tau}Y_tX_{t+\tau}^\top(t) .
\]

(7.20)

Imposing the CP condition on the intermediate map for all times \(t, \tau > 0\), leads us to the condition for a Markovian evolution [147]

\[
iX_{\tau}(t)\Omega X_{\tau}^\top(t) + Y_{\tau} - i\Omega \geq 0 .
\]

(7.21)

Any continuous-time Gaussian map violating Eq. 7.21 for some intermediate times is non-Markovian. We can, however, add an extra distinction for these kind of maps, namely, if a Gaussian CP map is not CP-divisible but is P-divisible, i.e. the positivity condition

\[
X_{\tau}(t)SS^\top X_{\tau}^\top(t) + Y_{\tau}(t) - i\Omega \geq 0 , \quad \forall S \in Sp(2n, \mathbb{R}) ,
\]

(7.22)

holds, then the evolution is dubbed weakly non-Markovian. On the other hand, if there is at least one intermediate map violating Eq. 7.22 then the process is strongly non-Markovian.
7.2 NON-MARKOVIANITY HIERARCHY OF GAUSSIAN EVOLUTIONS

7.2.3 Complete classification of one-mode Gaussian maps

In what follows, we will focus on single-mode continuous-time Gaussian maps. Thanks to Eq.\[7.20\], from the global map \((X_t, Y_t)\), it is possible to construct the intermediate maps described by the 2 × 2 matrices \((X_\tau(t), Y_\tau(t))\). Since, in order to check CP(P)-divisibility of the map \((X_t, Y_t)\), it is sufficient to verify that inequality Eq.\[7.21\] (Eq.\[7.22\]) holds in the limit of small \(\tau^2\) and in this limit we have that \(X_\tau(t)\) and \(Y_\tau(t)\) are close to the identity and to the null matrix respectively, we can expand these matrices up to first order in \(\tau\)

\[
X_\tau(t) = (1 + \tau \frac{\partial}{\partial t}) I + \tau \mathcal{X}(t) + o(\tau^2),
Y_\tau(t) = \tau \mathcal{Y}(t) + o(\tau^2),
\] (7.23)

where \(\mathcal{X}(t)\) is some arbitrary linear combination of \(\sigma_x, \sigma_z, \Omega\) and \(\mathcal{Y}(t)\) is some arbitrary symmetric matrix. We will now give two theorems that completely characterize the degree of Gaussian non-Markovianity of any single-mode Gaussian map \((X_t, Y_t)\), in terms of three real parameters:

\[
\epsilon_t \equiv \frac{d}{dt} \ln |\det X_t|, \quad (7.24)
\]

\[
\delta_t \equiv (\det X_t)^2 \det \left( \frac{d}{dt} \left( X_t^{-1} Y_t (X_t^\top)^{-1} \right) \right), \quad (7.25)
\]

\[
\kappa_t \equiv \frac{d}{dt} \text{tr} Y_t - 2\text{tr} \left( \frac{dX_t}{dt} X_t^{-1} Y_t \right), \quad (7.26)
\]

**Theorem 7.2.** A single-mode continuous-time Gaussian process \(\Phi_t\) described by the pair of matrices \((X_t, Y_t)\) is CP-divisible if the following condition holds:

\[
\mu_t \geq |\epsilon_t|, \quad \forall \ t > 0 \quad (7.27)
\]

with

\[
\mu_t \equiv \begin{cases} 
\text{sgn}(\kappa_t) \sqrt{\delta_t}, & \text{for } \delta_t \geq 0 \\
-\sqrt{|\delta_t|}, & \text{for } \delta_t < 0 
\end{cases} \quad (7.28)
\]

**Proof.** Let us start with simplifying the CP condition Eq.\[7.21\]; since \(X_\tau(t)\) is a 2 × 2 matrix, we have that \(X_\tau(t) \Omega X_\tau^\top(t) = \Omega \det X_\tau(t)\). This allows us to reduce the CP-divisibility condition Eq.\[7.21\] to the following form

\[
Y_\tau(t) + i(\det X_\tau(t) - 1) \Omega \geq 0, \quad (7.29)
\]

2 The composition of an arbitrary number of intermediate CP(P) maps is CP(P).
Moreover, noticing that
\[
X_{\tau}(t) = \begin{pmatrix} (1 + \tau \frac{\gamma}{2}) + \tau \gamma & \tau \beta \\ \tau \alpha & (1 + \tau \frac{\gamma}{2}) - \tau \gamma \end{pmatrix} + o(\tau^2), \tag{7.30}
\]
we have
\[
det X_{\tau}(t) = \left(1 + \tau \frac{\epsilon}{2}\right)^2 - \tau^2(\gamma^2 + \alpha \beta) + o(\tau^4) = 1 + \tau \epsilon t + o(\tau^2), \tag{7.31}
\]
and making use of Eqs. 7.20 we find the expression for \(\epsilon_t\), Eq. 7.24:
\[
\epsilon_t = \lim_{\tau \to 0} \frac{\det X_{\tau}(t) - 1}{\tau} = \lim_{\tau \to 0} \frac{\det X_{\tau+\tau} - \det X_{\tau}}{\tau} = \lim_{\tau \to 0} \left(\frac{\det X_{\tau+\tau} - \det X_{\tau}}{\tau}\right) \det X_{\tau}^{-1} = \frac{d}{dt} \ln |\det X_t|.
\]

Now, since \(Y_{\tau}\) is a 2 \times 2 real symmetric matrix, it can be diagonalized by orthogonal transformations. Moreover, through a symplectic transformation of the form \(Z_z \equiv \text{diag}\{z, 1/z\}\) it can be brought to a diagonal form proportional to the identity or to the Pauli matrix \(\sigma_z\). The proportionality factor is \(\mu_t\) such that
\[
\mu_t^2 = |\delta_t|, \tag{7.32}
\]
where \(\delta_t \equiv \det Y(t)\). Making use of Eqs. 7.20 one finds the expression for \(\delta_t\), Eq. 7.25:
\[
\det Y(t) = \lim_{\tau \to 0} \det \left(\frac{Y_{\tau}(t)}{\tau}\right) = \lim_{\tau \to 0} \det \left(\frac{Y_{\tau+\tau} - X_{\tau}(t)Y_tX^\top_{\tau}(t)}{\tau}\right) = (\det X_t)^2 \det \left(\frac{d}{dt} \left(X_t^{-1}Y_tX_t^{-\top}\right)\right),
\]
where \(X_t^{-\top} = \left(X_t^{-1}\right)^\top\).

Let us consider the case \(\delta_t > 0\), i.e. \(Y(t)\) is positive or negative definite, and let \(\mu_t^>\) be the symplectic eigenvalue with the sign of \(Y(t)\), i.e. \(\mu_t^> = \text{sgn}(\kappa_t)\sqrt{|\delta_t|}\), where
\[
\kappa_t = \text{tr} Y(t) = \lim_{\tau \to 0} \frac{\text{tr} Y_{\tau}(t)}{\tau} = \lim_{\tau \to 0} \frac{\text{tr} \left(Y_{\tau+\tau} - X_{\tau}(t)Y_tX^\top_{\tau}(t)\right)}{\tau} = \frac{d}{dt} \text{tr} Y_t - 2\text{tr} \left(\frac{dX_t}{dt}X_t^{-1}Y_t\right).
\]
Since $Y_\tau(t)$ can be brought into its diagonal form by a symplectic transformation which leaves $\Omega$ invariant and doesn’t change the sign of the inequality, we can rewrite the CP condition as

$$\mu_t > 0 \quad \forall \ t \geq 0 . \quad (7.33)$$

The CP (infinitesimal) divisibility condition can then be easily expressed in terms of $\mu_t$ and $\epsilon_t$:

$$\mu_t > |\epsilon_t| \quad \forall \ t \geq 0 . \quad (7.34)$$

In the case $\delta_t < 0$, through a symplectic transformation we can bring Eq. (7.29) into the form

$$\pm \mu_t \sigma_z + i \epsilon_t \Omega + o(\tau) \geq 0 , \quad (7.35)$$

with $\mu_t = \sqrt{|\delta_t|}$. This inequality is never satisfied because the eigenvalues of the lhs are one the opposite of the other. Hence, by defining $\mu_t$ as in Eq. (7.28) one can write the CP condition Eq. (7.27) \hfill \Box

**Theorem 7.3.** A single-mode continuous-time Gaussian process $\Phi_t$ described by the pair of matrices $(X_t, Y_t)$ is $P$-divisible if the following condition holds:

$$\mu_t \geq \frac{|\epsilon_t| - \epsilon_t}{2} , \quad \forall \ t > 0 , \quad (7.36)$$

with $\mu_t$ as defined in Eq. (7.28).

**Proof.** Exploiting again the property that any $2\times2$ matrix divided by the square root of its determinant is a symplectic matrix, the $P$-divisibility condition Eq. (7.22) can be rewritten as

$$\forall \ S \in \text{Sp}(2, \mathbb{R}) , \quad \det X_\tau(t) SS^T + Y_\tau(t) - i \Omega \geq 0 . \quad (7.37)$$

We first consider the case $\delta_t \geq 0$. The above inequality can be recast as

$$\forall \ S \in \text{Sp}(2, \mathbb{R}) , \quad \det X_\tau(t) SS^T + \mu_t \tau I - i \Omega \geq 0 . \quad (7.38)$$

Using the Euler decomposition of symplectic transformations $S = O_1 Z_2 O_2$, where $Z_2 \equiv \text{diag}\{z, 1/z\}$ with $z \in (0, 1]$ and $O_i$ is an orthogonal matrix, we can further simplify the $P$-divisibility condition as follows

$$\forall \ z \in (0, 1] , \quad \det X_\tau(t) Z_2^2 + \mu_t \tau I - i \Omega \geq 0 . \quad (7.39)$$
At first order in $\tau$, the eigenvalues of the lhs of Eq.\ref{eq:7.39} are

$$
\lambda_1 = \left( \frac{2 \epsilon_t \omega^2}{\omega^4 + 1} + \mu_t \right) \tau, \tag{7.40}
$$

$$
\lambda_2 = \frac{\omega^4 + 1}{2\omega^2} + \left( \frac{(\omega^8 + 1) \epsilon_t}{\omega^6 + \omega^2} + \mu_t \right) \tau. \tag{7.41}
$$

We notice that $\lambda_2$ is always positive for small $\tau$, hence the positivity of the intermediate map depends only on $\lambda_1$; in particular we have that the intermediate map is positive if

$$
\frac{2\epsilon_t \omega^2}{\omega^4 + 1} + \mu_t \geq 0 \quad \forall \ z \in (0, 1], \tag{7.42}
$$

which is equivalent to Eq.\ref{eq:7.43}

$$
\mu_t \geq |\epsilon_t| - \epsilon_t. \tag{7.43}
$$

In the case for which $\delta_t < 0$ the $P$-divisibility condition becomes

$$
\forall \ z \in (0, 1], \quad \det X_\tau(t) Z_z^2 \pm \mu_t \tau \sigma_z - i\Omega \geq 0, \tag{7.44}
$$

which is never satisfied.

Summarizing, the single-mode continuous-time Gaussian processes for which Theorem \ref{thm:7.2} is satisfied are Markovian. Those for which Theorem \ref{thm:7.3} is satisfied while Theorem \ref{thm:7.2} is not, are weakly non-Markovian. Those for which Theorem \ref{thm:7.3} is not satisfied are strongly non-Markovian.

Thanks to Theorems \ref{thm:7.2}, \ref{thm:7.3} we can therefore distinguish three regions in the space of parameters $\epsilon$ and $\mu$ which correspond to the intermediate map being respectively $CP$, $P$, and $NP$ divisible:

$$
Y_{CP} \equiv \{(\epsilon, \mu) \mid \mu \geq |\epsilon|\},
$$

$$
Y_P \equiv \{(\epsilon, \mu) \mid 2\mu \geq |\epsilon| - \epsilon\}, \tag{7.45}
$$

$$
Y_{NP} \equiv \mathbb{R}^2 \setminus Y_P,
$$

A pictorial representation of these regions can be found in Fig.\ref{fig:7.1}. One can define a similar diagram to characterise the legitimate quantum channels, i.e. the single-mode Gaussian channels which satisfy Eq.\ref{eq:2.84} therefore regions analogous to $Y_{P/CP}$ and $Y_{NP}$ are denoted as non-physical \[132, 134, 171\]. However, since the diagram considered here is for the intermediate maps of a globally physical process (CP), which can violate the CP condition for some intermediate times, these regions are permitted.
Let us first establish a relation between the Gaussian non-Markovianity degree and the intermediate maps represented by points of the diagram. Processes that are continuous in time, described by time-dependent parameters \((\epsilon_t, \mu_t)\), define paths \(\Gamma_t \equiv \{(\epsilon_s, \mu_s) \mid s \in [0, t]\}\) on the diagram. We can then characterize the non-Markovianity of the evolution studying the paths \(\Gamma_t\) on the \((\epsilon, \mu)\) plane. If an evolution is Markovian the trajectory will be confined for all times in the \(\Upsilon_{CP}\) region:

\[
\Gamma_t \in \Upsilon_{CP} \quad \forall \ t > 0 .
\] (7.46)

If for some times the trajectory trespasses in the \(\Upsilon_{P/CP}\) region but never trespasses in the \(\Upsilon_{NP}\) one, i.e.

\[
\Gamma_t \in \Upsilon_P \quad \forall \ t > 0 , \quad \text{and} \quad \exists \ s \leq t \ \text{s.t.} \ (\epsilon_s, \mu_s) \notin \Upsilon_{CP}
\] (7.47)

then the evolution is \textit{weakly} non-Markovian. If for some times a curve crosses into the \(\Upsilon_{NP}\) region then the evolution is said to be \textit{strongly} non-Markovian.

Figure 7.1: Pictorial diagram of parameters \((\epsilon, \mu)\) characterizing one-mode Gaussian intermediate maps. The diagonal striped pattern corresponds to the \(P\)- but not \(CP\)-divisible region \(\Upsilon_{P/CP}\). The crosshatch pattern identifies the \(CP\)-divisible region \(\Upsilon_{CP}\). The white region corresponds to \(\Upsilon_{NP}\). A path, \(\Gamma_t = (\epsilon_t, \mu_t)\), on the diagram denotes a process with parameters changed continuously in time. The solid black path represents a quantum Brownian motion process as described in the text, with \(\omega_0/\omega_c = 2\).
7.2.4 Phase-insensitive maps: allowed trajectories

We intend to analyse the constraints that are given by the condition that a process is formed by a family of Gaussian CP maps represented by the pair of matrices \((X_\tau(t), Y_\tau(t))\), each of which transforms a state at time \(t\) to a later moment of time \(t + \tau\). This family of maps establishes a path on the diagram introduced in the previous paragraph. Further on we consider only phase-insensitive channels for which the intermediate maps read

\[
X_\tau(t) = \left(1 + \frac{\epsilon_t \tau}{2}\right) \mathbb{1}, \quad \text{(7.48)}
\]

\[
Y_\tau(t) = \mu_t \tau \mathbb{1}. \quad \text{(7.49)}
\]

Applying the composition law for Gaussian maps Eq.\(7.19\), we reconstruct the map from time \(t = 0\) to some time \(t = N\tau\):

\[
(X_N(t), Y_N(t)) = (X_\tau(N\tau), Y_\tau(N\tau)) \circ \cdots \circ (X_\tau(\tau), Y_\tau(\tau)).
\]

\[
\text{(7.50)}
\]

It is easy to show that

\[
X(N\tau) = \prod_{n=0}^{N} \left(1 + \tau \frac{e(n\tau)}{2}\right) \mathbb{1}, \quad \text{(7.51)}
\]

\[
Y(N\tau) = \prod_{n=0}^{N} \left(1 + \tau \frac{e(n\tau)}{2}\right)^2 \sum_{m=1}^{N} \frac{\mu(m\tau) \tau}{\prod_{k=0}^{m} \left(1 + \tau \frac{e(k\tau)}{2}\right)^2} \mathbb{1}, \quad \text{(7.52)}
\]

which for \(\lim_{N \to \infty} \lim_{\tau \to 0} N\tau = t > 0\) become

\[
X_t = e^{\frac{1}{2} \int_0^t e(s) ds} \mathbb{1},
\]

\[
Y_t = \left( e^{\int_0^t e(s) ds} \int_0^t \mu(r) e^{-\int_0^r e(s) ds} dr \right) \mathbb{1}.
\]

\[
\text{(7.53)}
\]

\[
\text{(7.54)}
\]

A paradigmatic example, widely studied in the literature [2][172] (and references therein), is the Quantum Brownian Motion model. This model consists of a particle, subject to a harmonic potential, constrained to move in one spatial dimension and interacting linearly with a bath of harmonic oscillators in thermal equilibrium at temperature \(T\). With a secular and weak-coupling approximation, the master equation is given by

\[
\frac{d\hat{\rho}(t)}{dt} = \frac{\Delta(t) + \gamma(t)}{2} [2\hat{a}\hat{a}^\dagger - \{\hat{a}^\dagger \hat{a}, \rho\}] + \frac{\Delta(t) - \gamma(t)}{2} [2\hat{a}^\dagger \rho \hat{a} - \{\hat{a}^\dagger, \hat{\rho}\}].
\]

\[
\text{(7.55)}
\]
Δ(t) and γ(t) are the diffusion and damping coefficients, respectively, given by

\[
\Delta(t) = \int_0^t ds \int_0^\infty d\omega J(\omega) \left( N(\omega) + \frac{1}{2} \right) \cos(\omega_0 s) \cos(\omega s),
\]

(7.56)

\[
\gamma(t) = \int_0^t ds \int_0^\infty d\omega J(\omega) \sin(\omega_0 s) \sin(\omega s),
\]

(7.57)

where \( N(\omega) = (\exp[\hbar \omega/k_B T] - 1)^{-1} \) is the mean number of thermal photons with frequency \( \omega \), \( J(\omega) \) is the spectral density of the reservoir and \( \omega_0 \) is the characteristic frequency of the system.

The pair of matrices \((X_t, Y_t)\) describing the dynamics are

\[
X_t = e^{-\frac{1}{2} \int_0^t \gamma(s) ds} 1,
\]

(7.58)

\[
Y_t = e^{-\int_0^t \gamma(s) ds} \int_0^t e^{\int_0^r \gamma(\tau) d\tau} \Delta(s) ds 1,
\]

(7.59)

which corresponds to the map given by Eqs. 7.53-7.54 with the substitutions \( \epsilon_t \to -\gamma(t) \) and \( \mu_t \to \Delta(t) \). A trajectory on the \( \epsilon - \mu \) plane, for a Ohmic spectral density with an exponential cut-off frequency \( \omega_c, J(\omega) = \omega e^{-\omega/\omega_c} \), at zero temperature, is reported in Fig. 7.1.

More generally, in order to have a physical evolution from a composition of infinitesimal phase-insensitive maps we have to impose the complete positivity condition Eq. 7.15 on the composition given by Eqs. 7.53-7.54. The eigenvalues of the lhs of Eq. 7.15 are

\[
\Lambda_1 = 1 + e^{\int_0^t \epsilon(s) ds} \left( -1 + \int_0^t e^{\int_0^r \epsilon(\tau) d\tau} \mu(r) dr \right),
\]

\[
\Lambda_2 = -1 + e^{\int_0^t \epsilon(s) ds} \left( 1 + \int_0^t e^{\int_0^r \epsilon(\tau) d\tau} \mu(r) dr \right).
\]

The condition \( \Lambda_1 \geq 0 \) can be rewritten as

\[
\int_0^t e^{\int_0^r \epsilon(\tau) d\tau} (\mu(r) - \epsilon(r)) dr \geq 0 \quad \forall \; t > 0.
\]

(7.60)

Analogously, the condition \( \Lambda_2 \geq 0 \) can be recast as

\[
\int_0^t e^{\int_0^r \epsilon(\tau) d\tau} (\mu(r) + \epsilon(r)) dr \geq 0 \quad \forall \; t > 0.
\]

(7.61)

As one could expect, these conditions are weaker than the condition for CP-divisibility, if the latter is satisfied, then Eqs. 7.60, 7.61 are also satisfied. Therefore, the trajectories in the diagram Fig. 7.1 can go beyond the
region $Y_{CP}$. It is possible, however, to derive the following constraint on the physical paths. By expanding at first order in $t$ the lhs of the inequalities Eqs.7.60,7.61 we get

$$\mu_0 \geq |\epsilon_0|, \quad (7.62)$$

i.e. the trajectory must begin in the CP region $Y_{CP}$. Moreover, if the trajectory starts on the boundaries of region $Y_{CP}$, i.e. $\mu_0 = |\epsilon_0|$, then

$$\dot{\mu}_0 \geq |\dot{\epsilon}_0|. \quad (7.63)$$

This tells us that not only an allowed path described by the curve $\Gamma_t$ must start in the CP-divisibility region, but it also has to have an initial tangent vector $(\dot{\epsilon}_0, \dot{\mu}_0)$ entirely contained in $Y_{CP}$ such that for the immediate subsequent time $\Gamma_t$ remains inside $Y_{CP}$. A path which starts in the origin, then moves along the boundary of the crosshatched region up to time $t_i$ and then trespasses in either $Y_{NP}$ or $Y_{P/CP}$ region, is not allowed. The physical significance of the last no-go rules is related to fundamental physical properties discussed in the following section.

7.2.5 Operational significance of Gaussian non-Markovianity degree

Let us suppose that at time $t = 0$ a Gaussian state is described by covariance matrix $V = \text{diag}\{\nu, \nu\}$, with $\nu \geq 1$. Under the action of the map Eqs.7.53,7.54 at time $\tilde{t} > 0$, the product of the covariances is

$$4\langle \hat{q}^2 \rangle \langle \hat{p}^2 \rangle = e^2 \int_0^{\tilde{t}} \epsilon(s) ds \left( \nu + \int_0^{\tilde{t}} \mu(r) e^{-\int_0^r \epsilon(s) ds} dr \right)^2. \quad (7.64)$$

If Eq.7.61, i.e. $\Lambda_2 < 0$, is violated we obtain

$$\langle \hat{q}^2 \rangle \langle \hat{p}^2 \rangle < \frac{1}{4} e^2 \int_0^{\tilde{t}} \epsilon(s) ds \left( \nu - \int_0^{\tilde{t}} \epsilon(r) e^{-\int_0^r \epsilon(s) ds} dr \right)^2 =
$$

$$= e^{\frac{1}{2} \int_0^{\tilde{t}} \epsilon(s) ds} \left( \frac{\nu}{2} e^{\frac{1}{2} \int_0^{\tilde{t}} \epsilon(s) ds} - \sinh \left( \frac{1}{2} \int_0^{\tilde{t}} \epsilon(s) ds \right) \right)^2,$$

and if the initial state was pure, $\nu = 1$, then the above inequality becomes

$$\langle \hat{q}^2 \rangle \langle \hat{p}^2 \rangle < \frac{1}{4}, \quad (7.65)$$
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i.e. the uncertainty principle is violated. Indeed, a path \( \Gamma_t \) lying along the border between \( Y_{CP} \) and \( Y_{NP} \) preserves the purity of any pure state. To better understand this, let us consider the limiting case of having a map such that \( -\epsilon_t = \mu_t > 0 \) for \( 0 < t < t_i \) and that \( -\epsilon_t > \mu_t \) for \( t_i < t < \tilde{t} \). Up to \( t_i \) the action of \( X_t \) decreases both variances of the pure state, on the other hand, the added noise, \( Y_t \), compensates this loss and the state remains pure. For \( t > t_i \), the noise introduced by \( Y_t \) is not enough and we have a violation of the Heinesenberg uncertainty relation.

However, we stress that crossing the border during at time \( t_i \) is still possible if during the preceding dynamics, i.e. for all times \( t < t_i \), the state domain of the intermediate map was shrank enough, such that its subsequent action, corresponding to a temporary dilation of this domain, does not violate the uncertainty relation. The dilation in the volume of the physical states accessible by the system during the evolution, can then be seen as a backflow of information from the environment back into the system [144], typical of non-Markovian dynamics.

Let us now briefly comment on the border of the CP region between \( Y_{CP} \) and \( Y_{NP} \). A trajectory along this border is such that \( \epsilon t = \mu t > 0 \), which is responsible for the multiplication of the displacement vector by a factor greater than 1, i.e. amplification, and for an increase of the variances. Such path indeed describes a quantum limited amplifier \( (\sqrt{x}1, (1-x)1) \), i.e. the added noise is the minimum allowed for quantum linear amplifiers (see Paragraph 2.3.2). The crossing of this border at some time \( t_i > 0 \) is allowed only if the noise added up to this time is sufficient to permit a subsequent amplification beyond the quantum limit. We can hence conclude that a Gaussian phase-insensitive process with added noise is weakly non-Markovian if at any moment during the evolution one observes that although the covariances increase a Gaussian state is momentarily amplified beating the quantum limit. This provides an operational interpretation for the elusive concept of weak non-Markovianity in the context of quantum amplification.
In this Chapter we introduced the notion of non-Markovianity witness, i.e. a quantity which allows to detect the violation of the CP divisibility of a quantum map. We focused in particular on Gaussian quantum processes, and introduced a non-Markovianity witness based on the breakdown of monotonicity of the Gaussian Interferometric Power (GIP), an operational figure of merit in quantum metrology. Being the GIP a measure of quantum discord, our witness can detect non-Markovianity by using, in principle, any bipartite Gaussian state, since all bipartite Gaussian states, with the only exception of product states, have quantum correlations beyond entanglement.

We then investigated more in depth the divisibility of Gaussian maps. We introduced the concept of $k$-mode positivity of Gaussian maps. Applying this concept to intermediate time-continuous Gaussian maps, we could define a simple hierarchy of time-continuous Gaussian processes: non-divisible, P-divisible or CP-divisible, corresponding to strongly and weakly non-Markovian, and Markovian processes, respectively.

For the single-mode case, we gave analytical conditions to identify to which class a Gaussian map belongs, based on some parameters that can be easily computed from the pair of matrices $X_t$ and $Y_t$ describing the process. In particular, one can simply characterise any single-mode Gaussian map, by studying the path defined by these parameters, i.e. $(\epsilon_t, j\mu_t)$, in a two-dimensional diagram. Moreover, by focusing on phase-insensitive channels, we have been able to give a physical interpretation to weakly and strongly non-Markovian processes: an instantaneous amplification or attenuation beyond the quantum limited performance is a signature of memory effects, such as non-negligible correlations or backflow of information from the environment.
GAUSSIAN QUANTUM TELEPORTATION WITH LIMITED RESOURCES

Noisy phase-covariant Gaussian channels have also been the focus of this last Chapter: we will indeed consider here those single-mode Gaussian channels which can be simulated via continuous variable teleportation protocols in a scenario of scarcity of resources.

In the first section we will revise the quantum teleportation protocol, focusing on the teleportation of Gaussian states \[173\]. We will explain what is meant by certified and certified secure quantum teleportation and what are the relevant resources Alice and Bob have to exploit to achieve these. In sections Sec.8.2 and Sec.8.3, we will focus on devising the best strategies to achieve optimal certified and certified secure quantum teleportation, respectively, assuming that the above mentioned resources are limited. In order to do that we will make use of the correspondence between single-mode Gaussian channels and teleportation protocols \[135,174,175\]. In particular, we will determine a class of realistic Gaussian teleportation protocols that allow to simulate phase-covariant Gaussian channels, employing the minimum amount of resources and finite mean energy.

8.1 QUANTUM TELEPORTATION

Originally developed by Bennett et al. \[5\], a quantum teleportation protocol consists in the disembodied transfer of a quantum state from a sender, Alice, to a receiver, Bob, located at an arbitrary spatial distance from the former. Alice, in general, does not know the state she wants to transfer: we can assume that a third party, Charlie, provides her the state without sharing any prior knowledge about it but the set of states she drew it from
and their probability distribution. To accomplish this task, Alice and Bob share an entangled state and are able to classically communicate, i.e. the transfer happens through an entanglement-assisted channel. Once she receives from Charlie the quantum state (input), Alice performs a Bell measurement (a projection on a set of maximally entangled states) on the bipartite system composed by the input and her part of the shared entangled state. This measurement, however, tells Alice nothing about the state Charlie gave her. Moreover, by the act of measuring, given the intrinsic invasive nature of such operation, she “destroys” the input, meaning that the state she is left with after the measurement does not contain any information about it. At this point, she communicates the outcome of the measurement to Bob through the classical communication channel. Therefore, Bob performs on his part of the shared entangled state a suitable operation conditioned on the classical information received from Alice.

In the seminal paper [5], the teleportation of a discrete variable system was studied and it was showed that in order to achieve perfect teleportation, i.e. Bob’s state at the end of the protocol is an exact copy of Charlie’s state, Alice and Bob need to share a perfectly entangled state. Unfortunately, this is an unrealistic requirement to be achieved in any experimental implementation, in particular for continuous variable systems [26,176,177] where maximally entangled states are two-mode squeezed states with infinite squeezing, corresponding to infinite energy states. However, Braunstein and Kimble proposed a continuous variable system teleportation protocol [173] (BK), later implemented in several experiments [178,180], which employs two-mode squeezed states with finite squeezing parameter. The price to pay for not using a maximally entangled state is that the teleported state is not a perfect copy of the input.

As we will see shortly, the BK protocol realizes a Gaussian additive noise channel [181] between Alice’s input and Bob’s output. However, a variation of this protocol which introduces a non-unit classical gain [178,182,184] allows to realize more general Gaussian channels. We will explain in detail this protocol in the next section.
Figure 8.1.: Schematic depiction of the continuous variable teleportation protocol. The measurement scheme for the two commuting quadratures $\hat{Q}_+$ and $\hat{P}_-$, i.e. the double homodyne detection scheme, has been depicted explicitly.

8.1.1 Gaussian teleportation protocol

The resource state $\hat{\rho}_{AB}$ Alice and Bob share is a two-mode Gaussian state with first moment vector $d_{AB} = d_A \oplus d_B = 0$ and covariance matrix (as in Eq. 8.1)

$$V_{AB} = \begin{pmatrix} A & C \\ C^\top & B \end{pmatrix},$$

(8.1)

where $A$, $B$ and $C$ are $2 \times 2$ real matrices such that $A = A^\top$ and $B = B^\top$. Charlie’s input state provided to Alice is a Gaussian state with covariance matrix $V_{\text{in}}$ and displacement $d_{\text{in}}$.

As already anticipated, Alice needs to perform a Bell measurement in a suitable basis on the joint state of the input and her part of the shared resource. This can be accomplished as follows: Alice mixes the two modes in a balanced beam splitter and then measures the output quadratures $\hat{Q}_+ = (\hat{q}_{\text{in}} + \hat{q}_A) / \sqrt{2}$ and $\hat{P}_- = (\hat{p}_{\text{in}} - \hat{p}_A) / \sqrt{2}$ (notice that $[\hat{Q}_+, \hat{P}_-] = 0$). This measurement is carried out by double homodyne detection, i.e. the homodyne detection of the quadrature $\hat{Q}_+$ on one output mode and the homodyne detection of $\hat{P}_-$ on the other. As one can see in Fig. 8.1
dyne detection consists in mixing at a balanced beam splitter the mode one wishes to measure the quadrature of, with a high energy coherent state $|e^{i\theta}|\beta\rangle$, i.e. $|\beta\rangle \rightarrow \infty$, at the same frequency. One can show that measuring the difference between the detected intensities, as measured by (ideal) photodetectors, at the two outputs of the beam splitter, is equivalent to measuring the quadrature $\hat{x}_\theta = \cos \theta \hat{q} - \sin \theta \hat{p}$. This operation corresponds to a Bell measurement since the unnormalized maximally entangled vector $|\xi\rangle = \sum_n |nn\rangle$ is a common eigenvector of $\hat{Q}^+ + \hat{P}^-$ relative to the zero eigenvalue, and therefore the also maximally entangled unnormalized vector $\hat{D}_r \otimes 1 |\xi\rangle$, with $r = (q, p)^\top$, is a common eigenstate of the two quadratures relative to the eigenvalues $q$ and $p$, respectively.

Alice then communicates the output of the measurement to Bob who conditionally displaces his part of the shared resource state by $\delta = \sqrt{2} g (Q^+, P^-)$, where $g > 0$ it the gain parameter.

Bob’s state, when the above protocol is completed, is a Gaussian state with first moment vector and covariance matrix

\begin{align}
    d_{\text{out}} &= g d_{\text{in}}, \\
    V_{\text{out}} &= g^2 V_{\text{in}} + g^2 \sigma_z A \sigma_z + g (\sigma_z C + C^\top \sigma_z) + B,
\end{align}

respectively. The good-willing reader can find a re-derivation of the above in the Appendix E.

As anticipated, Eqs.\ref{eq:8.2}-\ref{eq:8.3} show that a BK protocol with non-unit gain realizes a single-mode Gaussian channel $(X, Y)$ with $X = g \mathbb{1}$ and $Y = g^2 \sigma_z A \sigma_z + g (\sigma_z C + C^\top \sigma_z) + B$. By choosing the resource state with covariance matrix in standard form to be

\begin{align}
    A &= a \mathbb{1}, \quad B = b \mathbb{1}, \quad C = -c \sigma_z, \quad a, b, c \in \mathbb{R}_+, \quad (8.4)
\end{align}

we get a phase-covariant Gaussian channel, $X = \sqrt{x} \mathbb{1}, Y = y \mathbb{1}$, with

\begin{align}
    x &= g^2, \quad y = g^2 a - 2gc + b. \quad (8.5)
\end{align}

In the original BK protocol, the state shared by Alice and Bob is a TMSV, i.e. $a = b = \cosh 2r$ and $c = \sinh 2r$, and the gain is set to be $g = 1$. One immediately sees that in the limit $r \rightarrow \infty$ the noise matrix $Y$ vanishes and $V_{\text{out}} = V_{\text{in}}, d_{\text{out}} = d_{\text{in}}$, i.e. Bob is in possession of an exact copy of Charlie’s original state.
It is natural then to ask ourselves: how can we quantify how successful the teleportation protocol above is? Is there a way for Alice and Bob to “cheat”, i.e. to create a state $\hat{\rho}_{\text{out}}^{\Phi_{\text{cl}}}$, through a preparation strategy $\Phi_{\text{cl}}$ which does not make use of quantum resources? Is there a way for Charlie to say with certainty whether they cheated or not? And eventually, if Charlie wants to be sure that only Bob gets her state, how can she be sure that Alice has not kept for herself a better copy than Bob’s? The first three questions have been addressed in [186, 187], the last one in [188, 189], and we are going to summarize the answers in the next paragraph.

8.1.2 Figure of merit for certified teleportation

In what follows, we assume that Charlie’s state is a pure state $|\psi_{\text{in}}\rangle$. The figure of merit used to assess how good a copy of Charlie’s state is Bob’s $\hat{\rho}_{\text{out}}$, is the fidelity (see Par.1.1.2):

$$F(|\psi_{\text{in}}\rangle, \hat{\rho}_{\text{out}}) = \langle\psi_{\text{in}}|\hat{\rho}_{\text{out}}|\psi_{\text{in}}\rangle.$$ (8.6)

To answer the second question, Braunstein et al. [186] noticed that Alice and Bob can achieve a non-zero fidelity even without exploiting an entangled resource if they have some prior knowledge about the state Charlie prepares: if, for example, they know that Charlie will draw her state from a set of orthogonal states $S = \{|\psi_i\rangle \text{ s.t. } \langle\psi_i|\psi_j\rangle = \delta_{ij}\}$, then they can achieve unit fidelity. Indeed, Alice can measure a non-degenerate observable diagonal in the basis $S$ and send the outcome to Bob who will prepare the appropriate state on his side.

In order to take into account this prior knowledge, we will consider that Alice and Bob know the set $S$ and the probability with which Charlie draws the state from it, i.e. $p(|\psi_{\text{in}}\rangle)$, and agree to prepare the output state through a strategy $\Phi$. It is therefore sensible to define the figure of merit to be

$$\bar{F}_\Phi = \int_S p(|\psi_{\text{in}}\rangle) F(|\psi_{\text{in}}\rangle, \hat{\rho}_{\text{out}}^{\Phi}) d|\psi_{\text{in}}\rangle.$$ (8.7)

The maximization of the above over all classical strategies $\Phi_{\text{cl}}$, i.e. those strategies that make no use of entanglement, defines the so-called classical benchmark $\bar{F}_{\text{cl}}$. The third question is then answered: if Alice and Bob pre-
pare the output state by using the strategy \( \Phi \), Charlie can certify that they made use of quantum resources if

\[
\bar{F}_\Phi \geq \max_{\Phi_{cl}} \bar{F}_{\Phi_{cl}} = \bar{F}_{cl} , \tag{8.8}
\]

in which case we talk of certified quantum teleportation.

The last question addresses the problem of certified secure quantum teleportation. The answer to this is based on the no-cloning theorem and also in this case one can define a benchmark average fidelity \( \bar{F}_{sec} \) such that Charlie can be sure that Alice does not keep an input’s better copy than Bob’s if

\[
\bar{F}_\Phi \geq \bar{F}_{sec} . \tag{8.9}
\]

For the case considered in this chapter, we will assume the set from which Charlie draws the input states to be the set of single mode coherent states \( \mathcal{S} = \{ |\alpha\rangle = \hat{D}_\alpha |0\rangle, \alpha \in \mathbb{C} \} \); the probability distribution, known by Alice and Bob, she draws the input states from is assumed to be Gaussian, with variance \( \lambda^{-1} \), centered in the vacuum:

\[
p_{\text{in}}(\alpha) = \frac{\lambda}{\pi} e^{-\lambda |\alpha|^2} \tag{8.10}
\]

It was conjectured in [186] and then proved in [187] that the classical benchmark for this case is

\[
\bar{F}^\lambda_{\text{cl}} = \frac{1 + \lambda}{2 + \lambda} \tag{8.11}
\]

and it can be achieved if Alice performs a heterodyne measurement\(^1\) on the input state, sends the outcome \( \alpha \) to Bob who then displaces a vacuum state by \( \frac{\alpha}{1 + \lambda} \).

The secure teleportation benchmark for an input coherent state distribution, as in Eq.\(8.10\) in the assumption of Gaussian cloners, was shown to be \([189]\)

\[
\bar{F}_{sec}^\lambda = \begin{cases} 
\frac{2(1 + \lambda)}{3 + \lambda}, & \lambda < \sqrt{2} - 1, \\
\frac{2\lambda}{3 - 2\sqrt{2} + 2\lambda}, & \text{otherwise}.
\end{cases} \tag{8.12}
\]

\(^1\) An heterodyne measurement can be realised through a scheme analogous to the homodyne scheme where the input state is mixed at a balanced beam splitter with a strong coherent state at a different frequency. The measurement outcomes correspond to the input quadratures. It can be shown that heterodyne detection is equivalent to a double homodyne detection where the input state is mixed with a vacuum at the first balanced beam splitter.
Alice can amplify the input and then send it into a balanced beam splitter. The two output modes correspond to two “clones” of Charlie’s state with fidelity given by Eq. \[8.12\]. Hence, if a “malicious” Alice plans to clone the input state (using only Gaussian operations) and only after to teleport, even perfectly (hence using a perfectly entangled resource), one of the two copies to Bob, the fidelity of the teleported state at the end of the protocol cannot exceed the benchmark Eq. \[8.12\].

In a recent work \[190\], the secure continuous variable teleportation of an input alphabet of coherent states of light with uniform distribution (\(\lambda = 0\) in Eq. \[8.10\]) has been investigated, and for such a case, Einstein-Podolsky-Rosen (EPR) Gaussian steering (see Paragraph \[1.1.3\]), i.e. steerability of a Gaussian state by Gaussian measurement,

\[
S_{B \rightarrow A}(V_{AB}) = \max \left\{ 0, \frac{1}{2} \log \left( \frac{\det B}{\det V_{AB}} \right) \right\}, \quad (8.13)
\]

\[
S_{A \rightarrow B}(V_{AB}) = \max \left\{ 0, \frac{1}{2} \log \left( \frac{\det A}{\det V_{AB}} \right) \right\}. \quad (8.14)
\]

has been identified as the necessary resource to attain secure teleportation, which amounts to reaching \(\bar{F} > \bar{F}^0_{\text{sec}} = 2/3\) \[188\].

In the following we will establish the optimal average fidelity for teleporting an ensemble of coherent states sampled from the distribution Eq. \[8.10\] once the appropriate resource (entanglement, as quantified by the logarithmic negativity, for only certified quantum teleportation, and steering for secure certified quantum teleportation) of the state shared by Alice and Bob is fixed. We will tackle this problem by exploiting the connection between teleportation protocols and phase-covariant single-mode Gaussian channels established above, Eq. \[8.5\]. Indeed, given a single-mode phase-covariant Gaussian channel \(\Phi_{x,y} \sim (\sqrt{x}1, y1)\) one has that the input-output fidelity reads

\[
\bar{F}^\lambda(x, y) = \int_C p^\lambda_{\text{in}}(\alpha) \langle \alpha | \Phi_{x,y} (|\alpha\rangle \langle \alpha|) |\alpha\rangle d^2\alpha = \frac{2\lambda}{2(1 - \sqrt{x})^2 + \lambda(1 + y + x)}. \quad (8.15)
\]

We will therefore determine what phase-covariant Gaussian channels can be implemented through a teleportation protocol when the state shared by

---

2 Non-Gaussian cloners can lead to a slightly higher single-clone fidelity for \(\lambda = 0\), given by \(\approx 0.6826\) \[191\].
Alice and Bob is finitely resourceful (i.e. has finite entanglement or finite steerability), and then optimize the above over these sets of channels.

8.2 Optimal certified quantum teleportation

8.2.1 Phase-insensitive channels implementable with finite entanglement

The problem of determining the set of implementable phase-covariant channels through a teleportation protocol exploiting a resource with finite entanglement can be reformulated as follows: given an arbitrary phase-covariant single-mode Gaussian channel $\Phi_{x,y}$, what two-mode Gaussian states, with the minimum amount of entanglement (quantified by the logarithmic negativity $\mathcal{N}$) necessary, can be used as a resource to simulate the corresponding channel? A similar problem, but using a different entanglement measure, has been addressed in [180, 192], but, as we are about to see, the solution proposed therein is unrealistic in an experimental setting.

A constraint on the implementable channels which can be simulated is given by the fact that the entanglement $\mathcal{N} = 2r$ of the resource state of the teleportation protocol is the maximum entanglement which can be distilled by means of Gaussian Local Operations and Classical Communication (GLOCC) [174]. Therefore, if Alice wants to pass part of a maximally entangled state to Bob through a teleportation protocol which simulates the channel $\Phi_{x,y}$, the entanglement of the output state $\mathcal{N}_{\text{out}} = \max\{0, -\log \frac{y}{1+x}\} = \mathcal{N}^{(\text{Choi})}$, where $\mathcal{N}^{(\text{Choi})}$ is the entanglement of the Choi state associated with the channel Eq. 1.14, cannot be greater than the entanglement initially shared by Alice and Bob: $\mathcal{N}^{(\text{Choi})} \leq 2r$. Hence, they can simulate $\Phi_{x,y}$ only if

$$y \geq e^{-2r}(1 + x) \quad \text{with} \quad y \geq |1 - x| . \quad (8.16)$$

This identifies the region of Gaussian channels implementable with $2r$ units of entanglement; or equivalently, the channels that, when applied locally to one mode of a two-mode system, always lead to an output with $\mathcal{N}_{\text{out}} \leq 2r$. This generalises the entanglement-breaking condition [193]

$$y \geq (1 + x) \quad \text{with} \quad y \geq |1 - x| . \quad (8.17)$$
Any channel satisfying Eq. 8.17 applied on a single mode of a two-mode bipartite entangled state, will output a separable state.

In [174,180] it has been shown that any channel \( \Phi \) saturating Eq. 8.16 could be simulated through a teleportation protocol, with gain \( g = \sqrt{x} \), which uses the Choi-state of the channel itself as a resource. Yet, continuous variable Choi states have infinite energy, and they are thus unrealistic for any practical purpose.

Here we find that there exists a class of resource states with finite energy such that, setting the gain of the protocol \( g = \sqrt{x} \), allow to implement any channel \( \Phi \sim (\sqrt{x}1, e^{-2r}(1 + x)1) \) with the exclusion of only two points, i.e. the quantum limited attenuator and amplifier. These states in standard form Eq. 8.4 have been determined by fixing \( c \) such that \( \mathcal{N} = 2r \), and \( a \) such that \( y \) as in Eq. 8.5 is equal to the right-hand-side of Eq. 8.16:

\[
a = \frac{b + e^{-2r}(x - 1)}{x}, \quad c = \frac{b - e^{-2r}}{\sqrt{x}}, \quad b \geq \frac{xe^{2r} + e^{-2r} - |x - 1|}{x + 1 - e^{2r}|x - 1|},
\]

(8.18)

where the condition on \( b \) is necessary to ensure that \( V_{AB} > i\Omega_2 \). All these states, for \( x > \tanh r \), have finite energy, and between them we choose those with minimal mean energy per mode \( \bar{n}_{AB} \) which is, recalling from Eq. 2.41:

\[
\bar{n}_{AB} = \frac{\langle \sum_{k=1,2} \hat{b}_k^{\dagger} \hat{b}_k \rangle}{2} = \frac{a + b - 2}{4},
\]

(8.19)

given by the value of \( b \) which saturates the inequality in Eq. 8.18. These are asymmetric squeezed thermal states with a unit symplectic eigenvalue and maximal \( \mathcal{N} \) among all two-mode Gaussian states with the same marginals \( a,b \). As already mentioned, when the channel is the quantum limited attenuator \( (x = \tanh r, y = 1 - \tanh r) \) or the quantum limited amplifier \( (x = \coth r, y = \coth r - 1) \), the lower bound on \( b \) (and hence \( a \)) of Eq. 8.18 diverges, meaning that we cannot implement such channels with a teleportation protocol exploiting a resource with \( \mathcal{N} = 2r \) and finite energy.

### 8.2.2 Optimal teleportation fidelity

We know now that to find the optimal achievable average teleportation fidelity we just need to maximize Eq. 8.15 over \( x \) and \( y \) such that Eq. 8.16 is satisfied. One immediately sees from Fig. 8.2 that this happens for one of
Figure 8.2.: Diagram of single-mode phase-covariant Gaussian channels in the \((x, y)\) plane. The white area corresponds to the unphysical channels region \(y < |1 - x|\). The contour plot corresponds to the average input-output fidelity, Eq. 8.15, of an ensemble of coherent states Eq. 8.10 subject to phase insensitive channel \(\Phi_{x,y}\). The black dashed line represents the certified quantum teleportation threshold, defined by \(\bar{F}_\lambda(x, y) = \bar{F}_\text{cl}\). The shaded gray area represents the region of channels which cannot be implemented by teleportation protocols exploiting resource with finite entanglement \(N = 2r\), i.e. the complementary region of Eq. 8.16. Channels above the blue line are entanglement-breaking, Eq. 8.17. The big red circle corresponds to the optimal teleportation scheme. The diamond represents the best classical strategy. The triangle corresponds to the teleportation scheme which uses a TMSV state with entanglement \(N\). The orange dotted line represents the channels achievable through the optimal teleportation scheme by varying the entanglement parameter \(r \in [0, \infty)\). The parameters used for this plot are \(r = \lambda = 1/2\). All the plotted quantities are dimensionless.

the channels on the boundary of the region Eq. 8.16. Setting \(y = e^{-2r}(1 + x)\), inserting this into Eq. 8.15 and maximizing over \(x\) one finds

\[
\chi_{\text{opt}} = \max \left\{ \tanh r, \frac{e^{2r}}{(e^r + \lambda \cosh r)^2} \right\}.
\] (8.20)
The corresponding optimal average fidelity finally reads:

\[ \tilde{F}_{\text{opt}}^\lambda (r) = \begin{cases} \frac{\lambda}{\lambda + (1 - \sqrt{\tanh r})^2}, & \tanh r \geq \frac{e^{2r}}{(e^r + \lambda \cosh r)^2} \\ \frac{e^r(1 + \lambda + \tanh r)}{2e^r + \lambda \cosh r}, & \text{otherwise} \end{cases} \]  

(8.21)

This fidelity can be achieved by using the resource state of Eq. 8.18 with \( x = x_{\text{opt}} \) and \( y = e^{-2r}(1 + x_{\text{opt}}) \). However, for \( \tanh r \geq \frac{e^{2r}}{(e^r + \lambda \cosh r)^2} \), i.e. the first case in Eq. 8.21, the optimal channel is the quantum limited attenuator for which the needed energy diverges as previously noticed. In any other case, the optimal fidelity can be achieved with finite mean energy resources.

We will consider now some particular cases, showing that, thanks to our protocol, we can recover some known results.

The first case we consider is the one with \( r = 0 \), i.e. Alice and Bob share no entanglement, for which one gets (diamond marker in Fig. 8.2)

\[ x_{\text{opt}}^\lambda = \frac{1}{(1 + \lambda)^2}, \quad y_{\text{opt}}^\lambda = 1 + x_{\text{opt}}, \]

\[ \tilde{F}_{\text{opt}}^\lambda (0) = \frac{1 + \lambda}{2 + \lambda} = \tilde{F}_{\text{cl}}^\lambda. \]

(8.22)

The gain is set to be \( g_{\text{opt}} = \frac{1}{1 + \lambda} \) and the resource state reduces to the two-mode vacuum. Hence, the optimal strategy in this case is equivalent to a heterodyne detection at Alice’s site followed by the appropriate displacement at Bob’s site. This is exactly the optimal classical strategy mentioned above.

The second interesting known case is when \( \lambda \to 0 \), which is the teleportation of an alphabet of coherent states uniformly distributed, for which one obtains

\[ x_{\text{opt}}^0 = 1, \quad y_{\text{opt}}^0 = 2e^{-2r}, \]

\[ \tilde{F}_{\text{opt}}^0 (r) = \frac{1}{1 + e^{-2r}}, \]

(8.23)

consistent with the results obtained in Refs. 196, 197. The resource state reduces to a TMSV state used in the original BK protocol.

In general, for arbitrary values of \( \lambda \) and \( r \), one may compare the fidelity of the optimal teleportation strategy derived above, Eq. 8.21, with the fidelity of the usual BK protocol (which uses TMSV states) with optimized gain
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Plugging Eqs. 8.5 for a TMSV, i.e. \( a = b = \cosh 2r \) and \( c = \sinh 2r \), into Eq. 8.15 and optimizing over \( x = g^2 \) one obtains (triangle in Fig. 8.2)

\[
\bar{F}_{TMSV}^\lambda (r) = \frac{\text{sech}^2 r + \lambda}{2 + \lambda - 2 \tanh r},
\]

for \( g_{\text{opt}} = \frac{(2 + \lambda \sinh 2r)/(2 + \lambda + \lambda \cosh 2r)}{2 + \lambda - 2 \tanh r} \). One sees that a teleportation protocol exploiting a TMSV never achieves the performances of the optimal strategy, despite always beating the classical benchmark. Indeed, one has \( \bar{F}_{\text{opt}}^\lambda (r) \geq \bar{F}_{TMSV}^\lambda (r) \geq \bar{F}_{\text{cl}}^\lambda \), where the first inequality is saturated for \( \lambda \to 0 \). The whole chain of inequalities is saturated for \( r = 0 \). Therefore, keeping fixed the entanglement as the limited resource to implement a teleportation protocol of a nonuniform Gaussian distribution of pure coherent states, pure TMSV states are suboptimal. However, let us remark that TMSV states may still represent an experimentally practical solution when \( \tanh r \geq e^{2r}/(e^{r} + \lambda \cosh r)^2 \) (see Eq. 8.21), since their energy is finite, on the contrary to the optimal state Eq. 8.18 whose energy diverges.

Regarding this final observation, it is natural to ask how much entanglement \( N' = 2r' \) is necessary to simulate a quantum limited attenuator, \( x = \tanh r \) and \( y = e^{-2r}(1 - \tanh r) \) for which our optimal state with \( N = 2r \) has infinite energy, using a TMSV state instead, \( a = b = \cosh 2r' \) and \( c = \sinh 2r' \). From Eq. 8.5 setting \( g = \sqrt{\tanh r} \) and \( y = e^{-2r}(1 + \tanh r) \), one gets

\[
N' = N + \log \left( 1 + \sqrt{1 - e^{-4r}} \right) \geq N',
\]

which means that it is still possible to simulate the quantum limited attenuator with finite energy provided that we have more entanglement. In the limiting case \( r = 0 \) one finds \( N' = N \).

8.3 Optimal certified secure quantum teleportation

Following the same line of what done in the previous section we will here consider the following problem: given a finite amount of EPR Gaussian steering available as a resource between Alice and Bob, what is the best possible protocol they can implement to achieve optimal secure teleportation of an ensemble, Eq. 8.10 of coherent states?
In order to answer this question we will first determine which single-mode phase-covariant Gaussian channels can be simulated with finite steerability, then we will exploit these results to derive the optimal average fidelity for secure teleportation as a function of the available steering.

8.3.1 Phase-insensitive channels implementable with finite steerability

Given an arbitrary single-mode phase-covariant Gaussian channel \( \Phi_{x,y} \sim (x\mathbb{1}, y\mathbb{1}) \), with \( x \) and \( y \) constrained by Eq. 2.89, we want to find the two-mode Gaussian resource state with a minimum amount of steerability, and possibly finite mean energy, described by a covariance matrix \( V_{AB} \), Eq. 8.1, which can be used in a continuous variable teleportation protocol to simulate the corresponding channel. As for the finite entanglement case, not all phase-covariant channels can be implemented through a teleportation protocol for fixed Gaussian steerability (in either direction) Eqs. 8.13-8.14. Again, a constraint on the implementable channels is given by the fact that, as entanglement, also steerability is monotonically nonincreasing under GLOCC [198], and cannot be distilled by means of such operations. The reasoning, analogous to the one done in Paragraph 8.2.1, makes us conclude that given a resource state specified by a covariance matrix \( V_{AB} \) with steerability degrees \( s_{B \rightarrow A}(V_{AB}) = s_{ba} \) and \( s_{A \rightarrow B}(V_{AB}) = s_{ab} \), the single-mode phase-covariant Gaussian channels \( \Phi_{x,y} \) which could be implemented through a continuous variable teleportation protocol are those satisfying 199

\[
\Phi_{x,y} \quad \text{s.t.} \quad \begin{cases} 
 y \geq e^{-s_{ba}} x \\
 y \geq e^{-s_{ab}} 
\end{cases} \quad \text{with} \quad y \geq |1 - x|. \quad (8.26)
\]

The above are a generalization of the regions of \( A \rightarrow B \), and \( B \rightarrow A \), steerability-breaking channels, i.e. those channels which acting on a single mode of a bipartite state \( \sigma_{AB}^{(\text{in})} \) give a non-steerable (by Gaussian measurements) from \( B \rightarrow A \), and \( A \rightarrow B \), output respectively. The inequalities in Eq. 8.26 determine indeed those channels such that \( s_{B \rightarrow A}(\mathbb{1} \otimes \Phi_{x,y}[\sigma_{AB}^{(\text{in})}]) \leq s_{ba} \) and \( s_{A \rightarrow B}(\mathbb{1} \otimes \Phi_{x,y}[\sigma_{AB}^{(\text{in})}]) \leq s_{ab} \), respectively. The steerability-breaking region is found by setting \( s_{ba} = s_{ab} = 0 \) in Eq. 8.26.

Again, we have that any Gaussian channel may be implemented through a teleportation protocol which uses as a shared resource the infinite-energy
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Choi state of the channel itself. However, we can construct realistic classes of Gaussian resource states with minimum one-way steerability degree ($A \to B$ or vice versa) equal to the one-way steerability of the Choi state and finite mean energy, which allows to simulate all phase insensitive channels saturating one of the boundaries of Eq.8.26 with the only exceptions of the quantum limited attenuator and amplifier.

Optimal resources with fixed $B \to A$ steerability

The two-mode resource states for teleportation simulation with fixed $s_{ba}$, in standard form Eq.8.4 that allow to implement a phase-covariant channel $\Phi_s$ with $y = e^{-s_{ba}}x$ are determined by fixing $b$ such that $S_{B\to A}(V_{AB}) = s_{ba}$ and then $c$ such that $y = g^2a - 2gc + b = e^{-s_{ba}}x$, with $g^2 = x$:

$$b = x(a - e^{-s_{ba}}), \quad c = (a - e^{-s_{ba}})\sqrt{x}, \quad a \geq \max\{a_+, a_-\}, \quad (8.27)$$

with

$$a_{\pm} = \frac{e^{s_{ba}} + x(e^{-s_{ba}} \pm 1)}{e^{s_{ba}}(\pm x + 1) + x}, \quad (8.28)$$

where the condition on $a$ is necessary to ensure $V_{AB} \geq i\Omega_2$. This lower bound on $a$ diverges only at the points $(x = \frac{1}{1+e^{-s_{ba}}}, y = \frac{1}{1+e^{s_{ba}}})$ corresponding to the quantum limited attenuator, and $(x = \frac{1}{1-e^{-s_{ba}}}, y = \frac{1}{e^{s_{ba}}-1})$, corresponding to the quantum limited amplifier. For this class of states we choose those with the minimal mean energy per mode, given by the value of $a$ which saturates the inequality in Eq.8.27. Also these states, as the class of states Eq.8.18 are two-mode asymmetric squeezed-thermal states with a unit symplectic eigenvalue.

The steerability from $A$ to $B$ of these states is

$$s_{ab} = -\log\left(\frac{e^{-2s_{ba}}(a e^{s_{ba}} - 1)x}{a}\right), \quad (8.29)$$

which is a decreasing function of the parameter $a$. This means that within the family of states of Eq.8.27 for a fixed $B \to A$ steerability $s_{ba}$, the least energetic state is the one with the maximum $A \to B$ steerability. Conversely, the state with the minimum steerability from $A$ to $B$, $s_{ab} = s_{ba} - \log x$, within the same family, has infinite mean energy. In this latter case, the simulated channel lies at the intersection of the boundary lines $y = e^{-s_{ab}}$. 
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and \( y = e^{-s_{ba}}x \), delimiting the region of implementable channels according to Eq. 8.26

**Optimal resources with fixed \( A \rightarrow B \) steerability**

If we consider now the case of fixed steerability from \( A \) to \( B \), \( S_{A \rightarrow B}(V_{AB}) = s_{ab} \), the class of states we are looking for is

\[
b = ax + e^{-s_{ab}}, \quad c = a \sqrt{x}, \quad a \geq \max\{a_+, a_-\}, \quad (8.30)
\]

with

\[
a_\pm = \left[ x \left( \frac{1}{e^{s_{ab}} \pm 1} + 1 \right) \pm 1 \right]^{-1}. \quad (8.31)
\]

Also in this case, the state with the minimal mean energy per mode is the one given by the value of \( a \) which saturates the inequality in Eq. 8.30 and the lower bound for the coefficient \( a \) diverges only at the points, corresponding to a quantum limited attenuator, \((x = 1 - e^{-s_{ab}}, y = e^{-s_{ab}})\), and \((x = 1 + e^{-s_{ab}}, y = e^{-s_{ab}})\), corresponding to the quantum limited amplifier.

The steerability from \( B \) to \( A \) of these states

\[
s_{ba} = -\log \left( \frac{a}{a \cdot e^{s_{ab}}x + 1} \right), \quad (8.32)
\]

is a decreasing function of \( a \). Analogously to the previous case, choosing the least energetic state in the family Eq. 8.30 is equivalent to choosing the state with maximal steerability from \( B \) to \( A \). On the other hand, for \( a \rightarrow \infty \) we have that the \( B \rightarrow A \) steerability takes its minimum value \( s_{ba} = s_{ab} + \log x \).

### 8.3.2 Optimal fidelity

To find the optimal teleportation fidelity for a teleportation protocol which exploit a state with finite one-way steerability, we can maximize Eq. 8.15 over the channels Eq. 8.26. One immediately sees, from Fig. 8.3, that the wanted channels lie on the boundary \( \max\{e^{-s_{ab}}, e^{-s_{ba}}x\} \). Before proceeding with this optimization, we take a moment to make a few considerations about the secure teleportation threshold.

As shown in Fig. 8.3, we contour plot the fidelity Eq. 8.15 in the \((x, y)\) plane, we see that the contour line \( \tau_{th}^s(x) = \{(x, y) \text{ s.t. } F^s(x, y) = F^s_\lambda\} \),
defining the secure teleportation threshold, is tangent to the line \( y = x \) (recall that \( y = x \) is the \( B \to A \) steerability-breaking line) for \( \lambda < \sqrt{2} - 1 \), and intersects with it in \((x = 1/2, y = 1/2)\) for \( \lambda \geq \sqrt{2} - 1 \). The tangent point \((x = (1 + \lambda)^{-2}, y = (1 + \lambda)^{-2})\) for \( \lambda < \sqrt{2} - 1 \), and the point \((x = 1/2, y = 1/2)\) for \( \lambda \geq \sqrt{2} - 1 \), correspond then to the best channels Alice and Bob can simulate through a teleportation protocol when sharing a resource with vanishing \( s_{ba} \). This shows that the \( B \to A \) steerability of the resource state shared by Alice and Bob, Eq. 8.13, is a meaningful, necessary resource for optimal secure teleportation of coherent states of light.

Interestingly, we notice that the benchmark Eq. 8.12 is defined as a piecewise function with the first branch holding for \( \lambda < \sqrt{2} - 1 \): this is the case for which the best implementable channel with vanishing \( B \to A \) steerability lies on the line \( y = x \) with \( x > 1/2 \). The second branch of Eq. 8.12 corresponds to the case of the quantum limited attenuator \((x = 1/2, y = 1/2)\) being the best implementable cloning channel.

On the other hand, the secure teleportation threshold curve is not tangent to \( y = 1 \), delimiting the region of \( A \to B \) steerability-breaking channels, meaning that \( s_{ab} \) must have a finite value in order to achieve secure teleportation. Indeed we find that one must have at least

\[
s_{ab}^\text{min} = \begin{cases} 
\log \left( \frac{1}{2} (1 + \lambda)(2 + \lambda) \right), & 0 \leq \lambda < \sqrt{2} - 1; \\
\log \left( \frac{\lambda}{\lambda + 2} + \frac{3 - 2\sqrt{2}}{\lambda} \right)^{-1}, & \sqrt{2} - 1 \leq \lambda < 2(\sqrt{2} - 1); \\
\log(2), & \lambda \geq 2(\sqrt{2} - 1),
\end{cases}
\]

(8.33)

\(A \to B\) steerability to beat the benchmark. This confirms the observation, originally made in [190] for the case \( \lambda \to 0 \), that secure teleportation of coherent states requires EPR steering in both directions. The first branch in Eq. 8.33 corresponds to the first branch of the benchmark Eq. 8.12. The second branch in Eq. 8.33 correspond to the second branch in Eq. 8.12 up to \( \lambda = 2(\sqrt{2} - 1) \) where the threshold curve \( \tau^\lambda_{\text{th}}(x) \) has the last stationary point \( x_0, \partial \tau^\lambda_{\text{th}}(x)/\partial x|_{x_0} = 0 \), into the CP region \( y > |1 - x| \); hence, for \( \lambda \geq 2(\sqrt{2} - 1) \), the \( B \to A \) steerability-breaking line, \( y = e^{-s_{ab}^\text{min}} = 1/2 \) and \( \tau^\lambda_{\text{th}}(x) \), both intersect at the quantum limited attenuator point \((1/2, 1/2)\) (see Fig. 8.4).
Figure 8.3.: Diagram of single-mode phase-covariant Gaussian channels in the \((x, y)\) plane. White area and contour plot as in Fig.8.2. The black dashed line represents the certified secure quantum teleportation threshold \(\tau_{\text{th}}^{\lambda}(x)\) as defined in the text. The shaded gray areas represent the region of channels, complementary to the region Eq.8.26 which cannot be implemented by teleportation protocols exploiting resource with (left panel) finite \(B \rightarrow A\) steerability, (right panel) finite \(A \rightarrow B\) steerability. The channels above the blue lines correspond to the (left panel) \(B \rightarrow A\) steerability-breaking and (right panel) \(A \rightarrow B\) steerability-breaking channels. The diamonds correspond to the best implementable teleportation scheme at the boundary of the secure teleportation region, i.e. with (left panel) vanishing \(B \rightarrow A\) steerability, (right panel) \(s_{ab} = s_{ab}^{\min} A \rightarrow B\) steerability. The red circles represent the optimal teleportation schemes for (left panel) finite \(B \rightarrow A\) steerability and (right panel) finite \(A \rightarrow B\) steerability. The white dotted line represents the channels achievable through the optimal teleportation scheme by varying the considered resource \(s_{ab(ba)} \in [0, \infty)\). The parameters used for the plots are \(\lambda = 0.2\), (left panel) \(s_{ba} = 0.4\), (right panel) \(s_{ab} = 0.6\). All the plotted quantities are dimensionless.

Now, let us suppose that we fix the \(B \rightarrow A\) steerability to be \(s_{ba}\). Thanks to the results in the previous section, we look for the optimal resource state within the class Eq.8.27 which would allow Alice and Bob to maximise the average fidelity and beat the no-cloning threshold. This maximisation is done by determining the channel \(\Phi_{x,y}\) with \(x\) and \(y\) such that the line \(y = e^{-s_{ba}}x\) is tangent to the contour line of the average fidelity Eq.8.15 and preparing the corresponding resource state, given by Eq.8.27. With some simple geometry one finds:

\[
x_{\text{opt}}^{\lambda}(s_{ba}) = \max \left\{ \frac{4e^{2s_{ba}}}{[\lambda + e^{s_{ba}}(2 + \lambda)]^{2}} \frac{1}{1 + e^{-s_{ba}}}, 1 \right\}.
\] (8.34)
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Figure 8.4: Phase-insensitive Gaussian channels $(x, y)$ plane. The thin black line delimits the physical region Eq. 2.88. Blue dotted and black dot-dashed lines delimit the $A \rightarrow B$ and $B \rightarrow A$ steerability-breaking regions, respectively. The black dot-dashed line also represents the best cloning strategies for vanishing $s_{ba}$ and $\lambda \in [0, \sqrt{2} - 1)$. The orange dot-dashed line represents the best cloning strategies for $s_{ba} = s_{ba}^{\text{min}}$ and $\lambda \in [0, 2(\sqrt{2} - 1))$. The green-shaded and the pink-shaded region correspond to the regions spanned by the line $e^{-s_{ba}^{\text{min}}}$ for $s_{ba}^{\text{min}}$ as defined in the first and second branches of Eq. 8.33, respectively. The green and purple dotted lines corresponds to $e^{-s_{ba}^{\text{min}}}$ for $\lambda = \sqrt{2} - 1$ and $\lambda = 2(\sqrt{2} - 1)$, respectively. The blue, green and purple dashed lines represent the secure teleportation benchmarks $\tau_{\text{th}}^{10^{-3}}$, $\tau_{\text{th}}^{\sqrt{2} - 1}$, and $\tau_{\text{th}}^{2(\sqrt{2} - 1)}$, respectively. The diamond corresponds to the best cloning strategy for vanishing $s_{ba}$ and $\lambda > \sqrt{2} - 1$ and the best Gaussian cloning strategy for $s_{ba} = s_{ba}^{\text{min}}$ for $\lambda \geq 2(\sqrt{2} - 1)$. All the plotted quantities are dimensionless.

which yields the optimal average fidelity at fixed $s_{ba}$:

\[ \tilde{F}_{\text{opt}}^\lambda (s_{ba}) = \begin{cases} \frac{2[\lambda + e^{s_{ba}}(2 + \lambda)]}{2 + \lambda + e^{s_{ba}}(4 + \lambda)}, & \lambda \leq \bar{\lambda}; \\ \frac{\lambda (e^{s_{ba}} + 1)}{1 + \lambda + e^{s_{ba}}(2 + \lambda - 2\sqrt{e^{-s_{ba}} + 1})}, & \text{otherwise}, \end{cases} \]

(8.35)

with $\bar{\lambda} = \frac{2(\sqrt{1 + e^{-s_{ba}} - 1})}{1 + e^{-s_{ba}}}$. 
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If, on the other hand, we fix the $A \to B$ steerability to be $s_{ab} > s_{ab}^{\text{min}}$, with an analogous geometric reasoning to the above, one finds

$$x_{\text{opt}}^\lambda(s_{ab}) = \max \left\{ \frac{4}{(2 + \lambda)^2}, 1 - e^{-s_{ab}} \right\}, \quad (8.36)$$

yielding

$$\bar{F}_\lambda^{\text{opt}}(s_{ab}) = \begin{cases} \frac{2e^{s_{ab}}(2 + \lambda)}{2 + \lambda + e^{s_{ab}}(4 + \lambda)}, & \lambda \leq 2 \left( \sqrt{e^{s_{ab}} - 1} - 1 \right); \\ \frac{\lambda}{\lambda + \left( \sqrt{1 - e^{-s_{ab}} - 1} \right)^2}, & \text{otherwise}. \end{cases} \quad (8.37)$$

For any $\lambda$, the optimal average fidelity $\bar{F}_\lambda^{\text{opt}}(s_{ab})$ Eq.(8.37) is a monotonically increasing function of $s_{ab}$ and is larger than the secure teleportation benchmark $F_\lambda^{(s)}$ as soon as $s_{ab} > s_{ab}^{\text{min}}$, reducing to the latter threshold exactly when $s_{ab} = s_{ab}^{\text{min}}$. Moreover, notice that the resource states of Eq.(8.30) always have $s_{ba} > 0$ when $s_{ab} > s_{ab}^{\text{min}}$. More generally, $S_{A \to B}(V_{AB}) > \log(2)$ implies $S_{B \to A}(V_{AB}) > 0$ for any two-mode Gaussian state with covariance matrix $V_{AB}$ [200], confirming once again that two-way steerability is required for a certified secure teleportation of coherent states of light.

### 8.4 remarks

We solved the long-standing problem of determining the optimal Gaussian protocols for certified and certified secure quantum teleportation of coherent states sampled from a Gaussian distribution with finite variance, exploiting resources with finite entanglement and finite one-way Gaussian steerability. In order to perform this optimization, we devised a way to construct classes of states which allow to implement teleportation protocols for simulating single-mode phase-covariant Gaussian channels employing the minimum amount of entanglement or one-way steerability. With the only exceptions of the quantum limited attenuator and amplifier, these classes of states have finite energy and are thus quite suitable for practical applications in quantum communication.
CONCLUSIONS

We finally reached the end of this thesis. We explored different scenarios, involving both discrete and continuous variables quantum systems, and tried to answer questions about the performance of several quantum protocols in non-ideal, noisy and/or resource-limited situations.

In the first original Chapter, Chapter 4, we studied a simple coherent feedback cooling protocol aimed at reducing entropy and average energy of an ensemble of thermal qubits by exploiting an ancillary ensemble of purer qubits, part of the so-called controller. We defined some figures of merit which allowed us to quantify the efficiency of the protocol. Interestingly, from our information-theoretical analysis we noticed that there is a strong connection between the optimal working point, obtained by optimizing the efficiency, and the quantum correlations, quantified by the quantum discord, shared by target and controller: indeed, we noticed that maximizing the efficiency of the protocol at a fixed cooling load, i.e. the entropy reduction of the target, is equivalent to the maximization of the quantum discord of the system-ancilla state. It is worth noticing that this happens also in the case in which, because of the initial mixedness of the target system and the ancilla, it is not possible to create entanglement between target and controller.

In Chapter 5 we showed how, by considering different limiting resources in a frequency estimation protocol, one obtains different notions of optimality. In particular, by putting a cap on the total amount of time available for the estimation, the efficiency in presence of time-inhomogeneous noise can give a super-extensive scaling with the size of the probe, namely the Zeno scaling, even when starting from an ensemble of thermal probes, implying that the most efficient strategy consists in correlating a huge number of qubits in a GHZ-diagonal state. On the contrary, if one considers energy, instead of time, as the scarce resource, preparing the probe in large correlated GHZ-diagonal states results very inefficient.
We then tackled the problem of estimating multiple parameters using Gaussian states, Chapter 6. In particular, we derived general formulae to assess the ultimate achievable precision when trying to estimate simultaneously multiple parameters encoded in a multimode Gaussian state. The main original result of this Chapter is the compact analytical formula for the so-called ‘measurement-compatibility matrix’ whose evaluation is necessary to determine whether the Cramèr-Rao bound can be asymptotically saturated. We applied our general results to the practical estimation of three parameters in noisy optical interferometry (a phase difference between the two arms of the interferometer and two parameters characterizing a generic phase-covariant Gaussian channel) using two-mode displaced squeezed Gaussian states. We found that by displacing by the same magnitude the two momentum quadratures of the probe state, the measurement compatibility condition is always satisfied.

In the following Chapter, Chapter 7, we focused predominantly on a novel classification of time-continuous Gaussian channels according to their divisibility properties. We identified three degrees of Gaussian non-Markovianity: Markovian, strong and weak non-Markovian. A strongly non-Markovian dynamics corresponds to a violation of the divisibility of the Gaussian map describing it, i.e. at some point during the evolution, the infinitesimal intermediate map is non-positive. On the other hand, a weakly non-Markovian Gaussian process is characterized by a positive but not completely positive infinitesimal intermediate map at some time during the evolution. We then gave an operational interpretation of this non-Markovianity degree for single-mode Gaussian channels. In particular, we showed that non-Markovian dynamics is related to instantaneous attenuation or amplification of a Gaussian state beyond the quantum limited performance, a signature of memory effects affecting the dynamics.

Finally, in Chapter 8, we studied a protocol to teleport coherent states of light sampled from a Gaussian distribution with finite variance. We found the states that can be used to implement any phase-covariant Gaussian channels with the minimum amount of entanglement or steerability necessary. Thanks to this result, we solved the so-far open problem of determining the optimal Gaussian protocols for certified and certified secure teleportation when the resource states available have finite entanglement or one-way
steerability. Quite interestingly, the optimal states we found are asymmetric squeezed thermal states and, most importantly, have finite energy.

To conclude, it is becoming more and more important to characterize the performance of quantum technologies, and this thesis tried to provide a few instances. It is out of question that this is just a drop in the ocean and much more has to be done. Many are the questions still open, even if we just consider the simple cases studied and presented here: are quantum correlations beyond entanglement a true resource for cooling protocols or, more generally, for quantum feedback control tasks? Is it possible to develop a more general framework for efficient frequency estimation protocols which can be adapted to the most stringent limitations in realistic experimental setups? Could other multipartite quantum states, alternative to GHZ-diagonal, give a more energetically favourable scaling of the mean square error on the frequency estimate with the number of probes? How would the figures of merit assessing the efficiency of a given quantum protocol change when taking into account the thermodynamic-informational cost of measurements? Can we devise new algorithms, or tailoring existing ones, to find optimal Gaussian states which would give the best performance when estimating simultaneously multiple parameters? Can purely weakly non-Markovian Gaussian processes be engineered so that one can fruitfully exploit the instantaneous amplification of Gaussian states? Is it possible to identify finite-energy resource states, to be used in a Gaussian teleportation protocol, to simulate phase-sensitive and possibly multimode Gaussian channels? How would the form of these optimal states change when considering alternative entanglement and Gaussian steerability measures?

The road ahead for a total quantum technological revolution may be long, but the journey is going to be exciting.
Part III.

Appendices
GAUSSIAN CHANNELS

In this Appendix we are going to provide the proofs of Propositions 2.2 and 2.3 enunciated in Chapter 2.

A.1 PROOF OF PROPOSITION 2.2

Proof. The joint Gaussian unitary evolution of an m-mode Gaussian state, described by covariance matrix \( V \) and first moment vector \( d \), with a k-mode environment with covariance matrix \( V_E \) and displacement vector that, without loss of generality, we can choose to be the null vector \( d_E = 0_k \), initially uncorrelated, can be described by a symplectic matrix acting on the system-environment covariance matrix:

\[
V \oplus V_E \rightarrow S(V \oplus V_E)S^\top, \quad d \oplus 0_k \rightarrow S(d \oplus 0_k) \tag{A.1}
\]

We can now rewrite \( S \) in block form

\[
S = \begin{pmatrix} A & B \\ C & D \end{pmatrix}, \tag{A.2}
\]

where \( A, B, C, D \) are \( 2n \times 2m, 2m \times 2k, 2k \times 2m \) and \( 2k \times 2k \) matrices respectively, and, since \( S \) is symplectic, \( S \Omega S^\top = \Omega \), they have to satisfy the following relations:

\[
A \Omega_m A^\top + B \Omega_k B^\top = \Omega_m, \tag{A.3}
\]
\[
A \Omega_m C^\top + B \Omega_k D^\top = 0, \tag{A.4}
\]
\[
C \Omega_m C^\top + D \Omega_k D^\top = \Omega_k. \tag{A.5}
\]

The evolved displacement vector for the system is simply \( Ad \), while the evolved system covariance matrix reads

\[
V \rightarrow AVA^\top + BV_E B^\top, \tag{A.6}
\]
where it is straightforward to identify $X = A$ and $Y = B B^T E$ which is clearly symmetric.

Now, since $V E$ describes a physical state, it satisfies the Robertson-Schrödinger relation, which remains true under a congruence transformation

$$BV E B^T + i B \Omega_m B^T = BV E B^T + i A \Omega_m A^T \geq 0 ,$$

(A.7)

where we used Eq. [A.3] which corresponds to the condition Eq. 2.81 Notice that, since $i \Omega_m - i A \Omega_m A^T$ is antisymmetric, given any real vector $v \in \mathbb{R}^{2m}$ one has from eq. A.7

$$v^T \left( BV E B^T + i \Omega_m - i A \Omega_m A^T \right) v = v^T B V E B^T v \geq 0 ,$$

(A.8)

i.e. $B V E B^T = Y \geq 0$.

\hfill \Box

### A.2 Proof of Proposition 2.3

Before proving Proposition 2.3 we will enunciate and prove the following

**Lemma 1.** Given a real antisymmetric $2m \times 2m$ matrix $M = -M^T$, there exist an orthogonal transformation $R \in O(2m)$ such that

$$R M R^T = \bigoplus_{i=1}^{m} d_i \Omega \quad \text{with} \quad d_i \geq 0 .$$

(A.9)

**Proof.** (Lemma) The matrix $M^2$ is a symmetric matrix. It exists then an orthogonal matrix $R \in O(2m)$ that diagonalize it. Let $x_j$ be a normalized eigenvector of $M^2$ with eigenvalue $\lambda_j$: $M^2 x_j = \lambda_j x_j$. Then $u_j = M x_j$ is also an eigenvector of $M^2$ relative to the same eigenvalue $\lambda_j$ and, given that $M$ is antisymmetric, it is perpendicular to $x_j$:

$$M^2 u_j = M M^2 x_j = \lambda_j M x_j = \lambda_j u_j ,$$

$$x_j^T u_j = x_j^T M x_j = - x_j^T M x_j = 0 .$$

Therefore $M^2$ has $m$ double degenerate eigenvalues and the bi-dimensional eigenspace corresponding to the eigenvalue $\lambda_j$ is spanned by two vectors $\{ x_j, M x_j \} = \{ x, u \}$. It is also possible to show that all the eigenvalues are negative:

$$0 \leq u_j^T u_j = x_j^T M^T M x_j = - \lambda_j M^2 x_j = - \lambda_j x^T x = - \lambda_j .$$

(A.10)
Hence we define $\lambda_j = -d_j^2$, with $0 \leq d_j \in \mathbb{R}$.

We can then define the orthonormal basis $\{u_1/d_1, x_1, \ldots, u_m/d_m, x_m\} = \{\hat{x}_1, x_1, \ldots, \hat{x}_m, x_m\}$. The matrix element of $M$ in such a basis are easily found:

$$\hat{x}_i^\top M x_j = \frac{1}{d_i} x_i^\top M x_j = -\frac{1}{d_i} x_i^\top M^2 x_j = \frac{d_i^2}{d_i} x_i^\top x_j = d_i \delta_{ij}, \quad (A.11)$$

on the other hand one has $x_i^\top M x_j \equiv 0$ and analogously $\hat{x}_i^\top M \hat{x}_j \equiv 0$, and since $\hat{x}_i^\top M x_j = -x_j^\top M \hat{x}_i$, we have shown that

$$\hat{x}_i^\top M x_j = \left( \bigoplus_{k=1}^{m} d_k \Omega \right)_{ij} \quad \text{with} \quad d_k > 0. \quad (A.12)$$

The orthogonal transformation $R$ is therefore the matrix whose columns are the normalised eigenvector of $M^2$: $R = (\hat{x}_1 x_1 \ldots \hat{x}_m x_m)$. \hfill \Box

**Proposition A.1.** Given any pair of $2m \times 2m$ matrices $(X, Y)$ such that they satisfy Eq.2.81 and such that $\text{rank}[Y] = \text{rank}[(\Omega - X \Omega X^\top)] = 2m$, one can find a symplectic matrix which describes a joint Gaussian unitary evolution of an $m$-mode system with a product of $m$ thermal states, whose reduced dynamics is given by Eq.2.80.

**Proof.** From the proof of Prop.2.2 one immediately notice that in order to construct a symplectic matrix as in Eq.A.2 able to describe a reduced dynamics of the first $m$ modes as in Eq.2.80 one has to impose $A = X$. On the other hand, as we are going to show, one has a certain freedom in the choice of $B$. Indeed, we have to impose that the matrices $A$ and $B$ satisfy Eq.A.3 (since we have fixed the environmental number of modes to $m$, we will drop the index from the symplectic form: $\Omega_m \equiv \Omega$) which can be rewritten as

$$B \Omega B^\top = \Omega - A \Omega A^\top. \quad (A.13)$$

We notice that the matrix on the left hand side of the above equation is antisymmetric, hence, because of Lemma 1, we have that there exists $R \in O(2m)$ such that

$$RB \Omega B^\top R^\top = R(\Omega - A \Omega A^\top) R^\top = \bigoplus_{i=1}^{m} d_i \Omega, \quad (A.14)$$

with $d_i > 0$. We can then choose $B$ to be

$$B = R^\top \Sigma S, \quad (A.15)$$
with $\Sigma = \bigoplus_{i=1}^{m} \sqrt{d_i} \mathbb{1}$ and $S$ symplectic.

We can then determine the covariance matrix of the environment thanks to the relation $Y = BV_E B^\top$:

$$V_E = S^{-1} \Sigma^{-1} R Y R^\top \Sigma^{-1} S^{-\top}. \quad (A.16)$$

It is easy to verify that this covariance matrix satisfies the *bona fide* condition:

$$V_E + i \Omega \succeq 0 \iff S^{-1} \Sigma^{-1} R Y R^\top \Sigma^{-1} S^{-\top} + i \Omega \succeq 0 \iff$$

$$\Sigma^{-1} R Y R^\top \Sigma^{-1} + i \Omega \succeq 0 \iff$$

$$R Y R^\top + i \Sigma \Omega \Sigma \succeq 0 \iff$$

$$R (Y + i \Omega - i A \Omega A^\top) R^\top \succeq 0 \iff$$

$$Y + i \Omega - i X \Omega X^\top \succeq 0,$$

which is true by hypothesis (in the second to last passage we used the fact that from Eqs. A.14, A.15 one has $\Sigma \Omega \Sigma = R (\Omega - A \Omega A^\top) R^\top$).

As previously noticed, $\Sigma$ and $R$ are fully determined by the matrix $X$, however, the symplectic matrix $S$ appearing in $B$, and hence in $V_E$, allows for some freedom. Without loss of generality one can then choose $S^{-1}$ to be the symplectic transformation which puts $\Sigma^{-1} R Y R^\top \Sigma^{-1}$ in its Williamson’s diagonal form, i.e. one can always choose the environmental state to be a product of $m$ thermal modes.

So far, we have proven that for all $X$ and $Y$ satisfying Eq. 2.81 one can construct the matrices $A$, $B$ and $V_E$ such that $X = A$, $Y = BV_E B^\top$, with $V_E$ being the covariance matrix of a collection of $m$ thermal modes, and $A \Omega A^\top + B \Omega B^\top = \Omega$. Now, let us consider the $2m \times 4m$ real matrix

$$(A \ B) = \begin{pmatrix} a_1^\top & b_1^\top \\ \vdots & \vdots \\ a_{2m}^\top & b_{2m}^\top \end{pmatrix} = \begin{pmatrix} v_1^\top \\ \vdots \\ v_{2m}^\top \end{pmatrix}, \quad (A.17)$$

where $a_j$ and $b_j$ are the vectors forming the rows of the matrices $A$ and $B$ respectively. The $4m$-dimensional vectors $v_j = (a_j \ b_j)$, forming the rows of $(A \ B)$ are a $2m$-set of vectors which verify

$$v_j^\top \Omega_{2m} v_k = (\Omega_m)_{jk} = (\Omega_{2m})_{jk}, \quad (A.18)$$

as one can see by rewriting Eq. A.3 as $(A \ B) \Omega_{2m} (A \ B)^\top$. From Eq. A.18 it is also clear that the vectors $\{v_i\}_{i=1,...,2m}$ are linearly independent, indeed,
let us suppose there exists $v_k$ such that $v_k = \sum_{i \neq k} c_i v_i$, then $v_j^\top \Omega_{2m} v_k = \sum_{i \neq k} c_i v_j^\top \Omega_{2m} v_i = \sum_{i \neq k} c_i (\Omega_{2m})_{ij} \neq \Omega_{jk}$, i.e. $v_k$ cannot be a linear combination of the other vectors in the set. Eq. A.18 is hence telling us that the set $\{v_i\}_{i=1,\ldots,2m}$ is an incomplete symplectic basis of $\mathbb{R}^{4m}$. It is always possible to complete this basis with the $4m$-dimensional vectors $\{v_i\}_{i=2m+1,\ldots,4m}$ constructed as follows: given a $4m$-dimensional vector $y \in \text{Span}\{v_i\}_{i=1,\ldots,2m}$, one can constructs

$$\bar{v}_{2m+1} = y + \sum_{k,l=1}^{2m} (\Omega_{2m})_{kl} v_l^\top \Omega_{2m} y v_k,$$

(A.19)

$$\bar{v}_{2m+2} = - \Omega_{2m} \bar{v}_{2m+1} + \sum_{k,l=1}^{2m} (\Omega_{2m})_{kl} (v_l^\top \bar{v}_{2m+1}) v_k.$$  

(A.20)

It is easy to verify that

$$v_j^\top \Omega_{2m} \bar{v}_{2m+1} = v_j^\top \Omega_{2m} y + \sum_{k,l=1}^{2m} (\Omega_{2m})_{kl} (\Omega_{2m})_{jk} v_l^\top \Omega_{2m} y =$$

$$= v_j^\top \Omega_{2m} y - \sum_{l=1}^{2m} \delta_{lj} v_l^\top \Omega_{2m} y = 0 = (\Omega_{2m})_{j} 2m+1,$$

$$v_j^\top \Omega_{2m} \bar{v}_{2m+2} = v_j^\top \bar{v}_{2m+1} + \sum_{k,l=1}^{2m} (\Omega_{2m})_{kl} (\Omega_{2m})_{jk} (v_l^\top \bar{v}_{2m+1}) =$$

$$= v_j^\top \bar{v}_{2m+1} - \sum_{l=1}^{2m} \delta_{lj} (v_l^\top \bar{v}_{2m+1}) = 0 = (\Omega_{2m})_{j} 2m+2,$$

$$\bar{v}_{2m+1} \Omega_{2m} \bar{v}_{2m+2} = - \bar{v}_{2m+1} \Omega_{2m} \Omega_{2m} \bar{v}_{2m+1} +$$

$$+ \sum_{k,l=1}^{2m} (\Omega_{2m})_{kl} (v_l^\top \bar{v}_{2m+1}) \bar{v}_{2m+1} \Omega_{2m} v_k = \|\bar{v}_{2m+1}\|^2.$$

One can then rescale $\bar{v}_{2m+1}$ and $\bar{v}_{2m+2}$ as

$$v_{2m+1} = c \frac{\bar{v}_{2m+1}}{\|\bar{v}_{2m+1}\|}, \quad v_{2m+2} = \frac{1}{c} \frac{\bar{v}_{2m+2}}{\|\bar{v}_{2m+2}\|},$$

(A.21)

where $c \in \mathbb{R}$ is an arbitrary constant, add them to the incomplete symplectic basis and iterate this procedure up to $v_{4m-1}$ and $v_{4m}$. The wanted open Gaussian dynamics then reads

$$S = \begin{pmatrix}
    v_1^\top \\
    \vdots \\
    v_{4m}^\top 
\end{pmatrix}.$$ 

(A.22)

This completes the proof. □
DAMPED JAYNES-CUMMINGS MODEL

We will see in this Appendix how, although the choice of memory kernel Eq. 5.3 may seem arbitrary, it can be justified by considering the Jaynes-Cummings model on resonance. The system considered is that of a two-level atom in an empty and leaky cavity, effectively described by the Hamiltonian

\[ \hat{H}_{JC} = \frac{\omega_0}{2} \sigma_z + \left( \hat{\sigma}_+ \hat{B} + \hat{\sigma}_- \hat{B}^\dagger \right) + \sum_{\mu} \omega_\mu \hat{b}_\mu \hat{b}_\mu, \]

where \( \hat{b}_\mu \) and \( \hat{b}_\mu^\dagger \) are the creation and annihilation operators of the bath bosonic field, \( \hat{B} \equiv \sum_{\mu} g_\mu (\hat{b}_\mu + \hat{b}_\mu^\dagger) \) and \( g_\mu \) represent the system-bath coupling constants and they are such that they make up the Lorentzian spectral density \( J(\omega) = \sum_{\mu} g_\mu^2 \delta(\omega - \omega_\mu) = \frac{1}{2\pi} \frac{\gamma_0 \lambda^2}{(\omega_0 - \omega)^2 + \lambda^2} \).

Assuming weak coupling, it is possible to write the second-order Nakajima-Zwanzig master, Eq. 1.88, for the density matrix of the two-level atom in the interaction picture:

\[ \frac{d\hat{\rho}_I}{dt} = -\int_0^t ds \text{Tr}_B \left[ \hat{H}_{JC}(t), \frac{1}{2} \left[ \hat{H}_{JC}(s), \hat{\rho}_I(s) \otimes \hat{\rho}_B \right] \right], \]

where \( \hat{\rho}_B \) is the state of the bath and the interaction picture Hamiltonian is \( \hat{H}_{JC}(t) = \hat{\sigma}_+(t) \hat{B}(t) + \hat{\sigma}_-(t) \hat{B}^\dagger(t) \), with \( \hat{\sigma}_\pm(t) = \hat{\sigma}_\pm e^{\pm i\omega_0 t} \) and \( \hat{B}(t) = \sum_\mu g_\mu (\hat{b}_\mu e^{-i\omega_\mu t} + \hat{b}_\mu^\dagger e^{i\omega_\mu t}) \).

Combining Eq. B.1 and Eq. B.2 one obtains a master equation equivalent to Eq. 5.3 at zero temperature [9], with the memory kernel \( f(t - s) \) given by the bath self-correlation function:

\[ \langle \hat{B}(t) \hat{B}(s)^\dagger \rangle = \int d\omega' J(\omega') e^{i(\omega_0 - \omega')(t - s)} = \frac{\gamma_0 \lambda}{2} e^{-\lambda(t-s)}. \]

In spite of this remark, we want to emphasise that, since the decay rates \( \Gamma_\omega \) are evaluated at arbitrary temperature \( T \), Eq. 5.3 remains a purely phenomenological equation.
In this Appendix we are going to give a proof of Theorem 6.1.

**Proof.** To prove Theorem 6.1 we will calculate explicitly, term by term, the following expression

$$\text{Tr} \left( \hat{\rho} \hat{L}_\eta \hat{L}_\xi \right) = \text{Tr} \left( \hat{\rho} \left( L^{(0)}_\eta + L^{(1)}_\eta \hat{R}_l + L^{(2)}_\eta \hat{R}_j \hat{R}_k \right) \cdot \left( L^{(0)}_\xi + L^{(1)}_\xi \hat{R}_m + L^{(2)}_\xi \hat{R}_p \hat{R}_q \right) \right). \quad (C.1)$$

The linear term is just the displacement vector, $\text{Tr} \left( \hat{\rho} \hat{R}_l \right) = d_l$. The quadratic term is straightforwardly found from Eq. 2.40 to be

$$\text{Tr}(\hat{\rho} \hat{R}_p \hat{R}_q) = \chi_{\hat{\rho} \hat{R}_p \hat{R}_q}(\hat{r} = 0) = d_p d_q + \frac{1}{2} (V_{pq} + i \Omega_{pq}), \quad (C.2)$$

(notice that in Eq. 2.40 we were actually calculating $\text{Tr}(\sum_i \hat{R}_i \hat{R}_i \hat{\rho})$). We have left to find the explicit expressions for the cubic, $\text{Tr}(\hat{\rho} \hat{R}_i \hat{R}_p \hat{R}_q)$, and quartic, $\text{Tr}(\hat{\rho} \hat{R}_j \hat{R}_k \hat{R}_p \hat{R}_q)$, terms.

As for Eq. 2.40 we will make use of the properties Eq. 2.39 and Eq. 2.24. In the rest of the proof, for the sake of a lighter notation, we will write $\partial_j$ (roman indexes) for $\frac{\partial}{\partial \hat{r}_j}$, while $\partial_\eta$ (greek indexes) for the derivative with respect to the parameters $\mu_\eta$, $\partial_\mu \equiv \frac{\partial}{\partial \mu_\eta}$. Moreover we will indicate with $\mathfrak{D}_q$ the operator

$$\mathfrak{D}_q \equiv -i \partial_q - \frac{1}{2} \Omega_{qq'} \hat{r}_q', \quad (C.3)$$

acting on the characteristic function.

**Cubic term**
Applying property Eq. 2.24

\[
\text{Tr}(\hat{\rho} \hat{R}_i \hat{R}_p \hat{R}_q) = D_q D_p D_i \chi |_{\tilde{r}=0} = \\
= \left(-i\right)^3 \partial_q \partial_p \partial_i \chi - \left(-i\right)^2 \frac{\Omega_{ll'}}{2} \partial_q (\tilde{r}_{l'} \chi) - \\
i \Omega_{pp'} \Omega_{ll'} \partial_q (\tilde{r}_{p'} \tilde{r}_{l'} \chi) - \left(-i\right)^2 \frac{\Omega_{pp'}}{2} \partial_q (\tilde{r}_{p'} \partial_i \chi) - \\
\frac{i}{4} \Omega_{qq'} \Omega_{ll'} \partial_q \partial_p \partial_i \chi - i \frac{\Omega_{qq'}}{4} \Omega_{ll'} \tilde{r}_{q'} \partial_p (\tilde{r}_{l'} \chi) - \\
\frac{i}{4} \Omega_{qq'} \Omega_{pp'} \Omega_{ll'} \tilde{r}_{q'} \tilde{r}_{p'} \partial_i \chi - \frac{1}{8} \Omega_{qq'} \Omega_{pp'} \Omega_{ll'} \tilde{r}_{q'} \tilde{r}_{p'} \chi \right)_{\tilde{r}=0} = \\
= \left[i \partial_q \partial_p \partial_i \chi + \frac{1}{2} \Omega_{ll'} \partial_q \partial_p (\tilde{r}_{l'} \chi) + \frac{1}{2} \Omega_{pp'} \partial_q (\tilde{r}_{p'} \partial_i \chi) \right]_{\tilde{r}=0}.
\]

Making use of Eq. 2.39 the three terms in the above, when evaluated in \( \tilde{r} = 0 \), are readily found to be

\[
\partial_q \partial_p (\tilde{r}_{l'} \chi) |_{\tilde{r}=0} = \text{id}_q \delta_{p l'} + \text{id}_p \delta_{q l'}, \\
\partial_q (\tilde{r}_{p'} \partial_i \chi) |_{\tilde{r}=0} = \text{id}_i \delta_{q p'}, \\
\partial_q \partial_p \partial_i \chi |_{\tilde{r}=0} = - \text{id}_p d_i d_q - \frac{i}{2} \left( V_{pl} d_q + V_{pq} d_l + V_{ql} d_p \right).
\]

Hence we get (notice that \( V_{jk} = V_{kj} \) as the covariance matrix is symmetric)

\[
\text{Tr}(\hat{\rho} \hat{R}_i \hat{R}_p \hat{R}_q) = \frac{1}{2} \left[ (V_{lp} + i \Omega_{lp}) d_q + (V_{pq} + i \Omega_{pq}) d_l + (V_{lq} + i \Omega_{lq}) d_p \right] + \\
+ d_p d_i d_q.
\]

**Quartic term**

Considering that the linear term in \( \tilde{r}_q \) gives no contribution when evaluated in \( \tilde{r} = 0 \) we have

\[
\text{Tr}(\hat{\rho} \hat{R}_i \hat{R}_p \hat{R}_q \hat{R}_{p'} \hat{R}_{q'}) = - i \partial_q D_p D_i \Omega_{kk'} \chi |_{\tilde{r}=0} = \\
= - i \partial_q \left[ (-i)^3 \partial_p \partial_k \partial_j \chi - \left(-i\right)^2 \frac{\Omega_{jj'}}{2} \partial_p \partial_k (\tilde{r}_{j'} \chi) - \\
\frac{i}{4} \Omega_{kk'} \Omega_{jj'} \partial_p \partial_k (\tilde{r}_{k'} \tilde{r}_{j'} \chi) - \left(-i\right)^2 \frac{\Omega_{kk'}}{2} \partial_p (\tilde{r}_{k'} \partial_j \chi) - \\
\frac{i}{4} \Omega_{pp'} \Omega_{jj'} \partial_p \partial_k \partial_j \chi - i \frac{\Omega_{pp'}}{4} \Omega_{jj'} \tilde{r}_{p'} \partial_k (\tilde{r}_{j'} \chi) - \\
\frac{i}{4} \Omega_{pp'} \Omega_{kk'} \tilde{r}_{p'} \tilde{r}_{k'} \partial_j \chi - \frac{1}{8} \Omega_{pp'} \Omega_{kk'} \Omega_{jj'} \tilde{r}_{p'} \tilde{r}_{k'} \chi \right]_{\tilde{r}=0}.
\]
Notice that the last two terms do not contribute when evaluated in \( \bar{r} = 0 \) since they are second and third order in \( \bar{r} \), and, when derived wrt \( \bar{r}_q \), they give a linear and a quadratic term, respectively.

\[
\text{Tr}(\hat{\rho} \hat{R}_j \hat{R}_k \hat{R}_p \hat{R}_q) = \left[ (-i)^4 \partial_q \partial_p \partial_k \partial_j \chi \right. - \left. \frac{(-i)^3}{2} \Omega_{j'} \partial_q \partial_p \partial_k (\bar{r}_j' \chi) + \right. \\
\left. + \frac{(-i)^2}{4} \Omega_{kk'} \Omega_{jp} \partial_q \partial_p (\bar{r}_j \bar{r}_k' \chi) - \frac{(-i)^3}{2} \Omega_{kk'} \partial_q \partial_p (\bar{r}_j' \chi) \right. \\
\left. - \frac{(-i)^3}{2} \Omega_{pp'} \partial_q (\bar{r}_j' \partial_k \partial_j \chi) + \right. \\
\left. + \frac{(-i)^2}{4} \Omega_{pp'} \Omega_{jp} \partial_q (\bar{r}_j' \partial_k (\bar{r}_k' \chi)) \right]_{\bar{r} = 0}. \tag{C.9}
\]

The six terms in the above when evaluated in \( \bar{r} = 0 \) give

\[
\partial_q \partial_p \partial_k (\bar{r}_j' \chi) |_{\bar{r} = 0} = \delta_{jk'} \partial_q \partial_p \chi |_{0} + \delta_{pj'} \partial_q \partial_k \chi |_{0} + \delta_{qj'} \partial_p \partial_k \chi |_{0}, \tag{C.10}
\]

\[
\partial_q \partial_p (\bar{r}_k' \partial_j \chi) |_{\bar{r} = 0} = \delta_{pk'} \partial_q \partial_j \chi |_{0} + \delta_{pj} \partial_q \partial_k \chi |_{0}, \tag{C.11}
\]

\[
\partial_q \partial_p (\bar{r}_j' \partial_k \chi) |_{\bar{r} = 0} = \delta_{pk} \partial_q \partial_j \chi |_{0} + \delta_{qk} \partial_p \partial_j \chi |_{0}, \tag{C.12}
\]

\[
\partial_q (\bar{r}_p' \partial_j \partial_k \chi) |_{\bar{r} = 0} = \delta_{kp'} \partial_q \partial_j \chi |_{0}, \tag{C.13}
\]

\[
\partial_q \partial_p \partial_j (\bar{r}_k' \chi) |_{\bar{r} = 0} = \delta_{kp} \partial_q \partial_j \chi |_{0}, \tag{C.14}
\]

Plugging these expressions into Eq\text{(C.9)} we get

\[
\text{Tr}(\hat{\rho} \hat{R}_j \hat{R}_k \hat{R}_p \hat{R}_q) = d_j d_k d_p d_q + \frac{1}{2} d_j d_q V_{jq} + \frac{1}{2} d_k d_q V_{kq} + \frac{1}{2} d_j d_q V_{kp} + \\
\frac{1}{2} d_k d_p V_{jq} + \frac{1}{2} d_j d_p V_{kq} + \frac{1}{2} d_j d_q V_{pq} + \\
\frac{i}{2} \left\{ \Omega_{jk} \left( d_p \partial_q + \frac{V_{pq}}{2} \right) + \Omega_{jp} \left( d_k \partial_q + \frac{V_{kq}}{2} \right) + \\
\Omega_{kp} \left( d_j \partial_q + \frac{V_{jq}}{2} \right) + \Omega_{jq} \left( d_k \partial_p + \frac{V_{kp}}{2} \right) + \\
\Omega_{kq} \left( d_j \partial_p + \frac{V_{jp}}{2} \right) + \Omega_{pq} \left( d_j \partial_k + \frac{V_{jk}}{2} \right) \right\} - \\
\frac{1}{4} \left\{ \Omega_{jq} \Omega_{kp} + \Omega_{jp} \Omega_{kq} + \Omega_{jk} \Omega_{pq} \right\} + \\
\frac{1}{4} (V_{jq} V_{kp} + V_{jp} V_{kq} + V_{jk} V_{pq}). \tag{C.15}
\]
Before moving to the last section we recall that the expectation value of the SLD operator is zero. This is easy to check:

\[
\langle \hat{L}_\zeta \rangle = \text{Tr} (\hat{\rho} \hat{L}_\zeta) = L^{(0)}_{\zeta} \text{Tr}(\hat{\rho}) + L^{(1)}_{\zeta m} \text{Tr}(\hat{\rho} \hat{R}_m) + L^{(2)}_{\zeta jk} \text{Tr}(\hat{\rho} \hat{R}_j \hat{R}_k) =
\]

\[
= L^{(0)}_{\zeta} + L^{(1)}_{\zeta m} d_m + L^{(2)}_{\zeta jk} \left( d_j d_k + \frac{1}{2} (V_{jk} + i\Omega_{jk}) \right),
\] (C.17)

which in vectorial form reads

\[
\langle \hat{L}_\zeta \rangle = L^{(0)}_{\zeta} + L^{(1)}_{\zeta} \mathbf{d} + \mathbf{d}^T L^{(2)}_{\zeta} \mathbf{d} + \frac{1}{2} \text{Tr}(L^{(2)}_{\zeta} V) + \frac{i}{2} \text{Tr}(L^{(2)}_{\zeta} \Omega).
\] (C.18)

When substituting the expression for \( L^{(0)} \), Eq.6.7, we are left with a term proportional to \( \text{Tr}(L^{(2)}_{\zeta} \Omega) \) which vanishes because \( L^{(2)} \) is symmetric, while \( \Omega \) is skew-symmetric.

**Expressions for \( \text{Tr}(\hat{\rho} \hat{L}_\eta \hat{L}_\zeta) \), \( F_{\eta \zeta} \), \( J_{\eta \zeta} \)**

We have that

\[
\text{Tr}(\hat{\rho} \hat{L}_\eta \hat{L}_\zeta) = L^{(0)}_{\eta} L^{(0)}_{\zeta} + L^{(0)}_{\eta} L^{(1)}_{\zeta m} \text{Tr}(\hat{\rho} \hat{R}_m) + L^{(0)}_{\eta} L^{(2)}_{\zeta pq} \text{Tr}(\hat{\rho} \hat{R}_p \hat{R}_q) +
\]

\[
+ L^{(1)}_{\eta l} L^{(0)}_{\zeta} \text{Tr}(\hat{\rho} \hat{R}_l) + L^{(1)}_{\eta l} L^{(1)}_{\zeta m} \text{Tr}(\hat{\rho} \hat{R}_l \hat{R}_m) +
\]

\[
+ L^{(1)}_{\eta} L^{(2)}_{\zeta pq} \text{Tr}(\hat{\rho} \hat{R}_i \hat{R}_p \hat{R}_q) + L^{(2)}_{\eta} L^{(0)}_{\zeta} \text{Tr}(\hat{\rho} \hat{R}_i \hat{R}_j \hat{R}_k) +
\]

\[
+ L^{(2)}_{\eta} L^{(1)}_{\zeta m} \text{Tr}(\hat{\rho} \hat{R}_i \hat{R}_j \hat{R}_m) + L^{(2)}_{\eta} L^{(2)}_{\zeta pq} \text{Tr}(\hat{\rho} \hat{R}_i \hat{R}_j \hat{R}_k \hat{R}_p \hat{R}_q).
\]
and substituting the results of the previous parts of the proof we get

$$\text{Tr} \left( \hat{\rho} \hat{L}_{\eta} \hat{L}_{\xi} \right) = L_{\eta}^{(0)} L_{\xi}^{(0)} + L_{\eta}^{(0)} L_{\xi}^{(1)} d_m + L_{\eta}^{(1)} L_{\xi}^{(0)} d_i +$$

$$+ L_{\eta}^{(0)} L_{\xi}^{(2)} \left( d_p d_q + \frac{1}{2} (V_{pq} + i\Omega_{pq}) \right) +$$

$$+ L_{\eta}^{(1)} L_{\xi}^{(1)} \left( d_l d_m + \frac{1}{2} (V_{lm} + i\Omega_{lm}) \right) +$$

$$+ L_{\eta}^{(2)} L_{\xi}^{(0)} \left( d_j d_k + \frac{1}{2} (V_{jk} + i\Omega_{jk}) \right) +$$

$$+ L_{\eta}^{(1)} L_{\xi}^{(2)} \left( d_p d_l d_q + (V_{lp} + i\Omega_{lp}) \frac{d_q}{2} +$$

$$+ (V_{pq} + i\Omega_{pq}) \frac{d_l}{2} + (V_{lq} + i\Omega_{lq}) \frac{d_p}{2} \right) +$$

$$+ L_{\eta}^{(2)} L_{\xi}^{(1)} \left( d_j d_k d_m + (V_{jk} + i\Omega_{jk}) \frac{d_m}{2} +$$

$$+ (V_{km} + i\Omega_{km}) \frac{d_j}{2} + (V_{j} + i\Omega_{j}) \frac{d_k}{2} \right) +$$

$$+ L_{\eta}^{(2)} L_{\xi}^{(2)} \left( d_j d_k d_p d_q + \frac{1}{2} d_p d_q V_{jk} + \frac{1}{2} d_k d_q V_{jp} +$$

$$+ \frac{1}{2} d_j d_q V_{kp} + \frac{1}{2} d_k d_p V_{jq} + \frac{1}{2} d_j d_p V_{kj} +$$

$$+ \frac{1}{2} d_j V_{pq} + \frac{1}{4} V_{jq} V_{kp} + \frac{1}{4} V_{jp} V_{ka} + \frac{1}{4} V_{jk} V_{pq} +$$

$$+ \frac{i}{2} \left[ \Omega_{jk} \left( d_p d_q + \frac{V_{pq}}{2} \right) + \Omega_{jp} \left( d_k d_q + \frac{V_{kq}}{2} \right) +$$

$$+ \Omega_{kp} \left( d_j d_q + \frac{V_{jq}}{2} \right) + \Omega_{pq} \left( d_j d_p + \frac{V_{jp}}{2} \right) +$$

$$+ \Omega_{kj} \left( d_j d_p + \frac{V_{jp}}{2} \right) + \Omega_{pq} \left( d_j d_k + \frac{V_{jk}}{2} \right) \right] -$$

$$- \frac{1}{4} \left( \Omega_{jq} \Omega_{kp} + \Omega_{jp} \Omega_{kq} + \Omega_{jk} \Omega_{pq} \right) \right).$$

(C.19)

To this expression we subtract

$$0 \equiv \langle \hat{L}_{\xi} \rangle \langle \hat{L}_{\eta} \rangle = L_{\xi}^{(0)} L_{\eta}^{(0)} + L_{\xi}^{(0)} L_{\eta}^{(1)} L_{\eta}^{(0)} d_m + L_{\xi}^{(1)} L_{\eta}^{(1)} L_{\eta}^{(1)} d_m +$$

$$+ L_{\xi}^{(0)} L_{\eta}^{(2)} L_{\eta}^{(0)} \left( d_p d_q + \frac{V_{pq} + i\Omega_{pq}}{2} \right) + L_{\xi}^{(1)} L_{\eta}^{(1)} L_{\eta}^{(0)} \left( d_p d_q + \frac{V_{pq} + i\Omega_{pq}}{2} \right) +$$

$$+ L_{\xi}^{(2)} L_{\eta}^{(0)} L_{\eta}^{(0)} \left( d_j d_k + \frac{V_{jk} + i\Omega_{jk}}{2} \right) + L_{\xi}^{(2)} L_{\eta}^{(1)} L_{\eta}^{(1)} \left( d_j d_k + \frac{V_{jk} + i\Omega_{jk}}{2} \right) +$$

$$+ L_{\xi}^{(2)} L_{\eta}^{(2)} L_{\eta}^{(0)} \left( d_j d_k + \frac{V_{jk} + i\Omega_{jk}}{2} \right) \left( d_p d_q + \frac{V_{pq} + i\Omega_{pq}}{2} \right)$$
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and we get

$$
\operatorname{Tr} (\hat{\rho} \hat{\eta} \hat{L}_\zeta) = \frac{1}{2} d_k V_{jm} L^{(2)}_{\eta j k} L^{(1)}_{\zeta m} + \frac{1}{2} d_j L^{(2)}_{\eta j k} V_{km} L^{(1)}_{\zeta m} +
$$

$$
+ \frac{1}{2} i d_k \Omega_{jm} L^{(2)}_{\eta j k} L^{(1)}_{\zeta m} + \frac{1}{2} i d_j L^{(2)}_{\eta j k} \Omega_{km} L^{(1)}_{\zeta m} +
$$

$$
+ \frac{1}{2} d_k d_q V_{jp} L^{(2)}_{\eta j k} L^{(1)}_{\zeta p q} + \frac{1}{2} d_j d_q L^{(2)}_{\eta j k} V_{kp} L^{(1)}_{\zeta p q} +
$$

$$
+ \frac{1}{2} d_k d_p V_{jq} L^{(2)}_{\eta j k} L^{(1)}_{\zeta p q} + \frac{1}{2} d_j d_p L^{(2)}_{\eta j k} V_{kp} L^{(1)}_{\zeta p q} +
$$

$$
+ \frac{1}{2} i d_k d_q \Omega_{jp} L^{(2)}_{\eta j k} L^{(1)}_{\zeta p q} + \frac{1}{2} i d_j d_p \Omega_{jq} L^{(2)}_{\eta j k} L^{(1)}_{\zeta p q} +
$$

$$
+ \frac{1}{2} i d_j d_q L^{(2)}_{\eta j k} \Omega_{kp} L^{(1)}_{\zeta p q} + \frac{1}{2} i d_j d_p L^{(2)}_{\eta j k} \Omega_{kp} L^{(1)}_{\zeta p q} +
$$

$$
+ \frac{1}{2} d_q L^{(1)}_{\eta j} V_{jp} L^{(2)}_{\zeta p q} + \frac{1}{2} d_p L^{(1)}_{\eta j} V_{jq} L^{(2)}_{\zeta p q} +
$$

$$
+ \frac{1}{2} d_p L^{(1)}_{\eta j} \Omega_{jp} L^{(2)}_{\zeta p q} + \frac{1}{2} d_q L^{(1)}_{\eta j} \Omega_{jq} L^{(2)}_{\zeta p q} +
$$

$$
+ \frac{1}{4} i \Omega_{jp} L^{(2)}_{\eta j k} V_{kp} L^{(2)}_{\zeta q p} + \frac{1}{4} i \Omega_{jq} L^{(2)}_{\eta j k} V_{kp} L^{(2)}_{\zeta q p} +
$$

$$
+ \frac{1}{4} i V_{jq} L^{(2)}_{\eta j k} \Omega_{kp} L^{(1)}_{\zeta p q} + \frac{1}{4} i V_{jp} L^{(2)}_{\eta j k} \Omega_{kp} L^{(1)}_{\zeta p q} +
$$

$$
+ \frac{1}{4} V_{jq} L^{(2)}_{\eta j k} \Omega_{kp} L^{(1)}_{\zeta p q} + \frac{1}{4} V_{jp} L^{(2)}_{\eta j k} \Omega_{kp} L^{(1)}_{\zeta p q} +
$$

$$
- \frac{1}{4} \Omega_{jq} L^{(2)}_{\eta j k} \Omega_{kp} L^{(1)}_{\zeta p q} - \frac{1}{4} \Omega_{jp} L^{(2)}_{\eta j k} \Omega_{kp} L^{(1)}_{\zeta p q} +
$$

$$
+ \frac{1}{2} L^{(1)}_{\eta j} V_{lm} L^{(1)}_{\zeta m} + \frac{1}{2} i L^{(1)}_{\eta j} \Omega_{lm} L^{(1)}_{\zeta m} ,
$$

(C.20)

which in vectorial form becomes

$$
\operatorname{Tr} (\hat{\rho} \hat{\eta} \hat{L}_\zeta) = d^T L^{(2)}_{\eta} V L^{(1)}_{\zeta} + i d^T L^{(2)}_{\eta} \Omega L^{(1)}_{\zeta} + 2 d^T L^{(2)}_{\eta} V L^{(1)}_{\zeta} d +
$$

$$
+ 2 i d^T L^{(2)}_{\eta} \Omega L^{(2)}_{\zeta} d + d^T L^{(2)}_{\eta} V L^{(1)}_{\eta} + i L^{(1)\top} \Omega L^{(2)}_{\zeta} d +
$$

$$
+ 2 i \operatorname{Tr} \left( \Omega L^{(2)}_{\zeta} V L^{(2)}_{\eta} \right) + \frac{1}{2} \operatorname{Tr} \left( V L^{(2)}_{\zeta} V L^{(2)}_{\eta} \right) +
$$

$$
+ \frac{1}{2} \operatorname{Tr} \left( \Omega L^{(2)}_{\zeta} \Omega L^{(2)}_{\eta} \right) + \frac{1}{2} L^{(1)\top} V L^{(1)}_{\zeta} + \frac{i}{2} L^{(1)\top} \Omega L^{(1)}_{\zeta} .
$$

(C.21)

Now, since for any two hermitian operators \( \hat{A} \) and \( \hat{B} \) it holds that that

\[ 2 \operatorname{Tr} (\hat{\rho} \hat{A} \hat{B}) = \operatorname{Tr} (\hat{\rho} \hat{A} \hat{B}) + \operatorname{Tr} (\hat{\rho} [\hat{A}, \hat{B}]) , \]

we find

\[ \operatorname{Re} \left\{ \operatorname{Tr} (\hat{\rho} \hat{\eta} \hat{L}_\zeta) \right\} = \frac{1}{2} \operatorname{Tr} (\hat{\rho} \{ \hat{L}_\eta, \hat{L}_\zeta \}^+) = \mathcal{F}_{\eta \zeta} = \mathcal{F}_{\zeta \eta} , \quad \text{(C.22)} \]

\[ \operatorname{Im} \left\{ \operatorname{Tr} (\hat{\rho} \hat{\eta} \hat{L}_\zeta) \right\} = \frac{1}{2i} \operatorname{Tr} (\hat{\rho} [\hat{L}_\eta, \hat{L}_\zeta]) = \mathcal{J}_{\eta \zeta} = -\mathcal{J}_{\zeta \eta} . \quad \text{(C.23)} \]
Using the cyclic property of the trace and the identity Eq 6.5 we have that
\[ \frac{1}{2} \text{Tr} \left( V L_\zeta (2) V L_\eta (2) \right) + \frac{1}{2} \text{Tr} \left( \Omega L_\zeta (2) \Omega L_\eta (2) \right) = \frac{1}{2} \text{Tr} \left( \partial_\zeta V L_\eta (2) \right) \]
\[ = \frac{1}{2} \text{Tr} \left( \partial_\eta V L_\zeta (2) \right), \quad (C.24) \]

therefore, for Eq C.22, we have:
\[ \text{Re} \left\{ \text{Tr} \left( \hat{\rho} \hat{L}_\eta \hat{L}_\zeta \right) \right\} = d^\top L_\eta (2) V L_\zeta (1) + 2d^\top L_\eta (2) V L_\zeta (2) + d^\top L_\zeta (2) V L_\eta (1) + \]
\[ + \frac{1}{2} \text{Tr}(\partial_\zeta V L_\eta (2)) + \frac{1}{2} L_\eta (1) V L_\zeta (1). \quad (C.25) \]

Finally, substituting in the expression for \( L^{(1)} \), Eq 6.6 and adopting in what follows the shorthand notation \( d_\eta \equiv \partial_\eta d \), we get
\[ \text{Re} \left\{ \text{Tr} \left( \hat{\rho} \hat{L}_\eta \hat{L}_\zeta \right) \right\} = \frac{1}{2} \text{Tr}(\partial_\zeta V L_\eta (2)) + 2d_\eta^\top V^{-1} d_\zeta = F_{\eta \zeta}. \quad (C.26) \]

Similarly, for Eq C.23 we have
\[ \text{Im} \left\{ \text{Tr} \left( \hat{\rho} \hat{L}_\eta \hat{L}_\zeta \right) \right\} = d^\top L_\eta (2) \Omega L_\zeta (1) + 2d^\top L_\eta (2) \Omega L_\zeta (2) + L_\eta (1)^\top \Omega L_\zeta (2) d + \]
\[ + 2 \text{Tr} \left( \Omega L_\zeta (2) V L_\eta (2) \right) + \frac{1}{2} L_\eta (1)^\top \Omega L_\zeta (1) = \]
\[ = 2 \text{Tr} \left( \Omega L_\zeta (2) V L_\eta (2) \right) + 2d_\eta^\top V^{-1} \Omega V^{-1} d_\zeta = J_{\eta \zeta}. \quad (C.27) \]

In conclusion, to summarize:
\[ \text{Tr} \left( \hat{\rho} \hat{L}_\eta \hat{L}_\zeta \right) = F_{\eta \zeta} + i J_{\eta \zeta}, \quad (C.28) \]

with
\[ F_{\eta \zeta} = \frac{1}{2} \text{Tr}(\partial_\zeta V L_\eta (2)) + 2d_\eta^\top V^{-1} d_\zeta, \quad (C.29) \]
\[ J_{\eta \zeta} = 2 \text{Tr} \left( \Omega L_\zeta (2) V L_\eta (2) \right) + 2d_\eta^\top V^{-1} \Omega V^{-1} d_\zeta. \quad (C.30) \]

This completes the proof. \( \square \)
**k-MODE POSITIVITY OF GAUSSIAN MAPS**

In this Appendix we are going to prove Theorem 7.1. In order to prove it we will enunciate and prove the following first:

**Lemma 2.** For any \(2n \times 2n\) Hermitian matrix \(R\) we have

\[
\min \{ \text{eig} (i\Omega_n + R) \} = \min \left\{ \text{eig} \left( i\Omega_{n-k} \oplus 1_k + QRQ^\top \right) \right\},
\]

(D.1)

for some orthogonal symplectic matrix \(Q\) and for any \(k < n\).

**Proof.** Let us denote \(\lambda = \min \{ \text{eig}(R + i\Omega_n) \}\) which corresponds to an eigenvector

\[
v_\lambda = \begin{pmatrix} a + i\beta \\ a_{n-1} + ib_{n-1} \\ a_n + ib_n \end{pmatrix},
\]

(D.2)

where \(a\) and \(\beta\) are \(2n - 4\) dimensional real vectors and \(a_{n-1}, a_n, b_{n-1}\) and \(b_n\) are two-dimensional real vectors. A transformation \(Q \in \text{Sp}(2n, \mathbb{R}) \cap \text{SO}(2n)\) preserves the eigenvalues changing the corresponding eigenvector into \(v_\lambda' = Qv_\lambda\). In order to prove the Lemma we start showing that there exists \(Q_1 \in \text{Sp}(2n, \mathbb{R}) \cap \text{SO}(2n)\) such that \(v_\lambda^{(1)} = Q_1v_\lambda\) is an eigenvector for both \(i\Omega_n + Q_1RQ_1^\top\) and \(i\Omega_{n-1} \oplus 1 + Q_1RQ_1^\top\) for the same eigenvalue \(\lambda\). Denote

\[
v_\lambda^{(1)} = \begin{pmatrix} a_1^{(1)} + i\beta_1^{(1)} \\ a_{n-1}^{(1)} + ib_{n-1}^{(1)} \\ a_n^{(1)} + ib_n^{(1)} \end{pmatrix}.
\]

(D.3)
Observe the action of $i\Omega_{n-1} \oplus \mathbb{1} + Q_1 R Q_1^\top$ on $v_\lambda^{(1)}$

$$
(Q_1 R Q_1^\top + i\Omega_n + O_{n-1} \oplus (\mathbb{1} - i\Omega)) \begin{pmatrix}
|a^{(1)} + i\beta^{(1)}| \\
|a_{n-1}^{(1)} + ib_{n-1}^{(1)}| \\
|a_n^{(1)} + ib_n^{(1)}|
\end{pmatrix} = \lambda v_\lambda^{(1)} + \begin{pmatrix}
0_{2n-4} \\
0 \\
|a_n^{(1)} + \Omega b_n^{(1)} - i\Omega(a_n^{(1)} + \Omega b_n^{(1)})|
\end{pmatrix}.
$$

(D.4)

Consider the following symplectic orthogonal transformation

$$
Q_1 = \mathbb{1}_{n-2} \oplus \begin{pmatrix}
\cos \phi_1 \mathbb{1} & -\sin \phi_1 O_1 \\
\sin \phi_1 O_1 & \cos \phi_1 \mathbb{1}
\end{pmatrix},
$$

where $O_1$ is a $2 \times 2$ orthogonal matrix. Using this transformation we have

$$
v_\lambda^{(1)} = \begin{pmatrix}
\alpha \\
\cos \phi_1 a_{n-1} - \sin \phi_1 O_1 a_n \\
\cos \phi_1 a_n + \sin \phi_1 O_1 a_{n-1}
\end{pmatrix} + i \begin{pmatrix}
\beta \\
\cos \phi_1 b_{n-1} - \sin \phi_1 O_1 b_n \\
\cos \phi_1 b_n + \sin \phi_1 O_1 b_{n-1}
\end{pmatrix}.
$$

(D.6)

The two-dimensional vector $a_n^{(1)} + \Omega b_n^{(1)}$ in the last term of Eq. (D.4) can now be written as

$$
a_n^{(1)} + \Omega b_n^{(1)} = \cos \phi_1 (a_n + \Omega b_n) + \sin \phi_1 O_1 (a_{n-1} + \Omega b_{n-1}).
$$

(D.7)

Notice that given any two real two-dimensional vectors $r_1$ and $r_2$ one can always find a rotation $O_1$ and an angle $\phi_1$ such that $\cos \phi_1 r_1 + \sin \phi_1 O_1 r_2 = 0$. Indeed, the rotation $O_1$ directs the second vector to be parallel to the first and $\sin \phi_1$ and $\cos \phi_1$ adjust the lengths. Therefore, we showed that it is possible to find a symplectic orthogonal transformation $Q_1$, i.e. $O_1$ and $\phi_1$, such that the last term of Eq. (D.4) vanishes, hence that $v_\lambda^{(1)}$ is an eigenvector of $i\Omega_{n-1} \oplus \mathbb{1} + Q_1 R Q_1^\top$ corresponding to the eigenvalue $\lambda$.

Using an analogous argument we can show that $\lambda$ is also an eigenvalue of $i\Omega_{n-2} \oplus \mathbb{1}_2 + Q_2 R Q_2^\top$, where $R = Q_1 R Q_1^\top$, corresponding to the eigenvector $v_\lambda^{(2)} = Q_2 v_\lambda^{(1)}$, with

$$
Q_2 = \mathbb{1}_{n-3} \oplus \begin{pmatrix}
\cos \phi_2 \mathbb{1} & -\sin \phi_2 O_2 \\
\sin \phi_2 O_2 & \cos \phi_2 \mathbb{1}
\end{pmatrix} \oplus \mathbb{1},
$$

(D.8)
with $O_2$, $2 \times 2$ orthogonal matrix, and $\phi_2$ satisfying

$$\cos \phi_2(a^{(1)}_{n-1} + \Omega b^{(1)}_{n-1}) + \sin \phi_2 O_2(a^{(1)}_{n-2} + \Omega b^{(1)}_{n-2}) = 0 . \quad (D.9)$$

Iterating this procedure we find that $Q = Q_k \cdot Q_{k-1} \cdot \cdots \cdot Q_2 \cdot Q_1$. This completes the proof. \qed

We can now prove Th. 7.1

**Proof.** We want now to deliver a condition on a map $(X, Y)$ acting on an $n$-mode quantum system guaranteeing that the inequality Eq. 7.17 is satisfied for every $V_{n+k}$ where $1 \leq k$. We consider a generic bipartite $(n + k)$-mode covariance matrix

$$V_{n+k} = \begin{pmatrix} A & C \\ C^T & B \end{pmatrix}, \quad (D.10)$$

where $A$ is a $2n \times 2n$ symmetric matrix, $B$ is a $2k \times 2k$ symmetric matrix and $C$ is a $2n \times 2k$ matrix. Inequality Eq. 7.17 reads

$$\left( \begin{array}{cc} XAX^T + Y - i\Omega_n & XC \\ C^T X^T & B - i\Omega_k \end{array} \right) \geq 0 \iff \left( \begin{array}{cc} A + X^{-1}(Y - i\Omega_n)(X^T)^{-1} & C \\ C^T & B - i\Omega_k \end{array} \right) \geq 0 , \quad (D.11)$$

where we assume that $X$ is invertible. As $V_{n+k} \geq i\Omega_{n+k}$, we also have that $B - i\Omega_k \geq 0$. Assuming invertibility of $B - i\Omega_k$, the Schur’s complement Lemma ensures that condition Eq. D.11 is equivalent to positivity of the Schur’s complement of the block $B - i\Omega_k$, i.e.

$$A + X^{-1}(Y - i\Omega_n)(X^T)^{-1} - C(B - i\Omega_k)^{-1} C^T \geq 0 . \quad (D.12)$$

Moreover, applying the Schur’s complement Lemma to $V_{n+k} - i\Omega_{n+k}$ we get

$$A - i\Omega_n - C(B - i\Omega_k)^{-1} C^T \geq 0 . \quad (D.13)$$

Hence, the left hand side of Eq. D.12 can be decomposed in a positive state-dependent term and in a map-dependent one:

$$A - i\Omega_n - C(B - i\Omega_k)^{-1} C^T + X^{-1}(Y - i\Omega_n)(X^T)^{-1} + i\Omega_n \geq 0 . \quad (D.14)$$
This condition has to be satisfied for any \( n + k \)-modes state. Due to the Williamson’s theorem we can derive that for any mixed state \( V_{\text{mixed}} \) there exists a pure state \( V_{\text{pure}}^S \) such that

\[
V_{\text{mixed}} = S \nu S^\top \geq S \mathbb{1}_{n+k} S^\top = V_{\text{pure}}^S ,
\]

with \( \nu = \text{diag}\{\nu_1, \nu_1, \ldots, \nu_{n+k}, \nu_{n+k}\} \). It is then sufficient to check that inequality Eq.\( D.14 \) holds for pure states to guarantee that it is satisfied for all states. By using again the Williamson’s Theorem we find that local symplectic transformations \( S_n \) and \( S_k \) can bring the covariance matrix of any pure \( n + k \)-mode Gaussian state \((S_n \oplus S_k)V_{\text{pure}}^S(S_n \oplus S_k)^\top\) to the normal form, i.e. the block form with non-zero entries only on the diagonal of each block, see Section 2.2.3. For \( k \leq n \) the blocks are

\[
A = S_n \left( \bigoplus_{j=1}^k \cosh r_j \mathbb{1} \oplus \mathbb{1}_{n-k} \right) S_n^\top , \tag{D.16}
\]

\[
B = S_k \left( \bigoplus_{j=1}^k \cosh r_j \mathbb{1} \right) S_k^\top , \tag{D.17}
\]

\[
C = S_n \left( \bigoplus_{j=1}^k -\sinh r_j \sigma_z \right) S_k^\top , \tag{D.18}
\]

where \( \diamond \) is an \( 2(n-k) \times 2n \) null matrix. We have then

\[
C(B - i\Omega_k)^{-1}C^\top = S_n \left( \bigoplus_{j=1}^k \left( \cosh r_j \mathbb{1} - i\Omega \right) \oplus O_{n-k} \right) S_n^\top . \tag{D.19}
\]

As a consequence, Eq.\( D.14 \) is satisfied for any state if

\[
S_n \left( i\Omega_k \oplus \mathbb{1}_{n-k} \right) S_n^\top + X^{-1}(Y - i\Omega_n)(X^\top)^{-1} \geq 0 , \tag{D.20}
\]

holds for every \( S_n \in \text{Sp}(2n,\mathbb{R}) \). Notice that for every \( S_n \)

\[
S_n (i\Omega_k \oplus \mathbb{1}_{n-k}) S_n^\top + X^{-1}(Y - i\Omega_n)(X^\top)^{-1} \geq i\Omega_n + X^{-1}(Y - i\Omega_n)(X^\top)^{-1} . \tag{D.21}
\]

This inequality implies that the left hand side cannot have an eigenvalue smaller than the smallest eigenvalue of the right hand side. To complete the proof of Theorem 7.1 it is sufficient to show that there exists \( S_n \) such that the left hand side and the right hand side have the same the smallest eigenvalue.
for any $1 \leq k$. For $1 \leq k \leq n$, this is guaranteed by Lemma 2. Indeed, this lemma shows that there exists a symplectic orthogonal transformation $Q$ such that

$$
\min \left\{ \text{eig} \left( Q^T (i\Omega_k \oplus 1_{n-k}) Q + X^{-1}(Y - i\Omega)(X^T)^{-1} \right) \right\} = \min \left\{ \text{eig} \left( i\Omega_n + X^{-1}(Y - i\Omega)(X^T)^{-1} \right) \right\}.
$$

If $k > n$, then Eq. (D.14) becomes equal to the right hand side of Eq. (D.21). Summarizing, the positivity condition Eq. (7.17) for $k = 1$ is equivalent to the positivity condition for any $k \geq 1$. This completes the proof of the Theorem. \qed
TELEPORTATION OUTPUT

We will derive here Eqs. 8.3-8.2

Thanks to the Fourier-Weyl relation, we can express the state of the global system, given by the input state \((V_{\text{in}}, d_{\text{in}})\) and by the state shared by Alice and Bob \((V_{AB}, d_{AB})\), up to a normalization constant, as

\[
\hat{\rho}^{(0)}_{\text{inAB}} \propto \int d r_{\text{in}} d r_{B} e^{-\frac{1}{4} r_{\text{in}}^\top \Omega_3^\top (V_{\text{in}} \oplus V_{AB}) \Omega_3 r_{\text{in}} + i d_{\text{in}} r_{\text{in}}} \hat{D}_{r_{\text{in}}} \otimes \hat{D}_{r_{B}},
\]

(E.1)

where \(\hat{D}_{r_{\text{in}}}\) is the displacement operator acting on \(H_{\text{in}} \otimes H_A\) and \(r = r_{\text{in}} \oplus r_{B}\), with \(r_{\text{in}} = r_{\text{in}} \oplus r_A\) (analogously for \(d\)). We rewrite \(\Omega_3^\top (V_{\text{in}} \oplus V_{AB})\Omega_3\) in block form as follows

\[
\Omega_3^\top (V_{\text{in}} \oplus V_{AB})\Omega_3 = \begin{pmatrix}
\hat{V}_{\text{in}A} & \hat{V}_{\text{inAB}} \\
\hat{V}_{\text{inAB}}^\top & \hat{V}_{B}
\end{pmatrix},
\]

(E.2)

where the upper-left 4 \(\times\) 4 block is \(\hat{V}_{\text{in}A} = \Omega_2(V_{\text{in}} \oplus A)\Omega_2\), the off-diagonal 4 \(\times\) 2 block is \(\hat{V}_{\text{inAB}} = (\diamond \Omega^\top C^\top \Omega)^\top\) and the bottom-right 2 \(\times\) 2 block on the diagonal \(\hat{V}_{B} = \Omega^\top B \Omega\). We can rewrite Eq. E.1 as

\[
\hat{\rho}^{(0)}_{\text{inAB}} \propto \int d r \exp \left\{ -\frac{1}{4} r_{\text{in}}^\top \hat{V}_{\text{in}A} r_{\text{in}} - i \left( \Omega_2 d_{\text{in}} + \frac{i}{2} \hat{V}_{\text{inAB}} r_{B} \right)^\top r_{\text{in}} \right\} \cdot \exp \left\{ -\frac{1}{4} r_{B}^\top \hat{V}_{B} r_{B} - i (\Omega d_{B})^\top r_{B} \right\} \hat{D}_{r_{\text{in}}} \otimes \hat{D}_{r_{B}}.
\]

Alice mixes in a 50:50 beam splitter the input mode and her part of the shared state

\[
\hat{\rho}^{(0)}_{\text{inAB}} \rightarrow \hat{\rho}^{(1)}_{\text{inAB}} = \hat{B}_{\text{inA}} \otimes 1^B \hat{\rho}^{(0)}_{\text{inAB}} \hat{B}_{\text{inA}}^+ \otimes 1^B \propto \int d r \exp \left\{ -\frac{1}{4} r_{\text{in}}^\top \hat{V}_{\text{in}A} r_{\text{in}} - i \left( \Omega_2 d_{\text{in}} + \frac{i}{2} \hat{V}_{\text{inAB}} r_{B} \right)^\top r_{\text{in}} \right\} \cdot \exp \left\{ -\frac{1}{4} r_{B}^\top \hat{V}_{B} r_{B} - i (\Omega d_{B})^\top r_{B} \right\} \hat{B}_{\text{inA}} \hat{D}_{r_{\text{in}}} \hat{B}_{\text{inA}}^+ \otimes \hat{D}_{r_{B}},
\]
where $\hat{B}_{inA}$ is the beam splitter unitary. Let $B$ be the beam-splitter symplectic transformation on phase space defined as

$$B = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}.$$  \hfill (E.3)

Since $\hat{B}_{inA} \hat{D}_{r_{inA}}^\dagger \hat{B}_{inA} = \hat{D}_{B^{-1}r_{inA}}$, a change of variables $u = B^{-1}r_{inA} = r_+ \oplus r_-$ gives

$$\hat{\rho}^{(1)}_{inAB} \propto \int du dr_B \hat{D}_u \otimes \hat{D}_r_B \exp \left\{ -\frac{1}{4} r_B^\dagger \tilde{V}_B r_B - i(\Omega d_B)^\top r_B \right\} \cdot \exp \left\{ -\frac{1}{4} u^\top B^\top \tilde{V}_{inA} B u - i \left( \Omega_2 d_{inA} + i \frac{1}{2} \tilde{V}_{inAB} r_B \right)^\top B u \right\}. $$

At this point, Alice measures, through a double homodyne detection, the commuting quadratures $\hat{Q}_+ = \frac{\hat{q}_{in} + \hat{q}_A}{\sqrt{2}}$ and $\hat{P}_- = \frac{\hat{p}_{in} - \hat{p}_A}{\sqrt{2}}$ and communicates the outcomes $(Q_+, P_-)$ to Bob who will displace his part of the shared state accordingly, i.e. he applies the displacement $\hat{D}_{-\delta}$, with $\delta = g\sqrt{2}(Q_+, P_-)$ to his mode. To describe mathematically this part of the protocol we make use of the fact that it is possible to define a set of POVMs that correspond to ideal general-dyne detections on $m$ modes thanks to the non-orthogonal set of projectors [29]

$$\left\{ \Pi_v^{(\hat{S})} \right\}_{v \in \mathbb{R}^{2m}} \left\{ \frac{\hat{D}_v \hat{S} |0\rangle \langle 0| \hat{S}^\dagger \hat{D}_v^\dagger}{(2\pi)^m} \right\}_{v \in \mathbb{R}^{2m}}, \hfill (E.4)$$

where $\hat{S}$ is a Gaussian unitary transformation. It is easy to verify this set of projectors resolve the identity. The homodyne detection of the quadrature $\hat{q}$ ($\hat{p}$) corresponds to choose $\hat{S}$ to be the single-mode squeezing operation, described on phase-space by the symplectic $S_{\hat{q}} = \text{diag}\{1/z, z\}$ ($S_{\hat{p}} = \text{diag}\{z, 1/z\}$) in the limit of infinite squeezing parameter $z \to \infty$.

The measurement performed by Alice and Bob’s conditional displacement are hence described by

$$\hat{\rho}^{(1)}_{inAB} \rightarrow \hat{\rho}^{(2)}_{inAB} = \int dv_+ dv_- \Pi_{v_+} \otimes \Pi_{v_-} \otimes \hat{D}_{-\delta} \hat{\rho}^{(1)}_{inAB} \Pi_{v_+} \otimes \Pi_{v_-} \otimes \hat{D}_{-\delta}^\dagger \propto \int dudr_B dv_+ dv_- p(v_+, v_-) \Pi_{v_+} \otimes \Pi_{v_-} \otimes \hat{D}_{-\delta} r_B \hat{D}_{-\delta}^\dagger \cdot \exp \left\{ -\frac{1}{4} u^\top B^\top \tilde{V}_{inA} B u - i \left( \Omega_2 d_{inA} + i \frac{1}{2} \tilde{V}_{inAB} r_B \right)^\top B u \right\} \cdot \exp \left\{ -\frac{1}{4} r_B^\dagger \tilde{V}_B r_B - i(\Omega d_B)^\top r_B \right\}.$$
where \( p(v_+, v_-) = p(Q_+, P_+, Q_-, P_-) = p(v) \) is the probability density of the measurement outcomes \((v_+, v_-) = (Q_+, P_+, Q_-, P_-)\):

\[
p(v_+, v_-) \propto \langle 0 | \hat{S}_Q^+ \hat{D}_{v+}^+ \hat{D}_{r+} \hat{D}_{v+} \hat{S}_{Q+} | 0 \rangle \langle 0 | \hat{S}_P^- \hat{D}_{v-}^+ \hat{D}_{r-} \hat{D}_{v-} \hat{S}_{Q-} | 0 \rangle.
\]

Since \( \hat{D}_{x}^+ \hat{D}_{y} \hat{D}_{x} = e^{ix^T \Omega_y \hat{D}_{x}} \) and calling \( S_+ = \text{diag}\{1/z, z\} \) and \( S_- = \text{diag}\{z, 1/z\} \) the symplectic matrices associated to \( \hat{S}_{Q+} \) and \( \hat{S}_{P-} \) respectively, the above becomes

\[
p(v_+, v_-) \propto \exp \left\{ iv^T \Omega_2 u \right\} \langle 0 | \hat{D}_{(S_+ \oplus S_-)} u | 0 \rangle = \exp \left\{ iv^T \Omega_2 u \right\} \exp \left\{ -\frac{1}{4} u^T \Omega_2 \left( S_+^T S_+ \oplus S_-^T S_- \right) \Omega_2 u \right\} = \exp \left\{ iv^T \Omega_2 u \right\} \exp \left\{ -\frac{1}{4} u^T S^T S u \right\},
\]

where \( S = \Omega_2^T (S_+ \oplus S_-) \Omega_2 \). We can now integrate over \( u \):

\[
\int du \exp \left\{ -\frac{1}{4} u^T \Gamma u + i \left( v^T \Omega_2 - d_{inA}^T \Omega_2 B - i r_B^T \tilde{V}_{inAB}^T B \right) u \right\},
\]

(E.5)

where \( \Gamma = B^T \tilde{V}_{inA} B + S^T S \). Recalling that for a symmetric \( 2n \times 2n \) matrix \( V \) and \( 2n \)-dimensional vector \( b \) we have the identity

\[
\int_{\mathbb{R}^{2n}} dx \ e^{-x^T V x + b^T x} = \frac{\pi^n}{\sqrt{\det V}} e^{\frac{1}{4} b^T V^{-1} b},
\]

(E.6)

the above integral Eq. (E.5) becomes \( 1/\sqrt{\det \Gamma} e^{-k} \) with

\[
k = v^T \Omega_2 \Gamma^{-1} \Omega_2^T v - 2v^T \Omega_2 \Gamma^{-1} B^T \Omega_2 d_{inA} -
- iv^T \Omega_2 \Gamma^{-1} B^T \tilde{V}_{inAB} r_B + d_{inA}^T \Omega_2 \Gamma^{-1} B^T \Omega_2 d_{inA} +
+ id_{inA}^T \Omega_2 \Gamma^{-1} B^T \tilde{V}_{inAB} r_B - \frac{1}{4} r_B^T \tilde{V}_{inAB} B^T B^T \tilde{V}_{inAB} r_B
\]

We can trace over the first two degrees of freedom to obtain Bob’s state

\[
\text{Tr}_{inA} \hat{\rho}_{inAB}^{(2)} \propto \int dr_B dv \hat{D}_{v-} \hat{D}_{r-} \hat{D}_{v+} \hat{D}_{r+} \text{Tr}_{inA} \left[ \Pi_{v+} \otimes \Pi_{v-} \right] \cdot \\
\cdot \frac{e^{-k}}{\sqrt{\det \Gamma}} \exp \left\{ -\frac{1}{4} r_B^T \tilde{V}_{rB} r_B - i (\Omega^T d_B)^T r_B \right\},
\]

(E.7)
and since the trace of a projector is equal to 1 we get
\[
\alpha \int \frac{d\nu d\nu_B}{\sqrt{\det \Gamma}} \hat{D}_{-\delta} \hat{D}_{\nu} \hat{D}_{-\delta}^\dagger \exp \left\{ -d_{\text{in}A} \Omega^\dagger \Gamma^{-1} B^\dagger \Omega d_{\text{in}A} \right\} \cdot \exp \left\{ -\nu^\dagger \Omega_2 \Gamma^{-1} \Omega_2^\dagger \nu + \left( 2 \Omega_2 \Gamma^{-1} B^\dagger \Omega_2 d_{\text{in}A} + i \Omega_2 \Gamma^{-1} B^\dagger \hat{V}_{\text{in}AB} \nu_B \right)^\dagger \nu \right\} \cdot \exp \left\{ -\frac{1}{4} r_B^\dagger \left( \hat{V}_B - \hat{V}_{\text{in}AB}^\dagger B \Gamma^{-1} B^\dagger \hat{V}_{\text{in}AB} \right) r_B - i \left( \Omega \nu_B + \hat{V}_{\text{in}AB}^\dagger B \Gamma^{-1} B^\dagger \Omega_2 d_{\text{in}A} \right)^\dagger r_B \right\}.
\]

Defining the $4 \times 2$ gain matrix $G$ as
\[
G = g \sqrt{2} \begin{pmatrix} 0 & 1 \\ 0 & 0 \\ 0 & 0 \\ -1 & 0 \end{pmatrix} = g \sqrt{2} \begin{pmatrix} \sigma_+ \\ -\sigma_- \end{pmatrix},
\]
where the $2 \times 2$ matrices $\sigma_{\pm}$ are the shift Pauli matrices, we have
\[
\hat{D}_{-\delta} \hat{D}_{\nu} \hat{D}_{-\delta}^\dagger = e^{i r_B^\delta \Omega^\delta} \hat{D}_{\nu_B} = e^{i r_B^\delta G^\dagger} \nu \hat{D}_{\nu_B}.
\]

To conclude the derivation we average over the measurement outcomes, i.e. we integrate over $\nu$. This is again a Gaussian integral Eq.E.6 with
\[
V = \Omega_2 \Gamma^{-1} \Omega_2^\dagger,
\]

\[
b = 2 \Omega_2 \Gamma^{-1} B^\dagger \Omega_2 d_{\text{in}A} + i \Omega_2 \Gamma^{-1} B^\dagger \hat{V}_{\text{in}AB} \nu_B + i G \nu_B.
\]

The result of this integral is
\[
\alpha \sqrt{\det \Gamma} \exp \left\{ d_{\text{in}A}^\dagger \Omega^\dagger \Gamma^{-1} B^\dagger \Omega \nu_B + i d_{\text{in}A}^\dagger \Omega^\dagger \Gamma^{-1} B^\dagger \hat{V}_{\text{in}AB} \nu_B + \frac{1}{4} r_B^\dagger \hat{V}_{\text{in}AB}^\dagger B \Omega_2 G \nu_B - \frac{1}{4} r_B^\dagger \hat{V}_{\text{in}AB}^\dagger B \Omega_2 \nu_B \right\}.
\]

The output state Bob is left with is
\[
\hat{\rho}_B^{(\text{out})} \propto \int d\nu_B \hat{D}_{\nu_B} \exp \left\{ i \left( d_{\text{in}A}^\dagger B^\dagger + d_{\text{in}A}^\dagger \Omega_2^\dagger B \Omega_2^\dagger G \right) \nu_B \right\} \cdot \exp \left\{ -\frac{1}{4} r_B^\dagger \left( \hat{V}_B + G^\dagger \Omega_2 \Gamma \Omega_2^\dagger G + \hat{V}_{\text{in}AB}^\dagger B \Omega_2^\dagger G + G^\dagger \Omega_2 \nu_B \hat{V}_{\text{in}AB} \right) r_B \right\}
\]
\[
(E.9)
\]
which is a Gaussian state with first moment vector
\[ d_{out} = d_B + \Omega G^\top \Omega_2 B^\top \Omega_2 d_{inA} = d_B - \Omega G^\top B^\top d_{inA} = d_B + \sqrt{2}g \delta . \]

If \( d_A = d_B = 0 \), then the above simply reduces to Eq. \ref{8.2}. The covariance matrix is
\[
V_{out} = B + \Omega \left( \hat{V}_{inAB} B \Omega_2^2 G + G^\top \Omega_2 B^\top \hat{V}_{inAB} + G^\top \Omega_2 \Gamma \Omega_2^2 G \right) \Omega^\top .
\]

Notice that
\[
\Omega \hat{V}_{inAB} B \Omega_2^2 G \Omega^\top = g \left( \begin{array}{cc}
\Omega^\top \sigma_+ & \Omega^\top \\
\Omega^\top \sigma_- & \Omega^\top 
\end{array} \right) =
\]
\[
= g \left( \begin{array}{cc}
\sigma_+ & \Omega^\top \\
\sigma_- & \Omega^\top 
\end{array} \right) =
\]
\[
= g \sigma_+ \sigma_- ,
\]

and
\[
\Omega G^\top \Omega_2^2 B^\top \hat{V}_{inAB} \Omega^\top = (\Omega \hat{V}_{inAB} B \Omega_2^2 G \Omega^\top) \Omega^\top = g \sigma_+ \sigma_- . \tag{E.10}
\]

Let us focus now on the last term: we can rewrite it as
\[
\Omega G^\top \Omega_2 \Gamma \Omega_2^2 G \Omega^\top = \Omega G^\top \left( B^\top \hat{V}_{inAB} + \left( S^\top_+ \sigma_+ \sigma_- \right) \right) G \Omega ,
\]
recasting this in block matrices form one gets
\[
g^2 \left( \Omega \sigma_- \Omega \sigma_+ \right) \left( \begin{array}{cc}
\frac{V_{in}^2 + A}{2} & \frac{V_{in}^2 - A}{2} \\
\frac{V_{in}^2 + A}{2} & \frac{V_{in}^2 - A}{2} 
\end{array} \right) \left( \begin{array}{c}
\sigma_+ \Omega^\top \\
-\sigma_- \Omega^\top 
\end{array} \right) =
\]
\[
= g^2 \left( \begin{array}{cc}
\sigma_+ \Omega^\top & \Omega \sigma_- \sigma_+ \Omega^\top + \Omega \sigma_- S^\top_+ \sigma_+ \Omega^\top - \Omega \sigma_- \frac{V_{in}^2 - A}{2} \sigma_- \Omega^\top - \\
\Omega \sigma_+ \frac{V_{in}^2 - A}{2} \sigma_+ \Omega^\top + \Omega \sigma_+ \frac{V_{in}^2 + A}{2} \sigma_- \Omega^\top + \Omega \sigma_+ S^\top_- \sigma_- \Omega^\top 
\end{array} \right)
\]

Now, given a symmetric matrix \( M = \begin{pmatrix} a & b \\ b & c \end{pmatrix} \) it is easy to verify that
\[
\Omega \sigma_- M \sigma_+ \Omega = \begin{pmatrix} a & 0 \\ 0 & 0 \end{pmatrix} , \quad \Omega \sigma_- M \sigma_- \Omega = \begin{pmatrix} 0 & -b \\ 0 & 0 \end{pmatrix} ,
\]
\[
\Omega \sigma_+ M \sigma_- \Omega = \begin{pmatrix} 0 & 0 \\ 0 & c \end{pmatrix} , \quad \Omega \sigma_+ M \sigma_+ \Omega = \begin{pmatrix} 0 & 0 \\ -b & 0 \end{pmatrix} .
\]
from which follows

$$\Omega G^\top \Omega_2 \Gamma \Omega_2^\top G \Omega^\top = g^2 V_{in} + g^2 \sigma_z A \sigma_z + \frac{1}{z^2} 1 . \quad (E.11)$$

The last term in the above vanishes in the limit of ideal homodyne detection $z \to \infty$ and the final form for the output covariance matrix is finally derived:

$$V_{out} = g^2 V_{in} + g^2 \sigma_z A \sigma_z + g \left( \sigma_z C^\top + C^\top \sigma_z \right) + B . \quad (E.12)$$
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