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Abstract—This paper addresses the estimation of the grid impedance and the control of grid-tied converters by combining pulsed-signal injection and observer based techniques. A Luenberger based observer is used for controlling the grid-side current of an LCL filter by only measuring the converter-side currents and the grid-side voltage. This configuration mitigates the effects of parameter variation at the LCL filter. Under grid impedance changes, the observer control signal will be used for triggering the signal injection. A Pulsed Signal Injection (PSI) approach is employed for estimating online the grid impedance using an RLS algorithm. Compared with existing grid-impedance estimation techniques, the proposed method can: 1) identify a generic RL grid impedance, even under unbalanced conditions; 2) reduce the distortion induced by the excitation signal by relying on the observer to triggering the injection when a grid impedance change is detected; 3) identify grid impedance values much lower than the converter filter impedance, which is the usual situation when the converter rated power is well below the grid rating. Finally, it is worth pointing out that the proposed estimation technique is well suited to be incorporated into an adaptive current controller scheme.

I. INTRODUCTION

The use of Voltage Source Converters (VSC) interfaced to the AC grid requires the control of the current delivered to the grid. In order to accurately design the current controller, it is critical to understand the dynamic model between the converter output voltage and the resulting grid current. The model will affect the converter performance in different ways, depending on the sensors used and the filter topology, i.e., L, LC, LCL, connecting the converter to the grid. When using an LCL filter for the interface, there are several options for the placement of the current and voltage sensors, each one with their advantages and drawbacks [1], [2]. When AC voltage control at the converter output is needed, it is common to measure the voltage at the filter capacitor. However, this will make the current controller dynamics dependent on the grid side impedance [3]. An improved decoupling mechanism for the grid impedance variation can be implemented by placing the voltage sensor in the Point of Common Coupling (PCC). However, this will require either the measurement or the estimation of the capacitor voltage/current to effectively damp the current controller response [4]. This issue is more critical when the power converter is connected to weak networks having a non negligible grid impedance, thus affecting the total output impedance. In order to overcome this problem there are two different alternatives: 1) to force the known output filter to be the dominant dynamic system in any grid situation by implementing passive/active damping or virtual impedance techniques [5], [6], and, 2) to implement an adaptive current controller [7], [8], in which controller gains change depending on the grid impedance.

For the second option, the grid impedance must be estimated online as well as the variations of the LCL filter parameters. Methods for the identification of the grid impedance can be classified into those requiring the use of dedicated devices and those that can be implemented without any additional hardware. Methods in the first group are often able to estimate the impedance over a wide frequency range using signal injection and frequency based techniques [9], [10]. Regarding the second group, impedance estimation could be implemented using two different approaches: 1) model-based techniques and, 2) signal-injection based techniques. Model-based techniques use the transfer function between the voltage and the current for parameter estimation. In [11], the use of the LCL filter resonance is proposed in order to perform the estimation. As pointed out by the authors, the main issue of this technique is the existence of two resonance frequencies when reactive power passive compensation is added at the PCC. Recently, the identification of the equivalent grid inductance and resistance using closed-loop transient response has been proposed [12]. The method looks appealing and it is well supported with experimental validation, but it does not include the operation under unbalanced grid conditions and does not show the response to sudden changes on the grid impedance, which is critical for islanding detection. In [13], the use of the existing grid harmonics is proposed for the impedance estimation at different frequencies using a Kalman filter. However, only simulation results are provided. A similar approach is proposed in [14]. The estimated model coefficients are online updated using an adaptive linear neuron (ADALINE)
algorithm. The results are experimentally confirmed. However, all the electrical variables (grid current and voltages) need to be measured and operation under unbalanced conditions is not demonstrated. In [15], grid inductance is estimated using two consecutive samples of the grid current within a switching period. The estimation method is based on the discrete-time model at the grid frequency and, as recognized by the authors, the method is only valid for the inductive component. Moreover, the operation is only demonstrated for two different inductance values and unbalanced conditions are not considered.

Signal-injection based methods use an additional excitation in order to track the system response [16]–[23]. For the excitation signal, several approaches have been proposed: 1) Pulsed Signal Injection (PSI) [9], [23]–[25]; 2) High Frequency Signal Injection (HFSI) at constant high frequency [18], [19], [26]–[28]; 3) current regulator reaction [19]; 4) Low Frequency Signal Injection (LFSI) [20], [29], [30]; 5) Binary Sequence Signal Injection (BSSI) [21], [31], [32].

Regarding the PSI methods, the results presented in [9] are obtained in the absence of fundamental excitation and the pulses are injected period-to-period. The results in [24] are related to the ones presented in this paper, but they are only focused on a pure inductive three phase balanced impedance. The method proposed in [23] is based on parameter identification using the pulse response and an adaptive model approach. The authors claim the method is able to estimate the grid admittance even with the presence of other power converters connected to the grid. The injected pulse magnitude and duration are similar to the one proposed in this paper. However, the activation of the pulse injection is not fully described and the results are only tested under real-time emulation provided by an OPAL-RT simulator. The method shown in [25] uses a current-pulse injection with the peak of the sinusoidal trajectory of 2 p.u. For the method proposed in our research, the peak pulsed current is around 0.03 p.u. Moreover, the use of the observer will allow the reduction of the current THD to below 1%. Furthermore, the signal processing is based on the DFT, increasing the computational burden and the memory requirements.

HFSI methods and current regulator reaction present some issues: 1) The selection of the high frequency requires the consideration of the possible reaction of any active power filter (APF) connected to the same PCC, compensating the high frequency voltage/current harmonics; 2) the estimated impedance is not the transient impedance, which determines the grid current response to the voltage changes imposed by the power converter, which is the one needed for current controller tuning.

LFSI methods can be separated into those adding an additional excitation signal, similar to HFSI methods, and those using the changes in the commands delivered by the power converter. Using the first approach, a current/voltage excitation signal of a given frequency, often an inter-harmonic, is injected into the grid. The grid voltage/current response at that frequency is analyzed and the impedance at the injection frequency is obtained, often using frequency based methods. In [17], [29] a 75 Hz current signal is used. The same comments as mentioned before for the HFSI methods apply: the disturbance signal is continuously injected and the impedance is only estimated at the injection frequency. Additionally, due to the low-frequency signal injection, the reaction of the current regulators can compensate for the disturbance signal, thus reducing the effectiveness of the method. A solution given by the authors is to inject the excitation signal as a current reference, but then the bandwidth of the current controller can compromise the accuracy of the estimation. The second class of methods, require modifying the converter fundamental command. In [30], the P and Q commands are altered and both the inductive and resistive part of the impedance are estimated. The main drawback of this method is the coupling between the induced changes in the fundamental command used for the estimation from those due to the regular operation of the converter. The results are only verified by simulation and there is no discussion of the estimation under unbalanced conditions.

BSSI methods are based on the injection of a pulse-train whose response is processed using frequency-based methods. They allow the grid impedance to be identified over a wide-range of frequencies. However, compared to PSI methods, they require a longer processing time because of the time required to inject the test signal and the calculations needed for the identification in the frequency domain. Moreover, most of the proposed methods are only validated for the estimation of the inductance term under balanced grid conditions.

In order to overcome the aforementioned problems, this paper proposes a hybrid strategy based on both an observer and a PSI. A Luenberger style observer will be used for controlling the grid-side current and detecting coarse grid impedance changes, only relying on the converter-side current and the voltage at the PCC. The proposed PSI, consisting of the injection of a pulse synchronized with the zero crossing of each three phase voltages, will allow the accurate measurement of the grid impedance by using a Recursive Least Square (RLS) algorithm. The proposed PSI method improves the THD when compared to other alternatives by constraining the injection of the pulses to those time intervals in which a change in the grid impedance is detected by the observer. As it will be demonstrated, the proposed technique allows for the estimation of both the resistive and inductive terms under unbalanced grid conditions. Thus, the contributions of this work can be summarized as: 1) identification of a generic RL grid impedance, including unbalance conditions; 2) reduction of the distortion induced by the excitation signal by relying on the observer to triggering the injection when a grid impedance change is detected; 3) identification of grid impedance values much lower than the converter filter impedance, which is the usual situation when the converter rated power is well below the grid rating.

The paper is organized as follows. Section II explains the state-space model of the LCL filter and the grid impedance, the design of the observer and the digital implementation of the control system. Section III shows the injection mechanism, including the selection of the injection pulse. Section IV covers the RLS adaptive procedure used for the grid impedance estimation. Finally, simulation and experimental results are
II. SYSTEM MODELING AND CONTROL

A. System modeling

The state space representation of an LCL filter (Fig. 1) in an arbitrary reference frame is given by (1), (2); where $x = [i_t, v_c, i_g]^T$ is the state vector and $u = [v_t, v_g]^T$ the input vector, corresponding to the current and voltages in Fig. 1. Each component at the state and input vectors is a complex variable that can be split into the real, $x_r$, and the imaginary, $x_i$, parts. Equations (1) and (2) could be particularized for the stationary $(\alpha, \beta)$ or to the synchronous $(d, q)$ reference frames by making $\omega_e = 0$ or $\omega_e = \omega_{grid}$ respectively. A compact representation is given at (3), (4). The corresponding block diagram using complex vector notation is shown in Fig. 2.

\[
\begin{align*}
\frac{d}{dt} x_t &= \begin{bmatrix} -R_1/L_1 & -1/L_1 & 0 \\ 1/C & 0 & -1/C \\ 0 & 1/L_2 & -R_2/L_2 \end{bmatrix} x_t + \begin{bmatrix} 1/L_1 \\ 0 \\ 0 \end{bmatrix} u_t \\
\frac{d}{dt} x_c &= \begin{bmatrix} -R_1/L_1 & -1/L_1 & 0 \\ 1/C & 0 & -1/C \\ 0 & 1/L_2 & -R_2/L_2 \end{bmatrix} x_c + \begin{bmatrix} 1/L_1 \\ 0 \\ 0 \end{bmatrix} u_c \\
\frac{d}{dt} x_g &= \begin{bmatrix} -R_1/L_1 & -1/L_1 & 0 \\ 1/C & 0 & -1/C \\ 0 & 1/L_2 & -R_2/L_2 \end{bmatrix} x_g + \begin{bmatrix} 1/L_1 \\ 0 \\ 0 \end{bmatrix} u_g \\

&= \begin{bmatrix} -R_1/L_1 & -1/L_1 & 0 \\ 1/C & 0 & -1/C \\ 0 & 1/L_2 & -R_2/L_2 \end{bmatrix} x + \begin{bmatrix} 1/L_1 \\ 0 \\ 0 \end{bmatrix} u \\
&= A_x \cdot x + \omega_e I \cdot x + B_x \cdot u
\end{align*}
\]

B. Grid-side current observer

The superior filtering performance of the LCL structure when compared to the L or LC alternatives has also important shortcomings in the design of the current controller [33]. This situation is even worse when harmonic compensation is considered [34]. Current control using a LCL filter is a challenging task due to the resonance created by the capacitor and the inductances and often an attenuation method is needed. There are several alternatives in the literature which can be separated into passive and active damping techniques. On one side, passive damping techniques require the use of additional passive elements, such as series or parallel resistances which increase the system losses [33]. On the other, active damping methods often need for additional current or voltage sensors. Lately, some researchers have addressed active damping implementation methods not needing any extra elements [2], [35]-[40]. The methods in that group could be split in those requiring to estimate the capacitor current or the inductance voltage from those that rely on digital filtering of the control signal. The first approach requires the use of time derivatives which are normally noisy or require the use of complicated control algorithms. The second alternative places a notch filter at the current controller output, in order not to react at the LCL resonance frequency [35]. However, the bandwidth of the current controller must be often decreased.

In this paper, a control strategy based on a Luenberger type observer will be used [41]. The observer is similar to the one developed in [42], where direct discrete-time domain design is used instead. The simplicity of the design in the continuous-time domain and the small difference in the performance for the parameters used in this research makes the solution in [41] appealing. It is also related with [43], but the more convenient converter side current is used instead of the grid side one. The proposed control strategy will estimate the grid-side current by using the converter-side current sensors and the voltage sensors at the PCC.

The observer-based current control block diagram is shown in Fig 3. The observer performance, at the synchronous reference frame, is shown at Fig. 4 when the estimated LCL filter parameters match the real ones. As shown, the grid current is correctly tracked and the dynamic performance is comparable to the one obtained when the grid side sensors are used. A detailed explanation about the working principles is provided in [41].

C. Digital control implementation

For the digital implementation, the Luenberger observer and the current controller designs must be translated to the discrete-time domain. Several options exist for the discretization. Considering that the method should be suitable for an adaptive implementation, the use of complicated matrices’ operations must be reduced. As a compromise between the accuracy and the computational burden, Tustin method is selected. The resulting expressions are shown in (5), (6), where

\[
\begin{align*}
\frac{d}{dt} x_t &= A_x \cdot x_t + \omega_e I \cdot x_t + B_x \cdot u_t \\
\frac{d}{dt} x_c &= A_x \cdot x_c - \omega_e I \cdot x_c + B_x \cdot u_c
\end{align*}
\]
and \( \mathbf{K}_i = (\mathbf{I} - \frac{T_s}{2} \mathbf{A})^{-1} \) for either the \( x \) - or \( y \) - axes. The observer controller \((C_o)\) is also discretized using Tustin approximation. Proportional-Integral (PI) or Proportional-Resonant (PR) controllers can be selected depending on the implementation being at the synchronous or the stationary reference frame respectively. In this study, a synchronous reference frame has been selected.

As explained in [41], the observer feedback signal, \( v_{ifb}^o \), reacts to any change in the grid impedance. That variation can be used for triggering the pulse injection, thus avoiding the injection of a continuous disturbance into the grid. Fig. 5 shows the experimental results when a sudden change in the grid impedance occurs for two different reactive current levels. As it can be seen, even if the changes in the fundamental command affect the observer signal, the variation due to the grid impedance change is for the shown cases more than 100% larger.

![Fig. 3. Grid-current observer structure in an arbitrary reference frame.](image)

![Fig. 4. Experimental results for the grid-current observer transient response. The results show a comparison of the observer-based control with respect to the sensor-based using an additional grid-side current sensor. Superscript \( m \) is for the sensor-based control, whereas \( o \) is for the observer-based control.](image)

![Fig. 5. Experimental results for the transient detection. Top row: fundamental grid currents components at the synchronous reference frame for two different current references, 6 and 8. Blue color is used for \( d \) and red for \( q \)-axis. The transient at 0.08 seconds is due to the change of the grid impedance. Bottom row: observer feedback signal components at the synchronous reference frame. At each of the graphs representing the observer feedback signals, four traces are depicted. Blue and red colors are used for the \( d \) and \( q \) components, respectively while magenta and yellow show the filtered signals with a 2\(^{nd}\) order Butterworth filter tuned with a cut-off frequency of 75Hz.](image)

### III. Pulsed Signal Injection

There are different PSI alternatives related with the injection parameters which can be adjusted. As shown in Fig. 6, the signal is centered at the zero crossing of the phase to neutral voltages. Zero crossing is detected by the PLL also used for grid synchronization. This instant has been selected in order to minimize the voltage distortion, as it will be discussed later.

In this paper, three different pulse injection alternatives are investigated. Two of them are implemented in the \( abc \) reference frame, while the third one is in the \( dq \) reference frame. The pulses are injected by modifying the duty cycle provided by the current controller. During the pulse injection, the fundamental voltage command is disabled for the case of \( abc \) injection (see Fig. 6) whereas is added to the injected pulse in the \( dq \) reference frame implementation. As seen in Fig. 6, both the pulse width and the magnitude can be changed. Obviously, larger pulses will help in the estimation procedure,
Experimental results of the system operating in closed-loop using the observer estimated grid current with a 500 Hz bandwidth are shown in Fig. 9. The results show that, even if the current controller reaction is affecting the pulses injection, they are clearly visible on the grid voltage and thus could potentially be used for the RLS estimation. It is also remarkable the close matching compared to the simulated results shown in Fig. 8. At this point, it is needed to comment on the additional THD distortion induced by the pulse injection. As it has been explained, pulse injection is disabled until a change in the impedance is detected by the observer. Whenever this happens, three pulses are injected (one at the zero crossing of each of the phases). The expected result is that the THD distortion is notably reduced with respect to existing techniques. In order to corroborate that, first a suitable procedure for the THD definition for pulsating signal has been carried out. As provided by the IEC61000-4-7 standard, ten fundamental periods of the voltage and current signals for 50Hz of nominal frequency are analyzed. Considering the pulsating and discontinous nature of the proposed injection mechanism, the THD is calculated in time domain using (7).

\[
THD[\%] = \frac{\sqrt{\sum_{t=0}^{t=200ms} x_{\alpha\beta}^2}}{\sqrt{\sum_{t=0}^{t=200ms} x_{\alpha\beta}^2}} \cdot 100 \tag{7}
\]

where \(x_{\alpha\beta}^2\) is the isolated injection voltage signal or the corresponding current response in the \(\alpha\beta\) reference frame and \(x_{\alpha\beta}\) the overall voltage/current signal. The calculation of the THD is restricted to 200ms that corresponds to 10 fundamental cycles at 50Hz. The THD calculations are done for selected references corresponding to all the methods compared in this paper, i.e: LFSI, HFSI, PSI and BSSI. The calculations are but will also increase the resulting current THD. The values shown in Table I have been used. Resulting waveforms for the inverter commands and the applied voltages are shown in Fig. 7. The corresponding currents in the synchronous reference frame are depicted in Fig. 8. The three alternatives are described following:

1) **Method#1.** Pulse width is set to the desired value and the magnitude is set to zero. Under these conditions, the fundamental voltage command is clamped to zero during the pulse injection time. In the \(dq\) reference frame, even if the pulse is mostly applied at the \(q\)-axis, both components are modified. The pulses exhibit a triangular shape at the \(q\)-axis and the resulting current has a sinusoidal waveform.

2) **Method#2.** Fundamental command is held at the corresponding value at the beginning of the pulse injection and when the phase crosses the zero is changed to the symmetrical value with respect to zero. In the \(dq\) reference frame, \(d\)-axis component is also affected, although in a less noticeable way than for Method#1. The pulses at the \(q\)-axis are also transformed to a triangular shape, but the resulting current has a triangular waveform of opposite phase when compared to previous method.

3) **Method#3.** Pulses are directly injected at the \(q\)-, \(d\)-, or both axes by adding the pulses to the fundamental command delivered by the current controller. When compared to the pulse injection in the \(dq\) reference frame for both Method#1 and Method#2, the resulting excitation is stepwise in the \(abc\) reference frame but has triangular form in the \(dq\) reference frame. Even if the RLS algorithm is to be implemented in the \(\alpha\beta\) reference frame, in order to allow the identification to work under unbalanced conditions it has been tested that the results are improved when square pulses are applied in the \(dq\) reference frame.

It must be remarked that all the pulse injection strategies share the fact that the applied distortion to the voltage command is symmetrical with respect to the zero crossing, thus resulting in a zero average voltage error. Selecting one method or the other is based on the sensitivity of the current response and on the implementation burden. For this paper, Method#3 is considered, with the injection kept at the \(q\)-axis.
The calculated THD value assumes 3 pulses will be injected each 10 cycles, meaning that the observer is reacting to a change in the impedance each 10 cycles. However, the most important advantage of the observer-based method is the fact that the pulse injection is discontinuous, making the THD to be improved when the grid impedance is kept stable. Fig. 11 shows an interesting comparison between the observer-based injection and the HFSI method. There, the THD results for the 2ms case are calculated as a function of the percentage of cycles in which the injection is applied. As it can be seen, the break-even point at which the proposed method improves the HFSI injection occurs when the ratio is lower than 4%. This condition is met after 40 grid cycles (0.8s).

![Fig. 8. PSI waveforms for the three proposed methods in the dq reference frame. Fundamental component is removed in order to zoom on the injected pulsed components. Left column is for the \(v_{dq}\) voltages and right for the \(i_{dq}\) current. \(d\)–axis and \(q\)–axis are represented in blue and red respectively. From top to bottom, Method#1, Method#2 and Method#3.](image)

![Fig. 9. Experimental results using Method#3. System is operated in closed-loop with a bandwidth of 500Hz using the observed grid current. Top row shows the \(q\)-axis component of the grid voltage, whereas bottom row is for the observed grid current components in the synchronous reference frame. Different levels of \(q\)-axis current commanded: a) 0A, b) 5A, c) 10A, d) zoom for 0A conditions. Blue color is used for \(q\)-axis component and red for \(d\)-axis. At \(t = 20\)ms, the 2.4mH inductance series connected at the output of the LCL filter is changed to 0.6mH.](image)

![Fig. 10. THD comparison for the different methods analyzed in this paper. Both the grid voltage, \(v_g\) and the grid current, \(i_g\) are shown. Numbers are for the references as cited in the bibliography. PSI cont. and PSI Obsv. are the continuous and observer-based pulse injection for two different pulses duration (blue for 2ms and yellow for 1ms).](image)

![Fig. 11. THD comparison for the PSI observer-based method (blue) and the HFSI method (dashed red) as a function of the percentage of cycles in which the injection is applied. Top, voltage at the PCC. Bottom, grid current.](image)

IV. RLS ALGORITHM IMPLEMENTATION

Measurement of the grid impedance in real time requires an online estimation procedure. The existing literature approaches, as discussed before, rely on the injection of a voltage/current signal and measuring the resulting current/voltage [18], [28]; the use of the closed-loop current response for implementing a MRAS strategy [12]; or the use of observers.
or estimators [27]. In this paper, the estimation of the system parameters is carried out by using an RLS approach [24], [44]. For that purpose, the differential voltage equation for the equivalent grid impedance in the stationary reference frame is discretized using Tustin method. The stationary reference frame is selected for the estimation in order to enable the system to work under unbalanced grid impedance conditions.

In a stationary reference frame aligned with the spatial angle orientation of the impedance, each individual term contributing to the equivalent grid impedance as seen by the converter, i.e. cable impedance and loads, can be represented in matrix form by (8).

\[
Z_{\alpha\beta i} = R_{\alpha\beta i} + j\omega_c L_{\alpha\beta i} = \begin{pmatrix}
Z_{\alpha\alpha i} & Z_{\alpha\beta i} \\
Z_{\alpha\beta i} & Z_{\beta\beta i}
\end{pmatrix}
\]

(8)

In (8), the \(i\) subscript is related to each individual impedance seen from the PCC. When the impedance is balanced, \(Z_{\alpha\alpha i} = Z_{\beta\beta i}\). Non diagonal terms \(Z_{\alpha\beta i}\) represent the cross coupling between phases. Rotating the impedance matrix to a common \(\alpha\beta\) reference frame and considering \(n\) impedance elements, leads to (9).

\[
Z_{\alpha\beta} = \sum_{i=1}^{n} \left[ \begin{array}{c}
\Sigma Z_i \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \Delta Z_i \begin{pmatrix} \cos \theta^i_e & \sin \theta^i_e \\ -\sin \theta^i_e & \cos \theta^i_e \end{pmatrix} \\
Z_{\alpha\beta i} \begin{pmatrix} -\sin \theta^i_e & \cos \theta^i_e \\ \cos \theta^i_e & \sin \theta^i_e \end{pmatrix}
\end{array} \right]
\]

(9)

where \(\Sigma Z_i = Z_{\alpha\alpha i} + Z_{\beta\beta i}\), \(\Delta Z_i = Z_{\alpha\alpha i} - Z_{\beta\beta i}\), and \(\theta^i_e\) is the spatial angular phase of the unbalance impedance. For example, for single-phase loads at phases \(u, v, w\), \(\theta^i_e\) equals 0, \(2\pi/3\) or \(4\pi/3\) respectively. In the case the system is balanced, only the matrix terms depending on \(\Sigma Z_i\) will remain. The relationship with the phase impedances can be obtained by using the definitions: \(\Sigma Z_i = 2a\theta^i_e + \pi/3\) and \(\Delta Z_i = a\theta^i_e + \pi\), where \(a = e^{3\pi/3}\).

By considering the overall grid impedance dominated by the resistance and inductance terms, (9) can be expressed as (10).

\[
Z_{\alpha\beta} = \sum_{i=1}^{n} \left[ \begin{array}{c}
\Sigma R_i + j\omega_c \Sigma L_i \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} + \\
\Delta R_i + j\omega_c \Delta L_i \begin{pmatrix} \cos \theta^i_e & \sin \theta^i_e \\ -\sin \theta^i_e & \cos \theta^i_e \end{pmatrix} \\
(R_{\alpha\beta i} + j\omega_c L_{\alpha\beta i}) \begin{pmatrix} -\sin \theta^i_e & \cos \theta^i_e \\ \cos \theta^i_e & \sin \theta^i_e \end{pmatrix}
\end{array} \right]
\]

(10)

where, \(\Sigma R_i = \frac{R_{\alpha\alpha i} + R_{\beta\beta i}}{2}, \Sigma L_i = \frac{L_{\alpha\alpha i} + L_{\beta\beta i}}{2}\), \(\Delta R_i = \frac{R_{\alpha\alpha i} - R_{\beta\beta i}}{2}, \Delta L_i = \frac{L_{\alpha\alpha i} - L_{\beta\beta i}}{2}\). From here, the voltage equation given by (11) can be obtained.

\[
v_{\text{seq} \alpha\beta} = v_{\text{g} \alpha\beta} - v_{\text{s} \alpha\beta} = R_{\alpha\beta i} i_{\alpha\beta} + L_{\alpha\beta} \frac{di_{\alpha\beta}}{dt}
\]

(11)

where \(v_{\text{seq} \alpha\beta}\) is the voltage drop vector across the overall equivalent impedance, \(v_{\text{g} \alpha\beta}\) and \(v_{\text{s} \alpha\beta}\) are the PCC voltage and the grid voltage vectors (see Fig. 1), and \(i_{\alpha\beta}\) is the grid current vector. \(L_{\alpha\beta}\) and \(R_{\alpha\beta}\) are, respectively, the sum of the inductance and resistance matrices for the different grid impedances as expressed in (10).

In the proposed estimation method, it is assumed that the \(L_{\alpha\beta}\) is constant at the different harmonic frequencies, being the grid impedance the only variable affected by frequency according to (8) [45]. This has been experimentally validated by injecting harmonic components in the grid and measuring the corresponding harmonic impedance by calculating the Fast Fourier Transform (FFT) of the voltages and grid currents at the different frequencies. The results are shown in Fig. 12. As it is clearly shown, the inductance term remains almost constant around \(L = 0.5\)mH, whereas the impedance is clearly increasing with frequency due to the inductive behavior of the grid at that frequencies. At this research, none of the following effects are considered regarding the inductance variation: 1) inductance variation with saturation due to the fundamental command when the converter fundamental current is decoupled from load variations, 2) variations due to parasitic effects such as skin, proximity, and parasitic capacitance effects and, 3) equivalent impedance in distribution grids dominated by active elements (power converters), being this last topic focus of attention of current research.

From (11), the discrete approximation for the grid current \(\alpha\beta\) components using Tustin method with a sampling period \(T_s\) can be expressed according to (12), (13).

\[

g_{\alpha \alpha}^k = a_1^\alpha \cdot g_{\alpha \alpha}^{k-1} + a_2^\alpha \cdot g_{\alpha \alpha}^{k-2} + a_3^\alpha \cdot g_{\alpha \alpha}^{k-3} + b_0^\alpha \cdot v_{\alpha \alpha}^{k-1} + b_1^\alpha \cdot v_{\alpha \alpha}^{k-2}
\]

(12)

\[

g_{\alpha \beta}^k = a_1^\beta \cdot g_{\alpha \beta}^{k-1} + a_2^\beta \cdot g_{\alpha \beta}^{k-2} + a_3^\beta \cdot g_{\alpha \beta}^{k-3} + b_0^\beta \cdot v_{\alpha \beta}^{k-1} + b_1^\beta \cdot v_{\alpha \beta}^{k-2}
\]

(13)

where \(a_1^\alpha = \frac{b L_{\alpha \alpha} + R_{\alpha \alpha}}{b L_{\alpha \alpha} + R_{\alpha \alpha}}, a_2^\alpha = \frac{1}{b L_{\alpha \alpha} + R_{\alpha \alpha}}, a_3^\alpha = \frac{b L_{\alpha \alpha} + R_{\alpha \alpha}}{b L_{\alpha \alpha} + R_{\alpha \alpha}}, a_1^\beta = \frac{1}{b L_{\alpha \beta} + R_{\alpha \beta}}, a_2^\beta = \frac{b L_{\alpha \beta} + R_{\alpha \beta}}{b L_{\alpha \beta} + R_{\alpha \beta}}, a_3^\beta = \frac{1}{b L_{\alpha \beta} + R_{\alpha \beta}}\) and \(v_{\alpha \alpha}, v_{\alpha \beta}\) represent the components of the difference between the PCC and the grid voltages.
From (12), (13) the values for the resistance and inductance terms can be obtained as (14).
\[
R_{xx} = \frac{1 - a_1^2}{2b_0^2}, \quad L_{xx} = \frac{T_x + a_1^2}{4b_0^2}, \quad R_{xy} = \frac{-a_2 + a_3^2}{2b_0^2}, \quad L_{xy} = \frac{T_x a_1^2 - a_3^2}{4b_0^2}
\]
(14)

where \( x, y \) could be either \( \alpha \) or \( \beta \).

The RLS algorithm will allow to estimate the resistances and inductances in (14) by determining the values of the coefficients \( a_1^2 \) and \( b_0^2 \). The error driving the RLS update is obtained as the difference between the observed grid current, \( i_{g[k]}^\alpha \), as calculated by the observer, and the one estimated by the RLS algorithm, \( \hat{i}_{g[k]}^\alpha \). Decoupling of the unknown grid voltage, \( v_{g[k]}^{\alpha\beta} \), is achieved by only considering the current induced by the pulse injection. This is done by subtracting the fundamental current reference from the overall current. It is then assumed that the grid voltage is stiff enough to neglect any effect on it due to the injected pulses and thus it could be removed from the equation.

The least squares problem is formulated in recursive form using the equations (15)-(18). The system equations are represented by defining the variables and coefficients vectors, \( \mathbf{X}_x[k] \), \( \mathbf{W}_x[k] \), as (19) and (20) respectively, where superscript \( x \) could be either \( \alpha \) or \( \beta \). The estimated RLS current, \( \hat{i}_{g[k]}^\alpha \), is determined by the product \( \mathbf{W}_{x[k-1]}^\alpha \cdot \mathbf{X}_x[k] \) in (15). All the variables names are referred to those shown in Fig. 1.

\[
\alpha_{\hat{i}_g[k]}^\alpha = \mathbf{W}_{x[k-1]}^\alpha \cdot \mathbf{X}_x[k]
\]
(15)

\[
\mathbf{g}_{\hat{i}_g[k]}^\alpha = \mathbf{P}_{x[k-1]}^\alpha \cdot \mathbf{X}_x[k] \cdot (\lambda + \mathbf{X}_x[k]^T \cdot \mathbf{P}_{x[k-1]}^\alpha \cdot \mathbf{X}_x[k])^{-1}
\]
(16)

\[
\mathbf{P}_{x[k]}^\alpha = (\alpha_{\hat{i}_g[k]}^\alpha \cdot \mathbf{g}_{\hat{i}_g[k]}^\alpha)^T
\]
(17)

\[
\mathbf{W}_{x[k]}^\alpha = \mathbf{W}_{x[k-1]}^\alpha + (\alpha_{\hat{i}_g[k]}^\alpha \cdot \mathbf{g}_{\hat{i}_g[k]}^\alpha)^T
\]
(18)

\[
\mathbf{X}_x[k] \equiv \left( i_{g[k-1]}^\alpha, v_{g[k-1]}^\alpha, v_{g[k-1]}^{\beta\gamma}, v_{g[k-1]}^{\gamma\alpha}, v_{g[k-1]}^{\gamma\beta} \right)^T
\]
(19)

\[
\mathbf{W}_{x[k]}^\alpha = \left[ a_{1[k]}^\alpha, a_{2[k]}^\alpha, a_{3[k]}^\alpha, b_{0 [k]}^\alpha, b_{0 [k]}^\alpha \right]^T
\]
(20)

where \( \mathbf{P}_{(5 \times 5)} \) is the covariance matrix and it is initialized to \( \mathbf{P} = 0.01 \cdot \mathbf{I}_{(5 \times 5)} \); \( \mathbf{g}_{(5 \times 1)} \) is the adaptation gain, and \( \lambda = [0, 1] \) is the forgetting factor, which need to be selected as a tradeoff of the expected estimation bandwidth and the signal to noise ratio. Values between 0.95 and 1 are often selected. For this paper, the values shown in Table I have been used. After the injection of a new pulse, the estimation of the \( \mathbf{W} \) components for both the \( \alpha \) and \( \beta \) components is updated and a new estimation for \( \mathbf{R}_{\alpha\beta} \) and \( \mathbf{L}_{\alpha\beta} \) is obtained using (14).

Regarding the computational burden of the proposed approach, the number of needed floating operations have been determined by using a Matlab based tool. A total of 632 floating operations (multiplications and additions) are needed. Considering the number of cycles for each floating point operation based on a TMS320F28355 controller with a 150MHz clock, it leads to a computational time lower than 20\( \mu \)s. Thus, it is considered that the implementation is feasible and fast enough on medium performance digital signal controllers.

### Table I

<table>
<thead>
<tr>
<th>TABLE I PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r_1 ) [Ω]</td>
</tr>
<tr>
<td>( r_2 ) [Ω]</td>
</tr>
<tr>
<td>( L_1 ) [mH]</td>
</tr>
<tr>
<td>( L_2 ) [mH]</td>
</tr>
<tr>
<td>( C ) [µF]</td>
</tr>
<tr>
<td>pulse mag. [p.u]</td>
</tr>
<tr>
<td>pulse width. [ms]</td>
</tr>
<tr>
<td>( \lambda )</td>
</tr>
<tr>
<td>( Z_{base} ) [Ω]</td>
</tr>
<tr>
<td>( L_{base} ) [mH]</td>
</tr>
</tbody>
</table>

### V. SIMULATION AND EXPERIMENTAL RESULTS

In order to illustrate the performance of the method under different balanced and unbalanced conditions, the simulation shown in Fig. 13 has been carried out. Different RL impedances have been connected in series between the output of the converter and the grid. Additionally, a balanced resistive load has been connected in parallel to the converter output. Every 0.1s, a transient is generated, changing the equivalent grid impedance. At \( t = 0.5s \), an unbalance on the series impedance in phase-\( \alpha \) is induced. At \( t = 0.7s \), phase-\( \alpha \) resistive load is reduced by 25%. Fast convergence and detection of asymmetries in the \( \alpha \) and \( \beta \) components are shown. Phase voltages at the PCC and estimated grid-side currents during the load transient are shown in Fig. 14. As clearly shown, the injection of the \( g \)-axis pulses is reflected at the PCC phase voltages and, consequently, at the estimated grid-side currents.

Experimental results were obtained using a PM15F42C power module from Triphase. The power module is interfaced to the AC grid trough a LCL filter, which parameters are listed in Table I under Setup#1. Rated power of the converter is 15kVA, switching frequency is 8kHz. The converter is coupled directly to the grid, without an isolation transformer. In Table I, \( L_1 \) and \( L_2 \) are the converter side and the grid side impedances respectively. For the experiments carried out, the \( L_2 \) inductance is bypassed and the voltage is measured at the filter capacitor. The power converter running the RLS algorithm is connected to the grid by a set of different impedances, with impedance \( [0.5, 1, 2.5] \) mH \( ([0.0833, 0.1667, 0.4167] \) p.u) and resistance \( [0.2, 0.15, 0.15] \) Ω \( ([0.1083, 0.0812, 0.0812] \) p.u). A 10Ω three-phase balanced resistive load is connected in parallel to the converter output. A picture for the experimental setup can be seen in Fig. 15. In order to check the accuracy of the method under a controlled environment, initial results have been obtained by disconnecting the grid and interfacing the converter to a balanced resistive load while varying the series impedance.

Results for the estimated parameters during several transient conditions are shown in Fig. 16. As it can be seen, the estimated parameters are in close agreement with the actual impedance values. The unbalance condition is introduced between \( t = 5s \) and \( t = 15s \) by varying the series impedance at phase \( \alpha \), which is reflected into different values for the diagonal terms in the \( \mathbf{Z}_{\alpha\beta} \) matrix, as predicted by the theoretical analysis. The value for the connected parallel resistive.
load is also accurately determined, being the small variations on the resistance terms due to the changes of the associated inductance series resistances. The injected pulses in the αβ reference frame as well as the real and estimated currents are shown in Fig. 17. A good match between both signals can be observed.

Finally, experimental results with a grid-tied converter have been obtained. The method is tested with two different levels of reactive current, $i_q = [0, 2.5]$ A. The commanded value of the fundamental current has been kept at low level compared to the converter rated current (30 A) in order to analyze the performance of the current control when the pulses are injected. The grid voltages in Fig. 18 show a noticeable harmonic content, which will allow to demonstrate the operation of the method under distorted grid conditions. In Fig. 18, the grid voltages at the instant the three pulses are injected following a change in the impedance are shown. The effect of the pulse injection over the grid voltage is clearly visible, as well as the effect in the grid-side current.

Before the RLS estimation, the grid voltage and the fundamental current are online decoupled. For the case of the voltage, the average value of the $v_d$ and $v_q$ components is subtracted. Being the pulse magnitude centered at zero, it does not affect the average value and thus the contribution of the grid can be easily removed. The resulting signal is rotated back to the stationary reference frame to be used in the estimation procedure. For the current signal, the current reference is subtracted from the overall current. Fig. 19 shows the estimation of the grid impedance during two different transients. The impedance values are filtered with a 5 Hz low pass filter to remove the high frequency noise affecting the $a_i$ and $b_j$ values. As shown, the convergence of the method is really fast, arriving to the final value just after the injection of the last pulse.

VI. CONCLUSION

This paper has proposed the use of a RLS based technique to online estimate the grid impedance with a moderate computational burden. The proposed system is triggered from the error signal coming from a Luenberger observer used for the control of the grid current in a LCL filter. The triggering scheme avoids the continuous injection of pulses, thus improving the
Fig. 16. Experimental results. Transient response of the RLS algorithm. From bottom to top: a), b) the diagonal terms for the $R_{\alpha\alpha}$, $R_{\beta\beta}$ and $L_{\alpha\alpha}$, $L_{\beta\beta}$ matrices at the $\alpha\beta$ reference frame are shown. c), d) the corresponding out-diagonal $R_{\alpha\beta}$ and $L_{\alpha\beta}$. A change is introduced into the series impedance connected to phase $a$ from 2.5mH to 0.5mH ($[0.4167, 0.0833]$ p.u.) The small variations on the resistance terms correspond to the resistive changes due to the connection/disconnection of the inductances.

Fig. 17. Experimental results. Transient response of the RLS algorithm. a) and c) show a zoom on the injected pulses, whereas b) and d) show the corresponding grid-side current response. In b) and c) the measured and estimated current components are depicted in blue and red. Estimation error is depicted in black.

Fig. 18. Experimental results. Injection of the pulses when the power converter is connected to the grid. The upper graph shows the grid voltages and the lower one the corresponding grid currents. The converter was operated with a fundamental current command $i_q = 2.5A$.

Fig. 19. Experimental results. RLS results with the converter interfaced to the grid. From top to bottom: a) voltages at the filter capacitor. b) grid currents. c) $R_{\alpha}$, $R_{\beta}$. d) $L_{\alpha}$, $L_{\beta}$. e) $R_{\alpha\beta}$. f) $L_{\alpha\beta}$. The converter is current controlled with a reference $i_q^*$ = 2.5A.

Efficiency and the THD compared to other approaches relying on signal injection. The observer and the estimation method have been tested through simulation and experimental results. Different methods for the signal injection have been compared and the $q$-axis injection in the synchronous reference frame has been finally selected for an increased sensitivity. The RLS algorithm is implemented in the $\alpha\beta$ reference frame to enable the operation both under balanced and unbalanced grid conditions. The proposed system is a suitable method for a different number of applications, including adaptive control, islanding detection and fault detection.
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