**Finite Control Set Model Predictive Control for a Matrix Converter with Zero Common-mode Voltage**

**Abstract:** In this paper a finite control set model predictive control method is presented that eliminates the common-mode voltage at the output of a matrix converter. In the predictive control process only the rotating vectors are selected to generate the output voltage and the input current in order to remove the common mode voltage. In addition, a modified four-step commutation strategy is proposed to eliminate common-mode voltage spikes caused by the conventional four-step commutation strategy based on the current direction. The proposed method reduces the computational complexity greatly compared with the enhanced space vector modulation with rotating vectors. The feasibility and operation of the proposed method are verified using experimental results. The resulting common-mode voltage is near to zero with good quality input and output converter waveforms.
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1. Introduction

Matrix Converters (MCs) are AC/AC power converters that, unlike conventional AC/DC/AC converters, employ no DC-link energy storage elements [1-2]. This feature provides for more compact, robust, and reliable power converters, and facilitates potential applications in future aircraft and large electric vehicle applications which will use a greater number of electrically driven actuation systems [3-4] and which have requirements for high-temperature operation as well as space and weight restrictions. However, MCs still require further development to address problems such as power quality, operation under abnormal conditions, and common-mode voltage (CMV) [5]. Among these problems, CMV leads to shaft voltage, leakage current, and bearing current damage, which can cause damage to electric motors and reduces the reliability of motor drive systems [6]. CMV and its high electrostatic-coupled discharge or displacement are reported as the main cause of motor failures [7], and also introduce electromagnetic interference (EMI) to the system and its surroundings [8]. Therefore, eliminating CMV in MCs has attracted considerable attention in recent years [9]-[11].

For conventional AC/DC/AC converters, the methods employed to minimize CMV include using isolation transformers, active switching methods, and zero sequence impedance [12]. When using isolation transformers, since the secondary of the isolation transformer in the zero sequence network is floating, the neutral of the motor or WYE point of the output filter capacitors can be grounded through a grounding network or directly if a large enough zero sequence impedance is added in the dc link, and the motor neutral voltage will not lead to any excessive CMV. With active switching methods the CMV is reduced by active pulse-width modulation (PWM) switching methods, but the total harmonic distortion (THD) of the output voltage and switching losses are increased [12]. Using a zero sequence impedance provides a high impedance to common-mode current and eliminates the CMV at the expense of system cost and size. Although the issues with CMV is well known, the problem of CMV for AC drives remains largely unresolved, and potential solutions must consider the specific application and operation conditions of converters [13].

The problem of CMV exists for MCs as well as conventional AC/DC/AC converters, and some methods for the mitigating of CMV have also been developed. Methods for reducing CMV in MCs can generally classified into two types:

- hardware elimination methods
• software reduction methods.

Hardware elimination methods modify the topology of the MC. For example Yue et al. [14] proposed a common-mode canceller, consisting of an H-bridge, a common-mode transformer, an external power source, and an output filter to eliminate CMV. Nath and Mohan [15] utilized a sinusoidal input/output three-winding high-frequency transformer to eliminate CMV. Although hardware methods have been shown to effectively solve the problem of CMV, they invariably result in higher cost and lower power density, which obviously detracts from their applicability.

Software CMV reduction methods typically involve the selection and arrangement of the zero vectors in the modulation process. The proper selection of zero vectors has been shown to lead to a decreased level of CMV [16]-[20]. However, rather than zero vectors, two active vectors producing reverse effects have also been employed to reduce CMV [21]-[23]. Nguyen and Lee [24] synthesized the reference output voltage vector using three couples of nearest active space vectors to reduce CMV. Guan et al. [9] achieved a reduction in CMV using the switching configurations (SCs) that connect each input phase to a different output phase, or the SC that connects all the output phases to the same input phase with minimum absolute voltage.

While these software methods can reduce CMV to a great extent, they cannot eliminate CMV completely. Hence, an enhanced space vector modulation (SVM) method has been presented to fully eliminate CMV using rotating vectors [10]. However, this approach introduces some noise in practical applications when using the conventional four-step commutation strategy. To solve this problem, a modified four-step commutation strategy [25] was proposed to eliminate CMV spikes for MCs. However, the complex computation of the optimal duty cycle required by this strategy is difficult to implement. As an alternative method for CMV elimination, model predictive control (MPC) using a cost function has been explored due to advantages such as the easy inclusion of system nonlinearities and constraints as well as the flexibility for including other system requirements in the controller [26]-[28]. A cost function has been used which included information regarding load current, input reactive power, and CMV [29]. Vargas et al. [30] proposed a predictive scheme for an induction motor control with a cost function that included information regarding torque, flux magnitude, input reactive power, and CMV. Rivera et al. [31] proposed a MPC method for an indirect matrix converter including load current, source current, and CMV information in the cost function. Those works have shown that employing a sufficiently large CMV weight factor in the cost function can
ensure an effective reduction of CMV. However, they cannot eliminate CMV completely also. And, all the possible SCs are included in the finite control set and the computational burden of these approaches is large [29]-[31]. In addition, those studies have not considered the effect of dead time, where the switching between two states requires a finite dead time to avoid commutation failure, which inevitably produces CMV spikes in practical applications.

This paper presents a novel simplified MPC method for eliminating the CMV in the output voltages of direct MCs (DMCs). Like H. N. Nguyen did in [10], only the six rotating vectors generating zero CMV are selected in our proposed method. A simplified MPC method is proposed to select the best SC to be applied for the following time interval in this paper while a very complex enhanced space vector modulation (SVM) method is applied for using the rotating vectors in a repetitive pattern in [10]. To decrease the computational burden further and avoid the difficulty to adjust multi weight factors, a simple evaluation criterion, which needs no CMV information, is proposed to determine the most suitable SC. The proposed method eliminates CMV by selecting only those six SCs that produce zero CMV, rather than using all the possible 27 SCs and including CMV information in the cost function as did in [29-30]. The computational effort is largely reduced. The evaluation criterion focuses solely on the source current and the load current for good input and output performance and avoids coupling effects. The final CMV value over a period can be theoretically eliminated due to the selection of these specific SCs. In addition, a modified four-step current commutation is applied to eliminate the dead-time effect, which results in greatly reduced spikes.

The performance of the proposed method is experimentally verified.

2. Cause and elimination of CMV for DMCs

2.1 Cause of CMV

As shown in Fig. 1, a DMC consists of 3×3 matrix bidirectional switches, which typically connects a three-phase voltage source to a three-phase inductive load. A filter is used at the input of the matrix converters to reduce the switching frequency harmonics present in the input current. Theoretically, an AC voltage of arbitrary frequency can be synthesized by switching among the nine bidirectional switches. There are 27 possible SCs to satisfy the two main rules in a DMC: 1) no open circuit for the inductive load current, and 2) no short circuit for the voltage source. The 27 allowable SCs are listed in Table I, where \( u_{cl}(i, l \in \{a, b, c\}, i \neq l) \) represents the line-to-line input voltage. The CMV (i.e., \( V_{com} \)) is defined as one-third of the total value...
of the three output phase voltages.

\[ V_{CMV} = \frac{u_{oA} + u_{oB} + u_{oC}}{3} \quad (1) \]

The input voltages are assumed to be symmetrical. The CMV value of each allowable SC is also listed in Table I. Based on the listed CMV values, all 27 SCs are classified into the following three sets.

1. Set I (State Nos. 1–18): Any two of the three output phases are connected to the same input phase, and the generated CMV is a variable with a maximum value \( V_{P} / \sqrt{3} \), where \( V_{P} \) is the peak value of the input phase voltage.

2. Set II (State Nos. 19–21): All three output phases are connected to the same input phase, and the generated CMV is variable with a maximum value \( V_{P} \).

3. Set III (State Nos. 22–27): The three output phases are respectively connected to different input phases, and the generated CMV is zero.

From the above classification of SCs, we see that the use of SCs from set I or II will generate a corresponding CMV. In most modulation strategies for DMCs, such as the often used SVM method, the modulation objective is more easily realized when adopting SCs from set I or II than those from set III; meanwhile, the development is simpler. Therefore, sets I and II are usually considered, and set III is usually excluded, in most modulation strategies for DMCs. That’s the main reason of CMV in DMCs.

Though in most modulation strategies for DMCs, it is more difficult to control the DMC with the SCs from set III than those from set I and II, all the valid SCs can be employed in the same simple way for the MPC. And MPC has demonstrated to offer a very simple and effective alternative to classical control algorithms with Pulse Width Modulation (PWM) for the control of power converters [26][33]. Based on the above considerations, we propose a simplified finite control set model predictive control (FCS-MPC) method using SCs selected only from set III to exploit the zero-CMV, and to avoid a complicated modulation strategy design.
Fig. 1. The topology of a direct matrix converter.

Table 1

The Instantaneous CMV with Different Switching Configurations

<table>
<thead>
<tr>
<th>NO.</th>
<th>Switching configurations</th>
<th>CMV</th>
<th>NO.</th>
<th>Switching configurations</th>
<th>CMV</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>a bb</td>
<td>$u_{ac}/3$</td>
<td>15</td>
<td>c cb</td>
<td>$u_{ac}/3$</td>
</tr>
<tr>
<td>2</td>
<td>b aa</td>
<td>$u_{ac}/3$</td>
<td>16</td>
<td>b bc</td>
<td>$u_{bc}/3$</td>
</tr>
<tr>
<td>3</td>
<td>b cc</td>
<td>$u_{ac}/3$</td>
<td>17</td>
<td>a ac</td>
<td>$u_{ab}/3$</td>
</tr>
<tr>
<td>4</td>
<td>c bb</td>
<td>$u_{bc}/3$</td>
<td>18</td>
<td>c ca</td>
<td>$u_{ac}/3$</td>
</tr>
<tr>
<td>5</td>
<td>c aa</td>
<td>$u_{bc}/3$</td>
<td>19</td>
<td>a aa</td>
<td>$u_{ac}$</td>
</tr>
<tr>
<td>6</td>
<td>a cc</td>
<td>$u_{ac}/3$</td>
<td>20</td>
<td>b bb</td>
<td>$u_{ab}$</td>
</tr>
<tr>
<td>7</td>
<td>b ab</td>
<td>$u_{ac}/3$</td>
<td>21</td>
<td>c cc</td>
<td>$u_{bc}$</td>
</tr>
<tr>
<td>8</td>
<td>a ba</td>
<td>$u_{ac}/3$</td>
<td>22</td>
<td>a bc</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>c bc</td>
<td>$u_{ac}/3$</td>
<td>23</td>
<td>a cb</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>b cb</td>
<td>$u_{bc}/3$</td>
<td>24</td>
<td>c ab</td>
<td>0</td>
</tr>
<tr>
<td>11</td>
<td>a ca</td>
<td>$u_{bc}/3$</td>
<td>25</td>
<td>b ac</td>
<td>0</td>
</tr>
<tr>
<td>12</td>
<td>c ac</td>
<td>$u_{bc}/3$</td>
<td>26</td>
<td>b ca</td>
<td>0</td>
</tr>
<tr>
<td>13</td>
<td>b ba</td>
<td>$u_{bc}/3$</td>
<td>27</td>
<td>e ba</td>
<td>0</td>
</tr>
<tr>
<td>14</td>
<td>a ab</td>
<td>$u_{bc}/3$</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
2.2 Method for eliminating CMV

In order to introduce the proposed simplified FCS-MPC method to reduce CMV in a DMC, it is necessary to present the operating principle of a DMC. The power circuit of the system considered can be observed in Fig. 1. The balanced operation is assumed. The relationship between the input and the output can be expressed as:

\[
\begin{bmatrix}
    u_{OA} \\
    u_{OB} \\
    u_{OC}
\end{bmatrix}
= S
\begin{bmatrix}
    u_{OA} \\
    u_{OB} \\
    u_{OC}
\end{bmatrix}
\]  

(2)

\[
\begin{bmatrix}
    i_{OA} \\
    i_{OB} \\
    i_{OC}
\end{bmatrix}
= S^T
\begin{bmatrix}
    i_{OA} \\
    i_{OB} \\
    i_{OC}
\end{bmatrix}
\]  

(3)

\[
S = \begin{bmatrix}
    S_{Aa} & S_{Ab} & S_{Ac} \\
    S_{Ba} & S_{Bb} & S_{Bc} \\
    S_{Ca} & S_{Cb} & S_{Cc}
\end{bmatrix}
\]  

(4)

where, \(u_{ij}, (j \in \{A, B, C\})\), \(u_{il}, (l \in \{a, b, c\})\), \(i_{il}, (l \in \{a, b, c\})\), and \(i_{jo}, (j \in \{A, B, C\})\) represent the output voltage, the input voltage, the input current, and the load current, respectively, and \(S\) is the switching function matrix and \(S_{Xy}, (X \in \{A, B, C\}, y \in \{a, b, c\})\) is the switching function of a single switch. \(S_{Xy} = 1\) implies that the switch \(S_{Xy}\) is on, closed or conduction, and \(S_{Xy} = 0\) implies that \(S_{Xy}\) is off, open or blocking. As mentioned before, 27 SCs are valid as listed in Table I. However, in order to obtain zero CMV, only the SCs from set III are selected in the proposed method. The selection of the SC to be set at the following time interval is performed via a cost function minimization. For the computation of this cost function, certain variables are predicted based on models. In this case, the load current \(i_o\) and the source current \(i_s\) at the next sampling interval are predicted for each SC with the aid of a mathematical model of the load and the input filter, respectively.

1) Model of the load

The \(RL\) load mathematical model can be expressed as

\[
L \frac{di_o}{dt} = u_o - R i_o
\]  

(5)

where \(L\) and \(R\) are the load inductance and resistance, respectively, \(u_o\) is the DMC output phase voltage and \(i_o\) is the load current.

Applying a sampling period \(T_s\), the derivative form \(di_o/dt\) can be approximated by
\[
\frac{di_o}{dt} \approx \frac{i_o^k - i_o^{k-1}}{T_S}
\]

where \(i_o^k\) and \(i_o^{k-1}\) are the load currents at time \(T_S^k\) and \(T_S^{k-1}\), respectively.

Replacing (6) in (5) and shifting the discrete time one step forward, the relation between the discrete-time variables can be described as

\[
i_o^{k+1} = \frac{T_S^k}{T_S} u_o^k + \left(1 - \frac{T_S^k}{T_S}\right) i_o^k
\]

where \(u_o^k\) are the output voltage vector at time \(T_S^k\) under the case of the newest switching configuration.

Equation (7) is used to obtain predictions for the future value of the load current \(i_o^{k+1}\) for each voltage vector \(u_o^k\) generated by SCs from set III. The corresponding voltage vector \(u_o^k\) for each SC can be calculated by means of (2).

2) Model of the input filter

As indicated in Fig. 1, the input filter is related to the source voltage \(u_s\), input voltage \(u_e\), source current \(i_s\), and input current \(i_e\). The mathematical model of the input filter can be expressed as:

\[
\begin{align*}
L_e \frac{di_e}{dt} &= u_e - u_s - R_i i_e \\
C_i \frac{du_e}{dt} &= i_e - i_s
\end{align*}
\]

where \(R_i\) and \(L_i\) represent the total resistance and inductance of the line and the input filter, respectively, and \(C_i\) represents the input filter capacitance. Equations (8) and (9) can be given in the form of the following state-space equation.

\[
\begin{bmatrix}
\frac{du_e}{dt} \\
\frac{di_e}{dt}
\end{bmatrix} = A \begin{bmatrix}
u_e \\
i_e
\end{bmatrix} + B \begin{bmatrix}
u_e \\
i_e
\end{bmatrix}
\]

\[
A = \begin{bmatrix}
0 & 1/C_i \\
-1/L_i & -R_i/L_i
\end{bmatrix}, \quad B = \begin{bmatrix}
0 & -1/C_i \\
1/L_i & 0
\end{bmatrix}
\]

Using a forward Euler approximation, a discrete state-space model can be derived when a zero-order hold input is applied to a continuous-time system. Applying a sampling period \(T_s\), the discrete-time system derived from (10) is

\[
\begin{bmatrix}
u_e^{k+1} \\
i_e^{k+1}
\end{bmatrix} = e^{AT_S} \begin{bmatrix}
u_e^k \\
i_e^k
\end{bmatrix} + A^{-1}(e^{AT_S} - I)B \begin{bmatrix}
u_e^k \\
i_e^k
\end{bmatrix}
\]

\[
\begin{bmatrix}
u_e^{k+1} \\
i_e^{k+1}
\end{bmatrix} = \begin{bmatrix}
u_e^k \\
i_e^k
\end{bmatrix}
\]
where \( u_{e}^{k+1} \) and \( i_{s}^{k+1} \) are the predicted values of \( u_{e} \) and \( i_{s} \) at time \( T_{S}^{k+1} \), respectively, \( u_{e}^{k} \) and \( i_{s}^{k} \) are the measured values of \( u_{e} \) and \( i_{s} \) at time \( T_{S}^{k} \). Equation (12) is used to obtain predictions for the future values of \( i_{s}^{k+1} \) for each \( i_{e}^{k} \) generated by valid SCs. \( i_{s}^{k} \) for each SC from set III can be calculated by means of (2).

Equations (7) and (12) together compose the prediction model. They can be rewritten:

\[
\begin{align*}
\hat{u}_{e}^{k+1} &= X_{1}u_{e}^{k} + X_{2}u_{e}^{k} + X_{3}u_{e}^{k} + X_{4}\delta_{e}^{k} \\
\hat{i}_{s}^{k+1} &= Y_{1}i_{s}^{k} + Y_{2}i_{s}^{k} + Y_{3}i_{s}^{k} + Y_{4}\delta_{s}^{k} \\
\hat{i}_{e}^{k+1} &= Z_{1}u_{e}^{k} + Z_{2}\delta_{e}^{k} 
\end{align*}
\] (13)

where \( X_{1}, X_{2}, X_{3}, Y_{1}, Y_{2}, Y_{3}, \) and \( Y_{4} \) depend on \( R_{i}, L_{i}, C_{i} \), and \( T_{S} \), and \( Z_{1} \) and \( Z_{2} \) depend on \( R, L, \) and \( T_{S} \).

3) Cost function

The selection of the optimal SC to be set at the following time interval is performed via a cost function evaluation. The cost function definition is one of the most important stages in the design of the MPC, since it allows to select the variables to be optimized. For the DMC in this paper, the objectives can be summarized as follow:

- The load currents accurately follow the reference values.
- The converter runs with unity power factor. In other words, the source currents accurately follow the reference value.
- The CMV is eliminated to zero.

Since zero CMV is naturally satisfied in theory by using only the SCs from set III, the variables to be optimized here are the load and source currents. So only a combination of a load current error and a source current error is considered in constructing the cost function, which reflects the first and the second control objectives of the DMC.

The error between the predicted load currents and its references can be expressed as:

\[
\Delta i_{o} = i_{o}^{p} - i_{o}^{*} \] (14)

where \( \Delta i_{o} \), \( i_{o}^{p} \) and \( i_{o}^{*} \) are the current error, the predicted current and the current reference of the load. \( i_{o}^{p} \) is calculated by means of (13). And \( i_{o}^{*} \) is determined according to the control objective.

The error between the predicted source currents and its references can be expressed as:

\[
\Delta i_{s} = i_{s}^{p} - i_{s}^{*} \] (15)
where $\Delta i_s$, $i_{sp}$ and $i_{s*}$ are the current error, the predicted current and the current reference of the source. $i_{s*}$ is calculated by means of (13). The reference value of the source current $i_{s*}$ can be given by:

$$i_{s*} = [U_{sm} \cos \varphi \quad I_{om} \cos (\varphi - 2\pi/3) \quad I_{om} \cos (\varphi + 2\pi/3)]$$

(16)

where $I_{sm}$ is the amplitude of the expected source current, which is determined by the active power flow, and $\varphi$ is the angle of $u_s$, which can be obtained through the measured line voltages $u_{sa}$ and $u_{sb}$. The input active power $P_i$ and the output active power $P_o$ can be calculated as:

$$P_i = \frac{3}{2} I_{om}^2 R$$

(17)

$$P_o = \frac{3}{2} (U_{sm} I_{om} \cos \theta - I_{sm}^2 R)$$

(18)

$$\eta = \frac{P_o}{P_i}$$

(19)

Here, $I_{om}$ and $U_{sm}$ are the amplitude of the reference load current and the source phase voltage, respectively, $\theta$ is the phase difference between the source phase voltage and the source phase current, and $\eta$ is the efficiency of the converter. To achieve unity power factor, $\theta$ is set to zero. Hence, the amplitude of $I_{sm}$ is determined:

$$I_{sm} = \eta U_{om} \pm \sqrt{\left( \eta U_{om} \right)^2 - 4 \eta R R_i I_{om}^2}$$

(20)

Putting (20) in (16), $i_{s*}$ can be obtained. Combining (15) and (16), the source current error between its prediction $i_{sp}$ and its reference $i_{s*}$ can be calculated.

Then a cost function is constructed as:

$$g = (\Delta i_{sa} + \Delta i_{sb}) + \lambda (\Delta i_{mc} + \Delta i_{mg})$$

(21)

where $\Delta i_{sa}$, $\Delta i_{sb}$, $\Delta i_{mc}$, and $\Delta i_{mg}$ are the real and imaginary parts of the load and the source current errors, which are transformed from static three-phase coordinates to static two-phase coordinates. And $\lambda$ is the weighting factor that handles the relation between the source and load conditions and determines the priority of the source current compared with the load current, which is flexibly adjusted in response to different control requirements.

The predictions $i_{sp}$ and $i_{s*}$ under the case of each SC from set III are then evaluated so that the optimal SC, which minimizes the cost function $g$, is applied to the converter in the next period interval. The specific implementation steps are as
follows:

(a) In the $k^{th}$ sampling period $T_S^k$, the newest SC is put into effect, and $u_s^k$, $i_s^k$, $u_e^k$, and $i_o^k$ are measured, and the switching function matrix $S^k$ in $T_S^k$ are recorded. For initiation, $S^0$ can be set as:

$$ S^0 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} $$

(22)

(b) Based on the measured values $u_s^k$ and $i_o^k$ together with $S^k$, $u_e^k$ and $i_s^k$ are calculated by (2) and (3), respectively.

(c) Based on the measured values $u_s^k$, $i_s^k$, $u_e^k$, and $i_o^k$ got in step (a) and the calculated values $u_s^k$ and $i_o^k$ got in step (b), the predicted values $u_e^{k+1}$, $i_s^{k+1}$ and $i_o^{k+1}$ in the next sampling period $T_S^{k+1}$ are obtained by means of (13).

(d) Then, based on the ($k+1)^{th}$ predicted values $u_e^{k+1}$ and $i_o^{k+1}$, the predicted $u_o^{k+1}$ and $i_e^{k+1}$ for each SC from set III are calculated by (2) and (3), respectively.

(e) $u_s^{k+1}$ is obtained as following:

$$ u_s^{k+1} = \begin{bmatrix} U_{sm}\cos\phi^{k+1} \\ U_{sm}\cos(\phi^{k+1} - 2\pi/3) \\ U_{sm}\cos(\phi^{k+1} + 2\pi/3) \end{bmatrix} $$

(23)

where $\phi^{k+1}$ is the phase angle of the source voltage at time $T_S^{k+1}$, which can be calculated as

$$ \phi^{k+1} = \phi^k + 100\pi T_S $$

(24)

And $\phi^k$ is the phase angle of the source voltage at time $T_S^k$, which can be calculated through the measured source voltages $u_{sa^{k}}$ and $u_{sb^{k}}$ at time $T_S^k$.

(f) Based on $u_s^{k+1}$, $i_s^{k+1}$, $i_o^{k+1}$ and $u_s^{k+1}$, which are respectively obtained from step (c) and (e), and six pairs $u_o^{k+1}$ and $i_e^{k+1}$ from six SCs, which are obtained in step (d), the corresponding predicted values $i_o^{k+2}$ and $i_e^{k+2}$ in the next sampling period $T_S^{k+2}$ are further obtained by means of (13).

(g) Substituting the predicted values $i_o^{k+2}$ and $i_e^{k+2}$ from each SC into (21), $g^{k+2}$ can be obtained for each SC. The SC, which obtains the minimum $g^{k+2}$ is the best choice in $T_S^{k+1}$.

Since only six elements are contained in the finite control set, and the cost function only includes a combination of a load current error and a source current error, the above steps are denoted herein as the simplified FCS-MPC method.
3. Modified four-step current-based commutation

In practice, the FCS-MPS method alone cannot fully eliminate the CMV of a DMC. Due to the multi-switching characteristic of DMCs, the switching between two states requires a finite dead time to avoid commutation failure. Due to the dead time, the proposed predictive strategy cannot effectively control the CMV value when the switches commute from one state to another, and CMV spikes are inevitably obtained in the conventional four-step commutation process [32]. Therefore, a modified four-step commutation process is proposed in this paper to solve this problem.

Fig. 2(a) presents a simplified circuit when the current commutates from \( S_Aa \) (i.e., \( S_{Aap} \) and \( S_{Aan} \)) to \( S_Ab \) (i.e., \( S_{Abp} \) and \( S_{Abn} \)), where \( S_i \) and \( S_j \) (\( i = A, B, C; j = a, b, c \)) are the two quadrant switches contained in \( S_i \). The corresponding switching process for conventional four-step current-based commutation is shown in Fig. 2(b). The commutation relies on the current direction information of \( i_{oA} \). The following four-step switching principle is adopted for \( i_{oA} > 0 \):

- Step 1 (S1): turn off \( S_{Aan} \);
- Step 2 (S2): turn on \( S_{Abp} \);
- Step 3 (S3): turn off \( S_{Aap} \);
- Step 4 (S4): turn on \( S_{Abn} \).

![Fig. 2](image)

The commutation time for a single step is denoted as \( t_d \). On the basis of conventional four-step current-based commutation, a simplified DMC for the switching configuration commutating from “abc” to “bac” is shown in Fig. 3(a). The corresponding
switching process for conventional four-step current-based commutation is given in Fig. 3(b). The commutation of load current \( i_{oA} \) is forced, and occurs in the second step of conventional four-step current-based commutation. The commutation of load current \( i_{oB} \) is natural, and occurs in the first step of conventional four-step current-based commutation. Thus, the commutations for load currents \( i_{oA} \) and \( i_{oB} \) are not simultaneous. Rotating vectors are selected in the processes of steps 1, 3, and 4, but the non-rotating vector “aac” appears in the process of step 2, which results in a nonzero CMV. Thus, the CMV is not always equal to zero in a switching period.

**Fig. 3.** (a) A simplified DMC describing the switching configuration commutating from “abc” to “bac”. (b) The switching process of conventional four-step current-based commutation and the value of CMV (\( V_{\text{com}} \)) obtained during commutation.
To achieve zero CMV, a modified four-step current-based commutation is proposed. The method intentionally delays the natural commutation of $i_A$ in the first step of conventional four-step current-based commutation so that it occurs simultaneously with the forced commutation of $i_A$ in the second step of conventional four-step current-based commutation.

The switching process of the proposed modified four-step current-based commutation is illustrated in Fig. 4 based on the simplified DMC shown in Fig. 3(a), where, again, the switching configuration commutates from “abc” to “bac”. As observed, the CMV is zero over $T_{s}$. Thus, the generalized switching process for the modified four-step current-based commutation in the four possible cases involving $u_{sa}$, $u_{sb}$, and $i_A$ is given in Fig. 5. For cases 1 and 2 involving forced commutations, the
switching processes are equivalent with conventional four-step current-based commutation. However, for cases 3 and 4 involving natural commutations, the switching processes are delayed \( \lambda \) compared with those of conventional four-step current-based commutation.

4. Experimental results

In this section, based on the specifications listed in Table III, the operation and performance of the proposed simplified FCS-MPC method were validated experimentally. As comparison, the experimental performance of an ordinary FCS-MPC method is also given. The ordinary FCS-MPC method here refers to the one, in which all 27 possible SCs are considered. The same cost function is used for the ordinary FCS-MPC method and the proposed simplified FCS-MPC method. The experimental setup was developed using a floating-point digital signal controller (DSP; TMS320F28335, Texas Instruments) and a field programmable gate array (FPGA; EP2C8T144C8N, Altera Corp.).

Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Supply phase RMS voltage ( U_s ) (V)</td>
<td>60</td>
</tr>
<tr>
<td>Supply frequency ( f_{in} ) (Hz)</td>
<td>50</td>
</tr>
<tr>
<td>Inductance of line and the input filter ( L ) (mH)</td>
<td>0.6</td>
</tr>
<tr>
<td>Resistance of line and the input filter ( R ) (Ω)</td>
<td>0.1</td>
</tr>
<tr>
<td>Input filter capacitance ( C ) (μF)</td>
<td>6.6</td>
</tr>
<tr>
<td>Input filter damping resistance ( R_f ) (Ω)</td>
<td>9</td>
</tr>
<tr>
<td>Load resistance ( R ) (Ω)</td>
<td>4.4</td>
</tr>
<tr>
<td>Load inductance ( L ) (mH)</td>
<td>6</td>
</tr>
<tr>
<td>Sampling period ( T_s ) (μs)</td>
<td>70</td>
</tr>
</tbody>
</table>

The parameter \( \lambda \) in the cost function (21) are empirically adjusted. It can be adjusted from a large value, for example 2, in order to prioritise the control of the source current. Later, it is slowly reduced, aiming to obtain low current THD both at the input and output sides. For the presented experimental results, 0.5 is set for \( \lambda \).

Fig. 6 shows the experimental waveforms of the source voltage \( u_{sa} \), source current \( i_{sa} \), output line-to-line voltage \( u_{oAB}\), and load current \( i_o \) when the DMC is operating under the proposed simplified FCS-MPC method with a reference load current set from 5A@30Hz to 8A@60Hz. The load current tracks the reference current over several sampling periods, and is seen to
be sinusoidal with low distortions.

Fig. 6. Experimental results under normal condition with the reference load current set from 5A@30Hz to 8A@60Hz

Figs. 7(a) and (b) show the input and output experimental waveforms with a reference load current of 8A@30Hz under the ordinary and the proposed simplified FCS-MPC methods, respectively. As shown, the waveforms of $i_u$ are in phase with those of $u_u$, and a unity power factor is obtained. Simultaneously, $i_oA$ accurately follows the reference. The THD values of $i_u$ and $i_oA$ obtained in the experiment are listed in Table III for reference load currents of 5A@30Hz and 8A@60Hz. From the $u_{aAB}$ waveforms, we observe that the valid SCs of the proposed FCS-MPC method are reduced relative to those of the ordinary FCS-MPC method. The THD values for $i_u$ and $i_oA$ obtained under the proposed FCS-MPC method are a bit greater than those of the ordinary FCS-MPC method. The computation times required by the ordinary and the proposed FCS-MPC methods are compared in Fig. 8. The computational time of the proposed method is only 24.97 μs, which is less than the 62.1 μs required for the ordinary method, therefore it is appropriate for the proposed method to be used in higher switching frequency applications. Higher switching frequency benefits to the performance of an MPC.
method; (b) the proposed FCS-MPC method.

Fig. 8. Comparison between required running times for Algorithm A: the ordinary FCS-MPC method, and Algorithm B: the proposed simplified FCS-MPC method.

Table III

<table>
<thead>
<tr>
<th>THD (%)</th>
<th>Cases (8A, 30Hz)</th>
<th>Cases (8A, 60Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ordinary</td>
<td>Proposed</td>
</tr>
<tr>
<td>$i_{1a}$</td>
<td>15</td>
<td>19.85</td>
</tr>
<tr>
<td>$i_{4a}$</td>
<td>4.04</td>
<td>6.75</td>
</tr>
</tbody>
</table>

Fig. 9(a) and Fig. 10(a) show the CMV waveforms with a reference load current of 8A@60Hz under the ordinary and proposed FCS-MPC methods, respectively. The root mean square (RMS) value of the CMV is calculated as

$$V_{\text{comRMS}} = \sqrt{\frac{\sum V_{\text{com}}^2(n)}{n}} \tag{25}$$

For the computation of $V_{\text{comRMS}}$, 100,000 points were sampled using an oscilloscope (DPO3014, Tektronix) with a sampling frequency of 1 MHz, i.e., $n = 100,000$. The values of $V_{\text{comRMS}}$ obtained for the ordinary and proposed FCS-MPC methods are 46.13 V and 3.29 V, respectively. Thus, the proposed FCS-MPC method reduced $V_{\text{comRMS}}$ to nearly zero, and is far less than the $V_{\text{comRMS}}$ value obtained with the ordinary method. However, some CMV spikes are observed with the proposed method during the turning-on and turning-off switching times, as shown by the Fast Fourier transform (FFT) data presented in Fig. 10(b), due to the non-ideal switching characteristics of the semiconductor switches. However these are significantly smaller than the results without the proposed methods.
5. Conclusion

This paper proposes a simplified zero CMV FCS-MPC method that considers the dead-time effect as well as the modulation process. The proposed method is simple to implement, and employs no complex calculations. In the example given in this paper the proposed method has a computational time of only 24.97μs, while that required for the ordinary FCS-MPC method is 62.5μs. Moreover, the CMV was reduced nearly to zero, and good source and load currents were obtained. Experimental results have been presented to validate the proposed method and demonstrate the advantages.
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