Versatile Gaussian probes for squeezing estimation
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We consider an instance of “black-box” quantum metrology in the Gaussian framework, where we aim to estimate the amount of squeezing applied on an input probe, without previous knowledge on the phase of the applied squeezing. By taking the quantum Fisher information (QFI) as the figure of merit, we evaluate its average and variance with respect to this phase in order to identify probe states that yield good precision for many different squeezing directions. We first consider the case of single-mode Gaussian probes with the same energy, and find that pure squeezed states maximize the average quantum Fisher information (AvQFI) at the cost of a performance that oscillates strongly as the squeezing direction is changed. Although the variance can be brought to zero by correlating the probing system with a reference mode, the maximum AvQFI cannot be increased in the same way. A different scenario opens if one takes into account the effects of photon losses: coherent states represent the optimal single-mode choice when losses exceed a certain threshold and, moreover, correlated probes can now yield larger AvQFI values than all single-mode states, on top of having zero variance.
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I. INTRODUCTION

Quantum metrology is one of the most developed fields within the framework of quantum information, and it has been the object of several studies in the last decade [1–7]. As a matter of fact, precise measurements and observations are a fundamental part of the scientific method and the possibility of exploiting quantum mechanics in order to improve the estimation precision over the best classical strategy is thus very appealing. Quantum metrology finds application in a wide range of situations where one is interested in gaining precise information about a system or a physical process [8–12].

In order to gather information about a certain system, the most common approach consists of sending a known probing system to it, collect the probe after it had the chance to interact with the target system, and look for differences with respect to the original state that was sent in. From this comparison, our knowledge about the state of the target system and/or the physical processes taking place during the interaction can be improved. In analogy with this simple schematic picture, a typical estimation protocol can be divided into three steps: (i) probe preparation, (ii) interaction between probe and system of interest, and (iii) readout measurement on the evolved state of the probe. These three stages are not independent from each other, and the quality of the overall estimation depends on how well they work together. For example, when the probe is being prepared one should make sure it can be significantly altered by the process under investigation. Similarly, any change in the probe is not useful at all if it cannot be detected by the performed measurement. Here, as in most theoretical studies, we focus on the interplay between the first and the second stage mentioned above. We assume that any measurement allowed by the laws of quantum mechanics can be performed, and we investigate how to tailor the choice of the probe depending on the information available at the first stage.

In the simplest scenario, the evolution of the probe is considered to be completely known in advance, with the exception of a real parameter that has to be estimated. A typical example is that of a unitary evolution of the probe, in which the generating Hamiltonian is known up to a multiplicative parameter (e.g., this can be the case of a probe interacting with an external classical field of unknown strength that we want to estimate). In this case, the optimal performance can be achieved by choosing a probe which is maximally coherent with respect to the eigenbasis of the Hamiltonian [3]. However, there are many situations where a larger degree of ignorance limits the optimization of the probe. For example, in the presence of noise the actual evolution of the probe has an intrinsic degree of randomness which can strongly affect the estimation precision. In this case a good strategy is to look for states of the probe that guarantee a certain level of precision for any possible realization of the noise. We can discuss this situation on a more abstract level by formulating a game in which we are given a set of possible probe-system interaction processes, and we are asked to prepare many identical copies of a probe that will interact with the system in order to gain information about some parameter. However, at this point we still do not know which specific interaction will be realized. Then, one interaction is chosen at random and communicated to us. At last, we can let the probes sequentially interact with the system, and make an optimal measurement on the evolution of each probe in order to estimate the parameter. This scenario goes under the name of “black-box” metrology [13]. A different situation could arise if the interaction is free to fluctuate from one probe to the next, without our knowledge [14] or such that each choice is communicated to us upon recollection of the probes. Depending on the considered scenario, and on the set of the allowed encoding transformations, it is natural to wonder which input probes lead
to a good estimation precision over the whole set of possible interactions, and which are the resources responsible for this behavior.

A scenario of black-box metrology has been recently studied for unitary encodings in finite-dimensional systems, where the eigenvalues of the generating Hamiltonian are fixed and known, while the exact eigenbasis is left unspecified [13,15–17]. One way to ask for versatility is to maximize the worst-case estimation precision over the set of possible encodings (or equivalently over the set of isospectral Hamiltonians). In this case it has been found that the input probe needs to be correlated with another ancillary system, which is kept as a reference and measured together with the probe at the measurement stage. This is because any local probe undergoing a unitary evolution is left unchanged by a Hamiltonian diagonal in its same eigenbasis and the worst-case precision becomes trivially zero. Although entangled states guarantee the highest minimal precision, interestingly the presence of entanglement is not a necessary condition in order to obtain a nonzero worst-case performance [18–21]. Indeed, the key resource in this and similar discrimination tasks is a weaker form of correlation known as “quantum discord” [22,23]. A complementary approach to versatility consists of looking for the probe that guarantees the best average (instead of minimal) performance. In Ref. [24] it is shown that from this perspective the presence of correlations is helpful but does not represent the only important parameter, as local purity also plays a fundamental role.

When continuous variable systems are concerned, one typically considers additional realistic constraints on the probe (such as finite energy, finite correlations) which give access only to a limited portion of the Hilbert space and make the analysis more involved. Up to now only the former of the two aforementioned approaches to black-box metrology (i.e., guaranteeing minimal performances) has been investigated in the framework of Gaussian states and operations [25–27], and quantum discord has once again been identified as the important figure of merit for these discrimination tasks [28–30].

In this work, we move forward along two different directions. On one hand, we take the perspective of looking at the average performance associated with a certain input Gaussian probe. On the other hand, in the second half of this paper we also study the effects of a noisy encoding operation, moving away from the most common unitary setting. It is worth stressing that in all previous studies of Gaussian black-box metrology, the set of possible encoding Hamiltonians has been obtained by applying a generic Gaussian unitary operation to a harmonic Hamiltonian [28–30]. Although this choice represents the Gaussian equivalent of a generic change of basis in the finite-dimensional domain, it has the disadvantage of introducing energy into the probe, at random and for free. This is because a generic Gaussian unitary operation includes the application of squeezing. Intuitively, adding energy to the probe increases the estimation precision. While this does not affect the study of the worst-case precision, it can instead arbitrarily increase the average precision. Therefore, to make our model meaningful, we will apply only “passive” Gaussian unitary operations (e.g., optically obtainable via beamsplitters and phase shifters) to a fixed seed Hamiltonian. In the following we will choose the seed Hamiltonian to be a single-mode squeezing Hamiltonian, and passive Gaussian unitaries are then identified by all single-mode phase rotations.

The problem of estimating the parameter of a squeezing Hamiltonian has been investigated in the past, by looking at its effect on the Hilbert space of the radiation field [31,32], or by using Gaussian [33–35] or non-Gaussian probes obtained via Kerr interactions [36]. The goal of this paper, instead, is to understand which Gaussian probe yields the optimal average performance for the task of estimating the amount of squeezing applied on the probing system by an external device, without prior information on the direction of application. This direction could be fixed, but initially unknown, or could randomly fluctuate from one encoding operation to another. If the state of the probe that will be used in all experiments is fixed beforehand, our results indifferently apply to both these scenarios, as long as full information on the direction is available at the measurement stage. In particular, we want to discuss whether the presence of input correlations can lead to an improvement over the optimal single-mode result. We start by considering a noiseless setup, and we characterize the single-mode states that yield the best average estimation precisions. We compare their performance with the precision obtainable by sending half of a two-mode squeezed state to the squeezing device, while keeping the other half as reference. Although the average estimation precision reached by this paradigmatic class of correlated bipartite states equals that of the optimal single-mode probes, we can show that the correlated probes have the advantage of a stable performance over all squeezing direction, at the cost of introducing extra photons for the reference beam. The advantage of using correlations will become even more important when noise is added to the process, in the form of photon losses during the transmission of the probe signal to and from the squeezing device. Indeed, a numerical analysis reveals how in this case the presence of correlations can even improve the average precision over the value associated with the optimal single-mode probe.

The following sections are organized as follows. After presenting some preliminary notions in Sec. II, in Sec. III we formally introduce the black-box metrology model we are considering, and show a physical situation where it could arise. We analytically solve the problem in absence of noise in Sec. IIIA, while in Sec. III B we numerically study the same situation in presence of losses. We present our conclusions in Sec. IV, and further technical comments can be found in the appendices.

II. PRELIMINARY NOTIONS

In order to assess the performance of a given probe in an estimation task, in the following we will use the quantum Fisher information (QFI) [37]. In this section we provide its definition, and we introduce the basic formalism used to describe Gaussian states of continuous variable systems [25–27]. No original contribution will be presented here, with the only exception of Eq. (22): although formally equivalent to the result of Pinel and coworkers [38], the use of this formula for the QFI of single-mode Gaussian states will simplify the calculations in the example studied in this paper.
A. Estimation theory and quantum Fisher information

The problem of estimating a parameter characterizing a certain evolution by repeatedly measuring its output has a long history and was originally studied in a classical framework. The typical situation here involves a parameter-dependent probability distribution \( p(x|\epsilon) \). The goal is to obtain the best possible estimation of the parameter \( \epsilon \) by sampling many times the random variable \( x \) distributed according to \( p(x|\epsilon) \).

A well known result in classical estimation theory, which goes under the name of the Cramér-Rao bound [39], states that the root-mean-square error (RMSE) of any unbiased estimator \( \hat{\epsilon} \) of the parameter \( \epsilon \) has to satisfy the following inequality:

\[
\delta \hat{\epsilon} \geq \frac{1}{\sqrt{M F_{\epsilon}}}.
\]

On the right-hand side, \( M \) represents the number of performed samplings, and \( F_{\epsilon} \) is the Fisher information of the process, defined by

\[
F_{\epsilon} = \int dx \frac{\sqrt{p(x|\epsilon)}}{p(x|\epsilon)} \left[ \partial_{\epsilon} \ln p(x|\epsilon) \right]^2.
\]

Importantly, the bound in Eq. (1) can be saturated in the asymptotic limit of many measurements, for example if the estimator \( \hat{\epsilon} \) is obtained by maximizing the likelihood of the recorded events.

In the quantum counterparts of the aforementioned situation, the parameter \( \epsilon \) is encoded in a quantum state \( \rho_{\epsilon} \), typically obtained by applying a completely positive and trace-preserving (CPT) map \( \Phi_{\epsilon} \) to a known input probe \( \rho \) [40], so that

\[
\rho_{\epsilon} = \Phi_{\epsilon}[\rho].
\]

In order to obtain information about the encoding device, and thus on \( \epsilon \), a generic positive-operator-valued measurement (POVM) has to be performed on \( \rho_{\epsilon} \). This kind of measurement is characterized by a set of positive operators \( \{ E_{\epsilon} \} \), satisfying \( \sum_{\epsilon} E_{\epsilon} = \mathbb{I} \). Once applied on the encoded states, it yields the measured value \( x \) with probability

\[
p_x(E_{\epsilon}, \rho_{\epsilon}) = \text{Tr}[\rho_{\epsilon} E_{\epsilon}].
\]

from which the associated classical Fisher information \( F_{\epsilon} = \sum_x p_x(E_{\epsilon}, \rho_{\epsilon}) \) can be evaluated via Eq. (2). Clearly, the ultimate precision allowed by quantum mechanics for the unbiased estimation of \( \epsilon \) is obtained by optimizing over all POVMs. In this way, it is possible to obtain the quantum Cramér-Rao bound [37], which states

\[
\delta \hat{\epsilon} \geq \frac{1}{\sqrt{M F_{\epsilon}(\rho)}}.
\]

where \( H_{\epsilon} \) is the quantum Fisher information (QFI) associated with the encoded state \( \rho_{\epsilon} \), obtained from \( \rho \) as in Eq. (3). This quantity is defined as

\[
H_{\epsilon}[\rho] = \text{Tr}[\rho_{\epsilon} L_{\epsilon}^2],
\]

where \( L_{\epsilon} \) is a Hermitian operator which goes under the name of symmetric logarithmic derivative (SLD) and satisfies the relation

\[
\rho_{\epsilon} L_{\epsilon} + L_{\epsilon} \rho_{\epsilon} = 2 \partial_{\epsilon} \rho_{\epsilon}.
\]

Alternatively, it has been shown that the QFI is closely related to the second-order expansion of the Bures distance [41], or equivalently of the Uhlmann fidelity \( F(\rho_1, \rho_2) = (\text{Tr}[(\sqrt{\rho_1} \sqrt{\rho_2})^2])^2 [42] \):

\[
H_{\epsilon}[\rho] = 8 \lim_{\epsilon \to 0} \frac{1 - F(\rho_{\epsilon}, \rho_{\epsilon + d\epsilon})}{d\epsilon^2}.
\]

Rigorously speaking, this last equality is true as long as the rank of \( \rho_{\epsilon} \) does not change in correspondence of the value of \( \epsilon \) in which Eq. (8) is calculated. If this should not be the case, Ref. [43] recently showed that Eq. (8) should be corrected by adding a term that involves second derivatives of the vanishing eigenvalues. As a consequence, the QFI might become discontinuous at those pathological points. Finally, if one is interested in obtaining the ultimate precision for the estimation of the parameter characterizing the CPT encoding map \( \Phi_{\epsilon} \), an optimization has to be performed over the probe \( \rho \).

We conclude this overview of quantum estimation theory with a few remarks. At first, let us point out that the projective measurement on the eigenbasis of the SLD operator \( L_{\epsilon} \) has always a Fisher information equal to the QFI [37]. This assures that the bound of Eq. (5) is a priori tight, even though the necessary control needed to perform this particular measurement is often out of experimental reach. Even in this situation, however, the QFI can be considered a figure of merit for the probe state, which has the potential to be very susceptible to small changes of the parameter \( \epsilon \) that characterizes the encoding channel. As a second remark, note that in general the QFI depends on the real parameter \( \epsilon \). This is why the QFI gives the ultimate precision attainable in a local estimation: typically one already has some knowledge of \( \epsilon \), and is interested in finding small fluctuation around this approximately known value. The situation simplifies for unitary encodings, where \( \Phi_{\epsilon} \) can be actually written as \( \hat{U}_{\epsilon} \rho \hat{U}_{\epsilon}^\dagger \), with \( \hat{U}_{\epsilon} \hat{U}_{\epsilon}^\dagger = \mathbb{I} \) and \( \epsilon \) represents a global phase [44]. In this case, \( H_{\epsilon}[\rho] \) is independent from \( \epsilon \), and therefore so is the ultimate precision attainable by \( \rho \).

B. Gaussian states of continuous variable systems

In this paper we consider continuous variable systems composed by one or two bosonic modes described by the annihilation operators \( \hat{a} \) and \( \hat{b} \), which satisfy the canonical commutation relations

\[
[\hat{a}, \hat{a}^\dagger] = [\hat{b}, \hat{b}^\dagger] = [\hat{a}, \hat{b}^\dagger] = 0, \quad [\hat{a}, \hat{b}] = 1.
\]

In the following we will label with \( A \) and \( B \) the systems associated with the modes described respectively by \( \hat{a} \) and \( \hat{b} \). The associated quadratures \( \hat{x}_A = (\hat{A}^\dagger + \hat{A})/2 \), \( \hat{p}_A = i(\hat{A}^\dagger - \hat{A})/\sqrt{2} \), and similarly \( \hat{x}_B \) and \( \hat{p}_B \), can be combined to form the vector \( \vec{r} = (\hat{x}_A, \hat{p}_A, \hat{x}_B, \hat{p}_B)^T \). This appears in the definition of the covariance matrix associated with any state \( \rho \) of this continuous variable system:

\[
\Gamma = \text{Tr} \{ \rho (\vec{r} - \bar{\xi})(\vec{r} - \bar{\xi})^T \},
\]

where \( \bar{\xi} \) is a generic vector and \( \Gamma \) is the covariance matrix.

\[
\Gamma = \text{Tr} \{ \rho (\vec{r} - \bar{\xi})(\vec{r} - \bar{\xi})^T \},
\]
where \{\cdot, \cdot\}_r represents the anticommutator and \( \xi = \text{Tr} [\rho \hat{f}] \) is the associated displacement vector. The Robertson-Schrödinger uncertainty relation, which all physical states must satisfy, in this language can be written as
\[
\Gamma + i \Omega \geq 0, \tag{12}
\]
where \( \Omega \) is the standard symplectic form
\[
\Omega = \bigoplus_j \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}.
\tag{13}
\]
Here, and whenever not explicitly mentioned, the sum over \( j \) runs over the two bosonic modes of the system.

In this paper we will focus on Gaussian states, defined as those density matrices \( \rho \) characterized by a characteristic function \( \chi_{\rho}(z) = \text{Tr} [\rho e^{-iz\hat{a}^\dagger \hat{a}}] \), with \( z \in \mathbb{R}^2 \), that is the inverse Fourier transform of a Gaussian function. They are completely characterized by the first and second moments of the latter, i.e., by the vector \( \xi \) and the matrix \( \Gamma \) previously defined. At this point it is useful to mention Williamson’s theorem, which allows us to decompose every covariance matrix \( \Gamma \) into the form
\[
\Gamma = T \Omega T^\dagger. \tag{14}
\]
Here, \( T \) is a matrix of the real symplectic group \( Sp \), i.e., such that \( \Omega T \Omega^T = \Omega \), and \( D = \bigoplus_j \begin{pmatrix} \nu_j & 0 \\ 0 & \nu_j \end{pmatrix} \) is a block-diagonal matrix whose blocks are multiples of the \( 2 \times 2 \) identity matrix. These proportionality coefficients \( \nu_j \) are called “symplectic eigenvalues” of the Gaussian states, are constrained by Eq. (12) to be larger than or equal to 1, and can be found as regular eigenvalues of the positive-definite matrix \(|i\Omega| \). A pure Gaussian state is characterized by a characteristic vector of the form
\[
\Gamma = T D T^\dagger. \tag{15}
\]
where \( D = \bigoplus_j \begin{pmatrix} \nu_j & 0 \\ 0 & \nu_j \end{pmatrix} \) is a block-diagonal matrix whose blocks are multiples of the \( 2 \times 2 \) identity matrix. These proportionality coefficients \( \nu_j \) are called “symplectic eigenvalues” of the Gaussian states, are constrained by Eq. (12) to be larger than or equal to 1, and can be found as regular eigenvalues of the positive-definite matrix \(|i\Omega| \). A pure Gaussian state is characterized by a characteristic vector of the form
\[
\Gamma = T D T^\dagger. \tag{16}
\]
In particular, we will focus on single-mode phase rotations and squeezing operations, that take an input state \( \rho_A \) respectively to \( R^{(A)}_\theta [\rho_A] = e^{-i \theta \hat{a}^\dagger \hat{a}} \rho_A e^{i \theta \hat{a}^\dagger \hat{a}} \) and \( S^{(A)}_\alpha [\rho_A] = e^{-\frac{\alpha}{2} (\hat{a}^\dagger - \hat{a})^2} \rho_A e^{\frac{\alpha}{2} (\hat{a}^\dagger - \hat{a})^2} \). These Gaussian unitary maps can be characterized by the symplectic matrices:
\[
R^{(A)}_\theta = \begin{pmatrix} \cos \theta & \sin \theta \\ -\sin \theta & \cos \theta \end{pmatrix}, \quad S^{(A)}_\alpha = \begin{pmatrix} e^{\alpha} & 0 \\ 0 & e^{-\alpha} \end{pmatrix}, \tag{17}
\]
which take the role of \( U \) in Eqs. (15) and (16). The first of these operations simply rotates the quadratures of the state in phase space, while the effect of squeezing is to reduce the variance of one quadrature while increasing the other. The CPT maps that preserve the Gaussian character of a state are not limited to the set of Gaussian unitary evolutions, but include also several noisy operations [45]. In particular, in the following we will consider the lossy channel \( \mathcal{L}_\gamma \), parametrized by \( \eta \in [0, 1] \). When applied on the first mode of a two-mode state, it modifies the input covariance matrix \( \Gamma \) and displacement vector \( \xi \) as follows:
\[
\Gamma \xrightarrow{\mathcal{L}_\gamma} K_\eta \Gamma K_\eta^\dagger + N_\eta N_\eta^\dagger, \quad \xi \xrightarrow{\mathcal{L}_\gamma} K_\eta \xi, \tag{18}
\]
where \( K_\eta \) and \( N_\eta \) are the block-diagonal matrices
\[
K_\eta = \begin{pmatrix} \sqrt{\eta} \xi_1 \xi_2 \\ \xi_1 \eta \xi_2 \end{pmatrix}, \quad N_\eta = \begin{pmatrix} \sqrt{1-\eta} \xi_1 \\ \eta \xi_2 \end{pmatrix}, \tag{19}
\]
with empty blocks being composed only by zeros.

Due to their simplicity and practical relevance, Gaussian states form the most studied class of density matrices in continuous variable systems. In particular, many quantum information quantifiers can be written in closed form when evaluated on Gaussian states. In the following we will focus on the QFI, which thanks to Eq. (8) has been explicitly evaluated for single-mode [38], two-mode [34], and for generic multimode Gaussian states [46]. These formulas, or a perturbative approach based on Eq. (8), have been recently employed in order to assess the performance of Gaussian states in various estimation tasks [35, 47]. We report here the expression for the QFI of a two-mode probe \( \rho_{AB} \) [34]:
\[
H_\epsilon [\rho_{AB}] = \frac{1}{2(|M| - 1)} \left[ \text{Tr} (\hat{M}^\dagger \hat{M})^2 \right] + \sqrt{[1 + \hat{M}^2] \text{Tr} \left[ (1 + \hat{M}^2)^{-1} \hat{M}^2 \right]}
+ \frac{4}{2(|M| - 1)} \left( \hat{v}^2_1 - \hat{v}^2_2 \right) \left( \frac{\hat{v}^2_1}{\hat{v}^2_1 - 1} + \frac{\hat{v}^2_2}{\hat{v}^2_2 - 1} \right)
+ 2 \hat{\xi}^\dagger \hat{\Gamma}^{-1} \hat{\xi}, \tag{20}
\]
where the symbol \( | \cdot | \) represents the determinant, the dot corresponds to the derivative with respect to \( \epsilon \), and we defined \( M = i \hat{\Omega} \). The tilde appearing on top of all quantities reminds us that they have to be evaluated on the encoded state \( \Phi_\epsilon [\rho_{AB}] \).

This formula has a first contribution which depends on the whole covariance matrix, a second one which explicitly takes into account the variation of the symplectic eigenvalues, and a third one which accounts for changes in the displacement vector of the encoded state. In particular, we point out that the second contribution can lead to irregular behaviors when the encoded state \( \rho_\eta \) has at least one eigenvalue equal to 1 [34, 43]. In what follows we can safely ignore this problem because we will consider either (i) unitary encodings, which do not change the symplectic eigenvalues, or (ii) mixed encoded states with no symplectic eigenvalue equal to 1.

In the last part of this section, we explicitly consider a local encoding \( \Phi_\epsilon = \Phi^{(A)}_\epsilon \otimes 1_B \) acting nontrivially only on subsystem \( A \), and simplify Eq. (20) to obtain the QFI of a single-mode Gaussian state \( \rho_\epsilon \). We will get an expression which is equivalent, but not identical, to the one found in Ref. [38]. This alternative expression will be of great help in the following analysis. Let us start by considering a single-mode channel \( \Phi^{(A)}_\epsilon \), and its two-mode extension \( \Phi^{(A)}_\epsilon \otimes 1_B \). The latter can be considered a proper two-mode encoding CPT map, so we can apply Eq. (20) to a separable probe state
of the form $\rho_A \otimes \rho_B(v_B)$, where $\rho_B(v_B)$ is a thermal state, characterized by $T = \frac{1}{2}$ and $D = v_B \frac{1}{2}$ in Eq. (14). Thanks to the factorized structure of probe and channel, no change in precision can possibly arise from choosing a different value for $v_B$. However, the obtained expression for $H_e[\rho_A \otimes \rho_B(v_B)]$ still depends on $v_B$ in a nontrivial way. This dependence is a consequence of the mathematical structure of Eq. (20), but we know that physically the parameter $v_B$ cannot play a role in the QFI. Therefore, we can use the trick of considering a factorized probe $\rho_A \otimes \rho_B(v_B)$ in order to easily deduce a relation between $M_A$ and its derivative, where $M_A$ is evaluated on the encoded single-mode state $\Phi^{(S)}(\rho_A)$. After a straightforward manipulation, we can see that the studied QFI of a single-mode probe, labeled by $M_A$, holds:

$$
\frac{1}{[M_A]} \left( \frac{d[M_A]}{d\epsilon} \right)^2 = [M_A] Tr \left[ \left( M_A^{-1} \dot{M}_A \right)^2 \right] - (1 - [M_A])^2 Tr \left[ \left( \left( I + M_A^{-1} \dot{M}_A \right)^2 \right) \right].
$$

(21)

This can now be used to substitute either $Tr(\frac{d[M_A]}{d\epsilon} \dot{M}_A)$ or $\left( \frac{d[M_A]}{d\epsilon} \right)^2$ in the remainder of Eq. (20), in order to obtain an expression for the QFI of a single-mode probe, labeled by $H_e^{(1)}$. With the former choice, this becomes

$$
H_e^{(1)}(\rho_A) = \frac{1}{2} \left( \frac{d[M_A]}{d\epsilon} \right)^2 + \frac{1}{2} \left( [M_A] - 1 \right) \left( \frac{d[M_A]}{d\epsilon} \right)^2 + 2 \dot{M}_A^{-1} \dot{M}_A,
$$

(22)

where $\dot{M}_A$ and $\dot{M}_A$ are respectively the covariance matrix and the displacement vector associated with $\Phi^{(S)}(\rho_A)$. With respect to the expression of Ref. [38], this is advantageous in all those situations where $Tr \left[ \left( I + M_A^{-1} \dot{M}_A \right)^2 \right]$ is easier to compute than $Tr \left[ \left( M_A^{-1} \dot{M}_A \right)^2 \right]$, as in Sec. III B below.

### III. VERSATILE GAUSSIAN PROBES FOR SQUEEZING ESTIMATION

As mentioned in the introduction, we want to study a problem of black-box metrology in which the parameter to estimate is the strength $\epsilon$ of the squeezing applied on the probing state, and an additional uncertainty affects the direction $\theta$ in which the squeezing operation is applied. In absence of noise, the overall encoding CPT map acting on mode $A$ can thus be written as

$$
\Phi^{(A)}(\epsilon, \theta) \equiv S^{(A)}_\epsilon \circ R^{(A)}_{\theta},
$$

(23)

where $\circ$ represents the usual composition of maps. In our analysis we are going to assume that the angle $\theta$ is picked randomly from $[0, 2\pi]$ and is unknown at the stage in which the probes are being prepared. Yet we shall assume that the selected value of $\theta$ is revealed after the parameter $\epsilon$ has been imprinted into the system. Accordingly, while the presence of $\theta$ cannot be trivially compensated by properly antirotating the input states of the probes, the knowledge of its value can influence the design of the optimal POVM measurement. For example, as schematically shown in Fig. 1, this scenario can arise in an optical setup if the distance from a squeezing device, which applies $S^{(A)}_\epsilon$ to the input state, is not known in advance or is fluctuating from one measurement to the other. In its trip to and from the squeezer, the light will be affected by the free evolution $R^{(A)}_{\theta}$, so that each probe actually evolves via $R^{(A)}_{\theta} \circ S^{(A)}_\epsilon \circ R^{(A)}_{\theta}$, and hence very possible that in the estimation of $\epsilon$ an input density matrix $\rho$ will provide different performances depending on the value of $\theta$. In this context the versatility of an input state can be gauged by looking at the average QFI (AVQFI) it is capable

![Figure 1](https://example.com/figure1.png)

**FIG. 1.** Sketch of a physical scenario in which a squeezing operation along an initially unknown direction is applied on the probing system. Stage (i): versatile single-mode or two-mode probes are prepared, without knowing the angle $\theta$ characterizing the estimation process in which they will be used. Stage (ii): the probing systems are sent to the squeezing device, and in each one-way trip they acquire a certain phase $\theta$. Stage (iii): upon recollection of the probes, the angle $\theta$ becomes known, and can be used to devise the best measurement allowed by quantum mechanics, from which an estimator $\hat{\epsilon}$ is recovered. Note that the knowledge of $\theta$ can also be used to apply the unitary correction $R^{(A)}_{\theta}$ on the final state of the probes. Although this does not change the QFI, it allows us to write the total encoding unitary operation in the same form that appears in Eq. (23).
of granting, i.e., the quantity
\[
\overline{H}_e (\rho) = \int_0^{2\pi} \frac{d\theta}{2\pi} H^{(\theta)}_e (\rho).
\] (25)

From Eq. (24) and from the convexity of the function $1/\sqrt{t}$ it follows that $\overline{H}_e (\rho)$ sets a lower bound on the attainable RMSEs, i.e.,
\[
\overline{\delta} = \int_0^{2\pi} \frac{d\theta}{2\pi} \delta(\theta) \geq \frac{1}{\sqrt{\text{RMSE}}}.
\] (26)

As explicitly discussed in Appendix A, the AvQFI quantity can be used also to bound the accuracy achievable in an alternative setting where, at variance with the case represented in Fig. 1, the phase $\theta$ fluctuates over different probing stages.

Although the encoding operation given in Eq. (23) acts only on a single mode of the field, we can nonetheless consider the possibility of using a two-mode probe. In this case, one of its modes (say, $A$) is sent to the squeezing station, while its second mode ($B$) is kept unaltered in the laboratory as reference. As often happens, the presence of initial correlations between the two subsystems could potentially help in the estimation of $\epsilon$, even if mode $B$ is not directly affected by the evolution. In this more general case, the total encoding map can be written as
\[
\Phi_{\epsilon,\theta} (\rho_{AB}) = \Phi_{\epsilon,\theta}^{(A)} \otimes I^{(B)} [\rho_{AB}].
\] (27)

In the remainder of this paper we will label by $\overline{H}_e$ the AvQFI associated with a two-mode probe. In all those situations where we are explicitly using a single-mode probing system, we will choose this notation by using the symbol $\overline{H}^{(1)}_e$ for the AvQFI.

It is now worthwhile to briefly discuss the properties of the AvQFI. In particular, it is convex in the input probe because it inherits this property from the QFI. The AvQFI is also invariant under phase rotations on $A$ and any unitary evolutions $U^{(B)}$ applied on mode $B$, i.e.,
\[
\overline{H}_e [U^{(A)} \otimes U^{(B)} [\rho_{AB}]] = \overline{H}_e [\rho_{AB}].
\] (28)

This can be seen in two steps. At first, $U^{(B)}$ commutes with the encoding channel $\Phi_{\epsilon,\theta}$, and it can be absorbed in the measurement process, thus leaving the QFI unaltered. Then, notice that
\[
\Phi_{\epsilon,\theta} \circ U^{(A)} [\rho_{AB}] = U^{(A)} \circ \Phi_{\epsilon,\theta+\phi} [\rho_{AB}].
\] (29)

Once again, the external $U^{(A)}$ can be included in the readout process, while the shift in $\theta$ vanishes because of the average appearing in Eq. (25). Crucially, we can exploit the symmetry of Eq. (28) in order to simplify the structure of the set of probes $\rho_{AB}$ that we need to explicitly consider in our search for the optimal average performance. As detailed in Appendix B, it is enough to consider states in the standard form $\rho^{(\text{std})}$ characterized by
\[
\Gamma^{(\text{std})} = \begin{pmatrix}
    a_{\gamma} & a_{\gamma p} & c & 0 \\
    a_{\gamma p} & a_{\gamma} & 0 & d \\
    c & 0 & b & 0 \\
    0 & d & 0 & b
\end{pmatrix}, \quad \xi^{(\text{std})} = (\xi_\gamma, \xi_p, 0, 0)^T.
\] (30)

Equation (30) is a good parametrization for two-mode input states, but whenever we deal with single-mode probes it is convenient to use a different approach. The covariance matrix and displacement vector of a generic single-mode Gaussian state $\rho_A$ can be decomposed as
\[
\Gamma_A = \nu_A R_\phi S_{2\alpha} R_\phi^\dagger, \quad \xi_A = |\xi| \begin{pmatrix} \cos \psi & \sin \psi \end{pmatrix}.
\] (31)

where $\nu_A$ characterizes its thermal excitations, $\alpha$ and $\phi$ quantify respectively the amount and the direction of squeezing, while $\psi$ fixes the displacement direction. After the application of the phase rotation $R_\phi$, the parameters $\phi'$ and $\psi'$ of the evolved state $\rho'_A = R_\phi [\rho_A]$ are respectively $\phi' = \phi + \theta$ and $\psi' = \psi - \theta$. As the average over $\theta$ in the AvQFI can be equivalently performed over $\theta + \phi$, only the sum $\phi + \psi$ can influence the average estimation precision obtained with the probe $\rho_A$. For this reason, without loss of generality in the following we can set $\phi = 0$ in Eq. (31) when parametrizing single-mode probes.

Although here we explicitly discussed the noiseless unitary encoding given in Eq. (27), we point out that the same reasoning that led us to Eqs. (30) and (31) can be applied also in Sec. III B, where we consider a noisy evolution. This is because we only deal with photon losses, whose CPT map $L_n$, defined in Eq. (18), commutes with phase rotations.

A. Results for noiseless evolution

In order to find the average performance of a two-mode Gaussian probe state for the estimation of the squeezing parameter $\epsilon$, characterizing the noiseless evolution $\Phi_{\epsilon,\theta}$ defined in Eq. (27), we first need to evaluate its $\theta$-dependent QFI through Eq. (20). We stress that due to the unitarity of the evolution, we can ignore the contribution coming from the derivatives of the symplectic eigenvalues. The remaining terms can be explicitly evaluated for input states of the form of Eq. (30) by writing the matrix $\tilde{M}$ in terms of the input covariance matrix $\Gamma$ as follows:
\[
\text{Tr} [(\tilde{M} - \tilde{M})^2] = 2 \text{Tr} [\Gamma - V_0 \Gamma V_0 + V_0^2],
\] (32)
\[
\text{Tr} [(1 + \tilde{M})^{-1} (\tilde{M})^2] = - \text{Tr} [(O V_0 \Gamma + O \Gamma V_0)^2],
\] (33)
where $V_0 = R_\phi^\dagger (S_{\gamma}^\dagger S_{\gamma}) R_\phi$ and $O = (I - \Omega^\dagger \Gamma^\dagger \Omega)$. An analytical, quite involved, expression for the AvQFI can be found in Appendix C.

By setting $c, d = 0$ we can obtain a simpler expression that does not depend on $b$, which can be interpreted as the average performance of a single-mode probe. Overall, its average QFI can be written as
\[
\overline{H}_e^{(1)} [\rho_A] = \frac{\text{Tr} [\Gamma_A^2] + 4 \det \Gamma_A}{2(1 + \det \Gamma_A)} + \frac{|\xi| \text{Tr} [\Gamma_A^2]}{\det \Gamma_A},
\] (34)
where $\Gamma_A$ is the input covariance matrix and $|\xi| = \sqrt{\xi_\gamma^2 + \xi_p^2}$. We begin by commenting the single-mode result, and then we move to study the effects of input correlations.

1. Single-mode probes

Remarkably, Eq. (34) is independent from the phase $\psi$ appearing in Eq. (31), and the displacement only appears through its absolute value $|\xi|$. This is a peculiar characteristic of the considered noiseless evolution, which disappears when we take losses into account in Sec. III B. We note that the
with $\phi$ in our notation, for input states parametrized as in Eq. (31) found in Ref. [34]. This can be easily shown by writing their single-mode QFI for fixed squeezing direction of fixed input energy, i.e., fixed average photon number averaging over $\nu_A$. Since we are dealing with states defined in an infinite-dimensional Hilbert space, we take the physically meaningful approach of looking for the optimal probe under the condition of fixed input energy, i.e., fixed average photon number $n_A = \nu_A \cos(2 \alpha) - 1 + |\xi|^2$. Equation (34) can then be retrieved from this expression by averaging over $\theta$.

Since we are dealing with states defined in an infinite-dimensional Hilbert space, we take the physically meaningful approach of looking for the optimal probe under the condition of fixed input energy, i.e., fixed average photon number

$$n_A = \frac{\nu_A \cos(2 \alpha) - 1 + |\xi|^2}{2}. \quad (36)$$

This is because an arbitrary amount of energy can lead to an unbounded estimation precision. A plot of $\overline{H}_\theta^{(1)}(\rho_A)$ against $n_A$ for randomly generated single-mode input Gaussian states can be found in Fig. 2. We can see that the optimal probe is given by a pure undisplaced squeezed state ($|\xi| = 0, \nu_A = 1$), while the worst performance is obtained when an undisplaced thermal state is used ($|\xi| = 0, \alpha = 0$). The corresponding AvQFIs are respectively given by

$$\overline{H}_\theta^{(1)}(\rho_A^{(sq)}) = 4n_A^2 + 4n_A + 2, \quad (37)$$

$$\overline{H}_\theta^{(1)}(\rho_A^{(th)}) = 4 \frac{(2n_A + 1)^2}{1 + (2n_A + 1)^2}. \quad (38)$$

As can be expected, when $\xi = 0$ the variance does not depend on $\psi$. Moreover, it is identically zero when $\alpha = 0$, or when the probe displacement is opportunely chosen so as to have $V_1 = V_2$, with $\psi$ an integer multiple of $\pi$. Therefore, the QFI of $\rho_A^{(th)}$ and $\rho_A^{(coh)}$ does not depend on $\theta$, as they are characterized by $\alpha = 0$. On the contrary, the variance in Eq. (41) for pure undisplaced squeezed states increases with $\alpha$, and thus with $n_A$. This implies that the single-mode probes associated with the optimal average performance also yield strong fluctuations in precision with respect to $\theta$. Although the QFI associated with these probes is nonzero for any $\theta$, an unlucky choice of $\theta$ can bring the estimation precision to its absolute lower bound ($QFI = 2$) (see Fig. 3).

2. Two-mode probes

We can now check what changes if we use two-mode Gaussian probes, in which only the first mode goes through the squeezing device while the second one is kept as a reference. In this framework, we can compare the AvQFI of different input states either by fixing the number of photons $n_A$ that go through the squeezing device, or by fixing the total number of photons $N$. Let us start with the former comparison. A simple observation is that in this case any two-mode Gaussian state does not perform worse than its single-mode reduction while coherent states ($\alpha = 0, \nu_A = 1$) have an intermediate scaling

$$\overline{H}_\theta^{(1)}(\rho_A^{(coh)}) = 2(1 + 2n_A). \quad (39)$$

Formal proofs of these bounds can be found in Appendix D.

For single-mode input probes, we can also study the variance over $\theta$ of the QFI written in Eq. (35). This is found to be

$$\text{VAR}(H_\theta) = \frac{V_1^2 + V_2^2 - 2V_1V_2 \cos(2\psi)}{2}, \quad (40)$$

where

$$V_1 = \frac{2\nu_A^2}{\nu_A^2 + 1} \sinh^2(2\alpha), \quad V_2 = \frac{2|\xi|^2}{\nu_A^2 + 1} \sinh(2\alpha). \quad (41)$$

FIG. 2. Noiseless AvQFI for single-mode Gaussian probes with respect to the photon number $n_A$. Blue dots: $10^5$ single-mode Gaussian state uniformly sampled with the method of Appendix E; red top solid line: pure undisplaced squeezed states; red bottom dashed line: undisplaced thermal states; black dot-dashed line: coherent states.

FIG. 3. Range of QFI values that could be achieved for any fixed $n_A$ by varying $\theta$, for pure and undisplaced squeezed single-mode probes $\rho_A^{(sq)}$. The corresponding AvQFI is plotted as a black line for comparison.
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\(\rho_A = \text{Tr}_B[\rho_{AB}]\), because the QFI is monotonically decreasing under partial trace. This trivially implies

\[
\overline{H}[\rho_{AB}] \geq \overline{H}^{(1)}[\rho_A] \geq \min_{\rho_A} \overline{H}^{(1)}[\rho_A].
\]

A priori, it might be possible to improve the average estimation precision by exploiting correlations with an ancillary mode, for example by using input entangled states. An obvious candidate in looking for this sort of advantage would be a correlated two-mode extension of the optimal single-mode probe. However, this state does not exist because \(\rho_A^{(s)}\) is pure and cannot be correlated with any other system. This suggests the presence of a trade-off between pure local squeezing and two-mode correlations, consistently with the results known in the finite-dimensional case [24]. As a paradigmatic example of correlated probes, we study the class of two-mode squeezed vacuum states \(\rho_{AB}^{(sq)}(r)\), usually considered as the continuous variables counterpart of maximally entangled states. In the notation of Eq. (30), their standard parameters are \(\xi_x = \xi_p = a_x = a_p = b = \cosh(2r), \ c = -d = \sinh(2r)\).

In this case, the general formula for \(\overline{H}(\rho_{AB})\) given in Appendix C greatly simplifies to

\[
\overline{H}[\rho_{AB}^{(sq)}] = 4 \sinh(r)^4 + 4 \sinh(r)^2 + 2.
\]

Interestingly, for this class of states the number of photon in mode \(A\) is equal to \(\sinh(r)^2\) and we see that

\[
\overline{H}[\rho_{AB}^{(sq)}] = \overline{H}^{(3)}[\rho_A^{(sq)}] = \max_{\rho_A} \overline{H}^{(1)}[\rho_A].
\]

Therefore, \(\rho_{AB}^{(sq)}\) yields the same average performances of a pure single-mode squeezed probe. This differs from what has been recently found in a finite-dimensional setting [24], even tough exploiting the average skew information [48,49] as figure of merit, where entanglement was necessary in order to obtain the maximum average precision. We have strong numerical evidences that all other two-mode Gaussian states with the same \(n_A\) yield worse average precisions than \(\rho_{AB}^{(sq)}\). Another interesting observation is that the QFI associated with \(\rho_{AB}^{(sq)}\) is constant over all choices of \(\theta\) and equal to its average in Eq. (44). Indeed, due to the symmetry of their covariance matrix [see Eq. (43)], all \(\theta\) dependencies in Eqs. (32) and (33) cancel. Therefore, even if single-mode and two-mode squeezed states lead to the same average performances with respect to \(n_A\), the latter choice removes fluctuations at the cost of doubling the total number of photons \(N\) in the probe. Input correlations are therefore beneficial in all those situations where the guarantee of obtaining a certain predictable performance is preferable to the risk of dealing with fluctuations in estimation precision.

Finally, we still have to discuss what happens if we compare the AvQFIs of two-mode and single-mode probes with the same total number of photons \(N\). From Eq. (45) and the numerical evidences in support of the fact that \(\rho_{AB}^{(sq)}\) seems to be the best two-mode probe, it should be clear that with this meter of comparison the presence of a reference beam cannot improve the estimation precision. Indeed, two-mode squeezed states can match the performance of single-mode squeezed states only at the cost of doubling the total photon number.

B. Results for noisy evolution

Up to now, we considered the ideal and noiseless evolution \(\Phi_{\epsilon,\theta}\) defined in Eq. (27). In this section we move to a more realistic scenario by introducing some noise in the picture. In particular, we consider photon losses occurring during the propagation of the probes to and from the squeezing device. The resulting encoding channel acting on subsystem \(A\) can be written as

\[
\hat{\Phi}^{(A)}_{\epsilon,\theta} = \mathcal{L}_\eta^{(A)} \circ \Phi^{(A)}_{\epsilon,\theta} \circ \mathcal{L}_\eta^{(A)},
\]

where the action of the lossy channel has been detailed in Eq. (18). We consider the loss parameter \(\eta\) to be fixed and known. Differently from before, the physical map that encodes the parameter \(\epsilon\) on the probing system is not unitary. This fact has two main consequences: in general the QFI will be \(\epsilon\)-dependent, and the possible changes in the symplectic eigenvalues of the probe contribute to the QFI via the third line of Eq. (20).

We will show that, in a noisy environment, correlated two-mode probes can lead to higher average precisions than the optimal single-mode input states. It turns out that this is always true when we compare AvQFIs of states with the same \(n_A\). Interestingly, the same result can hold even if the comparison is performed by fixing the total photon number \(N\) of the probe state, if the pair \((N, \eta)\) lies within a certain region.

1. Optimal single-mode probes

In analogy with the noiseless analysis, we are able to find a closed expression for the single-mode QFI in presence of losses. This is one of those cases where our expression for the single-mode QFI, given in Eq. (22), results in being useful. Indeed, when we apply the encoding channel \(\hat{\Phi}^{(A)}_{\epsilon,\theta}\) to a probe with standard covariance matrix as in Eq. (30), \((1 + M_\eta^2)\) becomes a multiple of the identity. Its inverse is therefore much easier to compute than the inverse of \(M_\eta\), which would be required if the expression given in Ref. [38] were to be used. The explicit expression for the \(\theta\)-dependent QFI can be found in Appendix F for any values of \(\eta\) and \(\epsilon > 0\). Due to the complexity of the obtained expression, we cannot analytically average it over \(\theta\) in \([0, \pi]\), but we can study it numerically.

A first interesting feature is that a dependence on \(\psi\) is generally retained even after the average over the squeezing direction \(\theta\) is performed. This is in contrast with the noiseless case, where only the absolute value of the displacement was relevant [see Eq. (34)]. Without loss of generality we can still fix \(\phi = 0\) in the state parametrization given by Eq. (31). Then, for any fixed values of \(n_A, \epsilon, \eta\), and \(\sigma\) we find that the maximum of \(\overline{H}_{\epsilon,\theta}\) is reached when \(\psi = \pm \pi/2\). This corresponds to a displacement in the direction of the quadrature with the smallest variance. This fact is formally proven Appendix F.

With this optimal choice for \(\psi\), we can parametrize all single-mode probes through the parameters \(n_A, \nu\), and \(|\xi|^2\) \([\nu\, is then uniquely determined from the energy constraint of (36)]\). We have strong numerical evidences that pure states (i.e., \(\nu = 1\)) seem to reach the maximum AvQFI value among all
versatile Gaussian probes for squeezing.

By considering the problem as much as possible, and we retrieve this feature from the single-mode probes, for any fixed value of \( n_A \) and \( \eta \). We point out that convexity of AvQFI does not allow us to prove this conjecture because of the constraint on the average photon number of the probe. In Fig. 4 we can see a typical plot showing the dependence of AvQFI on \( \nu \) and \(|\xi|^2/(2n_A)|\) for \( \epsilon = 1, n_A = 5 \), and \( \eta = 0.95 \). We uniformly sampled \( 10^5 \) random Gaussian states with \( \phi = 0 \) and \( \psi = \pi/2 \), according to the method detailed in Appendix E.

In searching for the optimal single-mode state, therefore, we fix \( \nu = 1 \) and numerically look for the ratio \(|\xi|^2/(2n_A)|\) that yields the largest AvQFI around a given value of \( \epsilon \) (remember that the problem is \( \epsilon \)-dependent in the noisy case). Intuitively, this ratio tells us the percentage of photons that we should use for displacing the state, rather than for squeezing. We plot the result in Fig. 5, for \( 10^4 \) pairs \((n_A, \eta) \in [0,10] \times [0,1] \) for the specific example of \( \epsilon = 1 \). We already know that for vanishing losses (\( \eta = 1 \)) the best strategy is to squeeze the input state as much as possible, and we retrieve this feature from the plot. However, we also see that for high losses the opposite choice leads to better average performances. In particular, for a wide range of values of \( \eta \) below a certain \( n_A \)-dependent threshold, the optimal probe can be considered a coherent state for all practical purposes (although strictly speaking a vanishingly small squeezing component is always required). In the intermediate regime, the optimal probe has a nonzero amount of both squeezing and displacement. If the value of \( \epsilon \) is decreased, we obtain a similar behavior, but with a much faster transition between the two extreme regimes where the optimal parameter \(|\xi|^2/(2n_A)|\) is 0 or 1 (see Appendix G for the plots associated with \( \epsilon = 0.5 \) or 0.1).

2. Comparison with correlated probes

The AvQFI for the noisy encoding can be calculated for two-mode squeezed vacuum probes. This is a specific but paradigmatic choice; indeed from the results of the noiseless case we can reasonably expect that two-mode squeezed vacuum states remain optimal. The results obtained for the particular choice \( \epsilon = 1 \) and different values of \( n_A \) (or total photon number \( N \) ) and \( \eta \) can then be compared with the largest AvQFI obtainable by using single-mode probes with the same photon number. In Fig. 6 we plot the relative increase in precision that can be obtained by using this correlated input state, namely

\[
\mathcal{I} = \frac{\mathcal{H}^{(\text{sq})}_{\epsilon,\eta} (\rho_{AB}^{(\text{sq})}) - \max_{\rho_A} \mathcal{H}^{(1)}_{\epsilon,\eta} (\rho_A)}{\max_{\rho_A} \mathcal{H}^{(1)}_{\epsilon,\eta} (\rho_A)}. \tag{47}
\]

when the comparison is performed for fixed \( n_A \) [see Fig. 6(a)] or for fixed total number of photons \( N \) [see Fig. 6(b)]. We see how two-mode squeezed states always yield a better average precision than all single-mode probes with the same \( n_A \). Remarkably, in certain conditions the same remains true even if we compare states with the same total number of photons \( N \), thus keeping into account also the photons in the ancillary mode. For different values of \( \epsilon \) the qualitative behavior is retained, but the advantage \( \mathcal{I} \) is reduced when \( \epsilon \) is small (see Appendix G for the plots associated with \( \epsilon = 0.5 \) or 0.1).

Even in presence of losses, as in the noiseless case, the QFI associated with the correlated probe \( \rho_{AB}^{(\text{sq})} \) does not depend on the direction of squeezing \( \theta \) applied by the device under investigation. Hence, the stability of this particular class of entangled states against fluctuations in \( \theta \) is not canceled by the introduction of photon losses.

IV. CONCLUSIONS

In this paper we considered a “black-box” metrology problem in a Gaussian framework, where the goal is to estimate the squeezing power of a certain device in the absence of a priori knowledge about the direction of application. We argued that it is reasonable to assume the knowledge of this phase at the measurement stage, after the chosen probe has been retrieved. We thus used the average QFI over different squeezing directions as a figure of merit to quantify the optimal performance of each probe. Indeed, we showed that this represents a natural choice not only if the squeezing direction is fixed but initially unknown, but also if it fluctuates randomly from one interaction to another.
In our analysis we analytically solved the problem for single-mode Gaussian inputs undergoing a noiseless evolution, showing that the optimal average performance can be obtained by using all the available energy to squeeze a vacuum state. However, the variance of the QFI associated with this probe necessarily increases with the photon number, potentially leading to the same precision obtainable with a vacuum input (i.e., QFI = 2) for the worst possible realization of $\theta$. In contrast, the same average precision can be obtained with no fluctuations in $\theta$ by employing a two-mode squeezed state with the same number of photons in the squeezed subsystem, at the price of doubling the total number of photons composing the probe.

We also numerically studied the same problem in presence of a noisy evolution, in which the transmission line leading to the squeezer is affected by photon losses. We showed that, in presence of loss, the choice of using all the available energy to squeeze the input probe might not be optimal, and better average performances could be obtained by introducing a displacement along the direction of the quadrature with minimal variance. Indeed, for high losses coherent states become the optimal single-mode probe. Once the strength $\epsilon$ of the squeezing device is roughly known, the dependence of this threshold on $n_A$ can be numerically computed as in Fig. 5. Finally, we numerically looked at the precision that could be reached by the paradigmatic example of two-mode squeezed states, in order to see if correlations could yield an advantage. We found that this is indeed the case, not only if the comparison is performed for fixed $n_A$, but, in some cases, also if we take into account the total photon number $N$ of the probe. Together with the independence of their QFI upon the squeezing direction, our results show how these states are good versatile probes, able to obtain an high estimation precision for all possible encoding realizations.
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**APPENDIX A: AVQFI CHARACTERIZES THE ULTIMATE ESTIMATION PRECISION FOR A FLUCTUATING INTERACTION**

We remind the reader that, in a black-box metrology setting, the parameter $\theta$ characterizing the interactions between the probes and the system of interest is typically not allowed to change once it has been randomly picked and communicated to the experimenter. In the model described in Fig. 1, this could correspond to a fixed, but initially unknown, optical path length separating the probes from the squeezer. However, one could imagine a different scenario, in which the probe-system interaction characterizing the evolution can change randomly from one probe to the next, and all choices are then communicated to the experimenter. With the same physical model in mind, this could correspond to a fluctuating optical path length that, for example, could be deduced a posteriori from the travel time of the probe. As before, this knowledge allows the experimenter to perform the optimal measurement on each of the $M$ recollected states of the probes. In this situation the RMSE of any estimator $\hat{\epsilon}$ for the parameter $\epsilon$ can...
be lower bounded by
\[ \delta \hat{\epsilon} \geq \frac{1}{\sqrt{M H_\epsilon(\rho)}}, \]
where \( M \) is the number of times the experiment is repeated. This result shows that the AvQFI also characterizes the ultimate precision bound attainable by a given probe in the physically relevant regime where the details of the evolution cannot be controlled, but only detected \textit{a posteriori}. When this is the case, the only viable strategy is to look at versatile probes, characterized by high AvQFI values.

In order to derive Eq. (A1) we consider a situation in which all possible probe-system interactions are labeled by an unknown parameter \( \theta \), that is also free to fluctuate from one interaction to another according to some probability \( p(\theta) \). Every interaction also depends on a real parameter \( \epsilon \), that we want to estimate. In the specific example discussed in this paper, \( \theta \) and \( \epsilon \) represent respectively the squeezing direction and strength, while \( p(\theta) \) is taken to be uniform in \([0,2\pi]\). In what follows, we show that the weighted average of the \( \theta \)-dependent QFIs characterizes the ultimate estimation precision, as long as the specific realizations of \( \theta \) are known at the measurement stage.

Upon recollection of a probe, we are communicated the parameter \( \theta \) that affected its evolution, and we can exploit this information to choose a suitable POVM \( \{E^{(\theta)}_x\}_x \). This measurement on the encoded state \( \rho_{\epsilon,\theta} \) yields outcome \( x \) with probability \( p(x|\epsilon,\theta) = \text{Tr}[\rho_{\epsilon,\theta} E^{(\theta)}_x] \). Once these measurements have been performed on each of the \( M \) probes, we are left with a classical problem in which \( \epsilon \) needs to be estimated from the knowledge of \( M \) pairs \((x,\theta)\), sampled according to the distribution
\[ p(x,\theta|\epsilon) = p(x|\epsilon,\theta)p(\theta). \]

The variance of any unbiased estimator \( \hat{\epsilon} \) can thus be bounded via the classical Cramér-Rao bound [see Eq. (1) and Eq. (2)] associated with this probability distribution. In particular, the classical Fisher information of \( p(x,\theta|\epsilon) \) is given by
\[ F_\epsilon = \int dx d\theta \ p(x,\theta|\epsilon) \left[ \partial_\epsilon \ln p(x,\theta|\epsilon) \right]^2 = \int d\theta \ p(\theta) F^{(\theta)}_\epsilon, \]
where \( F^{(\theta)}_\epsilon \) is the classical Fisher information of the probability distribution \( p(x|\epsilon,\theta) \) obtained for fixed \( \theta \). Therefore, for any choice of POVMs this reasoning yields the bound
\[ \delta \hat{\epsilon} \geq \frac{1}{\sqrt{M \int d\theta \ p(\theta) F^{(\theta)}_\epsilon}}, \]
Finally, notice that the right-hand side can be minimized by suitably choosing for every \( \theta \) the POVM maximizing the Fisher information \( F^{(\theta)}_\epsilon \). Since this is exactly the optimization that defines the quantum Fisher information \( H^{(\theta)}_\epsilon(\rho) \) of the probe \( \rho \), we are left with the following ultimate bound on the variance of any unbiased estimator:
\[ \delta \hat{\epsilon} \geq \frac{1}{\sqrt{M H_\epsilon(\rho)}}, \]
where we defined the average QFI as
\[ \overline{H}_\epsilon(\rho) = \int d\theta \ p(\theta) H^{(\theta)}_\epsilon(\rho), \]
by taking into account the possibility of dealing with a nonuniform distribution \( p(\theta) \).

### APPENDIX B: STANDARD FORM OF COVARIANCE MATRICES

We can decompose the covariance matrix and the displacement vector of a two-mode probe state in the following blocks:
\[ \Gamma = \begin{pmatrix} \Gamma_A & \Gamma_{OFF} \\ \Gamma_{OFF}^T & \Gamma_B \end{pmatrix}, \ \xi = (\xi_A,\xi_B)^T. \] (B1)

By applying the Williamson decomposition on the \( B \) subsystem, one can find a local Gaussian unitary map \( T^{(B)} \) which changes
\[ \Gamma_B \rightarrow T^{-1}\Gamma_B T^{-1\tau} = b1_2, \quad \text{with} \quad b \geq 1, \] (B2)
and
\[ \Gamma_{OFF} \rightarrow \Gamma_{OFF} T^{-1\tau}, \quad \xi_B \rightarrow 0, \] (B3)
while leaving subsystem \( A \) unchanged. We stress that \( b \) is the symplectic eigenvalue of the reduced covariance matrix \( \Gamma_B \), and not one of the symplectic eigenvalues of the total matrix \( \Gamma \). At this stage, thanks to the singular value decomposition (SVD), one can write
\[ \Gamma_{OFF} T^{-1\tau} = R_1\text{Diag}(c,d)R_2^T, \] (B4)
for some \( R_1, R_2 \in SO(2) \) and real (not necessarily positive) parameters \( c,d \). If \( R_{1}^{(A)}, R_1^{(B)} \) are the single-mode rotations respectively associated with \( R_1, R_2 \) via Eq. (16), the overall Gaussian unitary \( R_{1}^{(A)} \otimes R_1^{(B)} \circ T^{(B)} \) transforms the input probe to an equivalent one that we label \( \rho^{(\text{std})} \), \( \rho^{(\text{std})} \) has the same average QFI of the original \( \rho \), but the simpler structure
\[ \Gamma^{(\text{std})} = \begin{pmatrix} a_x a_x & c & 0 \\ a_x a_y & a_y a_y & d \\ c & 0 & b \end{pmatrix}, \quad \xi^{(\text{std})} = (\xi_x,\xi_y,0,0)^T, \] (B5)
and we can limit our analysis to states of this form.

For the reader familiar with the topic of quantum correlations in Gaussian states, we stress that this standard form is different from the one typically used when discussing Gaussian entanglement because the AvQFI is not invariant under generic Gaussian unitary operations on \( A \).

### APPENDIX C: NOISELESS TWO-MODE AvQFI

We report here the general expression for the noiseless two-mode AvQFI for squeezing estimation, as function of the parameters appearing in the standard form of Eq. (30). The contribution \( H_{\text{disp}} \) coming from the displacement is written
separately.

\[ \mathcal{H}_{\text{disp}}[\rho_{AB}] = \frac{b|\xi|^2}{\det \Gamma} [b(a_x + a_p) - c^2 - d^2]. \]  
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up to a normalization constant $N_1$. In order to impose an energy constraint, say of $n_A$ photons, we can use the parametrization for $n_A$ given in Eq. (36) and add the Dirac delta function

$$
\delta(n_A - \frac{\cosh(2\alpha) - 1 + |\xi|^2}{2}).
$$

This induces an invariant measure on the set of single-mode pure Gaussian states with fixed number of photons via Eq. (E1):

$$
d(\psi^{(1)})|_{n_A} = N_1 d(\cosh \alpha) d\phi d\psi,
$$

with the constraint

$$
|\xi|^2 = 2n_A + 1 - \cosh(2\alpha).
$$

Note that the dependence on $\phi'$ disappears because it has no effect when $U_G^{(A)}$ acts on the vacuum.

If we had to sample a mixed single-mode Gaussian state, we can first sample a pure two-mode state, with an approach similar to the one just described, and then apply a partial trace over one of the two subsystems. This is a standard approach in generating random mixed quantum states (see, e.g., Ref. [51]). Following Ref. [50], a pure two-mode Gaussian state can be written as

$$
|\psi^{(2)}_G\rangle = U_G^{(A)} \otimes U_G^{(B)} |\text{TMSV}(v)\rangle |\text{TMSV}(v)\rangle,
$$

where $|\text{TMSV}(v)\rangle$ is a two-mode squeezed vacuum state

$$
|\text{TMSV}(v)\rangle = \sqrt{\frac{2}{v+1}} \sum_{j=0}^{\infty} \left(\frac{v}{v+1}\right)^{j/2} |j, j\rangle.
$$

Note that the parameter $v$ corresponds to the symplectic eigenvalue of the reduced single-mode state obtained by tracing away the second mode. The invariant measure on the manifold of pure two-mode Gaussian states then is

$$
d(\psi^{(2)}) = \frac{N_2}{3} d(v^3) dU_G^{(A)} dU_G^{(B)} d\phi d\psi.
$$

If mode $B$ is traced away, the invariant measure for a mixed single-mode Gaussian state becomes

$$
d(\psi^{(1)}) = \frac{N_2 N_1}{6} d(v^2) d(\cosh \alpha) d(\xi^2) d\phi d\psi,
$$

where we used Eq. (E5) without the irrelevant angle $\phi'$ (it has no effect on a thermal state). Therefore, in order to uniformly sample a mixed single-mode Gaussian state with respect to this invariant measure, we need to (i) uniformly sample $v^3, \cosh(\alpha)$, and $|\xi|^2$ within the region of $\mathbb{R}^3$ allowed by the energy constraints, and (ii) uniformly sample $\phi, \psi$ in $[0, 2\pi]$.

### APPENDIX F: SINGLE-MODE NOISY QFI AND OPTIMAL DISPLACEMENT DIRECTION

By setting without loss of generality $\phi = 0$ in Eq. (31), the single-mode $\theta$-dependent QFI in the noisy case can be written as

$$
H_{\epsilon, \theta}^{(1)} = \frac{N_1}{D_1} + \frac{N_2}{D_2} + \frac{N_3}{D_3},
$$

where the coefficients $N_1, N_2, N_3, D_1, D_2, D_3$ are defined as

$$
N_1 = (\eta - 1)^2 \eta^2 e^{-4(\alpha + \epsilon)} [(e^{4\epsilon} - 1)\eta \nu (e^{4\epsilon} + 1) \cos(2\theta) + 4e^{2(\alpha + \epsilon)} \sinh(2\epsilon)(\eta \nu \cosh(2\alpha) - \eta + 1)]^2,
$$

$$
N_2 = e^{-2\alpha} \eta^2 ((e^{4\epsilon} - 1)^2 \eta^2 v^2 \cos(4\theta) - 2e^{4\epsilon}(\eta \nu \cosh(4\alpha) - 8(\eta - 1) \cosh(2\alpha)) + \eta(\eta(3v^2 + 4) - 8) + 4)),
$$

$$
N_3 = \frac{1}{2} \left(\frac{v}{v+1}\right)^{j/2}.
$$
When \( x_4 = 0 \) the dependence upon \( \psi \) disappears when we take the average over \( \theta \). If \( x_4 \neq 0 \), by assuming without loss of generality \( \epsilon, \alpha \geq 0 \), note that a comparison with Eqs. (F4) and (F6) yields the inequalities

\[
x_1 \geq 0, \quad x_2 \leq 0, \quad x_3/x_4 > 1.
\]

Then, we explicitly perform the integration of Eq. (F8) over \( \theta \in [0,2\pi] \). By dividing the result by 2\( \pi \), we obtain the following contribution to the AvQFI:

\[
\int_0^{2\pi} \frac{N_3}{D_3} \frac{d\theta}{2\pi} = \frac{x_0}{2\sqrt{x_3^2 - x_4^2}} + \frac{\cos 2\psi}{2\pi} \left[ x_1 \int_0^{2\pi} \frac{d\theta}{2\pi} \frac{\cos \theta}{x_3} + \cos \theta \right] + x_2 \int_0^{2\pi} \frac{d\theta}{2\pi} \frac{\cos 2\theta}{x_3 \cos \theta}.
\]

FIG. 8. Relative increase \( I \) in precision for fixed \( n_4 \) obtained by using two-mode squeezed vacuum probes rather than the optimal single-mode input state, numerically evaluated for 104 pairs \((n_4,n_1) \in [0,10] \times [0,1]\) and different values of \( \epsilon \). (a) \( \epsilon = 0.5 \), (b) \( \epsilon = 0.1 \).
FIG. 9. Relative increase in precision for fixed $N$ obtained by using two-mode squeezed vacuum probes rather than the optimal single-mode input state, numerically evaluated for $10^4$ pairs $(N, \eta) \in [0,10] \times [0,1]$ and different values of $\epsilon$. (a) $\epsilon = 0.5$. (b) $\epsilon = 0.1$. 

from Eq. (F10), and from the two inequalities

$$
\int_0^{2\pi} \frac{d\theta}{2\pi} \cos \theta \leq 0, \quad \int_0^{2\pi} \frac{d\theta}{2\pi} 2 \cos \theta + \cos \theta \geq 0,
$$

(F12)

which hold for $x_3/x_4 > 1$.

APPENDIX G: DEPENDENCE ON $\epsilon$

In order to study the dependence upon $\epsilon$ of the results obtained in the noisy case, we can repeat the same numerical analysis performed in the main text for different $\epsilon$ values. In particular, for $\epsilon = 0.5$ and 0.1, we plot in Figs. 7, 8, and 9 respectively the optimal single-mode displacement ratio $|\xi|^2/(2n_A)$, the increase in precision $\mathcal{I}$ for fixed $n_A$, and that for fixed total photon number $N$. We see that the same qualitative behavior is retained. However, the transition of the optimal displacement ratio $|\xi|^2/(2n_A)$ from 0 to 1 is much faster when $\epsilon$ decreases, and the advantage $\mathcal{I}$ brought by correlated probes is less significant for smaller values of $\epsilon$.