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The purpose of this paper is to investigate system identification for single-input–single-output general (active or passive) quantum linear systems. For a given input we address the following questions: (1) Which parameters can be identified by measuring the output? (2) How can we construct a system realization from sufficient input-output data? We show that for time-dependent inputs, the systems which cannot be distinguished are related by symplectic transformations acting on the space of system modes. This complements a previous result of Guță and Yamamoto [IEEE Trans. Autom. Control 61, 921 (2016)] for passive linear systems. In the regime of stationary quantum noise input, the output is completely determined by the power spectrum. We define the notion of global minimality for a given power spectrum, and characterize globally minimal systems as those with a fully mixed stationary state. We show that in the case of systems with a cascade realization, the power spectrum completely fixes the transfer function, so the system can be identified up to a symplectic transformation. We give a method for constructing a globally minimal subsystem direct from the power spectrum. Restricting to passive systems the analysis simplifies so that identifiability may be completely understood from the eigenvalues of a particular system matrix.
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I. INTRODUCTION

We are currently witnessing the beginning of a quantum technological revolution aimed at harnessing features that are unique to the quantum world such as coherence, entanglement, and uncertainty, for practical applications in metrology, computation, information transmission, and cryptography [1,2]. The high sensitivity and limited controllability of quantum dynamics has stimulated the development of theoretical and experimental techniques at the overlap between quantum dynamics and “classical” control engineering, such as quantum filtering [3,4], feedback control [5–8], network theory [9–12], and linear systems theory [12–22].

In particular, there has been a rapid growth in the study of quantum linear systems (QLSs), with many applications, e.g., quantum optics, optomechanical systems, quantum memories, entanglement generation, electrodynamical systems and cavity QED systems [3,7,23–31].

System identification theory [32–36] lies at the interface between control theory and statistical inference, and deals with the estimation of unknown parameters of dynamical systems and processes from input-output data. The integration of control and identification techniques plays an important role, e.g., in adaptive control [37]. The identification of linear systems is by now a well developed subject in classical systems theory [32–34,38–45], but has not been fully explored in the quantum domain [17,46].

This paper deals with the problem of identifying unknown dynamical parameters of quantum linear systems (QLSs). A QLS is a continuous variables open system with modes $a = (a_1, \ldots, a_n)^T$, which has a quadratic Hamiltonian, and couples linearly to Bosonic input channels $B(t) = (B_1(t), \ldots, B_n(t))^T$ representing the environmental degrees of freedom in the time domain. The system and environment modes satisfy the commutation relations

$$[a, a^\dagger] = I_n, \quad [b(t), b(s)^\dagger] = \delta(t-s)I_m,$$

where $b(t) = \frac{db(t)}{dt}$ is the infinitesimal annihilation operator at time $t$. The joint dynamics is completely characterized by the triple $(S, C, \Omega)$ consisting of a $2m \times 2m$ scattering matrix $S$, a $2m \times 2n$ system-input coupling matrix $C$, and a $2n \times 2n$ Hamiltonian matrix $\Omega$. Since each system or channel mode has two coordinates corresponding to creation and annihilation operators, all matrices have a $2 \times 2$ block structure, and it is convenient to use the “doubled-up” conventions introduced in [16], as detailed in Sec. II. The data $(S, C, \Omega)$ fix the joint unitary dynamics $U(t)$ obtained as a solution of a quantum stochastic differential equation [47]; due to the quadratic interactions, the evolved modes $a(t) := U(t)^\dagger aU(t)$ and output fields $\mathbf{b}^\text{out}(t) := U(t)^\dagger \mathbf{b}(t)U(t)$ are linear transformations of the original degrees of freedom.

In a nutshell, system identification deals with the estimation of dynamical parameters of input-output systems from data obtained by performing measurements on the output fields. We distinguish two contrasting approaches to the identification of linear systems, which we illustrate in Fig. 1. In the first approach, one probes the system with a known time-dependent input signal (e.g., coherent state), then uses the output measurement data to compute an estimator of the unknown dynamical parameter. In the Laplace domain, the input and output fields are related by a linear transformation given by the $2m \times 2m$ transfer function $\mathcal{E}(s)$:

$$\mathbf{b}^\text{out}(s) = \mathcal{E}(s)\mathbf{b}(s),$$

where $\mathbf{b}(s)$ is the vector of input creation and annihilation input noise operators. The transfer function $\mathcal{E}(s)$ is a rational matrix valued function, which becomes a symplectic matrix in the “frequency domain” (i.e., for $s = -i\omega \in i\mathbb{R}$), reflecting the fact that the unitary dynamics preserves the canonical commutation relations. Similarly to the classical case, Eq. (1) means that the input-output data can be used to reconstruct the transfer function $\mathcal{E}(s)$, while systems with the same

*pmxml2@nottingham.ac.uk
The transfer function cannot be distinguished. Therefore, the basic identifiability problem is to find the equivalence classes of systems with the same transfer function.

In [17,46] this problem was analyzed for the special class of passive quantum linear systems (PQLSs) and it was shown that minimal equivalent systems are related by unitary transformations of the system’s modes a. By definition a QLS is minimal if no lower dimensional system has the same transfer function, which in the passive case is equivalent to the system being either observable, controllable, or Hurwitz stable [17]. In Sec. III we answer the identifiability question for the case of general (not necessarily passive) QLSs; we show that the equivalence classes are determined by symplectic transformations acting on the doubled-up space of canonical variables (cf. the symplectic decomposition). In Theorem 2 we show that restricting the system to the mixed component leaves the power spectrum unchanged. Furthermore, the pure component is passive, which ties in with previous results of [23]. Conversely, if the stationary state is fully mixed, there exists no smaller dimensional system with the same power spectrum. Such systems will be called globally minimal, and can be seen as the analog of minimal systems for the stationary setting.

One of the main results is Theorem 3 which shows that for “generic” globally minimal single-input–single-output (SISO) systems which admit a cascade representation, the power spectrum ψV(s) determines the transfer function Ξ(s) uniquely, and therefore the time-dependent and time-stationary identifiability problems are equivalent. It is interesting to note that this equivalence is a consequence of unitarity and purity of the input state, and does not hold for generic classical linear systems [38,41].

The paper is structured as follows. In Sec. II we review the setup of input-output QLSs, and their associated transfer function. We discuss in greater detail the two identifiability approaches mentioned above. In Sec. III we study the identifiability of QLSs in the time-dependent input setting. In Theorem 1 we show that the equivalence classes of input-output systems with the same transfer function are given by symplectic transformations of the system’s modes. We further show how a physical realization can be constructed from the system’s transfer function. In Sec. IV we analyze the identifiability of QLSs in a stationary Gaussian noise input setting. We introduce the notion of global minimality for systems with minimal dimension for a given power spectrum, and show that a system is globally minimal if and only if it has a fully mixed stationary state, cf. Theorem 2. In Sec. V we analyze the structure of the power spectrum identifiability classes, and show that the power spectrum determines the transfer function uniquely, for a large class of SISO systems, cf. Theorem 3. Finally, we show that using an additional input channel with an appropriately chosen entangled input ensures that the system is always globally minimal.

A. Preliminaries and notation

We use the following notations: “Tr” and “Det” denote the trace and determinant of a matrix, respectively. For a matrix $X = (X_{ij})$ the symbols $X^T = (X_{ij})^T$, $X^* = (X_{ij}^*)$, $X^\dagger = (X_{ij}^\dagger)$.
represent the complex conjugation, transpose, and adjoint matrix respectively, where “*” indicates complex conjugation. We also use the doubled-up notation \( \hat{X} := [X^T, (X^*)^T]^T \) and \( \Delta(A, B) := [A, B; B^T, A^T] \). For example, we may write the transformation \( Y = AX + BX^d \) in doubled-up form as \( \hat{Y} = \Delta(A, B) \hat{X} \). For a matrix \( Z \in \mathbb{R}^{2n \times 2m} \) define \( Z^\dagger = J_n Z^\dagger J_n \), where \( J_n = [I_n, 0; 0, -I_n] \). Spec(\( X \)) is the set of all distinct eigenvalues of \( X \). A similar notation is used for matrices of operators. We use \( \| \) to represent the identity matrix or operator. \( \delta_{jk} \) is Kronecker \( \delta \) and \( \delta(t) \) is Dirac \( \delta \). The commutator is denoted by \([ \cdot, \cdot \] \).

**Definition 1.** A matrix \( S \in \mathbb{C}^{2m \times 2m} \) is said to be \( \eta \) unitary if it is invertible and satisfies

\[
S^\dagger S = SS^\dagger = I_{2m}.
\]

If additionally, \( S \) is of the form \( S = \Delta(S_{lm}S) \) for some \( S_{lm} \in \mathbb{R}^{m \times m} \) then we say that \( S \) is symplectic. Such matrices form a group called the symplectic group \([16, 48]\).

## II. QUANTUM LINEAR SYSTEMS

In this section we briefly review the QLS theory, highlighting along the way results that will be relevant for this paper. We refer to \([26]\) for a more detailed discussion on the input-output formalism, and to the review papers \([12, 14, 47, 49]\) for the theory of linear systems.

### A. Time-domain representation

A linear input-output quantum system is defined as a continuous variables (cv) system coupled to a Bosonic environment, such that their joint evolution is linear in all canonical variables. The system is described by the column vector of annihilation operators, \( a := [a_1, a_2, \ldots, a_n]^T \), representing the \( n \) cv modes. Together with their respective creation operators \( a^\dagger := [a_1^\dagger, a_2^\dagger, \ldots, a_n^\dagger]^T \) they satisfy the canonical commutation relations (CCRs) \([a_i, a_j^\dagger] = \delta_{ij} \mathbb{I} \). We denote by \( \mathcal{H} := L^2(\mathbb{R}^n) \) the Hilbert space of the system carrying the standard representation of the \( n \) modes. The environment is modelled by \( m \) bosonic fields, called input channels, whose fundamental variables are the fields \( B(t) := [B_1(t), B_2(t), \ldots, B_m(t)]^T \), where \( t \in \mathbb{R} \) represents time. The fields satisfy the CCR

\[
[B_i(t), B_j^\dagger(s)] = \min(t, s) \delta_{ij} \mathbb{I}.
\]

Equivalently, this can be written as \([b_i(t), b_j^\dagger(s)] = \delta(t - s) \delta_{ij} \mathbb{I}\), where \( b_i(t) \) is the infinitesimal (white noise) annihilation operators formally defined as \( b_i(t) := dB_i(t)/dt \) \([14]\). The operators can be defined in a standard fashion on the Fock space \( \mathcal{F} = \mathcal{F}(L^2(\mathbb{R}) \otimes \mathbb{C}^n) \) \([4]\). For most of the paper we consider the scenario where the input is prepared in a pure, stationary in time, mean-zero, Gaussian state with independent increments characterized by the covariance matrix

\[
\begin{bmatrix}
\langle dB_i(t)dB_i(t)^\dagger \rangle & \langle dB_i(t)dB_j(t)^\dagger \rangle \\
\langle dB_j(t)dB_i(t)^\dagger \rangle & \langle dB_j(t)dB_j(t)^\dagger \rangle
\end{bmatrix} = \begin{pmatrix}
N^T + \mathbb{I} & M \\
M^\dagger & N
\end{pmatrix} dt,
\]

where the brackets denote a quantum expectation. Note that \( N = N^\dagger, M = M^T \), and \( V \geq 0 \), which ensures that the state does not violate the uncertainty principle. The state’s purity can be characterized in terms of the symplectic eigenvalues of \( V \), as will be discussed in Sec. IV. In particular, \( N = M = 0 \) corresponds to the vacuum state, while pure squeezed states for single-input–single-output (SISO) systems (i.e., \( m = 1 \)) satisfy \( |M|^2 = N(N+1) \). More generally, we consider a nonstationary scenario where the input state has time-dependent mean \( \langle B(t) \rangle \), e.g., a coherent state with time-dependent amplitude. For more details on Gaussian states see \([50, 51]\).

The dynamics of a general input-output system is determined by the system’s Hamiltonian and its coupling to the environment. In the Markov approximation, the joint unitary evolution of system and environment is described by the (interaction picture) unitary \( U(t) \) on the joint space \( \mathcal{H} \otimes \mathcal{F} \), which is the solution of the quantum stochastic differential equation \([4, 26, 47, 49, 52]\)

\[
dU(t) := U(t + dt) - U(t) = \left( -i\mathbb{H} dt + Ld\mathbb{B}(t)^\dagger - L^\dagger d\mathbb{B}(t) - L^\dagger L dt \right) U(t),
\]

with initial condition \( U(0) = \mathbb{I} \). Here, \( \mathbb{H} \) and \( L \) are system operators describing the system Hamiltonian and coupling to the fields; \( d\mathbb{B}(t), d\mathbb{B}(t)^\dagger \) are increments of fundamental quantum stochastic processes describing the creation and annihilation operators in the input channels.

For the special case of linear systems, the coupling and Hamiltonian operators are of the form

\[
\mathbb{L} = C^\dagger \mathbb{a} + C \mathbb{a}^\dagger,
\]

\[
\mathbb{H} = a^\dagger \Omega \mathbb{a} + \frac{1}{2} a^\dagger \Omega^T \mathbb{a} + \frac{1}{2} \mathbb{a}^\dagger \Omega \mathbb{a}^\dagger
\]

for \( m \times n \) matrices \( C \equiv \mathbb{C} \) and \( \mathbb{N} \times n \) matrices \( \Omega \equiv \mathbb{N} \), satisfying \( \Omega \equiv \Omega^T + \Omega^\dagger \).

As shown below, this ensures that all canonical variables evolve linearly in time. Indeed, let \( a(t) \) and \( \mathbb{B}(t) \) be the Heisenberg evolved system and output variables

\[
a(t) := U(t)^\dagger \mathbb{a} U(t), \quad \mathbb{B}(t) := U(t)^\dagger \mathbb{B} U(t) \mathbb{U}(t).
\]

By using the QSDE (4) and the Ito rules (3) one can obtain the following Itô form quantum stochastic differential equation of the QLS in the doubled-up notation \([16]\)

\[
d\mathbb{a}(t) = A\mathbb{a}(t) dt - C^\dagger d\mathbb{B}(t),
\]

\[
d\mathbb{B}(t) = C\mathbb{a}(t) dt + d\mathbb{B}(t),
\]

where \( \mathbb{a} := (a^\dagger, a)^T \), \( C := \Delta(C_-, C_+) \), and \( A := \Delta(A_-, A_+) = -\frac{1}{2} \mathbb{C}^\dagger C - i J_n \Omega \) with \( \Omega = \Delta(\Omega_-, \Omega_+), \) and

\[
A_\pm := -\frac{1}{2} (C_\dagger C_\pm - C_\pm C_\dagger) - i \Omega_\pm.
\]

It is important to note that not all choices of \( A \) and \( C \) may be physically realizable as open quantum systems \([15]\).

A special case of linear systems is that of passive quantum linear systems (PQLSs) for which \( C_+ = 0 \) and \( \Omega_+ = 0 \), whose system identification theory was studied in \([17, 46]\). We will return to this important class along the way. This type of system often arises in applications, and includes optical cavities and beam splitters.
B. Controllability and observability

By taking the expectation with respect to the initial joint system state of Eqs. (6) we obtain the following classical linear system:

\[ d(\hat{a}(t)) = A(\hat{a}(t))dt - C^0 d(\hat{b}(t)), \]  

\[ d(\hat{b}^{out}(t)) = C(\hat{a}(t))dt + d(\hat{b}(t)). \]

**Definition 2.** The quantum linear system (6) is said to be Hurwitz stable (respectively controllable, observable) if the corresponding classical system (8) is Hurwitz stable (respectively controllable, observable).

In general, for a quantum linear system observability and controllability are equivalent [21]. A system possessing one (and hence both) of these properties is called minimal. Checking minimality comes down to verifying that the rank of the following observability matrix is 2n:

\[ O = [C^T, (CJ_0\Omega)^T, \ldots, (C(J_0\Omega)^{2n-1})]^T, \]

where \( \Omega = \Delta(\Omega_1, \ldots, \Omega_n) \). In the case of passive systems Hurwitz stability is further equivalent to minimality of the system [17,46]. However for active systems, although the statement [Hurwitz \( \Rightarrow \) minimal] is true [23], the converse statement (minimal \( \Rightarrow \) Hurwitz) is not necessarily so. We see this by means of a counterexample.

**Example 1.** Consider a general one-mode SISO QLS, which is parametrized by \( \Omega = \Delta(\omega_1, \ldots, \omega_n) \) and \( C = \Delta(c_1, \ldots, c_n) \). The system is Hurwitz stable (i.e., the eigenvalues of A have a strictly negative real part) if and only if

1. \( |c_-| > |c_+| \) and \( |\omega_-| > |\omega_+| \), or
2. \( |\omega_+| > |\omega_-| \) and \( \sqrt{|\omega_+|^2 - |\omega_-|^2} < \frac{1}{2}(|c_-|^2 - |c_+|^2) \).

A system is nonminimal if and only if the following matrix has rank less than 2:

\[
\begin{bmatrix}
C \\
C J_0 \Omega
\end{bmatrix} = 
\begin{bmatrix}
c_- & c_+ \\
\ast & \ast \\
c_- & c_+
\end{bmatrix}
\begin{bmatrix}
c_+ & c_- \\
\ast & \ast \\
c_+ & c_-
\end{bmatrix}.
\]

Clearly it is possible for a system to be \{minimal \( \cap \) {Hurwitz} \} or \{nonminimal \( \cap \) {non-Hurwitz} \}. Further, for a counterexample to the statement [minimal \( \Rightarrow \) Hurwitz] consider for example \( |c_+| > |c_-| \) with \( \omega_+ = \omega_- \).

In light of the previous example, we make the physical assumption that all systems considered throughout this paper are Hurwitz (hence minimal).

C. Frequency-domain representation

For linear systems it is often useful to switch from the time domain dynamics described above to the frequency domain picture. Recall that the Laplace transform of a generic process \( x(t) \) is defined by

\[ x(s) := \mathcal{L}[x](s) = \int_{-\infty}^{\infty} e^{-st} x(t) dt, \]  

where \( s \in \mathbb{C} \). In the Laplace domain the input and output fields are related as follows [8]:

\[ \mathbf{b}^{out}(s) = \mathbf{z}(s)\mathbf{b}(s), \] 

where \( \mathbf{z}(s) \) is the transfer function matrix of the system

\[ \mathbf{z}(s) = [\mathbb{I} - C(s\mathbb{I}_n - A)^{-1}C^0] \mathbf{z}(s)^{\ast} \mathbf{z}(s)^{\ast}. \]

In particular, the frequency domain input-output relation is

\[ \mathbf{b}^{out}(s) = \mathbf{z}(s)\mathbf{b}(s), \] 

where the transfer function is given by

\[ \mathbf{z}(s) = [\mathbb{I} - C_{\ast}(s\mathbb{I}_n - A_{\ast})^{-1}C_{\ast}] S, \] 

which is unitary for all \( s = -i\omega \in i\mathbb{R} \). In the case of passive systems we write the triple determining the evolution as \( (S, C_{\ast}, \Omega) \), where the scattering matrix \( S \) is unitary.

Finally, we note that while the transfer function is uniquely determined by the triple \( (S, C, \Omega) \), the converse statement is not true, as discussed in detail in the next section.

III. TRANSFER FUNCTION IDENTIFIABILITY

A. Identifiability classes

We now consider the following general question: which dynamical parameters of a QLS can be identified by observing the output fields for appropriately chosen input states? This is the quantum analog of the classical system identification problem addressed in [39–41]. The input-output relation (11) shows that the experimenter can at most identify the transfer function \( \mathbf{z}(s) \) of the system. Systems which have the same transfer function are called equivalent and belong to the same equivalence class.

Before answering this question for general QLSs we discuss the case of passive QLSs considered in [46]. The transfer function in Eq. (13) can be identified by sending a coherent input signal of a given frequency \( \omega \) and known amplitude \( |\alpha(\omega)| \), and measuring the output state, which is a coherent state of the same frequency and amplitude \( \mathbf{z}(-i\omega)\alpha(\omega) \).

In the case of passive systems it is known that two minimal systems with parameters \( (\Omega, C, S) \) and \( (\Omega', C', S') \) are equivalent if and only if their parameters are related by a unitary transformation, i.e., \( C' = CT \) and \( \Omega' = T\Omega T^\dagger \) for some \( n \times n \) unitary matrix \( T \), and \( S = S' \). The first part of this result was shown in [17]; the fact that the scattering matrices must be equal follows by choosing \( s = -i\omega \) and taking the limit \( \omega \to \infty \) in Eq. (14). Physically, this means
that at frequencies far from the internal frequencies of the system, the input-output is dominated by the scattering and/or squeezing between the input fields. Our first main result is to extend this result to general (active) linear systems.

**Theorem 1.** Let \((S,C,\Omega)\) and \((S',C',\Omega')\) be two minimal and stable QLSs. Then they have the same transfer function if and only if there exists a symplectic matrix \(T\) such that
\[
J_{\Theta'} = T J_{\Theta} T^\dagger, \quad C' = CT^\dagger, \quad S = S'.
\] (15)

**Proof.** First, using the same argument as above, the scattering and/or squeezing matrices \(S\) and \(S'\) must be equal.

It is known [32] that two minimal classical linear systems
\[
\dot{x}(t) = Ax(t)dt + Bu(t)dt, \quad \dot{y}(t) = Cx(t)dt + Du(t)dt
\]
and
\[
\dot{x'}(t) = A'x'(t)dt + B'u(t)dt, \quad \dot{y'}(t) = C'x'(t)dt + D'u(t)dt
\]
for input \(u(t)\), output \(y(t)\), and system state \(x(t)\) have the same transfer function if and only if
\[
A' = TM^T, \quad B' = TB, \quad C' = CTM^T, \quad D' = DM^T
\]
for some invertible matrix \(M\). Hence, for our setup
\[
C(sI - A)^{-1}C = C(sI - A')^{-1}C\text{ if and only if there exists an invertible matrix } T \text{ such that}
\]
\[
A' = TM^{-1}, \quad B' = TM^T, \quad C' = CT^{-1}, \quad D' = D
\]
for some invertible matrix \(T\). Hence, for the first condition imply that \(J_{\Theta'} = T J_{\Theta} T^\dagger\) and
\[
\dot{x'}(t) = T^{-1}A'Tx(t)dt + T^{-1}Bu(t)dt, \quad \dot{y'}(t) = T^{-1}C'Tx(t)dt + T^{-1}Du(t)dt
\]
for input \(u(t)\), output \(y(t)\), and system state \(x(t)\) have the same transfer function if and only if
\[
A = TM^{-1}, \quad B = TM^T, \quad C = CT^{-1}, \quad D = DM^T
\]
for some invertible matrix \(M\). Hence, for the second and third conditions applied to the first condition imply that \(J_{\Theta'} = T J_{\Theta} T^\dagger\). Next, using this and the observation \((J_{\Theta})^T = J_{\Theta}\) it follows that \(T^*T = 1\).

Finally, it remains to show that the matrix \(T\) generating the equivalence class of the form
\[
T = \begin{pmatrix} T_1 & T_2 \\ T_2^* & T_1^* \end{pmatrix}.
\]
To see this, observe that \(CA^k, C'A^k\) must be of the of this doubled-up form for \(k \in \{0,1,2,\ldots\}\). Writing \(CA^k, C'A^k\), and \(T\) as \((P_{11}, Q_{11}, P_{22}, Q_{22})\) and \(T = \begin{pmatrix} t_1 & t_2 \\ t_3 & t_1^* \end{pmatrix}\), and using the above result, \(CA^k = C'A^kT^k\), it follows that
\[
P_{11}(T_1^k - T_1) + Q_{11}(T_3^k - T_2^k) = 0
\]
and
\[
Q_{11}^*(T_1^k - T_1^*) + P_{11}^*(T_3^k - T_2^*) = 0.
\]
Hence
\[
O \begin{pmatrix} T_1^k - T_1 \\ T_3^k - T_2^* \end{pmatrix} = 0
\]
and so using the fact that \(O\) is full rank gives the required result.

Therefore, without any additional information, we can at most identify the equivalence class of systems related by a symplectic transformation (on the system). Note that the above transformation of the system matrices is equivalent to a change of coordinates \(\tilde{a} \mapsto T^*\tilde{a}\) in Eq. (6).

**B. Identification method**

Suppose that we have constructed the transfer function from the input-output data, using for instance one of the techniques of [32] and [54].

Here we outline a method to construct a system realization directly from the transfer function, for a general SISO quantum linear system. The realization is obtained indirectly by first finding a nonphysical realization and then constructing a physical one from this by applying a criterion developed in [21]. The construction follows similar lines to the method described in [17,46] for passive systems.

Let \((A_0, B_0, C_0)\) be a triple of doubled-up matrices which constitute a minimal realization of \(\Sigma(s)\), i.e.,
\[
\Sigma(s) = I + C_0(sI - A_0)^{-1}B_0.
\]
For example, in Appendix A such a realization is found for an \(n\)-mode minimal SISO system, with matrices \((A,C)\), possessing \(2n\) distinct poles each with a nonzero imaginary part. Any other realization of the transfer function can be generated via a similarity transformation
\[
A = TA_0T^{-1}, \quad B = TB_0 \quad C = CT^{-1}.
\]
(17)
The problem here is that in general these matrices may not describe a genuine quantum system in the sense that from a given \(A,B,C\) one cannot reconstruct the pair \((\Omega,C)\). Our goal is to find a special transformation \(T\) mapping \((A_0, B_0, C_0)\) to a triple \((A,B,C)\) that does represent a genuine quantum system. Such triples are characterized by the following physical realizability conditions [21]:
\[
A + A^* + C^*C = 0 \quad \text{and} \quad B = -C^*.
\]
(18)
Therefore, substituting (17) into the left equation of (18) one finds
\[
(T^\dagger JT)A_0 + A_0^*(T^\dagger JT) + C_0^*JC_0 = 0,
\]
(19)
where the matrices \(J\) here are of appropriate dimensions.

Next, because the system is assumed to be stable it follows from [43, Lemma 3.18] that Eq. (19) is equivalent to
\[
T^\dagger T = J(T^\dagger JT) = \int_0^\infty J(C_0s^{A^0})^\dagger J(C_0s^{A^0})dsdt.
\]
(20)
We now need to use a result from [19], which is a sort of singular value decomposition for symplectic matrices. We state the result in a slightly different way here.

**Lemma 1.** Let \(N^{2n,2n}\) be a complex, invertible, doubled-up matrix and let \(N^T = N^\dagger N\).

(1) Assume that all eigenvalues of \(N\) are semisimple [55]. Then there exists a symplectic matrix \(W\) such that \(N = WN^\dagger W^\dagger\) with \(N^\dagger = \begin{pmatrix} \hat{N}_1 & \hat{N}_2 \\ -\hat{N}_2 & \hat{N}_1 \end{pmatrix}\) with
\[
\hat{N}_1 = \text{diag}(\lambda_1^+, \ldots, \lambda_n^+, \lambda_1^-, \ldots, \lambda_n^-), \quad \sigma_1, \ldots, \sigma_n\}
\]
\[
\hat{N}_2 = \text{diag}(0, \ldots, 0, \ldots, 0, -\nu_1\sigma, \ldots, -\nu_n\sigma).
\]
Here $\lambda_+^n > 0$, $\lambda_-^n < 0$ and $\lambda_+^n := \mu_j + i \nu_j$ (with $\mu_j, \nu_j \in \mathbb{R}$, $\nu_j > 0$) are the eigenvalues of $N$. The matrix $\sigma = \begin{pmatrix} 0 & -1 \\ 1 & 0 \end{pmatrix}$ is one of the Pauli matrices and $I_2$ is the identity.

(2) There exists another symplectic matrix $V$ such that $N = V N W^\dagger$ where $N$ is the factorization of $\tilde{N} (\tilde{N} = \tilde{N}^\dagger \tilde{N})$ given by $\tilde{N} = (N_1^c, N_2^c)^T$ with

\[
\tilde{N}_1 = \text{diag} \left( \sqrt{\lambda_1^+, \ldots, \sqrt{\lambda_n^+}}, 0, \ldots, 0, \alpha_1 I_2, \ldots, \alpha_n I_2 \right)
\]

\[
\tilde{N}_2 = \text{diag} (0, \ldots, 0, \sqrt{\lambda_1^-}, \ldots, \sqrt{\lambda_n^+}, -\beta_1 \sigma, \ldots, -\beta_n \sigma).
\]

The coefficients $\alpha_i$ and $\beta_i$ are determined from $\mu_j$ and $\nu_j$ via

(i) If $\mu_j \geq 0$, then $\alpha_i = \sqrt{\mu_j} \text{cosh} x_i$, $\beta_i = \sqrt{\mu_j} \text{sinh} x_i$, with $x_i = \frac{1}{2} \text{sinh}^{-1} \frac{\nu_j}{\mu_j}$.

(ii) If $\mu_j \leq 0$, then $\alpha_i = \sqrt{|\mu_j|} \text{sinh} x_i$, $\beta_i = \sqrt{|\mu_j|} \text{cosh} x_i$, with $x_i = \frac{1}{2} \text{sinh}^{-1} \frac{\nu_j}{|\mu_j|}$.

(iii) If $\mu_j = 0$, then $\alpha_i = \beta_i = \sqrt{\frac{\nu_j}{2}}$.

The lemma can be extended beyond the semisimple assumption, but since the latter holds for generic matrices [19], it suffices for our purposes.

We can therefore use Lemma 1 together with Eq. (20) in order to write the “physical” $T$ as $T = V \tilde{T} W^\dagger$, where $W$ and $\tilde{T}$ can be computed as in the lemma above, and $V$ is a symplectic matrix. However, since the QLS equivalence classes are characterized by symplectic transformation, this means that $T_0 = \tilde{T} W^\dagger$ transforms $(A_0, B_0, C_0)$ to the matrices of a quantum system satisfying the realizability conditions. Finally, we can solve to find the parameters of physical systems $(\Omega, C)$, which are given in terms of $(A_0, B_0, C_0)$, as

\[
C = C_0 W \tilde{T}^{-1},
\]

\[
\Omega = i \left( \tilde{T} W^\dagger A_0 W \tilde{T}^{-1} + \frac{1}{2} (\tilde{T} W^\dagger)^{-1} W^\dagger C_0 W \tilde{T}^{-1} \right).
\]

**Remark 1.** Note that, by assumption, $\Xi(s)$ is the transfer function of a QLS. Since the original triple $(A_0, B_0, C_0)$ is minimal, this implies that there exists a nonsingular $T$ satisfying (20), so the right side of (20) is nonsingular, which eventually leads to a nonsingular transformation $T$ computed using Lemma 1.

**Remark 2.** The proof also holds for Multiple-input-multiple-output (MIMO) systems provided that one can find a minimal doubled-up (nonphysical) realization beforehand.

C. Cascade realization of QLS

Recently, a synthesis result has been established showing that the transfer function of a “generic” QLS has a pure cascade realization [18]. Translated to our setting, this means that given a $n$-mode QLS $(C, \Omega)$, one can construct an equivalent system (i.e., with the same transfer function) which is a series product of single mode systems. The result holds for a large class of systems characterized by the fact that the matrix $A$ admits a certain symplectic Schur decomposition, which holds for a dense open subset of the relevant set of matrices.

Assuming that such a cascade is possible, the transfer function is an $n$-mode product of single mode transfer functions, which are given by

\[
\Xi(s) = \left( \Xi_{-1}(s) \Xi_{2n}(s) \Xi_{-n}(s) \right)^{\dagger}.
\]

Further, we can stipulate that the coupling to the field is of the form $C = \Delta (C_{-}, 0)$, with each element of $C_{-}$ being real and positive. Indeed, since the system is assumed to be stable, there exists a local symplectic transformation on each mode so that coupling is purely passive. The point of this requirement is that it fixes all the parameters, so that under these restrictions each equivalence class from Sec. III contains exactly one element. Note that the Hamiltonian may still have both active and passive parts. Therefore, each one mode system in the series product is characterized by three parameters, $c_i, \Omega_{n-1} \in \mathbb{R}$ with $c_i \neq 0$, and $\Omega_{-1} \in \mathbb{C}$. If $\Omega_{-1} = 0$ then the mode is passive. Actually, it is more convenient for us here to reparametrize the coefficients so that

\[
\Xi_{-1}(s) = \frac{s^2 - x_1^2 - y_1^2 + 2 i x_1 \theta_1}{(s + x_1 + y_1)(s + x_1 - y_1)},
\]

\[
\Xi_{2n}(s) = \frac{-2 i x_1 \theta_1^2}{(s + x_1 + y_1)(s + x_1 - y_1)},
\]

where $x_i = \frac{1}{2} c_i^2$, $y_i = \sqrt{|\Omega_{n-1}^2| \Omega_{n-1}^2}$, $\theta_i = \arg(\Omega_{n-1})$. Therefore, from the properties of the individual $\Xi_{\pm}(s)$, one finds that $\Xi_{-}(s)$ and $\Xi_{+}(s)$ can be written as

\[
\Xi_{-}(s) = \prod_{i=1}^{n} \frac{(s - \lambda_i)(s + \lambda_i)}{(s + x_i + y_i)(s + x_i - y_i)},
\]

\[
\Xi_{+}(s) = \gamma \prod_{i=1}^{n} \frac{(s - y_i)(s + y_i)}{(s + x_i + y_i)(s + x_i - y_i)},
\]

with $\gamma, y_i, \lambda_i \in \mathbb{C}, x_i \in \mathbb{R}$, and $y_i$ either real or imaginary, while $j$ is some number between 1 and $n - 1$. In particular, the poles are either in real pairs or in complex-conjugate pairs.

Furthermore, there is a possibility that some of the poles and zeros may cancel in (21) and (22), and as a result some of these poles and zeros could be fictitious (see proof of Theorem 3 later where this becomes important).

For passive systems such a cascade realization is always possible [13,21] and each single mode system is passive. We show how this may be done in the following example.

**Example 2.** Consider a SISO PQLS $(C, \Omega)$ and let $z_1, z_2, \ldots, z_m$ be the eigenvalues of $A = -i \Omega - \frac{1}{2} C^T C$. Then the transfer function is given by

\[
\Xi(s) = \frac{\text{Det}(s - A^\dagger)}{\text{Det}(s - A)} = \frac{s - z_1^\#}{s - z_1} \times \frac{s - z_2^\#}{s - z_2} \times \cdots \times \frac{s - z_m^\#}{s - z_m}.
\]

Now, comparing each term in the product with the transfer function of a SISO system of one mode, i.e.,

\[
\Xi(s) = \frac{s + i \Omega - \frac{1}{2} |c|^2}{s + i \Omega + \frac{1}{2} |c|^2},
\]

it is clear that each represents the transfer function of a bona-fide PQLS with Hamiltonian and coupling parameters given by
\( \Omega_i = -\text{Im}(z_i) \) and 1/2c_i^2 = -\text{Re}(z_i). This realization of the transfer function is a cascade of optical cavities. Furthermore, we note that the order of the elements in the series product is irrelevant; in fact a differing order can be achieved by a change of basis on the system space (see Sec. III).

In actual fact this result enables us to find a system realization directly from the transfer function, thus offering a parallel strategy to the realization method in Sec. III B for passive systems. Note that a similar brute-force approach for finding a cascade realization of a general SISO system is also possible. However, the active case is more involved than the passive case, as the transfer function is characterized by two quantities, \( \Xi_-(s) \) and \( \Xi_+(s) \), rather than just one. For this reason and also that Sec. III B indeed already offers a viable realization anyway, we do not discuss the result here.

IV. POWER SPECTRUM SYSTEM IDENTIFICATION

Until now we addressed the system identification problem from a time-dependent input perspective. We are now going to change viewpoint and consider a setting where the input fields are stationary (quantum noise) but may have a nontrivial covariance matrix (squeezing). In this case the characterization of the equivalence classes boils down to finding which systems have the same power spectrum, a problem which is well understood in the classical setting [41] but has not been addressed in the quantum domain.

The input state is “squeezed quantum noise,” i.e., a zero-mean, pure Gaussian state with time-independent increments, which is completely characterized by its covariance matrix \( V = V(M, N) \), cf. Eq. (3). In the frequency domain the state can be seen as a continuous tensor product over frequency modes of squeezed states with covariance \( V(M, N) \). Since we deal with a linear system, the input-output map consists of applying a (frequency dependent) unitary Bogoliubov transformation whose linear symplectic action on the frequency modes is given by the transfer function

\[
\mathbf{\hat{h}}^\text{out}(-i\omega) = \Xi(-i\omega)\mathbf{\hat{h}}(-i\omega).
\]

Consequently, the output state is a Gaussian state consisting of independent frequency modes with covariance matrix

\[
\langle \mathbf{\hat{h}}^\text{out}(-i\omega)\mathbf{\hat{h}}^\text{out}(-i\omega')\rangle = \Psi_V(-i\omega)\delta(\omega - \omega'),
\]

where \( \Psi_V(-i\omega) \) is the restriction to the imaginary axis of the power spectral density (or power spectrum) defined in the Laplace domain by

\[
\Psi_V(s) = \Xi(s)V\Xi(-s^\dagger). \tag{23}
\]

Our goal is to find which system parameters are identifiable in the stationary regime where the quantum input has a given covariance matrix \( V \). Since in this case the output is uniquely defined by its power spectrum \( \Psi_V(s) \) this reduces to identifying the equivalence class of systems with a given power spectrum. Moreover, since the power spectrum depends on the system parameters via the transfer function, it is clear that one can identify “at most as much as” in the time-dependent setting discussed in Sec. III. In other words the corresponding equivalence classes are at least as large as those described by symplectic transformations (15).

In the analogous classical problem, the power spectrum can also be computed from the output correlations. The spectral factorization problem [42] is tasked with finding a transfer function from the power spectrum. There are known algorithms [42,44] to do this. From the latter, one then finds a system realization (i.e., matrices governing the system dynamics) for the given transfer function [32]. The problem is that the map from power spectrum to transfer functions is nonunique, and each factorization could lead to system realizations of differing dimension. For this reason, the concept of global minimality was introduced in [39] to select the transfer function with smallest system dimension. This raises the following question: Is global minimality sufficient to uniquely identify the transfer function from the power spectrum? The answer is in general negative [56], as discussed in [38,41] (see also Lemma 2 and Corollary 1 in [45] for a nice review). Our aim is to address these questions in the quantum case. In the following section we define an analogous notion of global minimality, and characterize globally minimal systems in terms of their stationary state. Afterwards we show that for SISO systems which admit a cascade realization the power spectrum and transfer function identification problems are equivalent.

**Global minimality**

As discussed earlier, in the time-dependent setting it is meaningless to restrict the attention to minimal systems, as they provide the lowest dimensional realizations which are consistent with a given input-output behavior. In the stationary setting however, it may happen that a minimal system can have the same power spectrum as a lower dimensional system. For instance if the input is the vacuum and the system is passive then the stationary output is also vacuum and the power spectrum is trivial, i.e., the same as that of a zero-dimensional system. We therefore need to introduce a more restrictive minimality concept, as the stationary regime (power spectrum) counterpart of time-dependent (transfer function) minimality. The results of this section are valid for general MIMO systems and do not assume the existence of a cascade realisation.

**Definition 3.** A system \( \mathcal{G} = (S, C, \Omega) \) is said to be globally minimal for input covariance \( V \) if there exists no lower dimensional system with the same power spectrum \( \Psi_V \). We call \( (\mathcal{G}, V) \) a globally minimal pair.

Before stating the main result of this section we briefly review some symplectic diagonalization results which will be used in the proof. Consider a \( k \)-modes cavity system with canonical coordinates \( \mathbf{\hat{c}} \) and a zero-mean Gaussian state with covariance matrix \( V := \langle \mathbf{\hat{c}}\mathbf{\hat{c}}^\dagger \rangle \). Any change of canonical coordinates which preserves the commutation relations is of the form \( \mathbf{\hat{c}} \mapsto \mathbf{\hat{c}}' = S\mathbf{\hat{c}} \) where \( S \) is a symplectic transformation \( S \), cf. Definition 1. In the basis \( \mathbf{\hat{c}}' \), the state has covariance matrix \( V' = SVS^\dagger \). In particular there exists a symplectic transformation such that the modes \( \mathbf{\hat{c}}' \) are independent of each other, and each of them is in a vacuum or a thermal state, i.e., \( V'_i := \langle \mathbf{\hat{c}}'_i\mathbf{\hat{c}}'_i^\dagger \rangle = \begin{pmatrix} n_i & 0 \\ 0 & n_i \end{pmatrix} \) where \( n_i \) is the mean photon number. We call \( \mathbf{\hat{c}}' \) a canonical basis, and the elements of the ordered sequence \( n_1 \leq \cdots \leq n_k \) the symplectic eigenvalues of \( V \). The latter give information about the state’s purity: if all \( n_i = 0 \) the state is pure, if all \( n_i > 0 \) the state is fully mixed. More generally, we can separate the pure and mixed modes and write \( \mathbf{\hat{c}}' = (\mathbf{\hat{c}}'_p, \mathbf{\hat{c}}'_m)^\dagger \).
This procedure can be applied to the \( m \) input modes \( \mathbf{b} \), with covariance \( V(N,M) \). Since the input is assumed to be pure, we have \( S_{\text{in}} V(N,M) S_{\text{in}}^\dagger = V_{\text{vac}} \) where \( S_{\text{in}} \) is a symplectic transformation and \( V_{\text{vac}} \) is the vacuum covariance matrix. The interpretation is that any pure squeezed state looks like the vacuum when an appropriate symplectic “change of basis” is performed on the original modes.

Similarly, we can apply the above procedure to the stationary state of the system. Its covariance matrix \( P \) is the solution of the Lyapunov equation

\[
AP + PA^T + C^o V(\mathcal{C}^o)^\dagger = 0. \tag{24}
\]

By an appropriate symplectic transformation we can change to a canonical basis \( \mathbf{a}' = S_{\text{sys}} \mathbf{a} \) such that \( \mathbf{a}'^T = (\mathbf{a}_p^T, \mathbf{a}_m^T) \). The system matrices are now \( \mathbf{A}' = S_{\text{sys}} \mathbf{A} S_{\text{sys}}^T, \mathbf{C}' = S_{\text{sys}} \mathbf{C} \). Note that this transformation is of the form prescribed by Theorem 1, but the interpretation here is that we are dealing with the same system seen in a different basis, rather than a different system with the same transfer function.

By combining the two symplectic transformations we see that any linear system with pure input can be alternatively described as a system with vacuum input and a canonical basis of creation and annihilation operators.

The following theorem links global minimality with the purity of the stationary state of the system.

**Theorem 2.** Let \( \mathcal{G} := (S, C, \Omega) \) be a QLS with pure squeezed input of covariance \( V = V(M,N) \).

(1) The system is globally minimal if and only if the (Gaussian) stationary state with covariance \( P \) satisfying the Lyapunov equation (24) is fully mixed.

(2) A non-Globally minimal system is the series product of its restriction to the pure component and the mixed component.

(3) The reduction to the mixed component is globally minimal and has the same power spectrum as the original system.

**Proof.** Let us prove the result first in the case \( S = \mathbb{I} \).

First, perform a change of system and field coordinates as described above, so that the input is in the vacuum state, while the system modes decompose into its “pure” and “mixed” parts \( \mathbf{a}'^T = (\mathbf{a}_p^T, \mathbf{a}_m^T) \). Note that this transformation will alter the coupling and Hamiltonian matrices accordingly, but we still denote them \( \Omega \) and \( C \) to simplify notations. Therefore, in this basis the stationary state of the system is given by the covariance

\[
P = \begin{pmatrix} R + \mathbb{I} & 0 \\ 0 & R \end{pmatrix}, \quad R = \begin{pmatrix} 0 & 0 \\ 0 & R_m \end{pmatrix}
\]

and satisfies the Lyapunov equation (24).

\[\Rightarrow\] We show that if the system has a pure component, then it is globally reducible. Let us write \( A_\pm \) and \( C_\pm \) as block matrices according to the pure-mixed splitting,

\[
A_\pm = \begin{pmatrix} A_{pp}^\pm & A_{pm}^\pm \\ A_{mp}^\pm & A_{mm}^\pm \end{pmatrix}, \quad C_\pm = (C_p^\pm, C_m^\pm).
\]

so that the Lyapunov equation (24) can be seen as a system of 16 block matrix equations. Taking the \((1,1)\) and \((1,3)\) blocks, which correspond to the \((a_p, a_m^\dagger)\) and \((a_p, a_p)\) components of the stationary state, one obtains

\[
A_{pp}^T + A_{pp}^{mp} + C_p^{mp} C_p^T = 0, \tag{25}
\]

\[
A_{pp}^m + A_{mm}^m = 0. \tag{26}
\]

Since \( A_{pp} = -i \Omega_{pp}^T \Omega_{pp} - 1/(2(C_p^T C_p^m - C_p^T C_p^m)), \) Eq. (25) implies that \( C_p^T C_p^m = 0 \), hence \( C_p^m = 0 \). Therefore, using this fact in Eq. (26) gives \( A_{mm}^m = 0 \), hence \( \Omega_{mm}^m = 0 \). These two tell us that the pure part contains only passive terms.

Consider now the \((1,2)\) and \((2,3)\) blocks, which correspond to the \((a_p, a_m^\dagger)\) and \((a_m a_p)\) components of the stationary state. From this, we get

\[
A_{mm}^m (R_m + \mathbb{I}) + A_{mm}^m C_p^m = 0, \tag{27}
\]

\[
(R_m + 1) A_{mm}^m = 0. \tag{28}
\]

Since \( A_{mm}^m + A_{mm}^m = C_p^m C_m^m = 0 \), and \( R_m \) is invertible, Eq. (27) implies \( A_{mm}^m = 0 \). Similarly, Eq. (28) implies that \( A_{pp}^m = 0 \).

Let \( \mathcal{G} := (\mathbb{I}, \Omega_{pp}^m, C_p^m) \) be the system consisting of the pure modes, with \( \Omega_{pp} = \Delta(\Omega_{pp}^m, 0) \) and \( C_p = \Delta(C_p^m, 0) \). Let \( \mathcal{G} := (\mathbb{I}, \Omega_{mm}, C_m^m) \) be the system consisting of the mixed modes with \( \Omega_{mm} = \Delta(\Omega_{mm}^m, \Omega_{pm}^m) \) and \( C_m = \Delta(C_m^m, C_m^m) \). We can now show that the original system is the series product (concatenation) of the pure and mixed restrictions,

\[
\mathcal{G} = \mathcal{G}^m \otimes \mathcal{G}^p.
\]

Indeed, using the fact that \( C_p^m = \Omega_{pp}^m = A_{mm}^m = A_{mm}^m = 0 \), one can check that the series product has required matrices [9]

\[
C_{\text{series}} = \tilde{C}^p + \tilde{C}^m = C
\]

and

\[
\Omega_{\text{series}} = \Omega_{pp}^p + \Omega_{mm}^m + \text{Im}(C_p^m C_p^m)
\]

where the “tilde” notation stands for block matrices where only one block is nonzero, e.g., \( \tilde{C}^p = (C_p^m, 0) \), and \( \text{Im} X := (X - X^T)/2 \).

Now, let \( \Xi_{p,m}^p(s) \) denote the transfer functions of \( \mathcal{G}^p,m \); since the transfer function of a series product is the product of the transfer functions, we have \( \Xi(s) = \Xi_{p,m}^p(s) \cdot \Xi_{p,m}^p(s) \). Furthermore, since \( \mathcal{G}^p \) is passive and the input is vacuum, we have \( \Psi^p_v(s) = \Xi^p(s) V \Xi^p(-s^d)^{-1} = V^T \) so that

\[
\Psi^p_v(s) = \Xi(s) V \Xi(-s^d)^{-1} = \Xi_m(s) V \Xi_m(-s^d)^{-1}
\]

which means that the original system was globally reducible (not minimal).

\(\Leftarrow\) We now show that if the system’s stationary state is fully mixed, then it is globally minimal. The key idea is that a sufficiently long block of output has a finite symplectic rank (number of modes in a mixed state in the canonical decomposition) equal to twice the dimension of the system. Therefore the dimension of a globally minimal system is “encoded” in the output. This is the linear dynamics analog of the fact that stationary outputs of finite dimensional systems (or translation invariant finitely correlated states) have rank equal to the square of the system dimension (or bond dimension) [36]. To understand this property consider the system (S)
together with the output at a long time $2T$, and split the output into two blocks: $A$ corresponding to an initial time interval $[0, T]$ and $B$ corresponding to $[T, 2T]$. If the system starts in a pure Gaussian state, then the $S + A + B$ state is also pure. By ergodicity, at time $T$ the system’s state is close to the stationary state with symplectic rank $d_m$. At this point the system and output block $A$ are in a pure state so by appealing to the “Gaussian Schmidt decomposition” [57] we find that the state of the block $A$ has the same symplectic eigenvalues (and rank $d_m$) as that of the system. In the interval $[T, 2T]$ the output $A$ is only shifted without changing its state, but the correlations between $A$ and $S$ decay. Therefore the joint $S + A$ state is close to a product state and has symplectic rank $2d_m$. On the other hand we can apply the Schmidt decomposition argument to the pure bipartite system consisting of $S + A$ and $B$ to find that the symplectic rank of $B$ is $2d_m$. By ergodicity, $B$ is close to the stationary state in the limit of large times, which proves the assertion.

To extend the result to $S \neq 1$, instead perform the change of field coordinates $V \mapsto S_m S^\dagger V S_m S^\dagger$ at the beginning. The proof for this case then follows as above because in this basis $S = I$.

This result enables one to check global minimality by computing the symplectic eigenvalues of the stationary state. If all eigenvalues are nonzero, then the state is fully mixed and the system is globally minimal. We emphasize that the argument relies crucially on the fact that the input is a pure state. For mixed input states and in particular classical inputs, the stationary state may be fully mixed while the system is nonglobally minimal.

The next step is to find out which parameters of a globally minimal system can be identified from the power spectrum.

V. COMPARISON OF POWER SPECTRUM AND TRANSFER FUNCTION IDENTIFIABILITY

A. Power spectrum identifiability result

The main result of this section is the following theorem which shows that two globally minimal SISO systems have the same power spectrum if and only if they have the same transfer function, and in particular are related by a symplectic transformation as described in Theorem 1.

Theorem 3. Let $(C_1, \Omega_1)$ and $(C_2, \Omega_2)$ be two globally minimal SISO systems for fixed pure input with covariance $V(N, M)$, which are assumed to be generic in the sense of [18]. Then

$$\Psi_1(s) = \Psi_2(s) \quad \Rightarrow \quad \Xi_1(s) = \Xi_2(s) \quad \text{for all } s.$$  

Proof. Recall that the power spectrum of a system $(C, \Omega)$ is given by $\Xi(s) V \Xi(-s^\dagger)$. Therefore, if $\Xi_1(s) = \Xi_2(s)$ then $\Psi_1(s) = \Psi_2(s)$. We will now prove the converse.

Writing $V$ as $S_0(1 - \rho) S_0^\dagger$ for some symplectic matrix $S_0$, we express the power spectrum as $S_0 \tilde{\Xi}_2(s) V_{\text{vac}} \tilde{\Xi}_2(-s^\dagger) S_0^\dagger$, where $\tilde{\Xi}(s)$ is the transfer function of the system $(1, S_0 C, \Omega)$ and $V_{\text{vac}}$ is the vacuum input. As $S_0$ is assumed to be known, the original problem reduces to proving the same statement for systems with vacuum input. In this case the power spectrum is given by

$$\begin{pmatrix} \Xi_-(s) \Xi_-(s^\dagger) & \Xi_-(s) \Xi_+(s) \\ \Xi_+(s^\dagger) \Xi_-(s) & \Xi_+(s) \Xi_+(s) \end{pmatrix}.$$  

(29)

The transfer function is completely characterized by the elements in the top row of its matrix, i.e., $\Xi_-(s)$ and $\Xi_+(s)$. Also, $\Xi_-(s)$ and $\Xi_+(s)$ must be of the the form (21) and (22). Our first observation is that $\Xi_-(s)$ and $\Xi_+(s)$ in (21) and (22) cannot contain poles and zeros in the following arrangement: $\Xi_-(s)$ has a factor like

$$\frac{s - \lambda_1^s + \lambda_i s}{s - \lambda_j},$$

and $\Xi_+(s)$ contains a factor like

$$\frac{s - \lambda_i(s + \lambda_j)}{(s - \lambda_1^s)(s - \lambda_1^{s^\dagger})}.$$  

(30)

(31)

For if this were the case and assuming that this could be done $k$ times, then our original system could be decomposed as a cascade (series product) of two systems.

(i) The first system is a $k$-mode passive system with transfer function

$$\Xi^{(1)}(s) = \begin{pmatrix} \Xi_1^{(1)}(s) & 0 \\ 0 & \Xi_2^{(1)}(s) \end{pmatrix},$$

(32)

where

$$\Xi_1^{(1)}(s) = \prod_{i=1}^k \frac{s + \lambda_i}{s - \lambda_i}, \quad \Xi_2^{(1)}(s) = \prod_{i=1}^k \frac{s + \lambda_i}{s - \lambda_i}. $$

Note that by Example 2 it is physical.

(ii) The second system has $n - k$ modes and transfer function

$$\Xi^{(2)}(s) = \begin{pmatrix} \Xi_1^{(2)}(s) & \Xi_2^{(2)}(s) \\ \Xi_1^{(2)}(s) & \Xi_2^{(2)}(s) \end{pmatrix},$$

(33)

where

$$\Xi_1^{(2)}(s) = \Xi_-(s) \prod_{i=1}^k \frac{s + \mu_i^{(s^\dagger)}}{s - \mu_i}, \quad \Xi_2^{(2)}(s) = \Xi_+(s) \prod_{i=1}^k \frac{s + \mu_i}{(s - \mu_i^s)}. $$

It can be shown that there exists a minimal physical quantum system with this transfer function (see Appendix B). Since $\Xi^{(1)}(s)$ is passive,

$$\Xi^{(1)}(s) V_{\text{vac}} \Xi^{(1)}(-s^\dagger) = V_{\text{vac}}$$

and hence this $k$-mode system is not visible from the power spectrum, while the power spectrum is the same as that of the lower dimensional system $\Xi^{(2)}(s)$. Therefore we have a contradiction to global minimality.

We will now construct $\Xi_-(s)$ and $\Xi_+(s)$ directly from the power spectrum. This is equivalent to identifying their poles and zeros [58]. To do this we must identify all poles and zeros
of $\Xi_-(s)$ and $\Xi_+(s)$ from the three quantities:

$$\Xi_-(s)\Xi_-(s^*),$$  \hspace{1cm} (34)

$$\Xi_+(s)\Xi_+(s),$$  \hspace{1cm} (35)

$$\Xi_+(s^*)\Xi_-(s).$$  \hspace{1cm} (36)

First, all poles of $\Xi_-(s)$ and $\Xi_+(s)$ may be identified from
the power spectrum. Indeed, due to stability, each pole in
(34)–(36) can be assigned unambiguously to either $\Xi_-(s)$ or
$\Xi_+(s)$. However, cancellations between zeros and poles of
the two terms in the product may lead to some transfer function
poles not being identifiable, so we need to show that this is not
possible. Suppose that a pole $\lambda$ of $\Xi_-(s)$ is not visible from
the power spectrum. This implies the following:

(i) from (34), $\lambda$ is a zero of $\Xi_-(s^*)$ [equivalently $-\lambda^*$ is
a zero of $\Xi_-(s)$], and

(ii) from (35), $\lambda$ is a zero of $\Xi_+(s)$ [equivalently $-\lambda$ is a
zero of $\Xi_+(s)$].

We consider two separate cases: $\lambda$ nonreal or real. If $\lambda$
is nonreal then from the symmetries of the poles and zeros in
(21) and (22), $\Xi_-(s)$ will contain a term like

$$(s-\lambda^*)(s+\lambda^*) = (s+\lambda)(s-\lambda)$$  \hspace{1cm} (37)

and $\Xi_+(s)$ will contain a term like

$$(s-\lambda)(s+\lambda) = (s+\lambda^*)(s-\lambda^*).$$  \hspace{1cm} (38)

By the argument above, the system is nonglobally minimal as
there will be a mode of the system that is nonvisible in the
power spectrum. Therefore all nonreal poles of $\Xi_-(s)$ may be
identified.

A similar argument ensures that all poles of $\Xi_+(s)$ are
visible in the power spectrum.

If $\lambda$ is real, we show that $\Xi_-(s)$ and $\Xi_+(s)$ will have terms of
the form (37) and (38) and the result will follow. Indeed
since $\lambda$ is a pole of $\Xi_-(s)$, the denominator of (21) must have
a second root at $\lambda$ since the first cancels with the term $(s-\lambda)$
which comes together with $(s+\lambda)$ in the numerator. But then,
$\Xi_+(s)$ must also have a pole at $\lambda$ since otherwise $|\Xi_-(i\omega)|^2 -
|\Xi_+(i\omega)|^2 = 1$ could not hold. A similar argument holds for
a real pole of $\Xi_+$.

Therefore we conclude that all poles of $\Xi_+(s)$ can be identi-
fied from the power spectrum, and we focus next on the zeros.

Unlike the case of poles, it is not clear whether a given zero
in any of these plots belongs to the factor on the left or the
factor on the right in each of these equation [i.e., to $\Xi_-(s)$ or
$\Xi_-(s^*)$ in (34), etc.].

Since the poles of $\Xi_-(s)$ and $\Xi_+(s)$ may be different due to
cancellations in (21) and (22), it is convenient here to add in
“fictitious” zeros into the plots (34)–(36) so that $\Xi_-(s)$ and
$\Xi_+(s)$ have the same poles. Note that these fictitious poles
and zeros would have been present in (21) and (22) before simplifi-
cation. From this point onwards, the zeros in (34)–(36) will
refer to this augmented list which includes the additional zeros.

Real zeros. In general the real zeros of $\Xi_-(s)$ and $\Xi_+(s)$
come in pairs $\pm \lambda$ [see Eqs. (21) and (22)], unless a pole and
zero (or more than one) cancel on the negative real line. Our
task here is to distinguish these two cases from plots (34)–(36).
$\Xi_-(s)$ has either (i) zeros at $\pm \lambda$, or (ii) a zero at $\lambda > 0$ but not
at $-\lambda$.

In case (i) (34) will have a double zero at each $\pm \lambda$, whereas
in case (ii) (34) will have a single zero at $\pm \lambda$. We need to be
careful here in discriminating cases (i) and (ii) on the basis
of the zeros of (34). For example, a double zero at $\lambda$ in (34)
could be a result of one case (i) or two cases (ii) in $\Xi_-(s)$.
More generally, we could have an $n$th order zero at $\lambda$ and as
a result even more degeneracy is possible. A similar problem
arises for the zeros of $\Xi_+(s)$ in (36).

Our first observation here is that it is not possible for both
$\Xi_-(s)$ and $\Xi_+(s)$ to have zeros at $\pm \lambda$ (taking $\lambda > 0$ without
loss of generality). If this were possible then by using the sym-
plectic condition $|\Xi_-(i\omega)|^2 - |\Xi_+(i\omega)|^2 = 1$ and the fact
that we are assuming that $\Xi_-(s)$ and $\Xi_+(s)$ have the same
poles tells us that $\Xi_-(s)$ and $\Xi_+(s)$ must both have double
poles at $-\lambda$. The upshot is that $\Xi_-(s)$ and $\Xi_+(s)$ will have
terms of the form (30) and (31), which is a contradiction.

Now, suppose (34) has $n$ zeros at $\lambda > 0$ and (36) has $m$
zeros at $\lambda > 0$. Then we know that $\Xi_-(s)$ must have $n+2$ zeros
at $-\lambda$ and $m+2$ zeros at $\lambda$. Also, $\Xi_+(s)$ must have $m-2$ zeros
at $-\lambda$ and $n-2$ zeros at $\lambda$. The goal here is to find $p$ and $q$
because if these are known then it is clear that there must be
$s=p^{-1}(s^*)$ type (i) zeros and $p$ (and $q$) type (ii) zeros in $\Xi_-(s)$
[\Xi_+(s)].

By the observation above it is clear that either $p=n$ or $q=m$.
Also, in (35) there will be $2+m+n$ zeros at $\lambda$ and
$n+m+p$ zeros at $-\lambda$. Hence $q-p$ is known at this stage.
Finally, it is fairly easy to convince ourselves that if $p=n$ but
one concludes that $q=m$ (or vice versa) and using the
value of $q-p$ leads to a contradiction. Hence $p$ and $q$ can be
determined uniquely. For example, if $n=2, m=5, q=2, and
p=3$ so that $q=n$ and $q-p=1$. Then assuming wrongly
that $p=5$ and using $q-p=1$ it follows that $q=4$ and so
must be 6, which is incorrect.

Having successfully identified all real zeros, we now show
how to identify the zeros of $\Xi_-(s)$ and $\Xi_+(s)$ away from
the real axis.

Complex (nonreal) zeros. Comparing the zeros of (34) with
those of (35) we find two cases in which the zeros can be
assigned directly.

(i) Case 1: Let $z$ be a zero of (34) that is not a zero of (35).
Then $z$ must be a zero of $\Xi_-(s^*)$. Hence $-z^*$ is a zero of
$\Xi_-(s)$.

(ii) Case 2: Let $w$ be a zero of (35) that is not a zero of (34).
Then $w$ must be a zero of $\Xi_+(s^*)$. Hence $-w$ is a zero of
$\Xi_+(s)$.

The question now is whether this procedure enables one
to identify all zeros. Suppose that there is a zero $v$ that is
common to both of these plots. Then $-v^*$ must also be a zero
of (34). Now, if $-v^*$ is not a zero of (35) then $v$ is identifiable
as belonging to $\Xi_-(s)$.

Therefore we can restrict our attention to the case that
the zero pair $\{v, -v^*\}$ is common to both plots. Note that
in this instance the list of zeros of (36) will also contain
$\{v, -v^*\}$. Assume without loss of generality that $v$ is in
the right half complex plane. Note that there cannot be a second
zero pair $\{u, -u^*\}$ such that $u=v^*$. If this were the case
then either \( \{v, -v\} \) will be zeros of \( \Xi_-() \) and \( \{-v^\dagger, v^\dagger\} \) will be zeros of \( \Xi_e() \), or \( \{u, -u\} \) will be zeros of \( \Xi_-() \) and \( \{-u^\dagger, u^\dagger\} \) will be zeros of \( \Xi_e() \). In either case by using the condition \( |\Xi_-(-i\omega)|^2 - |\Xi_+(-i\omega)|^2 = 1 \) for all \( \omega \) and the fact that \( \Xi_-() \) and \( \Xi_e() \) have the same poles by assumption, it follows that \( \Xi_-() \) and \( \Xi_e() \) will have terms of the form \( (30) \) and \( (31) \), which contradicts global minimality. Finally, under the assumptions that the zero pair \( \{v, -v\} \) is common to both \( (35) \) and \( (34) \) with no second pair at \( \{u, -u\} \) such that \( u = v^\dagger \), then we can conclude that \( v \) must be a zero of \( \Xi_-() \). For this if not the case and so \( -v^\dagger \) were a zero of \( \Xi_-() \) then there must be another zero of \( \Xi_-() \) at \( u^\dagger \) (since pole-zero cancellation cannot occur in the right-half plane). Also from \( (35) \) this would require that \( \Xi_e() \) has a zero at \( -v \) (hence also \( v \)). Therefore we have a contradiction to the fact that there is no second pair at \( \{u, -u\} \) such that \( u = v^\dagger \).

Therefore we have successfully identified all zeros of the transfer function away from the real axis, which completes the proof.

The theorem says that if a SISO system is globally minimal then the power spectrum is as informative as the transfer function. The result also gives a constructive method to check global minimality. Further it enables one to construct the transfer function of the system’s globally minimal part. From this, one can then construct a system realization of this globally minimal restriction, using the results from Sec. III B.

Remark 3. For general input \( V = S_0 V_{\text{vac}} S_0^\dagger \), clearly systems of the form \( (S_0, \Delta(C(), 0), \Delta(\Omega(), 0)) \) have trivial power spectrum. Theorem 3 says that these are the only such systems (up to symplectic equivalence in Theorem 1).

Remark 4. We have assumed that the scattering and squeezing matrix \( S \) for a system is the identity in this result. In fact the scattering and squeezing matrix is not always identifiable from the power spectrum. For example, a zero mode system with a single scattering term \( S = (e^{i\pi/2} e^{-i\pi/2}, e^{i\pi/2} e^{-i\pi/2}) \) will have trivial power spectrum.

### B. Power spectrum identification of passive QLSs

In this section we consider the special case of a minimal passive SISO QLSs. As noted before, we can therefore drop the doubled-up notation, cf. Eqs. (13) and (14). For simplicity we will denote \( C := C_- \), \( \Omega := \Omega_- \), and choose \( S = 1 \) so that the transfer function is

\[
\Xi(s) = 1 - C(s I_n - A)^{-1} C^\dagger = \frac{\det(s I_n + A^\dagger)}{\det(s I_n - A)}.
\]

where \( A = -i\Omega - \frac{1}{4} C^\dagger C \) and its spectrum is \( \sigma(A) := \{\lambda_1, \ldots, \lambda_n\} \). The transfer function is a monic rational function in \( s \), with poles \( p_i = \lambda_i \) in the left half plane, and zeros \( z_i = -p_i^\dagger = -\lambda_i^* \) in the right half plane.

If the input state is vacuum then the power spectrum is trivial (\( \Phi_V = V \)) and the only globally minimal systems are the trivial ones (zero internal modes). For this reason we restrict our attention to squeezed inputs, i.e., \( M \neq 0 \) in the input covariance.

**Theorem 4.** Consider a general SISO PQLS \( G = (C, \Omega) \) with pure input \( V(N, M) \), such that \( M \neq 0 \).

1. The following are equivalent:
   a. The system is globally minimal;
   b. The stationary state of the system is fully mixed;
   c. \( A \) and \( A^\dagger \) have different spectra, i.e., \( \sigma(A) \cap \sigma(A^\dagger) = \emptyset \);
   d. \( V \) does not have real, or pairs of, complex-conjugate eigenvalues.

2. Let \( \mathcal{P} \) be the set of all eigenvalues of \( A \) that are either real or come in complex-conjugate pairs. A globally minimal realization of the system is given by the series product of one mode systems \( G_{m,i} = (c_i = \sqrt{2\text{Re}\lambda_i}, \Omega_i = -i\lambda_i) \) for indices \( i \) such that \( \lambda_i \notin \mathcal{P} \).

**Proof.**

1. For passive SISO systems the only nontrivial contribution to the power spectrum is from off-diagonal element,

\[
\Xi(s) = \frac{\det(s I_n + A^\dagger)}{\det(s I_n - A)} \frac{\det(s I_n - A^\dagger)}{\det(s I_n + A)} = \prod_{i=1}^n \frac{s + \lambda_i^\dagger}{s - \lambda_i} \frac{s - \lambda_i}{s + \lambda_i^\dagger}.
\]

In the above expression, zero-pole cancellations occur if and only if \( \lambda_i \notin \mathcal{P} \), or equivalently if \( A \) has a real eigenvalue or a pair of complex-conjugate eigenvalues.

If no zero-pole cancellations occur, then \( \sigma(A) \) can be identified from \( \Xi(s) \) and the transfer function can be reconstructed. In this case the system is globally minimal.

If cancellations do occur then this happens in one of the two types of situations:

- **real eigenvalue:** if \( \lambda_i \in \mathbb{R} \) then the corresponding term in the above product cancels
- **complex-conjugate pairs:** if \( \lambda_i = \lambda_i^\dagger \) then the \( i \) and \( j \) terms in the product cancel against each other.

In both cases, the remaining power spectrum has the same form, and can be seen as the power spectrum of a series product of one-dimensional passive systems, with dimension smaller than \( n \), and therefore the system is not minimal.

This shows the equivalence of (i), (iii), and (iv) while the equivalence of (i) and (ii) follows from Theorem 2.

(2) The discussion so far shows that the transfer function factorizes as the product \( \Xi(s) = \Xi_{m,j}(s) \Xi_{p}(s) \) of a part corresponding to eigenvalues \( \lambda_i \in \mathcal{P} \), which has a trivial power spectrum due to zero-pole cancellations, and the part corresponding to the complement which does not exhibit any cancellations. A system with transfer function \( \Xi(s) \) can be realized as series product \( G_m \circ G_p \) of two separate passive systems with transfer functions \( \Xi_{m,j}(s) \) and \( \Xi_{p}(s) \). As argued before, \( G_p \) has a pure stationary state which is uncorrelated to...
\( G_m \) or the output, while \( G_m \) has a fully mixed state which is correlated to the output.

Since \( G_p \) does not contribute to the power spectrum, a globally minimal realization is provided by \( G_m \),

\[
\Xi_m(s) = \prod_{i \in \mathbb{P}} \frac{s + \lambda_i^*}{s - \lambda_i},
\]

(39)

Each fraction in (39) represents a bona fide PQLS \( G_{m,i} \) with Hamiltonian and coupling parameters \( \Omega_i = -\text{Im}\lambda_i \) and \( 1/2|c_i|^2 = -\text{Re}\lambda_i \).

For PQLSs we now see that it is possible to construct a globally minimal realization of the PQLS directly from the power spectrum. Moreover, global minimality of PQLSs may be completely understood in terms of the spectrum of the system matrix \( A \), just as was the case for minimality, stability, observability, and controllability [17,21]. An immediate corollary of this is the following.

Corollary 2. A SISO PQLS \( \mathcal{G} = (C, \Omega) \), with pure input \( V(N,M) \) has a pure stationary state if and only if either of the following holds:

1. The input is vacuum;
2. The eigenvalues of \( A \) are real or come in complex-conjugate pairs.

From Theorem 4 there are two types of “elementary” systems that are nonidentifiable from the power spectrum for arbitrary input \( V(N,M) \). Written in the doubled-up notation, these are either (i) one mode systems of the form \( \mathcal{G}_1 = (\Delta(c(0),0),0) \), or (ii) two mode systems of the form \( \mathcal{G}_2 = (\Delta(c(0),\Delta(\Omega,...)),\Delta(\Omega,...), \Omega) \). Either way it is not immediately obvious whether these systems are consistent with the nonidentifiable systems in Theorem 3. As an example we will show that this is indeed the case in the case of \( \mathcal{G}_1 \) (\( \mathcal{G}_2 \) is similar).

Example 3. Consider system \( \mathcal{G}_1 \) for input \( V(N,M) \), which is known to have (trivial) power spectrum \( V(N,M) \). Therefore, in the vacuum basis of the field the system will be

\[
\hat{\mathcal{G}}_1 = \left( S_{m}^{c}, \Delta(c,0),0 \right)
\]

(see Sec. IV) and the power spectrum will be vacuum. Now, as \( S_0 \Delta(c,...,0) = \Delta(c,...,0)S_0 \) it follows that \( \mathcal{G}_1 \) must be transfer function equivalent to the system \( (\Delta(c,0),0) \) in the vacuum basis. Therefore, because this system is passive we have consistency with Theorem (3).

In fact we can even see that (40) is passive by directly computing its transfer function. One can check that

\[
\Xi_m(s) = \frac{s - |c|^2/2}{s + |c|^2/2} \quad \text{and} \quad \Xi_m(s) = 0.
\]

Finally, it seems that the assumption of global minimality seems to be not very restrictive; we illustrate this in the form of an example.

Example 4. Consider the following SISO PQLS with two internal modes:

\[
\mathcal{G} = \left( 0.2\sqrt{2}, \frac{1}{2} \left[ \begin{array}{cc} 4 + x & 4 - x \\ 4 - x & 4 + x \end{array} \right] \right),
\]

where \( x \in \mathbb{R} \). We examine for which values of \( x \) the system is globally minimal for squeezed inputs. One can first check that the system is minimal if and only if \( x \neq 4 \). In Fig. 2 we plot the imaginary parts of the eigenvalues of \( A \) and \( A^\dagger \). By Theorem 4, the system is nonglobally minimal if any of the lines representing the eigenvalues of \( A \) intersect those of \( A^\dagger \).

There are four points of interest that have been highlighted in the figure:

1. \( x = 0 \): crossing of eigenvalues of \( A \) but not with eigenvalues of \( A^\dagger \); system is globally minimal.
2. \( x = 8 \): crossing of eigenvalues \( A \) but not with eigenvalues of \( A^\dagger \); system is globally minimal.
3. \( x = -1 \): An eigenvalue of \( A \) coincides with one of \( A^\dagger \), therefore the dimension of the pure component is 1. This occurs when one eigenvalue is real.
4. \( x = -4 \): Both eigenvalues of \( A \) coincide with those of \( A^\dagger \), and form a complex-conjugate pair, therefore the dimension of the pure space is 2.

In summary, there were only two values of \( x \) for which the system is nonglobally minimal.

C. Global minimality with entangled inputs

Here we show that using an additional ancillary channel with an appropriate design of input makes it possible to identify the transfer function from the power spectrum for all minimal systems.

Consider the setup in Fig. 3, where a pure entangled input state is fed into a SISO QLS and an additional ancillary channel. The \( 2 \times 2 \) blocks of the input \( V(N,M) \) are

\[
N = \left( \begin{array}{cc} N_1 & N_2 \\ N_2^\ast & N_3 \end{array} \right) \quad \text{and} \quad M = \left( \begin{array}{cc} M_1 & M_2 \\ M_2^\ast & M_3 \end{array} \right).
\]

The doubled-up transfer function is given by

\[
\Xi(s) = \begin{pmatrix} \Xi_m(s) & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

(41)

Now calculating the (2,1) and (1,4) entries of the power spectrum using (23), we obtain

\[
N_2 \Xi_m(s) + M_2 \Xi_m(s)^\ast.
\]

FIG. 2. Eigenvalues of \( A \) and \( A^\dagger \) as function of \( x \).
Hence if we choose $|N_2| 
eq |M_2|$ we may identify the transfer function of our SISO system uniquely. For example, such a choice of input would be $N = x I$ and $M = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}$ with $x(x + 1) = |y|^2$ (the purity assumption). As one can see there are no requirements on the actual QLS other than minimality. Note that in the case of passive systems we need only that $N_2$ or $M_2$ be different from zero.

Remark 5. Recall from the previous subsections that the maximum amount of information we may obtain about a QLS from the power spectrum without the use of ancilla is that of the restriction to its globally minimal subspace. However, we have seen here that it is possible to construct a globally minimal pair, and hence obtain the whole transfer function simply by embedding the system in a larger space. To be clear here, there is no contradiction because the transfer function we are attempting to identify is the one in Eq. (41) rather than the SISO system $\Xi(s)$.

VI. CONCLUSION

We have considered the identifiability of linear system using two contrasting approaches: (1) Time-dependent input (or transfer function) identifiability and (2) stationary inputs (or power spectrum) identifiability. In the time-dependent approach we characterized the equivalence class of systems with the same input-output data in Theorem 1, thus generalizing the results of [17] to active systems. We then outlined a method to construct a (minimal and physical) realization of the system from the transfer function. In fact, all results here hold for MIMO systems. In the stationary input regime, Theorem 2 showed that global minimality is equivalent to the stationary state of the system being fully mixed. Moreover, for a fixed pure input generically the transfer function may be constructed uniquely from the power spectrum under global minimality. A method was also given for how to do this in Theorem 3. Restricting to passive systems we saw that global minimality can be completely understood simply by considering the system matrix, $A$. In particular, the transfer function can be constructed uniquely from the power spectrum if and only if none of the eigenvalues of $A$ are real nor come in complex-conjugate pairs (assuming that the input is squeezed). Finally, by using an ancillary channel it was shown that it is possible to identify any QLS uniquely from the transfer function.

There are several directions to extend this work. First, it is expected that all results found for the stationary input approach can also be extended to (i) MIMO systems and (ii) those systems beyond the generic ones considered within this paper. We intend to address this in a future publication. Given that we now understand what is identifiable, the next step is to understand how well parameters can be estimated. In the time-dependent approach this has been done for passive systems in [17,22] but no such work exists for active systems or in the stationary approach at all.

Last, it would be interesting to consider these identifiability problems in the more realistic scenario of noisy QLSs. In a QLS noise may be modelled by the inclusion of additional channels that cannot be monitored. Understanding what can be identified here will likely be far more challenging.

APPENDIX A: FINDING A MINIMAL CLASSICAL REALIZATION

In this Appendix a set of (nonphysical) minimal and doubled-up matrices $(A_0, B_0, C_0)$ are found that realizes the transfer function (16), which describes a (minimal) physical system $(A, C)$.

We assume that the matrix $A$ for the $n$-mode minimal system, $(A, C)$, possesses $2n$ distinct eigenvalues each with a nonzero imaginary part. This requirement can be seen to be generic in the space of all quantum systems [18]. Moreover, it can also be shown that if $\lambda_i$ is a complex eigenvalue of $A$ with right eigenvector $(S^\nu)^\dagger$ and left eigenvector $U_i$, then $\lambda_i^\dagger$ is also an eigenvalue with right eigenvector $(S_i^\nu)^\dagger$ and left eigenvector $(U_i^\dagger, V_i^\dagger)\Sigma_n$, where $R_i, S_i \in \mathbb{C}^{1 \times \pi}$, $U_i, V_i \in \mathbb{C}^{\pi \times 1}$, and $\Sigma_n := \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$. That is, for each eigenvalue and eigenvector, there exists a corresponding mirror pair. This property follows from the fact that $A$ has the doubled-up form $A := \Delta(A_- A_+)$.

We now construct a minimal realization called Gilbert’s realization [43]. The only thing that we need to take care of is that the realization we obtain is of the doubled-up form. As the transfer function may be written as

$$\Xi(s) = \frac{N(s)}{\prod_{i=0}^{n}(s - \lambda_i)(s + \lambda_i)},$$

we can perform a partial fraction expansion, so that

$$\Xi(s) = \frac{1}{s} + \sum_{i=1}^{n} \frac{P_i}{s - \lambda_i} + \frac{Q_i}{s - \lambda_i^\dagger}.$$

As we show below, the matrices $P_i, Q_i$ are rank 1. Therefore there exist matrices $B_i \in \mathbb{C}^{1 \times 2}$, $B_i' \in \mathbb{C}^{1 \times 2}$, $C_i \in \mathbb{C}^{2 \times 1}$, and
$C_i' \in \mathbb{C}^{2 \times 1}$ such that

$$C_iB_i = P_i \text{ and } C'_iB'_i = Q_i.$$  

The Gilbert realization $A_0, B_0, C_0$ is

$$A_0 := \text{diag}(\lambda_1, \ldots, \lambda_n, x_1^*, \ldots, x_n^*),$$

$$B_0 :=
\begin{bmatrix}
B_1 \\
\vdots \\
B_n \\
B_1' \\
\vdots \\
B_n'
\end{bmatrix},$$

and

$$C_0 := [C_1 \ldots C_n C'_1 \ldots C'_n].$$

From the expression of the physical transfer function we have

$$C(s - A)^{-1}C^0 = \sum_{i=1}^{n} \frac{W_i}{s - \lambda_i} + \frac{\Sigma W^*\Sigma}{s - \Sigma^2},$$

where $W_i$ are the rank-one matrices

$$W_i = \left(\begin{array}{c}
C_iR_i + C_iS_i \\
C_i^*R_i + C_i^*S_i
\end{array}\right)\left(U_iC_i^*-V_iC_i^T + V_iC_i^T\right).$$

Having fixed $B_i$ and $C_i$, the matrices $B'_i$ and $C'_i$ can then be chosen as

$$B'_i = B^*_i\Sigma_2 \text{ and } C'_i = \Sigma_2 C^*_i \quad \text{(A1)}$$

and so the matrices $(A_0, B_0, C_0)$ are of the doubled-up type.

Note that using Gilbert’s realization on MIMO systems can also be seen to give a minimal doubled-up realization, but we do not discuss this any further here.

**APPENDIX B: PROVING THAT THERE EXISTS A MINIMAL PHYSICAL SYSTEM WITH TRANSFER FUNCTION (33)**

First, since we know that the system described by $\Xi(s)$ is physical, then the result of connecting it in series to another physical quantum system will be physical. To this end, consider the system

$$\tilde{G} = G < G_0 < \ldots < G_1,$$

where $G$ was our original system and $G_i$ is a single mode active system with coupling $c_i = 0$, $c_i = \sqrt{2\Re \mu_i}$, and Hamiltonian $\Omega_i = \Im \mu_i$, $\Omega_i = 0$, where $\mu_i$ are given in the form of $\Xi^{(i)}(s)$. Then $\tilde{G}$ is physical and is described by the transfer function $\Xi^{(2)}(s)$. Also it must be stable because the transfer functions $\Xi(s)$ and $\Xi^{(i)}(s)$ have poles in the left half of the complex plane only. However, it is not minimal.

To find a minimal system employ the quantum Kalman decomposition from [20]. The result is that this system may be written in the form of Eqs. (103) and (104) in [20]. Hence the system is transfer function equivalent to the minimal system with matrices (in quadrature form) $(\tilde{A}_{co}, B_{co}, C_{co})$ from [20].

This system gives a minimal realization of the transfer function $\Xi^{(2)}(s)$. It can also be verified that it is physical (this either follows because its transfer function is doubled-up and symplectic [14] or alternatively from the results in [20]) and that the matrices $(\tilde{A}_{co}, B_{co}, C_{co})$ are of the doubled-up type, as required.

Finally, since two stable and minimal quantum systems connected in series is always minimal (see a proof of this below), then it is clear that $\Xi^{(2)}(s)$ must necessarily be of size $n - k$. To see the previous claim, suppose that we have two minimal systems $(C_1, A_1)$ and $(C_2, A_2)$, where $C_i$ is the coupling matrix of the system and $A_i$ is the usual system matrix. Connecting these systems in series $[(C_1, A_1) \mapsto (C_2, A_2)]$ we get the resultant coupling and system matrices [43]

$$(C, A) := \left(\begin{array}{c}
C_1 \\
C_2
\end{array}\right)\left(\begin{array}{c}
A_1 \\
-C_1^*C_2
\end{array}\right),$$

Recall that in order to show that the QLS $(C, A)$ is minimal it is enough to show that the pair $(A, -C^*)$ is controllable [21]. This is equivalent to the condition that for all eigenvalues and left eigenvectors of $A$, i.e., $\nu A = \nu \lambda$, then $\nu C^* \neq 0$ [43].

First, $(\gamma_1, \gamma_2)A = (\gamma_1, \gamma_2)\lambda$ implies $\gamma_2A_2 = \gamma_2\lambda$. Note that by stability $\Re(\lambda) < 0$. Hence by controllability of the second system $\gamma_2C_2^* \neq 0$. Suppose to the contrary that $(A, -C^*)$ is not controllable. Then $\gamma_1C_1^* + \gamma_2C_2^* = 0$, which together with $(\gamma_1, \gamma_2)A = (\gamma_1, \gamma_2)\lambda$ would imply that

$$\gamma_1(A_1 + C_1^*C_2) = \gamma_1\lambda.$$  

(B1)

Since $A_1 = -i\Omega_1 - \frac{1}{2}C_2^*C_1$ then for (B1) it is required that $\Re(\lambda) > 0$, which is a contradiction.


[53] Note that the position of the conjugation sign is important here because in general $b^†(−iω′)$ and $b^†(−iω′)$ are not the same, cf. Definition (10).
[54] Typically this can be done by probing the system with a known input (e.g., a coherent state with a time-dependent amplitude) and performing a measurement (e.g., homodyne or heterodyne measurement) on the output field and postprocessing the data (e.g., using maximum likelihood or some other classical method [32]).
[55] An eigenvalue $λ$ is said to be semisimple if its geometric multiplicity equals its algebraic multiplicity. That is, the dimension of the eigenspace associated with $λ$ is equal to the multiplicity of $λ$ in the characteristic polynomial.
[56] However, under the assumption that the transfer function be outer the construction of the transfer function from the power spectrum is unique (see [45]).
[58] Note that some of the poles and zeros in (21) and (22) may be “fictitious” and so will not be required to be identified.