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Abstract

The theme of this thesis is concerned with the modelling of the multi-physics inter-

actions that occur in lightning and arc discharge. The main contributions of this

research are presented as combining different physical studies namely, electromag-

netic (EM) propagation, thermal diffusion and non-linear materials using a numer-

ical algorithm. The algorithm was developed based on the two dimensional (2D)

numerical transmission line method (TLM). The algorithm was applied to several

practical examples namely, to model the electro-thermal analysis and the temper-

ature development in a plasmonic nano-heat sources for terahertz applications; to

predict the shape and the location of an arc discharge channel caused by a lightning

strike using electro-thermal analysis, and to model diverter strips for lightning pro-

tection on aeroplanes. Different electro-thermal coupling approaches, such as fully

and partially coupled methods were used to investigate the efficiency and accuracy

of the model. In the fully coupled method the thermal model was allowed to change

the electrical properties of materials in the electromagnetic model. On the other

hand partial coupling did not consider the temperature dependency of the electrical

properties in the electromagnetics model. Both of the models used the dissipated

power from the electromagnetic model as a source signal to evaluate the temperature

profile in the thermal model. Also different coupling interval timesteps were inves-

tigated to minimize the computational power needed without affecting the model

accuracy.
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1
Introduction

This chapter present the overall background and introduction to this the-

sis. It highlights the general gap in the research that this thesis addresses.

Also it demonstrates the need of such research and the importance of it

in real life engineering applications. This is then followed by an overview

of the content of each chapter and how they fit in the overall view of this

thesis.

1.1 Introduction and overview

Lightning power since the dawn of history was a mystery and even a symbol of God

power in the ancient Greek myth. Scientists and engineers succeeded in harnessing

the power of electricity and commercially producing it in the late 19th Century;

however, they are still challenged to fully understand lightning. The best example

to demonstrate the limited knowledge humans have about lightning is the lack of

understanding of the unexplained ball lightning phenomenon. Ball lightning is a

semi-spherical structure that accompanies lightning on rare occasions that has a

steady glow for 1-5 seconds and mostly horizontal movements [1.1]. The phenomena

was thought to be a myth until the 1960s when its existence was acknowledged by
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Chapter 1. Introduction

scientists [1.2]; the spectral analysis of this phenomenon was first reported in 2014

in [1.3].

The destructive power of lightning was always a concern for design engineers when

designing a new building or an aircraft due to the unpredictable nature of lightning.

Several models have been developed for shielding buildings and objects against light-

ning strikes such as the rolling sphere model [1.4]. The rolling sphere model assumes

that the striking distances to the ground, a wire or a mast are equal therefore eval-

uates the objects surrounding area that is shielded against direct lightning strikes.

This method, as shown in Figure 1.1, uses a rolling virtual sphere of radius (S) to de-

termine the exposed and the protected areas. All the objects below the lower curve

of the imaginary bath of the rolling sphere are said to be protected [1.2,1.5].

Figure 1.1: Principle of rolling sphere showing the protected area below the imaginary rolling

sphere. Copyright c© 1996, IEEE [1.2]

The lightning protection for very tall objects such as skyscrapers follows another

approach by providing a metal rod that attracts the lightning column towards it,

hence diverting the lightning current away from the building or the object [1.6].

The metal rod approach uses the singular nature of the field around sharp metal

corners [1.7] to provide an attractive charge so that the lightning is more likely to

hit the highly charged metal. Also undesirably for the same reason, lightning strikes
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Chapter 1. Introduction

are attracted to overhead power distributed lines due their height and charge which

causes a hazardous disturbance to power network systems. Different protection

measures are used against lightning strikes in this case, such as surge arresters

and periodically grounded shield wires as shown in [1.8,1.9]. All of these different

structures and objects can avoid being hit by lightning following these protection

measures but an aircraft flying in close proximity to the clouds where discharges are

more likely to occur cannot escape lightning.

Commercial planes are hit by lightning once per year on average and these lightning

strikes were the cause of several accidents and crashes such as the one in 1963 [1.10].

Due to the complexity of the lightning phenomenon scientists are not able to locate

the exact location where the lightning strike will hit, but over time a statistical

and experimental data have shown that some areas like the plane nose and wings

are more likely to be hit by lightning than other parts of the plane. These data

are usually considered when designing protection system for an aeroplane. To date

several approaches were developed for aircraft protection against lightning strikes,

such as using the Faraday cage concept by coating non-conductive materials with

conducting paint or a metal grid [1.11]. The Faraday cage allows the lightning

current to pass over the surface of the conducing material without being leaked to

the sensitive instruments and fuel tanks [1.11]. However, in the past decade the

interest in carbon fibre composites (CFCs) in aircraft manufacturing has hugely

increased due to their high strength-to-weight ratio and low weight [1.12]. Despite

their remarkable strength, CFCs are not as conductive as aluminium which makes

them susceptible to lightning strike and secondary electrical breakdown. Examples

of the damage caused by lightning strike current on a CFC panel and an aluminium

plate are shown in figs. 1.2 and 1.3 respectively. The carbon composites suffers from

mechanical damage when exposed to intensive current due to the gas emissions at

high temperature. On the other hand metals are less affected by lightning current

and the damage can be further reduced using special paints.

3



Chapter 1. Introduction

Figure 1.2: The damage caused by lightning current to CFC surface at 50kA of typical light-

ning strike, Copyright c© 2009, Elsevier [1.13]

Figure 1.3: The damaged area in an aluminium plate (right) and a painted version of that

aluminium plate (left) due to a 100kA current strike, Copyright c© 2009, ONERA

[1.14]

Using segmented strips is another approach, that consists of metal segments placed

over a dielectric base, that can be installed at the locations where lightning is more

likely to hit. Segmented strips provide a more focused guided path for the lightning

strike current away from sensitive locations. Some of the different types of com-

mercial segmented strips are shown in fig. 1.4. An aircraft radome is one of the

locations that is susceptible to lightning and therefore requires the installation of

segmented strips. Figure 1.5 shows a schematic of the places where segmented strips

are installed on the aircraft radome.
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Chapter 1. Introduction

Figure 1.4: Different commercial segmented strips for lightning protection , Copyright c©

2013, Lightning Diversion Systems [1.15]

Figure 1.5: Schematic of segmented strips installed on an aircraft radome [1.16]

The lack of complete understanding of lightning limits the options for testing light-

ning protection to be mainly based on the expensive experimental approach. How-

ever, simulation tools are becoming more powerful and efficient due to the advances

in distributed computer processes and are a cheaper option to help understanding

this phenomenon.

Since the development of digital computers, numerical modelling has found its way

to the heart of industry and manufacturing due its flexibility and the economic

advantage that it adds to the process. Numerical modelling allows optimization

and evaluations to take place in the design phase rather than after the product

fabrication. This is done hand in hand with measurement in cases where numerical
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Chapter 1. Introduction

analysis can’t capture the entire physical phenomenon surrounding the application.

Aircraft manufacturing is one of the industries in which models have to be built and

pass a rigorous experimental testing process before commercial distribution due to

complexity of the natural hazards its safety is threatened by, such as lightning and

the extreme weather conditions during its operation. The numerical analysis for

direct effects of lightning interaction with planes is attracting more attention in the

past few years due to the economic value and in order to reduce the time and cost

needed for testing and approving new models and designs [1.11].

Lightning phenomenon is a challenging multi-physics problem in which electromag-

netic (EM)-propagation, chemical reactions, heat conduction, heat convection, mass

transfer, and heat radiation interact simultaneously. Lightning starts when an inten-

sive electric field is strong enough to cause atmosphere ionization around that field,

changing the air into an ionized conductive plasma. Plasma is formed as branches of

a conductive channels; hence lightning, exhibits distinctive glowing branches. The

plasma channel formation in lightning is the same that which occurs in an arc dis-

charge. Plasma channels typically have a very high temperature and therefore are

used in metal welding and cutting in industry. This very high temperature influ-

ences the plasma material properties and thus adds non-linearity to the analysis,

which makes the dependence on the EM analysis alone not sufficient to capture the

phenomenon’s physics when modelling.

The electro-thermal analysis of lightning is a challenging process as not only the

time scale for each physical process (electromagnetic and thermal) is distinct but

non-linear calculations add an extra layer of complexity. The EM propagation tends

to occur on a time scale much shorter than the thermal reaction, hence adding a

computational complexity to the problem.

Numerical methods are often used to model one side of the analysis i.e. either

EM propagation or thermal diffusion. The numerical methods that model the EM
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Chapter 1. Introduction

propagation are classified to either differential or integral methods based on which

formulation of Maxwell’s equations they solve. Differential methods uses the field

differential equations to evaluate the field everywhere in the space surrounding the

field source. These calculations require the entire problem domain to be discre-

tised, and hence add a computational load on the numerical method. The fact that

all the calculations are performed on each cell of the discretised space means that

non-linearity and complex materials can be handled easily in differential methods.

Integral methods on the other hand uses the source signal to evaluate the fields on

the surfaces and the boundaries between objects and then use it to obtain the fields

everywhere using integral equations. The fact that the entire domain is not discre-

tised means that integral methods do not generally require a lot of computational

power but modelling complex materials become a challenging task. In lightning

where non-linearity is at the heart of the calculations differential methods become

the obvious choice for modelling such phenomena.

Numerical methods are as well classified as either time- or frequency- domain meth-

ods. The time domain methods are suitable for problems where transient response is

required whilst frequency domain methods capture the system response at a specific

frequency. Modelling multi-physics problems is best undertaken using time domain

methods to capture the evolution of the fields in time and the interaction with the

system. Several numerical methods that are used widely in industry to model elec-

tromagnetic propagation are summarized in [1.17], such as asymptotic-expansion

methods (AEM), the boundary element method (BEM), the finite difference time

domain method (FDTD), the finite element analysis (FEM), the finite volume time

domain method (FVTD), the method of moments in frequency and time domains

(MOM) and transmission line method (TLM).

Among the existent numerical methods for EM propagation there are some differ-

ential numerical methods that can fit both EM propagation and thermal diffusion

problems such as the finite difference time domain method (FDTD) [1.18], the finite
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Chapter 1. Introduction

element method (FEM) [1.19] and the transmission line method (TLM) [1.20]. In

this thesis the transmission line method (TLM) is used as a differential time domain

method that is suitable for modelling all EM propagation, non-linear materials and

thermal diffusion.

The TLM method is a time domain numerical method used to solve systems in which

the physics of the problem are governed by second order linear partial differential

equations (PDE) such as the wave equation that can describe EM propagation and

thermal diffusion. The TLM method has been widely used for modelling in various

microwave and electromagnetic compatibility (EMC) applications [1.21–1.23], and

most recently has been applied to terahertz applications [1.24–1.27].

On their own, electromagnetic (EM) TLM and thermal TLM methods are well es-

tablished methodologies for the modelling of electromagnetic wave propagation and

thermal diffusion processes, respectively. The EM TLM method is an uncondition-

ally stable time domain numerical method [1.28] that allows for great flexibility when

modelling complex geometries and materials [1.29,1.30]. The EM TLM method uses

the analogy between the EM field propagation and the voltage impulses travelling

through a network of inter-connected transmission lines. Transmission lines are rep-

resented using equivalent RLC circuit equivalents and voltage propagation through

the structure is solved in a time-stepping process of alternating scatter and con-

nect operations [1.28]. The background material in EM TLM is assumed to be

free space and different material properties such as conductivity, permittivity and

permeability are incorporated using transmission line stubs [1.28]. Dispersive and

frequency dependent properties may be conveniently implemented using a digital

filter methodology [1.29,1.30].

The thermal TLM method uses the analogy between the heat equation and the

EM wave equation to simulate the conductive heat diffusion through a network of

lossy transmission lines whereby thermal properties such as the thermal conduc-
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tivity and heat capacity of materials are mapped onto the equivalent resistances

and impedances in the transmission line model [1.31]. The background material in

the thermal model is chosen to be the material with the lowest time RC constant

among the materials used in the model. Different materials are modelled using the

link-stub technique [1.31,1.32]. The thermal TLM model has previously been used

for heat flux modelling in several applications such as semiconductor devices [1.33],

microwave heating process [1.34] and modelling thermal response in magneto-optic

multi-layered media [1.35].

The implementation of a numerical model to couple the electro-thermal aspects of

engineering problems and microwave heating was implemented before in the FEM

and the FDTD method [1.36–1.38]. A coupling between FDTD and FEM was

implemented for electro-thermal analysis in microwave heating as well [1.39,1.40]

where FDTD was used to evaluate the EM aspects of the model and FEM was then

applied to compute the thermal response based on the electrical power loss in the

model. However, the majority of the research reported to date on the modelling of

arc discharge and lightning has focused on either the electrical or thermal point of

view or, in the case of industrial applications, on chemical processes and techniques

to stabilize the arc discharge process [1.41,1.42]. There are few attempts done to

model the lightning channel numerically such as [1.43] where a one-dimensional (1D)

TLM model was proposed to model the lightning channel resistance and capacitance

as a time varying quantities. The majority of the research in lightning protection and

arc discharge is concerned with the direct effects of an intensive current (representing

lightning) on materials and systems at the attachment points [1.44,1.45].

The gaps in the current research which this thesis is addressing, for protection

against lightning strikes, are transient effects and the secondary breakdown caused

on the systems due to a hit by a lightning strike. The work described in this thesis

does not only combine the EM and thermal aspects of the phenomena but also

includes the non-linear features of the phenomena to predict the location of the
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secondary breakdown location using a fully coupled numerical model based on the

TLM method. The work in this thesis demonstrates a fully coupled approach where

EM properties in the model are modified according to the thermal profile. This

full-coupling technique represents a more complex approach to the multi-physics

modelling over most of the work in literature where the electro-thermal coupling is

done only from the EM model (power loss) to the thermal model [1.44,1.45]. The

coupled EM-thermal model is also validated and extended by modelling plasmonic

heat sources.

1.2 Thesis organization

This section outlines the organization of the work presented in this thesis.

In chapter 2, the governing equation for EM propagation is introduced followed by

an overview of the TLM method showing the analogy between EM propagation and

circuit theory. The TLM model is presented for 1D and 2D cases followed by a

section on modelling different materials for EM applications. The general 2D-TLM

condensed node is then introduced as a method for modelling frequency dependent

materials.

In chapter 3, the background to heat diffusion is introduced. An overview of the

previous works related to modelling heat diffusion using the TLM method is given

followed by heat conduction modelling using the 2D-TLM thermal model.

Chapter 4 overviews the condensed node TLM formulation for the modelling of

EM frequency dependent behaviour of plasma. This is followed by the coupling

algorithm between the EM-TLM and the thermal-TLM used in this work.

In chapter 5, the multi-physics algorithm developed in this work was applied first
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to study a plasmonic nano-heat source and was validated against experimental and

numerical results obtained from the literature. An investigation of efficient ways of

coupling between EM-TLM and thermal-TLM is presented.

Chapter 6 outlines how the multi-physics algorithm is used to predict the shape

and location of the plasma channel in arc discharge for a simplified 2D model of arc

discharge in an air-gap. This is further extended to a button strip model that is

used for lightning protection on airborne radomes.

Finally, chapter 7, draws together the main conclusion of the work presented in this

thesis and presents a discussion on the limitation of the work and the challenges for

future work.
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2
Electromagnetism and TLM

This chapter outlines the foundation and the implementation of the trans-

mission line modelling (TLM) method. The TLM method introduced in

this chapter is used throughout this thesis to model the electromagnetic

(EM) aspects of electro-thermal problems presented in the thesis. In this

chapter the theory of the TLM method is introduced using an analogy be-

tween the EM propagation and the circuit representation of transmission

lines. The implementation of the TLM method is presented for 1D and 2D

cases [2.1,2.2]. Modelling of material properties using a stub technique [2.1]

is also discussed. Finally a 2D-TLM condensed node [2.2] is outlined for

modelling non-linear materials in TLM.

* * *

2.1 Electromagnetic field analogy

In the early nineteenth century James Maxwell combined the laws of electricity and

magnetism utilizing earlier work produced by fellow researchers and scientists in an

attempt to describe the governing equations for electromechanics physics [2.3] which
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were later to be known as Maxwell’s equations. These laws have been rewritten

[2.4,2.5] by Oliver Heaviside [2.6,2.7] and are known today as Maxwell’s equations

in differential form and are given as:

∇× E = −∂B

∂t
= Jm − µ

∂H

∂t
, (2.1a)

∇×H = −∂D

∂t
= Je + ε

∂E

∂t
, (2.1b)

∇.εE = ∇.D = ρv, (2.1c)

∇.µH = ∇.B = 0 (2.1d)

E, H, B, D, Jm and Je are real functions in time and space, e.g E(x, y, z; t),

representing electric field vector in[V/m], magnetic field vector in [A/m], magnetic

flux density vector in [Wb/m2], electric flux density vector [C/m2], magnetic voltage

density vector in [V/m2] and electric current density vector in [A/m2] respectively.

ε is electric permittivity in [F/m], µ is magnetic permeability in [H/m] and ρv is

charge density per unit volume in [C/m3].

The electric current density is directly proportional to the electric field and is eval-

uated using Ohm’s law Je = σeE [2.7] where σe is electric conductivity in [S/m].

Similarly, magnetic voltage density is directly proportional to the magnetic field and

is evaluated using [2.7] Jm = σmH where σm is magnetic resistivity in [Ω/m]. In

this section for simplicity all the derivations are obtained for non-magnetic materials

i.e. (σm = 0) and therefore the magnetic voltage density is omitted from the future

derivations in this section.

A complete field representation can be obtained by solving Maxwell’s equations at

any point in the space. Expanding the vector operations for the electric and magnetic

fields in eqs. (2.1a) and (2.1b) in Cartesian coordinates leads to the following set of
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equations:

∂Ez
∂y
− ∂Ey

∂z
= −µ∂Hx

∂t
, (2.2a)

∂Ex
∂z
− ∂Ez

∂x
= −µ∂Hy

∂t
, (2.2b)

∂Ey
∂x
− ∂Ex

∂y
= −µ∂Hz

∂t
, (2.2c)

∂Hz

∂y
− ∂Hy

∂z
= Jex + ε

∂Ex
∂t

, (2.2d)

∂Hx

∂z
− ∂Hz

∂x
= Jey + ε

∂Ey
∂t

, (2.2e)

∂Hy

∂x
− ∂Hx

∂y
= Jez + ε

∂Ez
∂t

. (2.2f)

In the one dimensional case the field is considered to be varying only along the

propagation direction, which may be conveniently considered to be the z-direction

and hence ∂
∂x

= 0 and ∂
∂y

= 0, leading to a reduced form of eqs. (2.2a) to (2.2f) as:

−∂Ey
∂z

= −µ∂Hx

∂t
, (2.3a)

∂Hx

∂z
= Jey + ε

∂Ey

∂t
, (2.3b)

∂Ex
∂z

= −µ∂Hy

∂t
, (2.3c)

−∂Hy

∂z
= Jex + ε

∂Ex
∂t

. (2.3d)

Replacing the electric field components in eqs. (2.3a) to (2.3d) with the correspond-

ing current density component using Ohm’s law, eqs. (2.3a) to (2.3d) become:

−∂Jy
∂z

= −µσe
∂Hx

∂t
, (2.4a)

∂Hx

∂z
= Jey +

ε

σe

∂Jy
∂t

, (2.4b)

∂Jx
∂z

= −µσe
∂Hy

∂t
, (2.4c)

−∂Hy

∂z
= Jex +

ε

σe

∂Jx
∂t

. (2.4d)

Combining eqs. (2.3a) to (2.3b) or eqs. (2.3c) to (2.3d) together, the current density

in a lossy medium can be obtained from eq. (2.4) as:

∂2Jex,y
∂z2

= µε
∂2Jex,y
∂t2

+ µσe
∂Jex,y
∂t

. (2.5)
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It can be shown [2.1] that the electric field components Ex and Ey can be evaluated

in the same way using

∂2Ex,y
∂z2

= µε
∂2Ex,y
∂t2

+ µσe
∂Ex,y
∂t

. (2.6)

The first term on the right hand side of eq. (2.5) describes a wave-like (propagation)

behaviour while the second term describes diffusion-like behaviour [2.8]. Equa-

tion (2.5) can be further reduced if the material is a poor conductor, i.e. (σe ≈ 0)

and at high frequency, i.e
∂2J

∂z2
= µε

∂2J

∂t2
. (2.7)

which is a general form of the wave equation [2.8,2.9]. On the other hand if the

material has a high conductivity and the wave form is at low frequency, so that

µε
∂2Jex,y
∂t2

� µσe
∂Jex,y
∂t

, eq. (2.6) reduces to,

∂2Ex,y
∂z2

= µσe
∂Ex,y
∂t

, (2.8)

which represent a diffusion-like behaviour and is more suitable for describing low

frequency problems or other physical systems such as heat conduction.

This chapter is focused on modelling EM phenomena described by eq. (2.7). This is

done here using the analogy between the wave equation eq. (2.7) and circuit theory

which, for the one dimensional (1D) case is represented by a short section of trans-

mission line as shown in Figure 2.1, where L,R,C and G are the series inductance

in [H], resistance in [Ω], shunt capacitance in [F ] and admittance in [S] respectively.

Applying Kirchhoff’s voltage and current laws to the equivalent circuit of a trans-

mission line of length of ∆z as shown in Figure 2.1 results in :

∆z
∂v

∂z
= −L∂i

∂t
− iR, (2.9)

∆z
∂i

∂z
= −C∂v

∂t
−Gv, (2.10)
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Figure 2.1: The general circuit representation for a lossy transmission line section

where v(z, t) and i(z, t) are the voltage and current as a function of time(t) and

space (z-direction). It can be shown that combining eq. (2.9) and eq. (2.10) leads to

a pair of equations for the voltage and current of the transmission line circuit:

∂2v

∂z2
=

GR

(∆z)2
v +

1

(∆z)2
(GL+RC)

∂v

∂t
+

LC

(∆z)2

∂2v

∂t2
, (2.11)

∂2i

∂z2
=

GR

(∆z)2
i+

1

(∆z)2
(GL+RC)

∂i

∂t
+

LC

(∆z)2

∂2i

∂t2
. (2.12)

If the assumption G=0 is made, eq. (2.11) becomes

∂2v

∂z2
=

RC

(∆z)2

∂v

∂t
+

LC

(∆z)2

∂2v

∂t2
, (2.13)

Using the isomorphism between eq. (2.13) and eq. (2.6), the electromagnetic field

can be represented using voltage and current in the equivalent circuits using the

following equivalences,

E ↔ v
∆z

, H ↔ i
∆z

, ε↔ C
∆z

, µ↔ L
∆z

, σe ↔ G
∆z

.

This analogy shows that using the correct parameter mapping, and minimizing the

discretization error by following the rule of thumb ∆z � λ/10 where λ is the

wavelength of the highest operating frequency in the model [2.1], the solution of the

1D electromagnetic wave propagation can be obtained by solving a simple circuit of
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transmission lines. This is the basis of the TLM method. A propagating signal in

a section of transmission line of a length ∆z requires a time ∆t to travel through

the transmission line section with the propagation velocity u. It can shown using

eq. (2.6) that the propagation speed of a travelling wave is evaluated using,

u =
1
√
εµ

. (2.14)

Using the analogy derived between electromagnetic propagation and circuit theory,

the velocity in a transmission line section will reduce eq. (2.14) to, [2.1]

u =
1√
C

∆z
L

∆z

. (2.15)

The time step necessary for the wave to travel across the node is linked to material

parameters and length as,

∆t =
∆z

u
= ∆z ×

√
L

∆z

C

∆z
=
√
LC . (2.16)

Solving transmission line circuits as shown fig. 2.1 requires the knowledge of the

characteristic impedance, which is calculated using [2.1],

ZTL =

√
L

C
, (2.17)

where ZTL is the characteristic impedance of transmission line and L and C are the

impedance and capacitance respectively.

2.2 One-dimensional TLM method

The TLM method is a time domain method in which the field is calculated in a time

stepping fashion during the whole period of the simulated time. It discretisizes the

problem geometry into small sections of interconnected transmission lines which are

then represented by RLC circuits. The TLM method algorithm can be broken down
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into three main processes, namely initialization, connection and scattering, of which

connection and scattering are repeated for every time step during the simulation

until field convergence is achieved. The first process is the initialization, in which

the mesh size, time step, material allocation and geometry parameters are initialized.

The second process is the scattering calculations, in which the reflected voltages for

each node are calculated based on the incident and nodal voltages. The scattering

process for each node is independent of its adjacent nodes. In the connection process

the reflected voltages at each time step become incident at their neighbour nodes.

TLM is an algorithm of a causal system, in which nodal calculations are dependent

on the voltages from previous time steps, and it is therefore an unconditionally

stable numerical technique [2.1].

Figure 2.2 is an example of an intersection of two sections of a lossless transmission

line at node n, where kVn is the total voltage at node n during the time step k.

kV R
i
n and kV L

i
n are the incident voltages at node n during the time step k from the

right(R) and the left(L) respectively. Reflected voltages are presented in the same

manner as kV R
r
n and kV L

r
n. Neighbouring nodes on the left and right have nodal

voltages kVn−1 and kVn+1 respectively.

kVn kVn+1kVn-1

ZTL

ZTL ZTL

ZTL

kVL
i

kVL
r

kVR
i

kVR
r

n n+1n-1 kIn

zz

n

nkVR
i

n-1

kVR
r

n-1

n

n

Figure 2.2: The general circuit representation for a transmission line section

The nodal voltage calculation at node n during the time step k is calculated based on
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the local incident voltages from both directions to the left and to the right as,

kVn =k VnL
i +k VnR

i. (2.18)

The reflected voltages to the left and to the right for node n during time step k are

evaluated as,

kVnL
r =k Vn −k VnLi. (2.19)

kVnR
r =k Vn −k VnRi (2.20)

The connection process interchanges the calculated reflected voltages between ad-

jacent nodes, which will become the incident voltages in the next time step k + 1 ,

i.e.,

k+1VnL
i =k Vn−1L

r. (2.21)

k+1VnR
i =k Vn+1R

r (2.22)

Repeating the previous steps, and considering suitable boundary conditions for each

modelling case, represents the main algorithm of 1D-TLM method. The processes

described in this section may be extended to include the 2D and 3D cases and the

equivalent circuit equations to be compared with the corresponding field equation.

The 2D case is considered in Section 2.3

2.3 Two-dimensional TLM method

In engineering systems many 3D problems can be approximated to an equivalent 2D

one and solved with a good degree of accuracy. A typical case for this approximation

is modelling propagation in waveguides and resonators. The advantages of the 2D

TLM method are that it is much simpler than the 3D case and less computation-

ally expensive. The 2D method can accommodate two types of EM propagation,

Transverse Electric (TE) and Transverse magnetic (TM). TE propagation allows for

only one magnetic field component along the longitudinal direction Hz, and trans-

verse electric fields, Ex and Ey, which are modelled by a 2D-TLM series node. TM
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propagation on the other hand allows for an only electric field component in the

longitudinal direction Ez, and transverse magnatic fields components Hx and Hy

which are modelled by a 2D-TLM shunt node.

Figure 2.3 shows a schematic of the two different configurations of the 2D-TLM

node; the series TLM node is shown in Figure 2.3a and the shunt TLM node is

shown in Figure 2.3b. Both series and shunt nodes consist of four sections of trans-

mission line, as shown in Figure 2.3, with the main difference being in the way they

intersect. In the next section the TLM-TE formulation is presented as it is the node

configuration used for modelling the EM aspects of the electro-thermal problems

described in this thesis.

ZTL

1

3

2 4

kV1
i

kV1
r

ZTL

ZTLZTL

l

l Iz

(a) Series TLM node (TE)

1

2

3

4ZTL ZTL

ZTL

ZTL

l

l
Vz

(b) Shunt TLM node (TM)

Figure 2.3: 2D-TLM node schematic for TE and TM cases,(a) Series Node ”TE” and (b)

Shunt node ”TM”

2.3.1 TLM Series node

In 2D-TLM the problem domain is described by a finite number of cells in the x and

y directions considered here of equal length (∆x = ∆y = ∆l). The node parameters
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such as characteristic impedance and time step have to be arranged in a way to

suit the circuit configuration in 2D. The series node configuration involves an over

estimation of the inductance by a factor of 2. This is due to the fact that loop current

passes through the same inductance twice [2.1]. The characteristic impedance in 2D

is evaluated using,

ZTL =

√
L

2C
, (2.23)

in which inductance is halved to compensate for the overestimation. Similarly the

time step in a 2D-series node is scaled to,

∆t =
∆l

(
√

2 u)
, (2.24)

The voltage and current calculations at any given node at location (i∆x,j∆y) dur-

ing the time step k are calculated using:

kIz(i, j) =
kV

i
1 (i, j)− kV

i
2 (i, j)− kV

i
3 (i, j) + kV

i
4 (i, j)

2ZTL
,

kVx(i, j) =
kV

i
1 (i, j) + kV

i
3 (i, j)

2
,

kVy(i, j) =
kV

i
2 (i, j) + kV

i
4 (i, j)

2
,

(2.25)

where kIz is the current in the z direction and kVx and kVy are the voltages in x and y

directions respectively. The voltages kV
i

1 (nx, ny), kV
i

2 (nx, ny), kV
i

3 (nx, ny) and kV
i

4 (nx, ny)

represent the voltages incident from the different ports of the node indicated by (1,2,3

and 4) in fig. 2.3.

According to the analogy between circuit theory and wave parameters described in

section 2.1 and the assumption of equal dimensions of the nodes, field parameters

can be obtained as:

Hz =
Iz
∆l
, Ex = −Vx

∆l
and Ey = − Vy

∆l
(2.26)

The scattered voltage from each node port is calculated from the general expres-

sion,

kV
r = kV − kV

i, (2.27)
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Applying eq. (2.25) to eq. (2.27) using Port 1 as an example, the reflected voltage

is obtained as,

kV
r = 2kV

i
1 − IZTL − kV

i
1

= 0.5(kV
i

1 + kV
i

2 + kV
i

3 − kV
i

4 ).
(2.28)

The reflected voltages for the other ports can be obtained similarly. Using all the

reflected voltages the scattering process can be expressed in matrix form as,
kV

r
1

kV
r

2

kV
r

3

kV
r

4


= 0.5


1 1 1 −1

1 1 −1 1

1 −1 1 1

−1 1 1 1




kV

i
1

kV
i

2

kV
i

3

kV
i

4


, (2.29)

where

kV
r =

[
kV

r
1 kV

r
2 kV

r
3 kV

r
4

]T
,

kV
i =

[
kV

i
1 kV

i
2 kV

i
3 kV

i
4

]T
,

kV
r = S kV

i,

and S is the scattering matrix for the series 2D-TLM node shown in fig. 2.3a.

The connection process evaluates the incident voltages for the next time step (k+1)

based on the reflected voltages from the adjacent nodes at the current time step (k),

and can be expressed as,

k+1V
i

1 (i, j) =k V
r

3

(
i, (j − 1)

)
k+1V

i
2 (i, j) =k V

r
4

(
(i− 1), j

)
k+1V

i
3 (i, j) =k V

r
1

(
i, (j + 1)

)
k+1V

i
4 (i, j) =k V

r
2

(
(i+ 1), j

)
(2.30)
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2.4 Modelling different materials using a stub tech-

nique

The propagation speed of an electromagnetic wave is dependent on the medium in

which the wave travels and varies with different material parameters. For problems

that contain different material parameters it is challenging to keep the mesh size of

the TLM method fixed without having different time steps for different materials

in the model. On the other hand keeping the time step fixed in the presence of

different materials parameters enforces the mesh size to be changed. Both cases

have undesired effects as the synchronization of incident and reflected voltages and

ports’ direct connection will not be maintained. The stub technique allows the

time step and mesh size to remain the same for different materials that are being

modelled. The idea behind the stub technique is to use the same characteristic

impedance throughout the model that acts as a background material [2.1]. The

capacitance and inductance differences between modelled and background material

will be added in the forms of capacitive or inductive stubs which will mimic the

slowing down of propagation due to passing through different materials.

Practical implementations of an electromagnetic TLM (EM-TLM) method use free

space parameters for modelling the background material. The reason behind this

choice is that electromagnetic waves are fastest in free space. Using free space as

the background material guarantees having a positive impedance difference between

background and modelled materials and hence guarantees having a positive stub

impedance which maintains the algorithm stability and is explained later in this

section. This section shows the implementation of the stub technique in 1D-TLM

using the example of a capacitive stub. Using free space as the background ma-

terial leads to having a speed of propagation and characteristic impedance of the
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transmission line as,

u = c =
1

√
εoµo

(2.31)

ZTL = Zo =

√
µo
εo

(2.32)

respectively, where εo, µ0, Zo, c and their units are described in Table 2.1.

Table 2.1: Symbols and units

Symbol Unit Name

εo F/m Electric permittivity of free Space

µo H/m Magnetic permeability of free space

Zo Ω Impedance of free space

c m/s Speed of light in free space

εr —— Electric relative permittivity

µr —— Magnetic relative permeability

χe —— Electric susceptibility

Figure 2.4 shows the 1D-TLM capacitive stub which consists of a section of open

circuited transmission line connected at the node centre n. A capacitive stub is

necessary when modelling a material with a higher permittivity than that of free

space. The material’s permittivity (ε) is linked to the permittivity of free space (εo)

as,

ε = εoεr = εo(1 + χe) (2.33)

where the dimensionless quantities εr and χe are described in Table 2.1.

The signal round trip time in the stub has to be equal to the node time step ∆t in

order to maintain synchronization within the nodal calculations. This means that

the signal spends only half of the time step to reach the other end of the capacitive

stub which has a transmission line characteristic impedance Zc. It can be shown

29



Chapter 2. Electromagnetism and TLM

Zo

Zo Zo

Zo

n

Zc o/c	stub

Figure 2.4: The 1D-TLM transmission line with added capacitive stub

from eqs. (2.16) and (2.17) that the capacitance and inductance of the transmission

line are related to the time step as [2.1],

C =
∆t

ZTL
, L = ∆tZTL, (2.34)

and therefore using the half time step the stub capacitance can be related to stub

characteristic impedance through

Zc =
∆t/2

Cs
, (2.35)

where Cs is the stub capacitance and is related to the modelled material’s total

capacitance Ct using eq. (2.36)

Ct = ε∆l = εoεr∆l

= ε0∆l + εo(εr − 1)∆l

= ε0∆l + εoχe∆l

= Co + Cs

= Co + Coχe,

(2.36)

where Co is the free space background capacitance.

It can be shown [2.1] using eqs. (2.34) to (2.36) that the stub impedance can be

represented as,
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Zc =
∆t/2
∆t
Zo
χe

= Zo
1

2χe
(2.37)

Solving the nodal equation is done by obtaining the Thevenin equivalents for the

transmission line sections [2.1]. Figure 2.5 shows a section of transmission line and

its equivalent Thevenin circuit. The transmission line section shown in fig. 2.5.a

is terminated with an open circuit. The travelling pulse V i is associated with a

current pulse equal to I = V i

Zo
[2.1] but, as it is terminated with an open circuit, a

reflected negative current pulse is generated so that the total current is I = 0. The

reflected pulse increases the voltage pulse on the transmission line to 2V i for a finite

transient time equal to ∆t = ∆x
c

. This transmission line section can be represented

by a voltage source equal to twice of the incident pulse connected in series with the

transmission line impedance as shown in fig. 2.5.b.

Figure 2.5: (a) A section of transmission line with open circuit termination and (b) Its

Thevenin equivalent as a voltage source connected in series with the Transmission

Line impedance.

Figure 2.6 shows the Thevenin equivalent circuit for 1D-TLM node that has a stub

connected at the node centre. Hence, it can be shown [2.1]that the nodal voltage

at the time step k for a 1D node is modified in the presence of a capacitive stub to
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Figure 2.6: 1D-TLM node with a stub connected at the node centre.

be,

kVn =

(
2kV L

i
n

Zo

)
+
(

2kV R
i
n

Zo

)
+
(

2kV C
i
n

Zc

)
2
Zo

+ 1
Zc

=
kV L

i
n + kV R

i
n + 2kV C

i
n.χe

1 + χe

(2.38)

where the kV C
i
n represents the incident voltage from the capacitive stub during time

step k at the node n. The reflected voltage in the stub is added to the calculations

as,

kV C
r
n =k Vn −k V Ci

n, (2.39)

where kV C
r
n is the reflected voltage of the capacitive stub. In the connection process

the new incident voltage on the stub is obtained as,

k+1V C
i
n =k V C

r
n. (2.40)

In a similar way the stub technique can be implemented for material with higher

magnetic permeability as an inductive stub [2.1]. This stub technique can be imple-

mented for 2D and 3D cases as well.

2.5 TLM Condensed Node

An alternative TLM formulation using the bilinear Z−transform and digital filters

was introduced by Paul as the condensed node in [2.2,2.10–2.12]. This formulation
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allows for more flexibility with non-linearity and materials with complex material

parameters. In the next subsection this method is presented leading to a description

of a 2D-TLM series condensed node.

2.5.1 Formulation

The curl Maxwell equation from eqs. (2.1a) and (2.1b) represented the time do-

main solution of the EM field. Equation (2.41) present the corresponding frequency

domain soulition of the EM field in the matrix form [2.2,2.10–2.12], ∇×H
−∇× E

 =

J e

Jm

+
∂

∂t

D
B

 . (2.41)

where H, E , D, B, J e and Jm are real functions in frequency and space, e.g

H(x, y, z;ω(natural frequency rad/s)), representing magnetic field vector, electric

field vector, electric flux density, magnetic flux density, electric current density and

magnetic voltage density respectively.

Equation (2.41) involves material behaviours that are described in the frequency

domain as well. The TLM method on the other hand involves time domain cal-

culations. In the case of linear materials the inverse transform from the frequency

domain to the time domain is straightforward and is applied only to the electric and

magnetic fields, considering other parameters as constants. A dispersive material

representation in the frequency domain has frequency dependent parameters that

can not be ignored as shown in eqs. (2.42) to (2.45) [2.9,2.13],
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D(ω) = εoE(ω) + εoχe(ω)E(ω) (2.42)

B(ω) = µoH(ω) + µoχm(ω)H(ω) (2.43)

Je(ω) = σe(ω)E(ω) (2.44)

Jm(ω) = σm(ω)H(ω) (2.45)

where ω is the natural frequency in [rad/s], χm is magnetic susceptibility, σe describes

the electric conductivity in [S/m] and σm describes a magnetic resistivity in [Ω/m].

The polarization response of a frequency-dependent material when it is subjected

to a time varying electric field can’t be instantaneous, such a dynamic response can

be described only by a convolution (causal) constitutive relationship.

The multiplication of harmonic functions in the frequency domain is equivalent to

convolution in the time domain and the electric flux density is,

D(t) = εoE(t) + εo

∫ ∞
τ=0

χe(τ)E(t− τ)dτ

= εoE(t) + εoχe(t) ∗ E(t)

(2.46)

where the χe(t) is the inverse Fourier transform of χe(ω) and ∗ is the time domain

convolution operator. Similarly magnetic flux density, magnetic voltage density and

electric current density are expressed in the time domain form as,

B(t) = µoH(t) + µoχm(t) ∗H(t) (2.47)

Je(t) = σe(t) ∗ E(t) (2.48)

Jm(t) = σm(t) ∗H(t) (2.49)

Substituting eqs. (2.46) to (2.49) into eq. (2.41) leads to the time domain represen-

tation that can describe frequency dependent materials, ∇×H

−∇× E

 =

 σe ∗ E

σm ∗H

+
∂

∂t

 εoE + εoχe ∗ E

µoH + µoχm ∗H

 . (2.50)
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The TLM condensed node model is a discrete time representation of eq. (2.50) using

Z−transform. The field components evaluated in series and shunt condensed nodes

are the same as the fields evaluated in the original nodes presented in section 2.3.

The series 2D-TLM formulation using the condensed node method is now presented.

More detailed formulation for the 1D, 2D shunt node and 3D node can be found

in [2.2]. Figure 2.7 shows the 2D-TLM series condensed node using Paul’s port

numbering system [2.2]. The node length choice is (∆x = ∆y = ∆z = ∆l) as stated

in section 2.3.1 .

x

y

z

V2

V4

V3

V5

Cx

Cy

Cz

Figure 2.7: The series 2D-TLM condensed node representation

Equation (2.50) is reduced in the case of the series 2D-series node, for which the

only non-zero field components are Ex, Ey and Hz, to give:
(∇×H)x

(∇×H)y

(−∇× E)z

 =
∂

∂t


εoEx

εoEy

µoHz

+


σe ∗ Ex

σe ∗ Ey

σm ∗Hz

+
∂

∂t


εoχe ∗ Ex

εoχe ∗ Ey

µoχm ∗Hz

 . (2.51)

In the original implementation of the condensed node in [2.2,2.10–2.12] a normaliza-

tion process was introduced for convenience. In this normalization step all the field

quantities were represented as voltages and all other quantities were normalized so

that they became dimensionless. The electric conductivity and magnetic resistivity
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are transformed to dimensionless quantities in the TLM representation as,

σe =
Ge

∆l
=

ge
∆l
.

√
2

Zo
σm =

Rm

∆l
=
rm
∆l
.
Zo√

2
(2.52)

where ge is the normalized electric conductance and rm is the normalized magnetic

resistance. The impedance of the 2D-TLM series node used in the normalization pro-

cess is for a free space node ZTL = Zo√
2

and is evaluated as shown in eq. (2.23).

A similar normalization step is applied to the current component Iz used to evaluate

the magnetic field so that it will have a voltage dimension rather than an ampere one.

This step is done by normalizing the current component using the node impedance

so that the circuit representation of the field is as follows,

Ex,y = −Vx,y
∆l

Hz = − Iz
∆l

= − iz
∆l
.

√
2

Zo
(2.53)

where iz is the normalized current.

Equation (2.51) is transformed to the Z-domain by transforming the time derivative

to the frequency-domain using a Laplace transform and then to the Z-domain using

the bilinear transform [2.2], i.e.

∂

∂t
→ s =

s̄

∆t
→ 2

∆t

(
1− z−1

1 + z−1

)
, (2.54)

where s is the Laplace variable (complex frequency), s̄ is the normalized Laplace

variable and z is the time-shift operator (Z−transform variable).

Finally the spatial derivative is normalized as ,

∂

∂x
=

1

∆l

∂

∂x
(2.55)

where x̄ is the dimensionless normalized spatial coordinates representing the node

index. This spatial normalization is extendible to the curl operation so that it can

be normalized as,

∇× ... = ∆l .∇× ... (2.56)
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where ∇ is the normalized curl operator.

Using algebraic manipulation by substituting all the normalization steps introduced

in eqs. (2.52) to (2.56) into eq. (2.51) a normalized TLM representation for the

reduced Maxwell’s equations can be presented as,
(∇× ī)x

(∇× ī)y

(−∇× V )z

 = s


Vx

Vy

2iz

+


geVx

geVy

rmiz

+ s


χeVx

χeVy

2χmiz

 . (2.57)

Stoke’s theorem converts the surface integral of curl equations to a line integral over

the surface boundary and is written in the general form as∫∫
S

curl F . dS =

∮
C

F . dr (2.58)

where F is a vector field existing over an open surface S and is enclosed by a closed

curve c.

Stoke’s theorem is applied to eq. (2.57) using the integration contours Cy, Cx, and Cz

shown in fig. 2.7. The top view for the integration contours is shown in fig. 2.8 il-

lustrating the intersections between the port voltages and the integration contours

for the 2D-TLM series node.

The curl fields from the left hand side of eq. (2.57) are transformed using Stokes’

theorem as follows,
(∇× ī)x

(∇× ī)y

(−∇× V )z

→

∮
Cx
īx.dx∮

Cy
īy.dy

−
∮
Cz
V̄z.dz

→


(V2 + V3)

(V4 + V5)

−(V2 + V5 − V3 − V4)

 (2.59)

Equation (2.57) becomes,
(V2 + V3)

(V4 + V5)

−(V2 − V3 − V4 + V5)

 = s


Vx

Vy

2iz

+


geVx

geVy

rmiz

+ s


χeVx

χeVy

2χmiz

 . (2.60)
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x

y

Figure 2.8: Top view of the series 2D-TLM node showing the integration contours Cx,

CyandCz

The four sections of transmission lines forming the 2D-TLM series node are then

transformed to a simple TLM circuit using both the Thevenin equivalent circuit

from fig. 2.5.b and eq. (2.60). The 2D-TLM series node and its Thevenin equivalent

circuit are shown in fig. 2.9.

Figure 2.9: 2D TLM series node and its Thevenin equivalent circuit

where V i
2 ,V i

3 ,V i
4 and V i

5 are the incident voltages of the node ports.

Equation (2.60) is then modified in order to obtain the nodal voltages using incident
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pulses. The incident and reflected voltage impulses at each node now can be defined

using V i and V r matrices respectively in the form of

V i =

[
V i

2 V i
3 V i

3 V i
4

]T
,

V r =

[
V r

2 V r
3 V r

3 V r
3

]T
,

(2.61)

where the superscript T denotes transpose of the matrix.

The nodal excitation fields matrix F i is related to the incident voltages as [2.2]

F i =

[
V i
x V i

y iiz

]T
,


V i
x

V i
y

iiz

 =


1 1 0 0

0 0 1 1

1 −1 −1 1

×

V i

2

V i
3

V i
3

V i
4


= RiV i (2.62)

where Ri is the cell excitation matrix.

Using the Thevenin equivalent circuit from fig. 2.9 the nodal voltage and nodal

current are then obtained from the excitation field matrix using

F =

[
Vx Vy iz

]T
,


Vx

Vy

iz

 =


tex 0 0

0 tey 0

0 0 −tmz

×

V i
x

V i
y

iiz

 = TF i (2.63)

where T is the transmission coefficient matrix and tex, tey and tmz depend on the

normalized parameters of the modelled material. For a material with constant elec-

tric and magnetic parameters the general transmission coefficients for the 2D-TLM
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series node are obtained from [2.2] as

tex = tey =
2

2 + ge + s̄χe
,

tmz =
2

4 + rm + 2s̄χm
.

(2.64)

Reflected voltages can be calculated based on the calculated nodal fields, Vx, Vy and iz,

to be 
V2

V3

V4

V5



r

=


Vx + iz − V i

3

Vx − iz − V i
2

Vy − iz − V i
5

Vy + iz − V i
4


(2.65)

Frequency dependent materials can be implemented using non-constant parameters

i.e, χe(ω) and σ(ω) before applying the Laplace and Z-transforms. Implementation

of such materials is presented in chapter 4 which describes electromagnetic-thermal

and how a dispersive plasma can be modelled.

2.6 Summary

The transmission line modelling (TLM) method is introduced and derived from first

principles, showing the analogy between circuit theory and solving Maxwell’s equa-

tions. Different techniques have been introduced to model complex and dispersive

materials giving more generality to the numerical method. Only the electromag-

netic (EM) side of the TLM method is introduced in this chapter for solving the

propagation term of the general wave equation.
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3
Thermal diffusion in TLM

This chapter focuses on the transmission line modelling (TLM) method for

thermal diffusion problems. Heat conduction is represented in this chapter

as a phenomenon that falls under this type of problem. Thermal TLM

has been used previously for a variety of applications such as modelling of

heat conduction in transistors [3.1], microwave food heating [3.2,3.3], heat

transfer in complex geometrics such as a jet engine turbine blade [3.4], and

for the thermal investigation of insulator gate bipolar transistors (IGBT)

[3.5]. A magneto-optic mutli-layered media was modelled in [3.6,3.7] which

compares results of thermal TLM with semi-analytical methods. Transient

3D heat flow analysis for integrated circuit devices using thermal TLM is

presented in [3.8] and recent work has been done modelling thermal diffusion

in biological tissues as a method to identify the areas with tumour cells as

presented in [3.9].

This chapter overviews the theoretical background of diffusion problems

followed by a derivation of the analogy between the heat conduction process

and transmission line equivalent circuits. A formulation of the thermal

2D-TLM node is given. A stub technique for modelling materials with

different thermal properties is also presented. Practical differences, such as
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the choice of background material between the electromagnetic TLM (EM-

TLM) method introduced in chapter 2 and thermal-TLM are highlighted

throughout the chapter.

* * *

3.1 Heat diffusion

Scientists had started to experiment on heat flow in the eighteenth and early nine-

teenth centuries. Several attempts led by different scientists to explain the process

of heat transfer came to same conclusion stating that “The overall driving force for

heat flow processes is the cooling (or levelling) of the thermal gradient within our

universe” [3.10]. This fact meant that heat transfer between objects will continue

until thermal equilibrium with the surroundings is achieved [3.10]. Conduction,

convection and radiation are the only known heat transfer forms.

Thermal conduction has been experimented with for a long time. Joseph Fourier

formulated the complete expositions of the heat conduction theory in his book in

1822 [3.10,3.11]. Fourier’s law stated that the heat flux qth(W/m
2) caused by ther-

mal conductance is proportional to the magnitude of temperature gradient and

opposite to it in sign, which can be written in the 3D form to be as [3.10],

qth = −kth∇T (3.1)

where kth is the thermal conductivity in [W/m.K], ∇ is the gradient operator and

in the case of a 3D Cartesian coordinate system is ∇ = ( ∂
∂x
, ∂
∂y
, ∂
∂z

), and ∇T is tem-

perature gradient as function of space and time→ ∇T (x, y, z; t) in Kelvin[K].

Solving complex systems based on equations that arise only from eq. (3.1) is near

impossible due to the fact that T and qth are mutually dependent variables. Ap-
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plying the first law of thermodynamics on a closed system can be used to eliminate

the qth term to obtain a general solution for thermal diffusion in complex systems.

Only energy is allowed in or out of a closed system preventing any mass or matter

transfer between the system and the surrounding enclosure, [3.12].

The first law of thermodynamics is similar to the conservation of energy law and

can be written for a closed system as [3.12],

∆U = q︸︷︷︸
heat J

+ w︸︷︷︸
work J

(3.2)

where ∆U is the change in internal energy U , q is the heat energy added or removed

from the system and w is the work done on or by the system. In other words this

law states that the internal energy of a closed system can either be increased or

decreased based on whether heat is delivered or withdrawn from the system when

there is no work done on or by the system. The energy interaction is considered a

heat transfer if temperature difference is the deriving force of such an interaction.

In practical engineering applications, studying the heat and the energy transfer rate

is more important than studying the values of these quantities i.e. (heat and energy

exchanged). The rate of change with time for these quantities in Equation (3.2) can

be rewritten as ,
dU

dt︸︷︷︸
Positive when
the system’s

energy increases

= Q︸︷︷︸
Positive toward

the sytem

+ W︸︷︷︸
Positive toward

the sytem

(3.3)

where Q = dq
dt

is the heat transfer rate in (J/s) or Watts(W), W = dw
dt

is the work

transfer rate and dU
dt

is thermal internal energy rate of change. The heat transfer

analysis can be obtained without referring to work transfer rate but in real systems

there are many situations in which they are combined. This chapter focuses only on

the thermal energy transfer (heat transfer) therefore the work caused by heat trans-

fer, such as the change in volume or pressure, is not considered in final calculations.

If a system was allowed to have a variable volume and pressure, the work term will

have a contribution towards the calculations. The modelled engineering applications
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in this thesis were considered to be under a constant pressure and volume therefore

the work transfer rate component can be omitted from further calculations reducing

eq. (3.3) to [3.10,3.12]

Q =
dU

dt
(3.4)

In thermodynamics, the heat transfer rate in eq. (3.4) is commonly studied for

two special cases of systems (a) constant volume and varying pressure (b) constant

pressure and varying volume. For both cases the heat transfer rate is linked to the

rate of change in the system temperature as,

Constant volume process : Q =
dU

dt
= mcv

dT

dt

Constant pressure process : Q =
dH

dt
= mcp

dT

dt

(3.5)

where p is pressure and V is volume, H = U + pdV is referred to as enthalpy and

is related to fluids and gases states more than solid state and also is referring to

the work done by the system (pdV ), cv and cp are the specific heat capacities at

constant volume and constant pressure respectively in (J/kg K). Liquids and solids

are often referred to as incompressible materials in which the material volume stays

constant for any value of pressure. For incompressible materials the two specific heat

capacities are equal. Equation (3.4) can be reduced for incompressible materials

as, [3.10,3.12]

Q =
dU

dt
= mch

dT

dt
(3.6)

where ch = cv = cp. In later chapters specific heat capacity at constant volume

is used when gaseous materials are modelled, otherwise materials are considered

incompressible. The approximation of a constant volume was followed for any mod-

elled application throughout the thesis.

Figure 3.1 shows a control volume for a closed system of a thermal conducting

material for analysis using Fourier‘s law eq. (3.1) and the first law of thermodynamics

eq. (3.2). The system surface and volume are denoted as S and R respectively. A

surface element indicated as dS is considered for analyzing the heat flow out of the
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system. Two vectors are identified on the surface element dS: one is the unit normal

to the surface n̂ and the other one is the heat flux away from the system obtained

using the Fourier law as qth = −kth∇T .

A possibility for the system to have a distributed volumetric internal heat release

source as q̇(r) W/m3 is allowed. This heat release source might be due to a chemical

or nuclear reaction or, as considered in this thesis, due to Joule heating (electric

resistance heating).

n

qth=-kth▽T

distrubuted 

heat source q(r)

S

.

Figure 3.1: Control volume of for a closed volume R of a thermally conducting material

surrounded by a closed surface S.

The heat energy conducted normal to dS in Watts becomes,

(−kth∇T ). (n̂dS). (3.7)

Therefore the overall heat energy in the volume R is obtained using,

Q =

∫∫
S

((−kth∇T ).n̂dS)) ds+

∫∫∫
R

q̇dR (3.8)

Applying thermodynamic laws from eq. (3.6) to the system and considering the

volumetric calculation allows the rate of internal energy increase to be obtained

as,
dU

dt
=

∫∫∫
R

(
ρch

∂T

∂t

)
dR (3.9)

where ρ is the volumetric mass density in (kg/m3).
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Substituting eq. (3.8) and eq. (3.9) into eq. (3.6) and rearranging the terms leads

to, ∫∫
S

kth∇T.n̂dS =

∫∫∫
R

[
ρch

∂T

∂t
− q̇
]
. (3.10)

Gauss’s theorem can be used to convert a surface integral to a volume integral.

Gauss’s theorem states that for any continuous function g in space it can be con-

verted to volume integral as,∫∫
S

g. ndS =

∫∫∫
R

∇.gdR. (3.11)

Therefore, if g is identified as (kth∇T ), eq. (3.10) reduces to,∫∫∫
R

(∇ . kth∇T − ρch
∂T

∂t
+ q̇)dR = 0. (3.12)

Since the volume R is arbitrary the only way for the integral to vanish is by having

the integrand equal to zero, i.e.

∇.kth∇T + q̇ = ρch
∂T

∂t
(3.13)

Assuming an homogeneous medium that has fixed and temperature independent

thermal conductivity everywhere, and in the absence of self-generated heat (q̇ =

0), rearranging eq. (3.13) leads to the heat diffusion equation that describes the

temperature distribution in a system over time as [3.10],

∇2T =
ρch
kth

∂T

∂t
=

1

α

∂T

∂t
(3.14)

where α is the thermal diffusivity in [m2/s] and is a measure of how rapidly a

material can divert heat from the source.

Equation (3.14) represents the main equation describing a heat transfer in a system

which is used in the next section to draw the analogy between TLM and heat

diffusion. In this equation an assumption was made for the thermal conductivity

to be independent of the material temperature. This assumption is not true for

many real life applications where thermal conductivity is dependent on the material

temperature. This is one of the limitations of the presented model in this thesis and

is further discussed in the conclusion in chapter 7
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3.2 Formulation of thermal 2D-TLM

In this section the analogy between the heat diffusion equation, eq. (3.14), and the

TLM method is presented for a general 2D case. Equation (3.14) is reduced to the

2D case by requiring that ∂
∂z

= 0 and temperature is represented as a function of

two spatial coordinates and time, i.e. T (x, y; t), and obeys

∂2T

∂x2
+
∂2T

∂y2
=
ρCp
Kth

∂T

∂t
=

1

α

∂T

∂t
. (3.15)

The wave equation propagating in a lossy material was introduced in eqs. (2.6)

to (2.8) and (2.13). Following the same representation, the lossy 2D-shunt node in

TLM can be represented as [3.13],

∂2φ

∂x2
+
∂2φ

∂y2
= 4RdCd

∂φ

∂t︸ ︷︷ ︸
Diffusion term

+ 2LdCd
∂2φ

∂t2︸ ︷︷ ︸
Wave Term

, (3.16)

where φ is a scalar function representing the potential of the network φ = V . Equa-

tion (3.16) supports both wave and diffusion like behaviour. If the time step was

chosen so that (4RdCd
∂φ
∂t
� 2LdCd

∂2φ
∂t2

), the TLM method is then considered to be

suitable for modelling only a diffusion like behaviour. Rewriting the TLM solution

to accommodate only a diffusion behaviour and replacing the scalar function with

Voltage V , eq. (3.16) takes the form of,

∂2V

∂x2
+
∂2V

∂y2
= 4RdCd

∂V

∂t
. (3.17)

Comparing eq. (3.15) with eq. (3.17) heat diffusion as thermal conduction can be

modelled in TLM when the corresponding variables between the EM transmission

line circuit and thermal analogy are matched as,

V ↔ T, Rd =
1

2Kth.A
, Cd =

ρCp.A

2
, (3.18)

where A = ∆l∆z is the nodal area that includes the thickness of block of material in

the z-direction. As in chapter 2 the assumption will be made that node dimensions

are the same, i.e., ∆x = ∆y = ∆z = ∆l.
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A lossy 2D-TLM node representation for diffusion problems is shown in Figure 3.2.

y

x

z

V3

V1

V2

V4

ZTL R

Figure 3.2: A lossy 2D-TLM shunt node representation

The transmission line description of thermal diffusion only contains capacitance

and resistance, specifically there is no inductance in the model, unlike the electro-

magnetic (EM) transmission line model introduced in chapter 2 that in the lossy

case utilizes all 4 parameters (R,G,L,C)] [3.14]. This propriety of thermal diffu-

sion requires the TLM impedance to be calculated from the capacitive component

only.

Recall from chapter 2 that the important properties of TLM i.e., velocity of propa-

gation and characteristic impedance for the transmission line, are

u =

√
1

L
∆l
. C
∆l

, ZTL =

√
L

C
(3.19)

Starting from the fact that the speed of propagation is also u = ∆l
∆t

, then the
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transmission line impedance can be obtained from

ZTL =
∆t

C
. (3.20)

Summarizing the analogy, it can be seen that 2D-TLM can be used for solving heat

conduction problems when the following transmission line parameters are used,

R = Rd∆l =
∆l

2KthA
, C = Cd∆l =

ρCpA∆l

2
, ZTL =

∆t

C
. (3.21)

The implementation of the lossless 2D-TLM series node (i.e. no resistance included)

was presented in section 2.3. In the other hand the thermal node depends only on

the thermal capacitance and resistance introducing losses to the calculations. The

Thevenin equivalent circuit for the general lossy 2D-TLM shunt node of Figure 3.2

is shown in Figure 3.3 [3.14,3.15].

Figure 3.3: Lossy 2D-TLM shunt node Thevenin equivalent circuit

where V i
1 (nx, ny), V

i
2 (nx, ny), V

i
3 (nx, ny) and V

i
4 (nx, ny) represent the voltages inci-

dent at ports. Voltages in this section actually refer to the temperature T but are

kept as voltages to keep the description consistent with the TLM algorithm. The

voltage at the node (nx, ny) i.e.V shown in Figure 3.3, at time step k is represented
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by kV (nx, ny) and can be calculated from,

kV (nx, ny) =

(
2kV

i
1 (nx,ny)

R+Z
+

2kV
i
2 (nx,ny)

R+Z
+

2kV
i
3 (nx,ny)

R+Z
+

2kV
i
4 (nx,ny)

R+Z

)
(

4
R+Z

)
= 0.5

(
kV

i
1 (nx, ny) + kV

i
2 (nx, ny) + kV

i
3 (nx, ny) + kV

i
4 (nx, ny)

)
.

(3.22)

Lossy TLM has a different scattering process to the general TLM node considered

in Section 2.3.1. The voltage at the resistance is not considered during the scatter-

ing process. This reduces the scattered voltage at the node proportionally to the

resistance value, hence introducing losses in the model. The scattering is described

using port(1) as an example.

The current passing through port(1) can be calculated from,

I1 =
V − 2kV

i
1

R + Z
. (3.23)

Then the voltage V1 shown in fig. 3.3 is obtained from,

V1 = 2kV
i

1 + I1Z = V − I1R (3.24)

The reflected voltage at port(1) will then be,

kV
r

1 = V1 − kV
i

1 =
0.5Z(kV

i
2 + kV

i
3 + kV

i
4 )

R + Z
+
R− 0.5Z

R + Z
kV

i
1 . (3.25)

The reflected voltages at the other ports can be obtained in a similar way and

represented in matrix form as:
kV

r
1

kV
r

2

kV
r

3

kV
r

4


=

0.5Z

R + Z



2R
Z
− 1 1 1 1

1 2R
Z
− 1 1 1

1 1 2R
Z
− 1 1

1 1 1 2R
Z
− 1




kV

i
1

kV
i

2

kV
i

3

kV
i

4


(3.26)

The connection process will exchange information between the adjacent ports of

different nodes. According to the port numbering shown in Figure 3.2 the connection
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process is [3.14–3.16],

k+1V
i

1 (nx, ny) =k V
r

3

(
nx, (ny − 1)

)
,

k+1V
i

2 (nx, ny) =k V
r

4

(
(nx − 1), ny

)
,

k+1V
i

3 (nx, ny) =k V
r

1

(
nx, (ny + 1)

)
,

k+1V
i

4 (nx, ny) =k V
r

2

(
(nx + 1), ny

)
.

(3.27)

3.3 Modelling different materials in thermal TLM

Real life applications rarely consist of a single material. As described in Chapter 2

different materials are implemented in the TLM method using the stub technique. In

the EM-TLM described in chapter 2 free space was used to represent the background

material, allowing other materials to be modelled by adding capacitive or inductive

stubs that represent the dielectric or magnetic properties of the material respectively.

Thermal materials on the other hand don’t have a reference material in which heat

will diffuse faster than all other materials. Therefore an extra step is necessary before

modelling any thermal application, in which a comparison between the modelled

materials is done to obtain the values for a material that can be used as background

for that specific thermal model.

The importance of the background material in thermal modelling is due to the fact

that the thermal-TLM time step is related to the background material’s parame-

ters.The time step of thermal-TLM has to be significantly less than the time constant

(RC) [3.16] in order to satisfy the condition of a modelling diffusion phenomenon;

the thermal time step is evaluated using,

∆t� RC −→ ∆t� ρCp∆l
2

4Kth

, (3.28)

Choosing the time step to be much smaller than RC will guarantee that the condition

specified in 3.16 for modelling diffusion behaviour to hold. The “optimum” material

to be used as a background material would have minimum density and heat capacity
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and a maximum thermal conductance. A comparison of different ∆t parameters

obtained for the different materials to be modelled is needed before creating the

model. This step will a guarantee stability of the model due to the fact that all the

additional stubs will be of the form of an added impedance (positive). This step

allows for more flexibility with the time step choice in the thermal TLM method

compared to the EM-TLM as shown in chapter 2.

Material capacitance is, when modelled using the stub technique, split into the link-

line (characteristic) impedance and stub impedance. The extra capacitance of the

modelled material is equal to the difference between the modelled capacitance and

the background capacitance.

Cs = Cm − Cbk (3.29)

where Cs is the extra capacitance modelled using the stub, which is then used to

evaluate the capacitive stub impedance, as previously shown in section 2.4 for the

EM 1D-TLM case. From [3.7],

Zs =
∆t/2

Cs
(3.30)

The Thevenin equivalent for the 2D-TLM node when the stub impedance is included

is shown in Figure 3.4, where Vs and Zs are the incident voltage at the stub and the

stub impedance respectively.

Figure 3.4: The Thevenin equivalent circuit for a lossy 2D-TLM shunt node with stub
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Nodal voltage calculation is now modified to accommodate the stub incident voltage

kV
i
s (nx, ny) and the stub impedance Zs and is calculated as,

kV (nx, ny) =

[
2kV

i
1 (nx,ny)

R+Z
+

2kV
i
2 (nx,ny)

R+Z
+

2kV
i
3 (nx,ny)

R+Z
+

2kV
i
4 (nx,ny)

R+Z
+ 2kV

i
s (nx,ny)

Zs

]
[

4
R+Z

+ 1
Zs

] .

(3.31)

The scattering process is implemented using a similar approach to that applied to

the lossy shunt 2D-TLM node in section 3.2. The port current is evaluated and

then used to calculate the reflected voltage considering the losses introduced by the

port resistance. This process is shown here for port 1 and the current at the port 1

is

I1 =
V − 2kV

i
1

R + Z
, (3.32)

and the voltage V1 on the transmission line is

V1 = 2kV
i

1 + I1Z = V − I1R (3.33)

The reflected voltage is obtained as,

kV
r

1 = V1 − kV
i

1 = kV
i

1 + I1Z

=
Z(V − 2V i

1 )

R + Z
+ V i

1 .
(3.34)

Reflected voltages at the other ports 2kV
r

2 , 2kV
r

3 and 2kV
r

4 are obtained simi-

larly.

The reflected voltage of the stub is evaluated from,

V r
s = V − V i

s . (3.35)

The connection process is the same as for the general node and as described in

eq. (3.27). For the stub voltage the incident voltage at the time step k + 1 is,

k+1V
i
s = kV

r
s . (3.36)
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3.4 Heat source modelling

In many applications, such as optical nano-heat sources and arc discharges [3.17,

3.18] the presence of an external heat source is needed. External heat sources are

important to model heat release in the system, and can be implemented either as a

voltage source (equivalent to a temperature input) or as a current source (equivalent

to a heat energy input). Figure 3.5 shows an external current Is as a heat source.

It is important to consider the units used for the current source when assigning a

value. The heat source represented in Figure 3.5 has units of Watts(W) which will

require scaling a heat flux input using the thermal node dimensions. This will be

described in detail in chapter 4.

Figure 3.5: The Thevenin equivalent circuit for a lossy 2D-TLM shunt node after adding the

current source and the capacitive stub

The nodal voltage calculation in the presence of an external heat source obtained

from circuit in fig. 3.5,

kV (nx, ny) =

[
2kV

i
1 (nx,ny)

R+Z
+

2kV
i
2 (nx,ny)

R+Z
+

2kV
i
3 (nx,ny)

R+Z
+

2kV
i
4 (nx,ny)

R+Z
+ +2kV

i
s (nx,ny)

Zs
+ Is

]
[

4
R+Z

+ 1
Zs

] .

(3.37)

while the scattering and connection process remain unchanged.
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3.5 Summary

This chapter introduced the thermal model and derived the analogy between circuit

theory and heat diffusion equations. It demonstrated the practical differences be-

tween EM-TLM and thermal TLM in term of modelling different materials and time

step calculations. As both EM and thermal TLM have now have been introduced,

the next chapter focuses on the coupling of the two methods.
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4
Plasma modelling and coupled model

This chapter introduces plasma as a frequency dependent material in

the electromagnetic (EM) transmission line modelling (TLM) method.

The condensed node introduced in chapter 2 is further investigated here

to model plasma. This chapter further discusses the convergence of the

thermal TLM method for different spatial discretisations. These topics

provide the necessary background before using the plasma model and dif-

ferent coupling algorithms to couple EM and thermal TLM in chapters 5

and 6, where they are applied to different engineering applications.

* * *

4.1 Plasma

Matter around us usually is in one of the general material states solid, liquid or

gaseous. Plasma is considered to be the fourth state of matter which is less common

naturally on earth. Plasma is argued to occupy 99.9% of the universe known to

us [4.1]. In plasma, there are a large number of electrons that wander freely between

the atoms due to the high energy content in the material. This makes plasma
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different from other states of matter where electrons move between atoms. The free

electrons in plasma that was freed from atoms cause an approximate equal number

of ions, defining plasma as a highly ionized material. Plasma has to be electrically

neutral with balanced number of negative and positive charges.

Plasma can be created from other states of matter by increasing the material energy

level, freeing the electrons by either using heat or an electric field. Under extreme

electric field or heat, material becomes highly ionized and qualifies to be plasma that

conducts and sustains an electric field due to its lossy dielectric properties. Modelling

plasma is crucial for many applications, as will be demonstrated in chapters 5 and 6.

Therefore a detailed EM-TLM plasma model implementation is presented here.

4.1.1 Plasma modelling in TLM

Plasma material can be described and modelled using the Drude model which rep-

resents plasma as a material with a frequency dependent dielectric constant (per-

mittivity) [4.2]

ε(ω) = εo

(
1 +

ω2
p

ω(jνc − ω)

)
= εo(1 + χe(ω))

= εre(ω)− jεim(ω)

(4.1)

where ωp is the plasma frequency in rad/s, νc is the plasma collision frequency, ω

is the angular frequency, εo is the permittivity of free space, χe(ω) is the frequency

dependent electric susceptibility, εre is the real part of the plasma permittivity and

εim is the imaginary part of the plasma permittivity. The imaginary part of the

permittivity is related to the power loss in the plasma and is highly relevant for the

thermal TLM model as will be explained in chapters 5 and 6.

As presented in chapter 2 the nodal voltage and nodal current are obtained from
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eq. (2.63) which is repeated here for convenience,

F =

[
Vx Vy iz

]T
,

Vx

Vy

iz

 =


tex 0 0

0 tey 0

0 0 −tmz

 .

V i
x

V i
y

iiz

 = TF i (4.2)

where T is the transmission coefficient matrix and tex, tey and tmz depend on the

normalized parameters of the modelled material. These transmission coefficients are

generally obtained as presented in chapter 2 from [4.3],

tex = tey =
2

2 + ge + s̄χe
,

tmz =
2

4 + rm + 2s̄χm
.

(4.3)

Equation (4.3) was introduced in chapter 2 for materials with constant electromag-

netic parameters. In plasma, χe is a frequency dependent electric susceptibility and

is obtained from eq. (4.1) as,

χe(ω) =
ω2
p

ω(jνc − ω)
. (4.4)

Applying the Laplace transform to eq. (4.4) using s = jω, the plasma’s electric

susceptibility in the Laplace domain is obtained from,

χe(s) =
ω2
p

s(νc + s)
, (4.5)

and therefore the transmission coefficients tex and tey are represented in the Laplace

domain as,

tex = tey =
2

2 + ge(s) + s̄χe(s)
. (4.6)

The numerical implementation of the condensed TLM node transforms eq. (4.2)

initially into the discrete frequency domain (z-domain), to be later transformed back

into digital time domain using an inverse Z−transform. A bilinear transform is used

to convert the s-domain(Laplace) to Z−domain using (s = 2
∆t

1−Z−1

1+Z−1 ) [4.4].
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The equation describing propagation in the x and y directions using the z-domain

representation becomes,

Vx
V i
x

=
Vy
V i
y

= tex = tey =
2

2 + ge(z) + 2
(

1−Z−1

1+Z−1

)
χe(z)

(4.7)

where the electric susceptibility in the z-domain is obtained from

χe(z) =
ω2
p

2
∆t

(
1−Z−1

1+Z−1

)(
νc + 2

∆t

(
1−Z−1

1+Z−1

)) . (4.8)

The frequency dependent conductivity term is ignored here (ge(z) = 0) as plasma

conductivity information is included in the electric susceptibility term. Substitut-

ing eq. (4.8) into eq. (4.7), and using algebraic manipulations, eq. (4.7) is reduced

to,

Vx
V i
x

=
Vy
V i
y

= tex = tey =

2∆tνc+4
Ko

+
(

2∆tνc−4
Ko

)
Z−1

1 +
(
Ko−8
Ko

)
Z−1

(4.9)

where Ko = ∆t(2νc + ω2
p∆t) + 4.

Equation (4.9) can be rearranged to be,

Vx,y[Z] = V i
x,y[Z]

(
2∆tνc + 4

Ko

+ Z−1

[
2∆tνc − 4

Ko

])
− Vx,y[Z]

(
Z−1

[
Ko − 8

Ko

])
,

(4.10)

which can be represented in a digital filter form as shown in fig. 4.1.

Using the inverse z-transform, eq. (4.10) is transferred to the digital time domain

representation as,

Vx,y[n∆t] =
2∆tνc + 4

Ko

V i
x,y[n∆t]+

(
2∆tνc − 4

Ko

)
V i
x,y[(n−1)∆t]−

(
Ko − 8

Ko

)
Vx,y[(n−1)∆t]

(4.11)

where n∆t represent the current time step, and (n−1)∆t represent the previous time

step. Equation (4.11) represents the plasma node calculations in a two dimensional

(2D) TLM series condensed node. The next section discusses the convergence and

implementation issues in the TLM thermal node.
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Figure 4.1: Digital filter representation for modelling plasma in a 2D-TLM series node.

4.2 Thermal TLM model convergence

This section highlights the important issues that need to be considered during the

implementation of the heat sources in the thermal TLM model. The heat source

implementation in the thermal TLM plays an important role in the coupling pro-

cess between EM and thermal TLM, and maintaining a self-consistent model and

converging results. As described in chapter 3, the thermal excitation in the thermal-

TLM node can either be represented as a current or a voltage source representing a

heat or temperature source respectively. The voltage source (temperature source) is

only suitable for cases where knowledge about the structure’s temperature is avail-

able. The model in this case evaluates only the heat diffusion from the structure

with known temperature in the surroundings. On the other hand, the current source

(heat source) is more suitable to model the increase in system temperature and the

transient response as a result of heat energy input to the structure. The current

source for the thermal TLM is more suitable for the modelling of multi-physics

applications as heat energy is used as an input to evaluate the system’s tempera-

ture; hence it was introduced in chapter 3 and the source implementation is further

investigated in this chapter.

64



Chapter 4. Plasma modelling and coupled model

4.2.1 Scaling of the thermal source

Modelling a two dimensional (2D) problem in electromagnetic (EM) and thermal

TLM does not completely ignore the third dimension (depth) in the modelling pro-

cess. . In thermal TLM, surface area and depth are used to calculate resistance and

capacitance as shown in eqs. (3.18) and (3.21). In this thesis for convenience, and

to follow the original implementations of the TLM method [4.5], the assumption is

made that node dimensions are the same, i.e., ∆x = ∆y = ∆z = ∆l as presented in

chapters 2 and 3.

This section examines the necessary scaling for the thermal sources in the thermal

2D-TLM node as consequence of using different discretisations. This follows the

source scaling that was implemented in [4.6] for the 1D sources. A scaling factor for

the current source in the thermal node is necessary to ensure that the results converge

with respect to the mesh sizes. The scaling process introduced for the thermal source

has to consider the source’s size and excitation time. This is demonstrated here on

the example of a simple 2D-model that represent a material sheet of dimensions

w = 8.2cm and h = 8.2cm as presented in fig. 4.2. The source node is placed at

the centre of the 2D sheet, as shown, in fig. 4.2 and has dimensions of ws = 0.2cm

and hs = 0.2cm. The boundary conditions are chosen to represent a perfect heat

sink i.e. matched boundary conditions. The model describes thermal diffusion in an

homogeneous thermal material; therefore the thermal energy diffuses evenly around

the source node. Using this feature of modelling a homogeneous material, plotting

the thermal profile across the mid y-axis i.e. y = 4.1cm is considered a sufficient

representation for the thermal profile.

The thermal properties of the 2D-sheet and the background material were assumed

be of as presented in table 4.1 for the purpose of straight forward calculations and

easier representation following a similar example from [4.6].
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Figure 4.2: A material sheet of dimensions w and h excited by a source node at the centre

Table 4.1: The thermal properties of the materials used in the test case

Material
Specific heat capacity

J.kg−1.K−1

Thermal conductivity

W.m−1.K−1

Density

kg.m−3

Sheet material 2000 0.2 1000

Background 1000 0.5 1000

The model convergence was tested using three different mesh sizes which were chosen

for this test case to be ∆l = 0.2cm, ∆l = 0.1cm and ∆l = 0.05cm. The thermal

model time step has to satisfy the stability conditions in eq. (3.28) as demonstrated

in chapter 3. It is a commonly accepted practice to chose the time step to be a

maximum of one tenth the value of the time constant RC [4.7]. For this particular

test case it was chosen to be,

∆t = 0.05RC (4.12)

The thermal time steps evaluated for mesh sizes ∆l = 0.2cm, ∆l = 0.1cm and

∆l = 0.05cm are 0.4s , 0.1s and 0.025s respectively.
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The heat source at the centre was chosen to represent a burst of energy that lasts

for a duration of time Ts = 0.4s and to have a value equal to Is = 2000 Watts. It is

clear that this choice of heat source leads to, when mesh size ∆l = 0.2cm is used, a

single excited node that lasts for a duration of a single time step. The centre of this

source node can not be used as a node centre for finer meshes. Also finer meshes

result in a smaller time step, and therefore more time steps are needed to represent

the excitation time Ts. The 2D modelling of a thermal problem using different mesh

sizes indicates modelling different volumes as well due to the difference in the node

depth. The heat source is therefore scaled according to the depth ratio between the

different mesh sizes to maintain the overall consistency and convergence. The heat

source in this case is scaled to be Is
n

where n is the ratio between the mesh size of the

original source and the refined mesh. The duration on the real source is maintained

the same, i.e. Ts, but may be spread over multiple model time steps while modelling

using fines mesh sizes. The scaling of the current source in this test case at different

mesh sizes is illustrated in fig. 4.3 [4.7]

Figure 4.3: The source node representation for the different mesh sizes used in the model

Figure 4.4 compares the temperature profile of the problem in fig. 4.2 at y = 4.1cm

using this scaling approach for different mesh sizes. The temperature profile is

plotted after a simulated time of 600s. This demonstrates the validity of the current

source implementation in the 2D thermal TLM node while using different mesh

sizes.
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Figure 4.4: The temperature profile at the model centre y=4.2cm for different mesh sizes at

time t=600s

The coupling between electrical and thermal TLM model uses the same concept of

scaling to guarantee a self-consistent and converging model. The dissipated power

in the electromagnetic model is obtained from [4.8],

Pd =
1

2
σe|E|2 [Watt/m3]. (4.13)

The dissipated power has to be scaled using the mesh volume before it is used as

a heat source for the thermal model.The current source for the thermal model is

obtained from the EM model using,

IS = Pd ×∆l3 [Watts]. (4.14)

This approach guarantees a converging results and is further investigated for the

engineering examples presented in chapters 5 and 6.
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4.3 Summary

This chapter highlighted some of the practical issues that need to be considered in

the numerical implementation of the electromagnetic (EM) and thermal models. In

the first part of the chapter a detailed implementation for the plasma material in

the EM-TLM was provided. This was followed by thermal source implementation

in the thermal TLM in the second part of this chapter. It also shows the source

scaling factor when different discretisation sizes are used, and links it to the coupling

between the EM and thermal TLM models. This chapter concludes all the basic

theoretical and practical implementations of the EM and thermal TLM models.

The following chapters will build upon these basics to model different engineering

applications such as nano heat sources and arc discharge phenomenon.
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5
Plasmonic nano heat sources

In the previous chapters a coupled electromagnetic-thermal model for mod-

elling temperature evolution in a non-linear and dispersive plasma material

was introduced. This chapter utilizes the coupled electromagnetic(EM)-

thermal model for modelling temperature evolution in nano-size plasmonic

heat sources. The stability and accuracy of the coupled EM-thermal model

is analysed on an example of a nano-tip plasmonic heat source.

This chapter is organised as follows: in the next section a brief introduction

for the modelled cases in this chapter, in section 5.2 the plasma model and

a brief description of the EM and thermal model are given, expanding the

introduction to the models given in chapters 2 to 4, followed by a descrip-

tion of the coupled EM-thermal algorithm. This is followed by the results on

temperature distribution, thermal field convergence and temperature rise for

a variety of input mesh sizes and power excitations to demonstrate the con-

vergence and self-consistency of the model. The results are also compared to

those calculated and obtained experimentally by [5.19]. In [5.19] the optical

simulations were performed using Finite-Difference Time Domain (FDTD)

and Finite Element Method (FEM) analyses and the thermal simulations by

a FEM approach. Finally some conclusions are given in section 5.4.
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5.1 Introduction

Plasmonic waveguides and devices have attracted large attention in the research

community in the past decade due to the ability of a metallic-dielectric interface

to support surface-plasmon (SP) modes at optical frequencies [5.1]. This is a con-

sequence of the fact that at optical frequencies metals behave as lossy dielectrics

and can support SP modes that are highly sensitive to changes in the surrounding

medium. Large losses in the metal limit the propagation of SP modes to distances

of 10∼100µm [5.2]. The same losses cause heating of the metallic surface and have

opened the way for thermoplasmonics i.e., nano-controlled plasmonic heat sources

and applications in the areas of thermal photovoltaics [5.3], liquid heating [5.4,5.5],

thermal memory [5.6], imaging and spectroscopy [5.7], and medicine [5.8].

The emerging field of thermoplasmonics faces challenges concerning the accurate

measurement of the transient temperature variation. A number of experimental

approaches have been used to measure the dynamics of metal nanoparticle heat-

ing [5.7–5.14]. The numerical modelling of these phenomena has been restricted to

either modelling of a purely thermal process using a time-domain diffusion equa-

tion [5.9,5.10], or using an electromagnetic-thermal approach whereby the steady

state solution of the electromagnetic (EM) field is used as an input excitation to the

thermal model [5.9–5.11]. Although in these models the essence of the EM and ther-

mal field evolution is captured, the EM and thermal domain models are essentially

decoupled and the material parameters are assumed to be constant. This is schemat-

ically shown in fig. 5.1.a, where cumulative power loss of the EM model is used to

excite the thermal simulation and where electromagnetic EM and thermal simula-

tions are performed separately, generally using different time steps ∆tEM 6= ∆tth for

the same real time Tmax. This is clearly inadequate if temporal sources are consid-

ered, and in scenarios where the material parameters are frequency dependent as is

the case of a metal at optical frequencies [5.15].
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In this chapter a coupled time-domain electromagnetic and thermal method based

on the Transmission Line Modelling (TLM) method introduced in chapters 2 and 3

is developed to reflect the multi-physics nature of the optically induced heating

process; the method is validated against experimental and numerical results. In

the field of Plasmonics, the electromagnetic properties of plasma and a range of

plasmonic devices, such as a Surface Plasmon Polariton Waveguide Bragg Grating

(SPP-WBG) and a dielectric surface grating for beam focusing applications, have

been modelled previously in TLM using the digital filter approach [5.16,5.17].

The multi-physics nature of optical heating is described in this chapter as follows:

The electromagnetic TLM model is used to model the electromagnetic scattering

of the optical wave in the plasmonic waveguide. The metal at optical frequencies

cannot be assumed to be a perfect conductor and is highly lossy, dispersive and

frequency dependent. As such the metal is described using the Drude model [5.18]

and the Z−transform that facilitates the translation between frequency responses of

the filter to the time domain of the numerical method. The losses in the metal will

give rise to the heating which is used as a heat source when solving the temporal

heat diffusion using the thermal TLM model. The coupling process used specifically

in this chapter i.e. in the case of nano heat source, is presented in fig. 5.1.b where

coupling is done from the EM to thermal models at specified time intervals ∆tth

and where both EM and thermal simulations are run in parallel. The temporal time

step of the EM simulation is fixed but the time step of the thermal simulation can

in practice be much larger than that of the EM simulation; in the present model it

can be m times larger where m is a positive integer.
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(b)(a)

Figure 5.1: The flowchart for (a) decoupled model and (b) coupled model

It is clear that the choice of the coupling interval which determines the thermal time

steps would affect the stability, self-consistency and accuracy of the overall coupling

method. This is investigated on an example of a plasmonic silicon(Si) waveguide

utilizing a tapered nano-tip as a heat source [5.19], as shown in fig. 5.2. The tapered

part of the Si waveguide is submerged in gold (Au). The fundamental transverse

magnetic (TM) mode, with the electric field polarised in y-direction, is excited in

order to activate the plasmon mode at the Si-gold interface. In the TM mode in

the 2D TLM sense, the magnetic field (H) is in the out of page direction and is

implemented using the series node. The strong confinement of the EM field at the

waveguide tip will result in high Ohmic losses and heating of the Au around the

waveguide tip.

This chapter is organised as follows: in the next section the plasma model and a

brief description of the EM and thermal model are given, expanding the introduc-
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3 m

Figure 5.2: The 2D Geometry of the plasmonic waveguide with the nanotip surrounded by

gold

tion to the models given in chapters 2 to 4, followed by a description of the coupled

EM-thermal algorithm. This is followed by the results on temperature distribu-

tion, thermal field convergence and temperature rise for a variety of input mesh

sizes and power excitations to demonstrate the convergence and self-consistency of

the model. The results are also compared to those calculated and obtained exper-

imentally by [5.19]. In [5.19] the optical simulations were performed using Finite-

Difference Time Domain (FDTD) and Finite Element Method (FEM) analyses and

the thermal simulations by a FEM approach. Finally some conclusions are given in

section 5.4.

5.2 The Electromagnetic (EM) model

In order to simulate the propagation of the fundamental TM optical mode, the series

TLM node is used to allow for a magnetic field component along the (out of page)

direction Hz and electric fields components Ex and Ey. The silicon is modelled

in the TLM node as a material with a constant permittivity and constant electric
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susceptibility substituted in eq. (2.64). Gold on the other hand is a metal that has

the properties of a lossy dielectric at optical frequencies; its dielectric properties are

described using the Drude model [5.20]

ε(ω) = εo

(
1 +

ω2
p

ω(jνc − ω)

)
= εo(1 + χe(ω))

= εre(ω)− jεim(ω)

(5.1)

where εo(ω) is the frequency dependent permittivity, ωp the plasma frequency in

rad/s, νc is the collision frequency, εo is the permittivity of free space, ω is the an-

gular frequency,χ(ω) is the frequency dependent electric susceptibility, and εim(ω)

and εre(ω) are the imaginary and real components of the plasma permittivity re-

spectively. The complex dielectric constant is implemented in the TLM method

using the Z-transform and digital filter method [5.21] introduced in chapter 2. The

material(plasma) behaviour is implemented in the Z-domain TLM method by sub-

stituting the frequency dependent susceptibility in eq. (2.64) as implemented in

section 4.1.

The imaginary part of the complex dielectric index represents the material conduc-

tivity component that is responsible for the power dissipation in the metal. The

heat source of the thermal model is obtained from the instantaneous power losses in

the EM model as a consequence of the material conductivity. At optical frequencies

the conductivity of a plasmonic material is approximated to be [5.15],

σe =
ω2
p

4πνc
(5.2)

where σeis electrical conductivity in S/m. The instantaneous power loss at every

TLM node can be obtained using the general formula for dissipated power density

[5.22]

Pd[n] =
1

2
σe

∣∣∣E[n]
∣∣∣2 (5.3)

where n represents the node, Pd is the power dissipated per unit volume at the

node in W/m3 and E is the electric field in V/m at each node, obtained as E =
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√
E2
x + E2

y .

The value of the current source at each thermal node is obtained at coupling intervals

using eq. (5.3), where the mapping from power to current is given by

Is = Pd[n]×∆lA (5.4)

where A is the nodal area.

The thermal node used for this model was introduced earlier in section 3.4 and is

illustrated in fig. 3.5. The thermal parameters of the materials used in the model are

those for an ambient temperature of 25oC. The outer boundary conditions for the

thermal model are modelled as a heat sink at ambient temperature. The principal

difficulty in coupling the EM and thermal TLM models lies in the fact that the

simulation time steps of the EM and thermal models are different. The simulation

time step of the thermal model defines its stability and needs to satisfy [5.23]

∆tth � RthCth (5.5)

where Rth and Cth the thermal resistance and thermal capacitance that give the

lowest thermal product RthCth in the thermal model.

Typically, the time step of the thermal model that satisfies eq. (5.5) is many orders

of magnitude higher than the time step of the EM model, which means that that

the overall timescales of EM and thermal models are different. The choice of ther-

mal time step is thus important for stable coupling between the EM and thermal

models. Generally setting the thermal time step to be equal to the electrical time

step will guarantee the stability of the thermal model due to the fact that thermal

diffusion is much slower than the interaction of the EM waves. However, this choice

would increase the computational resources of the model. It would be desirable to

increase the thermal time step and coupling intervals so that both the accuracy and

the stability of the method are ensured and both EM and thermal simulations are

effectively running in parallel over the same time frame as shown in fig. 5.1.b. In
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the following section the choice of the thermal time step is discussed in terms of the

accuracy and stability of the coupled method.

5.3 EM-thermal results and convergence of the

model

In this section the coupled EM-thermal model is used to simulate the EM field

propagation and conduction heat diffusion for the 2D nanotip waveguide structure

shown in fig. 5.2. The silicon slab waveguide has an assumed width of 1 µm and

a length of 3 µm. The triangular tapered area has a base width of 0.45 µm and a

length of 1µm with the nanotip of 20 nm diameter to focus the light at the end of

the waveguide. The silicon waveguide core, of refractive index nm =3.477 [5.24], has

a depth (z-direction) of 450nm and an effective refractive index of nef =3.3917 at

the operating wavelength of 1.55 µm, and excites the fundamental TM mode, and

the air as the outer cladding material. The material parameters for gold are plasma

frequency ωp = 1.36734 × 1016rad.s−1 and collision frequency νc = 6.46 × 1013Hz

[5.15]. The silicon is considered to be lossless in this model. All EM material

parameters are kept constant in the model.

The material properties for the gold, air and silicon used in the thermal model are

the specific heat capacity, density and thermal resistance at the ambient temperature

of 25oC; these are summarised in table 5.1 [5.25,5.26]. The background material is

an artificial material with assumed thermal parameters so that it will have a lower

diffusion constant than all the other materials used in the model in order to satisfy

the stability condition in eq. (5.5) [5.23].
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Table 5.1: Material properties used in the thermal model

Material

Properties of the materials used in the thermal model

Specific heat capacity Thermal conductivity Density

J.kg−1.K−1 W.m−1.K−1 kg.m−3

Gold(Au) 129 317 19320

Air 1005 0.0262 1.2928

Silicon(Si) 710 148 2330

Background 250 0.0262 1.2928

5.3.1 Excitation signal setup

The fundamental TM mode was excited at the operating wavelength of λ =1.55 µm

and when cladding and substrate materials were of air with refractive index nc = 1.

The Hz field component was excited in the TLM for the waveguide slab as presented

in this chapter, and is obtained from [5.22,5.27]

Hz =


Amp cos(Knd0)× exp(−γc(y − d0)) y > d0

Amp cos(Kny) |y| < d0

Amp cos(Knd0)× exp(γc(y + d0)) y < −d0

(5.6)

where Kn = 2π
λ

√
n2
m − n2

eff , d0 = 0.5µm is the half width of the waveguide, Amp

is the field amplitude and γc = 2π
λ

√
n2
eff − n2

c . The excitation signal satisfies the

continuity of the magnetic field at the waveguide boundaries as shown in fig. 5.3.

Note that the propagation direction is assumed to be the x-direction. The signal

was then time modulated by a sinusoidal signal to excite the fundamental mode at

the operating wavelength λ of 1.55µm.

In the slab waveguide represented in this chapter the electic field component in

the y-direction can be obtained from the magnetic field component Hz using [5.22]
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Si AirAir

Figure 5.3: Field profile of the Ey field component at the steady state

,

Ey =



βλ
2πcε0n2

c
Hz =

neff

cε0n2
c
Hz y > d0

neff

cε0n2
m
Hz |y| < d0

neff

cε0n2
c
Hz y < −d0

(5.7)

where β = neff
2π
λ

is the propagation constant, c is the speed of propagation in free

space and ε0 is the permittivity of free space.

The power inside the wave guide in the direction of propagation (x) is obtained

from [5.22]

P =
1

2
|EyHz| =

1

2
η|Hz|2 (5.8)

where η = βλ
2πcε0n2

m
is the wave impedance for the TM mode.

The amplitude of the Hz field, for the excitation signal, is then decided by the

required amount of power in the waveguide. In the case of 10mW per the waveguide

area, the amplitude of the excitation field in the Hz is obtained as

10mW

A
=

10mW

1µm× 450nm
= Px = η|Amp|2 (5.9)
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5.3.2 Results and discussion

The electromagnetic field distribution of the Ey field component, due to the funda-

mental TM mode excitation as described in section 5.3.1, is shown in fig. 5.4 for the

case when the optical power is 10mW, the mesh size is ∆l = 10nm, the time step is

∆tEM = 2.3586 × 10−17s and the simulation time is 63.6ps. Figure 5.4 shows that

the maximum of the field is at the nano-tip, which will effectively result in large

Joule heating in this area.

[x] m

[y
]
m

V
y

x

y

Figure 5.4: Field profile of the Ey field component at the steady state

In order to investigate the convergence of the coupled-method results with the mesh

size, Figures 5.5a and 5.5b show the temperature distribution along the middle of

the plasmonic waveguide, i.e., in the y=2.5µm plane, for different mesh sizes, namely

∆l = 25nm, ∆l = 20nm and ∆l = 10nm. The time steps of the EM and thermal

models are kept the same as ∆tEM = ∆tth = 2.3586 × 10−17s. Two different cases

are considered, namely (a) an uncoupled EM-thermal model where a complete EM

simulation is done until the field reaches steady state and the power losses at the
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end of simulation are used as an input to the thermal model, and (b), where the

power losses of the EM model are used as an input to the thermal model at every

time step. The input optical source power in both cases is taken to be 10mW.

Figure 5.5a shows that as the mesh size is reduced the temperature distribution

converges but the temperature distribution is spread across the waveguide tip. Sim-

ilarly, in the case of coupling at every time step, fig. 5.5b shows that as the mesh

size is reduced the thermal distribution converges. Comparing with fig. 5.5a it can

be seen that the thermal profile of fig. 5.5b results in a thermal distribution that is

much more focused at the tip of the waveguide, i.e at x ∼= 4µm
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Figure 5.5: Temperature distribution at y=2.5µm for different mesh sizes for (a) coupling at

the end of EM simulation and (b) coupling at every EM time step
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Additionally, the maximum temperature achieved at the waveguide tip is much

higher in the case of EM-thermal coupling every time step. In both cases the coarse

mesh with the discretisation ∆x = 25nm does not represent the nano-tip thermal

profile accurately, resulting in the maximum temperature just before rather than

at the tip of the taper itself; this is a consequence of the stair-casing error that is

common when discretising planes that do not align with Cartesian coordinates. As

the mesh size is reduced the taper profile is modelled more accurately resulting in

the simulated maximum field being located at the tip of the taper. As expected

Figure 5.5 confirms that the convergence is reached for a mesh size of 20nm or

smaller. The results comapare well with expermintal and computational results

obtained from [5.19]. Figure 5.6 is the original results from [5.19] and was presented

here for comparison purposes only.

Figure 5.6: The thermal profile at the nanotip and the surrounding area as published in [5.19]

c©2014 American Chemical Society

To further investigate the thermal profile, Figure 5.7 plots the thermal field distri-

bution after 82.78 ps of simulation time for (a) the uncoupled and (b) the coupled

cases using ∆x = 20nm and an input optical power of 10mW. The uncoupled model

results show a wider spatial spread but lower maximum temperature rise ( 8oC) due
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to the fact that all the thermal energy is given once at the beginning of the mod-

elling process as shown in fig. 5.7a. Figure 5.7b shows that thermal profile of the

coupled EM-thermal model results in a more focused profile with higher maximum

temperature compared to fig. 5.7a. In the case of the coupled model the regular

application of the input thermal source resulting from the EM simulation leads to

higher temperatures and a temperature distribution that is more focused at places

where the EM field is strongest, as was shown in fig. 5.5. The result of fig. 5.5b com-

pares very well with the simulations and measurements of [5.19] where the maximum

temperature rise is ∼15oC. The small differences might occur due to the fact that a

two dimensional model is considered in this chapter while the original computations

were obtained in three dimensional.

Results reported in figs. 5.5b and 5.7b assume coupling from the EM model to

thermal at every time step and that both thermal and EM time steps are equal. For

a mesh size of ∆x = 20nm the the EM time step is ∆tEM = 4.717× 10−17s and the

maximum stable time step for the thermal model is tTh ≈ 1.57 × 10−13s. Running

the thermal simulation at the EM time step is clearly not computationally efficient.

However, the significant difference in the maximum stable time steps allows for the

thermal time step to be as small as the EM time step and up to a maximum of

∆tth(max) determined by equation eq. (5.5) in order to maintain the stability of the

thermal model. It is clearly more efficient to run the thermal model at time steps

∆tth > ∆tEM whilst still ensuring that the coupling from the EM model to thermal

model is done at every ∆tth.

Figure 5.8 plots the maximum temperature rise in the model using different thermal

time steps such that they are integer multiples of the EM time step ∆tEM . The

results are shown for ∆tth/∆tEM = 1, 625, 1350 and 2500 and are also compared

with the uncoupled approach of fig. 5.1.a. Other ratios such as ∆tth/∆tEM =

2, 50, 125, 250 and 500 were used as well but they have shown negligible difference
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Figure 5.7: The thermal profile for (a) the uncoupled model and (b) coupled model

compared with ∆tth/∆tEM = 1. The results of fig. 5.8 show that for a ratio of

∆tth/∆tEM < 625 there is no big difference compared to the case when both thermal

and EM time steps are the same (∆tth/∆tEM = 1). The uncoupled method does

not accurately predict the maximum temperature rise.

The maximum temperature rise within the same time frame will depend on the

input power intensity of the optical source. The relationship between the optical
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Figure 5.8: Maximum temperature rise as a function of total time simulated using different

thermal time steps and compared to results from the decoupled model

source power and the maximum temperature at the same overall simulation time of

82.76ps is plotted in fig. 5.9 for the mesh size ∆x = 20nm. The results are plotted

for different thermal time steps namely ∆tth/∆tEM = 1, 625, 1350 and 2500 and the

EM to thermal coupling is done every thermal time step. Figure 5.9 shows that

in all cases the maximum temperature is linearly dependent on the input optical

power which compares well with the experimental results of [5.19]. It also shows

that when the time step ratio (∆tth/∆tEM)is equal to 625, the results are almost

identical to the case when ∆tth/∆tEM = 1. This allows the thermal model to be run

using longer timesteps to save computational power and time, whilst maintaining

accurate results.
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Figure 5.9: Maximum temperature rise as a function of source power at the same simulated

time (82.76ps) calculated using different thermal time steps. The EM model is

coupled to the thermal one at every thermal timestep.

5.4 Summary

A stable electromagnetic (EM) -thermal multi-physics coupled model of EM-induced

heating in a plasmonic tapered waveguide is demonstrated. The model calculates

the accumulative power loss in the EM model and uses it as a source for the thermal

model at regular time intervals. The results show that regular coupling from the

EM model to the thermal method is an important factor to consider, and that this

will affect the accuracy of the overall coupling method. The results show that the

computational efficiency of the coupled method can be improved if the thermal time

step is up to 625 times the EM model time step whilst ensuring that the EM to

thermal coupling is done at every thermal time step. The simulated results compare

very well with the experimental results of [5.19]. The linear relation between the

optical source power and the maximum temperature rise is also verified and compares

well with the experimental results. The presented model in this chapter did not

consider the change in the material’s EM properties due to the increase in the
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material temperature. This assumption was based on the fact that, the overall

increase in the model temperature was not significant enough to cause a major

alteration in the EM and thermal properties used in the model. The next chapter

utilises the electro-thermal coupling technique to model an arc discharge case, where

EM properties are strongly dependent on the thermal profile of the materials. The

next chapter uses the fully coupled approach where the thermal model is used to

update the EM properties of the materials.
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[5.9] G. Baffou, R. Quidant, and F. J. Garćıa de Abajo, “Nanoscale control of optical

heating in complex plasmonic systems.” ACS nano, vol. 4, no. 2, pp. 709–16,

2010.

[5.10] G. Baffou, R. Quidant, and C. Girard, “Heat generation in plasmonic nanos-

tructures: Influence of morphology,” Applied Physics Letters, vol. 94, no. 15, p.

153109, 2009.

[5.11] X. Chen, Y. Chen, M. Yan, and M. Qiu, “Nanosecond photothermal effects

in plasmonic nanostructures.” ACS nano, vol. 6, no. 3, pp. 2550–7, 2012.

[5.12] M. Hu and G. V. Hartland, “Heat dissipation for Au particles in aqueous

solution: Relaxation time versus size,” J. Phys. Chem. B, vol. 106, no. 28, pp.

7029–7033, 2002.

[5.13] A. Plech, V. Kotaidis, S. Grésillon, C. Dahmen, and G. Von Plessen, “Laser-

induced heating and melting of gold nanoparticles studied by time-resolved x-

ray scattering,” Physical Review B - Condensed Matter and Materials Physics,

vol. 70, no. 19, pp. 1–7, 2004.

89



Chapter 5. Plasmonic nano heat sources

[5.14] E. Romanova, A. Konyukhov, D. Furniss, A. Seddon, and T. Benson, “Fem-

tosecond laser processing as an advantageous 3-D technology for the fabrication

of highly nonlinear chip-scale photonic devices,” Journal of Lightwave Technol-

ogy, vol. 27, no. 15, pp. 3275–3282, 2009.

[5.15] M. A. Ordal, R. J. Bell, R. W. Alexander, L. L. Long, and M. R. Querry,

“Optical properties of fourteen metals in the infrared and far infrared: Al, Co,

Cu, Au, Fe, Pb, Mo, Ni, Pd, Pt, Ag, Ti, V, and W,” Applied Optics, vol. 24,

no. 24, p. 4493, 1985.

[5.16] O. S. Ahmed, M. a. Swillam, M. H. Bakr, and X. Li, “Modeling and design of

nano-plasmonic structures using transmission line modeling.” Optics express,

vol. 18, no. 21, pp. 21 784–21 797, 2010.

[5.17] J. Paul, C. Christopoulos, and D. W. P. Thomas, “Generalized material mod-

els in TLM Part I : materials with frequency-dependent properties,” vol. 47,

no. 10, pp. 1528–1534, 1999.

[5.18] S. Ramo, J. R. Whinnery, and T. Van Duzar, Fields and Waves in Commu-

nication Electronics, 3rd ed. John Wiley & Sons, Inc., 1997.

[5.19] B. Desiatov, I. Goykhman, and U. Levy, “Direct temperature mapping of

nanoscale plasmonic devices.” Nano Letters, vol. 14, no. 2, pp. 648–52, 2014.

[5.20] R. Luebbers, F. Hunsberger, and K. Kunz, “A frequency-dependent finite-

difference time-domain formulation for transient propagation in plasma,” IEEE

Transactions on Antennas and Propagation, vol. 39, no. 1, pp. 29–34, 1991.

[5.21] J. Paul, “Modelling of general electromagentic material properties in TLM,”

Ph.D. dissertation, Univeristy of Nottingham, 1998.

[5.22] S. J. Orfanidis, Electromagnetic Waves and Antennas, 2014. [Online].

90



Chapter 5. Plasmonic nano heat sources

Available: http://www.ece.rutgers.edu/{∼}orfanidi/ewa/

[5.23] D. De Cogan and A. De Cogan, Applied numerical modelling for engineers.

Oxford Univeristy Press, 1997.

[5.24] C. D. Salzberg and J. J. Villa, “Infrared refractive indexes of silicon germa-

nium and modified selenium glass,” Journal of the Optical Society of America,

vol. 47, no. 3, p. 244, 1957.

[5.25] W. Benenson, J. w. Harris, H. Stocker, and H. Lutz., Eds., Handbook of

Physics, 1st ed. New York: Springer-Verlag, 2002.

[5.26] R. Min, R. Ji, and L. Yang, “Thermal analysis for fast thermal-response Si

waveguide wrapped by SiN,” Frontiers of Optoelectronics, vol. 5, no. 1, pp.

73–77, 2011.

[5.27] C. A. Balanis, Advanced Engineering Electromagnetics. New York, USA:

John Wiley & Sons, Inc., 1989.

91

http://www.ece.rutgers.edu/{~}orfanidi/ewa/


6
Arc discharge modelling

This chapter presents a fully coupled two-dimensional (2D) multi-physics

model for predicting the location of the arc-discharge and lightning chan-

nel, and modelling its thermal and electrical behaviour as a highly con-

ductive plasma channel. The model makes no assumptions on the phys-

ical location of the lightning channel but predicts its appearance purely

from the electromagnetic field conditions. A heat diffusion model is

combined with the time-varying nature of the electromagnetic problem

where material properties switch from linear air material to a dispersive

and non-linear plasma channel. This multi-physics model is checked for

self-consistency, stability, accuracy and convergence on a canonical case

where an arc-channel is established between two metal electrodes upon

exposure to an intensive electric field. The model is then applied to the

2D study of a diverter strip for aircraft lightning protection.

* * *
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6.1 Introduction

Arc discharges and lightning have always been an important issue in aircraft safety.

Protection against electrical breakdown has been well developed by utilizing the

Faraday cage concept that provides a current path away from fuel tanks and the

sensitive electrical equipment. In the past decade the interest in carbon fibre com-

posites (CFCs) in aircraft manufacturing has hugely increased due to their high

strength-to-weight ratio and low weight [6.1]. Despite their remarkable strength,

CFCs are not as conductive as aluminium which makes them susceptible to the

lightning strike and secondary electrical breakdown. The accurate modelling and

prediction of the lightning strike attachment and arc-discharge is therefore necessary

for reliable aircraft prediction.

Arc discharge and lightning are caused by a concentrated electric field that causes an

electrical breakdown of an insulator into a highly conductive plasma channel. The

arc discharge phenomenon is widely harnessed and used in industrial applications

such as welding, metal cutting and operating metal furnaces due to the high ther-

mal energy produced during this process [6.2]. Natural arc-discharge (lightning),

causes undesired direct and indirect effects that manifest themselves as thermal and

mechanical damage, as well as secondary damage caused by conducting paths. The

arc-discharge phenomenon is a challenging multi-physics problem in which electro-

magnetic (EM)-propagation, chemical reactions, heat conduction, heat convection,

mass transfer, and heat radiation interact simultaneously. Plasma that forms in the

arc-discharge process is often a thermal plasma that satisfies thermal equilibrium

between heavy particles, but is also strongly dependent on pressure [6.3].

Numerical modelling of arc-discharges is a challenging task that requires the si-

multaneous modelling of electromagnetic fields, the non-linear plasma channel and

the thermal effects. Numerical and mathematical models to date have a limited

capability in predicting the location or the shape of the arc-discharge channel. In
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mathematical models fractals are used to predict the chaotic nature of the lightning

branches [6.4,6.5]. In a controlled environment such as welding, the plasma channel

is considered to have a parabolic shape between the electrodes and the arc location is

limited to a certain area [6.6]. The majority of the modelling work on the discharge

and lightning reported to date has focused on the phenomena either from the elec-

trical or thermal point of view or, in the case of industrial applications, on chemical

processes and techniques to stabilize the arc discharge process [6.7,6.8]. The light-

ning channel between a cloud and the earth surface has previously been modelled as

a one-dimensional (1D) Transmission Line Model (TLM) where the lightning chan-

nel resistance and capacitance are both time varying [6.9]. Plasma as a frequency

dependent material is described using the Drude model and implemented in numer-

ical time-domain techniques such as the Finite Difference Time Domain Method

(FDTD) [6.10] and the Transmission Line Modelling Method (TLM) [6.11].

Numerical models mainly focus on modelling the direct effects of the lightning where

the lightning is modelled as a strong current attached to the material. Most re-

cent papers use the Finite Difference Time Domain (FDTD) method to predict the

electric field distribution in CFC panels in the case of lightning strike, where the

lightning strike is modelled as a strong current [6.12,6.13]. In [6.13] the current dis-

tribution from the FDTD model was used as an input to a Finite Element Analysis

(FEA) model to predict the temperature and mechanical damage on CFC panels.

Weak coupling between the thermal and EM model was assumed where the elec-

trical parameters of the model do not depend on temperature. In other papers,

the lightning was considered as a strong current source applied at the composite

panel centre using coupled electro-thermal FEA model to demonstrate the Joule

heating [6.14,6.15] involved in lightning strikes on CFCs.

The coupling between EM and thermal model using the numerical TLM method has

been previously demonstrated in chapter 5 [6.16] for a simpler model of the nano-

plasmonic heat source where plasma is modelled using Drude model and plasma
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conductivity is assumed to have constant value at optical frequencies [6.17]. This

model assumed constant plasma and collision frequencies and they were not up-

dated due to the fact that induced temperatures (30oC) were not high enough to

significantly change plasma particle concentration, plasma frequency and collision

frequency.

In this chapter we extend this coupled EM-thermal model to the modelling of arc-

discharge phenomena. The problem considered is similar to the arc-discharges that

occur in lightning where a build-up of charge and high electric field causes the

breakdown of air. The electrical and thermal TLM methods are coupled through

a plasma material model based on the Drude model [6.10]. In this chapter full

feedback from the thermal to the electrical model is provided that updates the

plasmas electrical parameters with temperature; this is required for the present

work as an arc-discharge is highly dependent on both electric field and temperature

[6.3,6.18]. A simple test model is set up to reflect the multi-physics nature of the

arc discharge and consists of two highly charged aluminium electrodes placed in air

as shown in fig. 6.1. A strong EM field is established between them by exciting

one electrode with a source having a typical double exponential waveform [6.19] and

placing a PEC wall boundary condition on the edges of computational space. The

build-up of the EM field between the electrodes causes electrical breakdown of the

air when it reaches a critical field value. As a result a plasma channel is established

between the electrodes and creates a current path between the electrodes. Due to the

high thermal energy of the arc-discharge, the plasma conductivity is assumed to be

frequency dependent. In order to include frequency-dependent material parameters

in the time domain model, Z-transform and digital filter implementations [6.11] are

used as described in chapters 2 and 4.

This model is used to investigate how these three physical processes, namely the

EM field, plasma and the thermal diffusion, can be coupled in a stable and rigor-

ous numerical algorithm. Furthermore, the method does not assume any particular
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Figure 6.1: The model has two aluminium plates separated by an air gap

physical location for the arc-discharge channel which is entirely dependent on electro-

magnetic field conditions between the two electrodes. This implies that the model

needs to be time-varying (changing material parameters from air to plasma) and

nonlinear (modelling plasma). This in consequence raises the issues of stability and

power conservation in numerical models which are considered in this thesis. The

new multi-physics model is then applied to the illustrative study of a diverter strip

for aircraft lightning protection.

This chapter is structured as follows: Section 6.2 outlines the fundamentals of the

plasma model. This is followed by a description of the coupled EM-thermal method.

Section 6.3 outlines the main results of the chapter and section 6.4 summarizes the

main conclusions of the work in this chapter.
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6.2 Model

In this section the plasma model and the EM-thermal TLM coupling method are

outlined.

6.2.1 The plasma model

The model assumes that in the presence of a strong electric field air breaks down

and forms a conducting plasma channel. Plasma material is described using the

Drude model as a frequency dependent dielectric constant [6.10]

ε(ω) = εo

(
1 +

ω2
p

ω(jνc − ω)

)
= εo

(
1 + χe(ω)

)
= εo

(
1 +

σe(ω)

−jωεo

) (6.1)

where ωp is the plasma frequency in rad/s, νc is the plasma collision frequency,

ε0 is the permittivity of free space, ω is the angular frequency, χe(ω) is frequency

dependent electric susceptibility and σ(ω) is frequency dependent conductivity. The

plasma is assumed to be at atmospheric pressure which satisfies thermal equilibrium

of heavy particles and electrons. A quasi-neutral plasma model is assumed for

which electron and ion densities are nearly equal [6.3]. The plasma model has two

main temperature dependent parameters: particle concentration ne and collision

frequency νc. The plasma frequency is directly proportional to the square root of

the particle concentration and is obtained as [6.20],

ωp =

√
neq2

e

εome

(6.2)

where ne is the ion concentration in m−3, qe is the electron charge and me is the elec-
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tron mass. Collision frequency depends on particle concentration and the thermal

energy in the plasma as [6.20],

νc = 2.9× 10−12

(
ne ln(Λ)

T
3/2
e

)
(6.3)

where νc is the electron-ion collision frequency, TeV is the temperature in electron

volt where 1eV = 11604.3K and (ln Λ) is the plasma Coulomb logarithm which is a

temperature dependent property and is obtained as, [6.20].

ln(Λ) = 23− 1

2
ln

(
10−6ne

T
3/2
e

)
(6.4)

The complex permittivity for plasma material in eq. (6.1), is implemented in the

TLM method using the Z-transform and digital filter method [6.11]. A detailed

description of how the plasma model is implemented in the EM-TLM model is was

given in chapter 4 and how the plasma model is implemented in the coupled EM-

thermal model is described in section 6.2.2.

6.2.2 Electro-thermal coupling

In this section the coupling algorithm between the EM and thermal TLM model is

discussed and the connection between the two domains using the plasma model is

described.

There are two principal difficulties in coupling the EM and thermal TLM models.

Firstly, the process of switching from a linear material (air) to a nonlinear (plasma)

in the time domain requires that the whole process maintains stability and power

conservation. Secondly, the time scales, and therefore the simulation time steps of
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the EM and thermal models, are very different. The simulation time step of the

thermal model needs to satisfy [6.21],

∆tth � RthCth (6.5)

where Rth Cth is the lowest product of thermal resistance and the thermal capaci-

tance in the model. Typically due to the slow nature of thermal diffusion compared

to the electromagnetic propagation, the thermal time step is much bigger than the

EM time step ∆tth � ∆tEM given by∆tEM = ∆l/
√

2 c where ∆l is the node length

and c is the speed of light in free space. In the previous chapter on modelling plas-

monic nano-heat structures it was shown that the thermal and EM time steps do not

have to be the same and that computational resources can be saved by setting ther-

mal time steps to be up to 600 times bigger than the EM time step for the same level

of accuracy and without affecting the stability of the coupled method [6.16].

The EM-thermal modelling algorithm is described in fig. 6.2 For simplicity, the

algorithm described assumes the same time step, ∆t, in both domains although this

will be further discussed in the results section 6.3. The EM TLM model is used to

start the propagation of the EM field and set the initial parameters of plasma. As

will be described in detail in section 6.3 the source signal takes the form of a double

exponential; this is typical of lightning source models. Thus, in the initial stages

of the simulation the EM field is relatively low and air is modelled as a linear and

uniform material. As the electric field in air builds up, all nodes that have electric

field greater than some critical value, Ec, undergo breakdown and become plasma.

This requires that the material model in selected spatial nodes is instantly switched

from a linear air model to a nonlinear and dispersive plasma model.

The plasma model has a significant conductive component that will cause power

loss. At each time step the power loss obtained from the plasma EM model be-

99



Chapter 6. Arc discharge modelling

Figure 6.2: The algorithm of the coupling process between electrical and thermal models for

the arc discharge

comes the heat source for the thermal model. In a feedback loop the temperature

profile from the thermal model is used to update the electromagnetic properties of

the plasma (collision frequency,νc, plasma frequency, ωp, and particle concentration

ne) and the conductivity of the metal electrodes. Particle concentration dependence

on temperature is extracted from [6.3] for air plasma at atmospheric pressure, us-

ing interpolation techniques in order to obtain a continuous curve equation over

the entire range of temperature. Using the updated particle concentration and the

temperature from the thermal model, collision frequency and plasma frequency are

also updated. Similarly, experimental data on the temperature dependent electric

conductivity of aluminium was interpolated from [6.22]. Earlier experience of mod-

elling arc discharge updating only the plasma collision frequency was implemented

in [6.23]. In this chapter the accuracy and suitability of this approach on the example
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of arc discharge is further investigated in the results section 6.3.

At every time step the nodal electric and magnetic fields and dissipated power

are updated. As the TLM is a time domain method and plasma parameters are

defined in the frequency domain, conversion between these two domains needs to be

made at every time step. Also, the connection between the electrical and thermal

methods needs to be done through plasma model. The imaginary part of the plasma

permittivity represents the material conductivity component that is responsible for

the power loss in the EM TLM and acts as a heat source in the thermal TLM. The

dissipated power loss is related to electric fields in the Laplace domain as [6.24]

Pd(s) =
1

2
σe(s)|E(s|2 (6.6)

where Pd is the power dissipated per unit volume at a node in W/m3 and |E| is the

total electric field in V/m at each node, obtained as |E| =
√
E2
x + E2

y .

The frequency dependent conductivity σe of the plasma in the Laplace domain

s = jω is obtained from eq. (6.1) and is

σe(s) =
ω2
pεo

νc + s
(6.7)

Using bilinear transform of (s = 2
∆t

1−z−1

1+z−1 ), plasma conductivity is transformed into

Z−domain and is then substituted in eq. (6.6). The dissipated power density for

plasma in Z−domain is thus obtained after some algebraic manipulation as

Pd[z] =
1

2Ko

σo∆t|E[z]|2 + z−1 1

Ko

(
σo∆t

2
|E[z]|2 −

(
Ko −

4

νc

)
Pd[z]

)

= α|E[z]|2 + z−1

(
α|E[z]|2 − βPd[z]

) (6.8)

where σo =
εoω2

p

νc
denotes the DC conductivity of plasma, Ko = ∆t − 2

νc
, α = σo∆t

2Ko
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and β = −
(
1− 4

Koνc

)
.

The Z−domain description of the dissipated power in plasma in a digital filter

representation is given fig. 6.3

Figure 6.3: The digital filter used to calculate the frequency dependent dissipated power in

plasma.

The inverse Z−transform is used to translate the dissipated power to the time

domain as,

Pd[n∆t] =
1

2Ko

σo∆t

(
|E[n∆t]|2 + |E[(n− 1)∆t]|2

)
− 1

Ko

(
Ko −

4

νc

)
Pd[(n− 1)∆t]

(6.9)

where n∆t represent the current time step, and (n−1)∆t represent the previous time

step. This power is translated to the heat source as in chapter 4 and the updated

temperature from the thermal TLM is used to update parameters in the EM TLM

method.
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6.3 Results

In this section the coupled EM-thermal model is used to simulate the electric break-

down of air and thermal interaction in the structure shown in fig. 6.1. In the absence

of direct experimental or modelling data we have used this model to investigate the

stability and self-consistency of the method and the convergence of results. The

method is then applied to a more general case of diverter strip for lightning strike

protection.

The aluminium plates in fig. 6.1 have the length l = 44mm and width w = 18mm

and are separated by a g = 18mm air gap. The electrical conductivity of the alu-

minium plates is taken to be 3.6859 × 107S/m at 25oC [6.22]. A Perfect Electric

Conductor (PEC) boundary condition is placed at the boundaries of the compu-

tation space which is of size W = 108mm and L = 108mm. The voltage source

proportional to Ex field component is placed between one of the aluminium plates

and the PEC boundary. The source signal has the form of a double exponential

waveform [6.19] typically used to model lightning strike sources and reaches the

peak amplitude of Vc = 20kV/cm or 20MV/m within 6.5µs and drops down to half

the peak value within the next 70µs and is obtained in this chapter from [6.19]

V = Vc × (e−112001t − e−670000t) (6.10)

When the electric field in air exceeds critical value Ec = 25kV/cm or 25MV/m the

air breaks-down [6.18] and becomes a highly ionized conductive plasma. The initial

temperature of plasma is taken to be 17000 Kelvin (a typical thermal plasma,∼=

1.5eV ) and particle concentration is assumed to be in the range 1 × 1020 < ne <

1×1024m−3 [6.3]. The plasma frequency (ωp), collision frequency (νei) and Coulomb

logarithm ln Λ are calculated based on these initial conditions. Thermal material

properties of aluminium, air and plasma, namely specific heat capacity, density and
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thermal conductivity are summarized in table 6.1 [6.25].The background material

was chosen to be a material with lower thermal constant (RC) than the plasma as

done previously in chapter 5.

Table 6.1: Thermal material properties for aluminium , air and plasma

Material
Properties of the material used in the thermal model

Specific heat capacity

J.kg−1.K−1

Thermal Conductivity

W.m−1.K−1

Density

kg.m−3

Aluminium (Al) 897 237 2,707

Air 1,005 0.0262 1.2928

Plasma

(at 17000 K)
12,696 3.894 5.57

Background 5,000 3.894 5.57

The results presented in this section compare three ways of coupling between the

thermal and EM models. The simplest model assumes no thermal feedback and

temperature independent plasma parameters are used throughout the simulation.

The second approach follows the approach presented in [6.23] for modelling arc dis-

charge in which only plasma collision frequency is updated. The third approach is

the full coupled EM-thermal model that updates all temperature dependent param-

eters of the plasma namely the collision frequency, plasma frequency and particle

concentration.

In order to establish the convergence of the physical location of the plasma channel

with the mesh size, the EM-thermal process is first considered with no feedback from

the thermal model to the electrical model. The particle concentration is considered

to be ne = 1 × 1022m−3. Figure 6.4(a-c) shows the conducting plasma channel

location for the plasma channel for three different spatial discretisations namely,

∆l = 3.0mm, ∆l = 1.8mm and ∆l = 1.5mm at the simulation time of 9µs. It

can be seen that in the case of coarse discretisation fig. 6.4-a the plasma channel
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(or lightning spark) is established almost across the entire gap between the metal

plates. Finer meshes (Figure 6.4b-c) show clear separation into two lightning sparks

connecting the points with highest field intensity that occur at metal corners due

to electric field singularity. Figure 6.4 confirms that finer discretisation provides a

better discretisation of the arc-like shape of lightning sparks. Based on these results

further calculations presented are based on a mesh size of ∆l = 1.8mm which is

found sufficient to capture and discuss all important features. In all cases, due to

the symmetric nature of the model the arcs are also symmetric across the horizontal

axis. It is here re-emphasized that model does not assume any particular path for

the lightning spark and its appearance is defined solely by the strength of the electric

field.

(a) (b) (c)

Al Al Al Al Al Al

Air Air Air

Figure 6.4: Conducting plasma channel between the aluminium plates for a) ∆l = 3.0mm,

b) ∆l = 1.8mm and c) ∆l = 1.5mm The colour scheme is blue for air, turquoise

for aluminium and yellow for plasma.

Figure 6.5 analyses how the initial properties of the plasma affect the lightning

spark formation. Figure 6.5(a-c) shows arc formation for three different cases of

initial electron density typical of a thermal plasma [6.3] namely ne = 1 × 1020,

ne = 1× 1021 and ne = 1× 1023m−3. The electron concentration of thermal plasma

generally ranges from ne = 1× 1020m−3 to ne = 1× 1024m−3 In all cases the spatial

discretization is taken to be ∆l = 1.8mm and the details of the plasma channel are

again taken at the simulation time of 9µs. In this case only the collision frequency

is updated with temperature as in [6.23]. It can be seen that initial conditions for
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particle concentration can significantly affect the shape of the arcs implying that

this parameter has a strong impact on the shape of plasma channel.

x

y

(a) (b) (c)

Al Al Al Al Al Al

Air Air Air

Figure 6.5: Conducting plasma channel between the aluminium plates when using initial elec-

tron density a) ne = 1×1020m−3, b) ne = 1×1021m−3 and c) ne = 1×1023m−3

for partially coupled model. The colour scheme is blue for air, turquoise for alu-

minium and yellow for plasma.

Figure 6.6(a-c) shows the arc channel formations in the case of fully coupled EM-

thermal method where all plasma parameters are updated at every timestep. Three

different starting conditions for plasma are considered namely ne = 1 × 1020, ne =

1× 1021 and ne = 1× 1023m−3. A spatial discretisation of ∆l = 1.8mm is assumed

and the details of the shape of the plasma channel are taken at a simulation time

of 9µs. Particle concentration is updated from the experimental data found on

page 241 of [6.3] as explained in section 6.2.2, and plasma frequency and collision

frequency are updated using eqs. (6.2) to (6.4). Figure 6.6 shows that in all three

cases the resulting shape of the arc channel is the same, and it can be said that the

arc shape has converged with respect to plasma parameters and temperature.
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(a) (b) (c)

Al Al Al Al Al Al

Air Air Air

Figure 6.6: Conducting plasma channel between the aluminium plates when using initial elec-

tron density a) ne = 1e20, b) ne = 1 × 1021 and c) ne = 1 × 1023m−3 for fully

coupled model. The colour scheme is blue for air, turquoise for aluminium and

yellow for plasma.

Previous results investigate how the shape and position of the lightning channel

converge in the model. Figure 6.7 shows the temperature profile for a plasma node

at x = 4.68cm and y = 4.68cm for the mesh size ∆x = 1.8mm. The initial electron

density was taken to be ne = 1× 1021m−3. Figure 6.7 compares temperature in the

plasma node when: a) there is weak coupling i.e. no update of plasma parameters

with temperature throughout the simulation; b) only collision frequency is updated

following the work presented in [6.23] and c) all plasma parameters are updated

at every time step. It can be seen that weak coupling of the thermal and EM

model predicts much higher temperatures compared to the case when partial or full

thermal update of plasma parameters is done. Comparing temperature curves for

the partial and full update of plasma parameters it can be noted that in both cases

there is a similar prediction for temperature diffusion in plasma, suggesting that

both approaches are similar.
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Figure 6.7: The plasma temperature versus time using different coupling methods.

This is further investigated in Figure 6.8 which compares the case of partial cou-

pling where only collision frequency is being updated for several different starting

conditions for plasma particle concentrations (ne = 1 × 1020, ne = 1 × 1021, ne =

1×1022, ne = 1×1023 and ne = 1×1024m−3). The temporal dependence of temper-

ature is presented for the plasma node at x = 4.68cm and y = 4.68cm. Figure 6.8

shows that in the majority of cases the temporal change of temperature follows a

similar pattern except for the case of a particle concentration of ne = 1 × 1020m−3

(inset of fig. 6.8) when the method predicts a very different temperature change

compared to the other cases where higher electron densities were used as the initial

parameter. Note the 1 × 1012K temperature scale on the inset which is unphysi-

cal. This implies that the stability of the partially coupled EM-thermal method is

heavily dependent on the initial parameters and establishes that these parameters

should thus be updated during the simulation as in the fully coupled thermal-EM

algorithm.

In order to show the convergence of the fully coupled EM-thermal model, the tem-
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Figure 6.8: Temperature profile for a plasma node at x = 4.68cm, y = 4.68cm using differ-

ent initial electron concentrations and partially coupled EM-thermal model The

instability observed for an initial electron concentration at ne = 1 × 1020m−3

establishes the need for fully coupled thermal-EM model.

perature distribution of the plasma channel across the horizontal plane at y ∼=

4.68cm at simulation time t = 0.51ms is plotted in fig. 6.9 for different mesh sizes,

namely ∆l = 3.0mm, 1.8mm and 1.5mm and for an initial electron concentration

of ne = 1 × 1022m−3. The temperature profile is shown here for the arc cases that

were previously presented in fig. 6.4. It can be seen that the temperature profile

converges as the mesh size decreases and that as mesh size becomes smaller the arc

shape becomes more tightly confined. Once again it is seen that a mesh size of

∆l = 1.8mm is sufficient.
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Figure 6.9: Temperature distribution in the plasma region along the horizontal line y =

4.68cm

There is an interesting feature in fig. 6.9 in the line representing mesh size ∆l =

1.5mm which is the apparent sudden drop in temperature profile along the y-axis.

The reason for this sudden change is the presence in the discretised model of an

air node surrounded by plasma. Power dissipation occurs only in plasma nodes

meaning the only way for an air node to gain thermal energy is by heat conduction

from surrounding plasma nodes. As plasma is a material with much lower density

than air the time needed for heat to diffuse from plasma into a neighbouring air node

is much longer than the simulation time presented here. This demonstrates one of

the challenges in modelling the multi-physics features of arc-discharge phenomena

and the limitation of the model presented in this chapter, as mass transfer and heat

convection are important and should be included in the model in order to have a

more complete description.

The temperature profiles in (a) the aluminium plate and (b) in the plasma channel,

at 12.22ms are plotted in fig. 6.10 using ∆l = 1.5mm. Figure 6.10(a) confirms

that the maximum temperature in the aluminium plate is located adjacent to the
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plasma channel attachment points and is higher on the side closer to the EM source.

Compared to the initial formation of the plasma channel shown in figs. 6.5, 6.6

and 6.8, this fig. 6.10(b) indicates that the temperature in the plasma channel has

diffused. Comparing fig. 6.10(a) and (b) it can be seen that plasma temperatures

are much higher than the temperatures reached in the metal which is expected as

the exposure time to the heat source is short and the mass density of the plasma

heat source is low.
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AlAl

(a)

(b)

Figure 6.10: The temperature profile in the plasma arc at 12.22ms, (a) Temperature at metal

corners. (b) Temperature at plasma channels.
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Results reported in figs. 6.4 to 6.10 assume that the time step is set by the require-

ment of the EM method and that coupling between the EM and thermal model at

every time step. For a mesh size ∆l = 1.8mm the EM time step is ∆tEM = 8.49116ps

and the maximum stable time step for the thermal model is tth = 2.942µs. Running

the thermal simulation at the EM time step is clearly not computationally efficient.

However, the significant difference in the time steps allows for the thermal model

to have the time step as small as the EM time step and up to ∆tth = 2.942µs.

It is clearly more efficient to run the thermal model at time steps ∆tth > ∆tEM

whilst ensuring that the coupling from the EM to thermal model is done at every

∆tth.

Figure 6.11 plots the temperature in a plasma node at x = 4.68cm and y = 4.68cm

using different thermal time steps such that they are integer multiples of the EM time

step ∆tEM . The results are shown for time step ratios of ∆tth/∆tEM = 1, 2, 5, 10

and 100. The results show that actual temperature values in the node are of the

same order of magnitude as in the case when ∆tth/∆tEM = 1 but that, unlike

the studies reported in [6.16] and chapter 5, ∆tEM and ∆tth should remain the

same as increasing the ratio adds instabilities to the model which is best explained

through fig. 6.12. Figure 6.12 examines the plasma distribution for the case when

∆tth/∆tEM = 2 and 5. Comparing with fig. 6.6(c) it can be seen that fig. 6.12(a) as

the delay in updating the EM parameters from the thermal model affects the plasma

channel formation process. On the other hand fig. 6.12(b) indicates that almost

the whole region around the metal plates has turned into plasma. Comparison of

the results shown in fig. 6.6(c) and fig. 6.12 confirms that for the accurate plasma

location prediction the time steps in both models need to be the same.
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Figure 6.11: Temperature profile for a plasma node at x = 4.68cm, y = 4.68cm using

different time step ratio between EM and thermal model.

(a) (b)

AlAl Al Al

Air plasma

Figure 6.12: Conducting plasma channel between the aluminium plates when using different

timestep ratio for EM and thermal model a ∆tth/∆tEM = 2 ; b) ∆tth/∆tEM =

5 for the fully coupled model. The colour scheme is blue for air, turquoise for

aluminium and yellow for plasma.

After establishing the validity and convergence of the fully coupled EM-thermal

TLM model on a simple example it is now applied to model a simplified case of

a diverter strip for lightning protection. Diverter strips are installed on places of

high likelihood for lightning strike and are used for lightning protection on aircraft
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[6.26] A diverter strip consists of an insulator layer on top of which conductive

segments (square, diamond, circular) are placed and separated by short air gaps.

Once lightning hits a diverter strip, a series of cascaded breakdowns occurs in the

gaps between the conductive segments with the purpose of drawing the current

away from the sensitive electric instruments. The cascade breakdown exhausts the

electric field over a distance and limits the destructive capability of the EM field.

The simplified (2D) diverter strips geometry studied is shown in fig. 6.13 and is

adopted from [6.26], where the conductive segments are of square shape with a side

length of 3.6mm, gap between the segments is 0.36mm and overall problem size is

W = 20.16mm and L = 7.2mm.

g

Figure 6.13: Diverter strips structure

Using the similar setup in terms of excitation and boundary conditions as for the air

gap model the plasma channel was successively formed between conductive segments

and as presented in fig. 6.14. The fully coupled model is used with an initial electron

density of ne = 1× 1022m3 and a mesh size of ∆l = 0.036mm. Figure 6.14 shows a

cascade of lightning arcs that are formed in corners of the metal plates.
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(a) t = 4.5µs

(b) t = 4.755µs

(c) t = 4.8824µs

(d) t = 4.97µs

Figure 6.14: The plasma channel formation in diverter strips using ∆x = 0.036mm
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6.4 Summary

A stable electromagnetic EM-thermal multi-physics coupled model for modelling

lightning arcs induced by the presence of a strong electric field has been demon-

strated. Lightning arcs were modelled as a conductive plasma channel where a

frequency dependent Drude model is used for the plasma material model. The

model makes no assumptions on the physical location of the lightning channel but

predicts its appearance purely from the electromagnetic field conditions. Power loss

in the EM model was used as the heat source for the thermal model at regular time

intervals. It was shown that stability issues require that the timesteps of both EM

and thermal are kept the same. The results show that full thermal feedback from the

thermal method to the EM method that updates all plasma parameters with tem-

perature, namely plasma frequency, collision frequency and particle concentrations,

is necessary for the convergence of both the shape and temperature of the plasma

channel. The method was extended to the example of a diverter strip and it was

shown that the lightning path propagates away from the source and connects the

points of highest electric field in the model. This concludes the model development

and simulation work presented in this thesis. The thesis conclusions and suggestions

for future work will be presented in the final chapter.
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7
Conclusions and future work

This chapter highlights the significant outcomes and the major contribu-

tion of this thesis along with overall concluding statements. Suggested

future work directions are discussed, highlighting the limitations of the

presented model and potential advancements.

* * *

7.1 Overview of the thesis

The aim of the research presented in this thesis was to develop a two dimensional

(2D) coupled electro-thermal numerical model using the transmission line modelling

(TLM) method. This model aimed to include non-linearity and multi-physics fea-

tures of lightning strikes and other engineering problems such as plasmonic nano

heat sources.

In chapter 1, the aim of this research was presented demonstrating the motivation to

conduct this study. In this chapter a general overview of electro-thermal problems

such as lightning, arc discharge and plasmonic nano-heat sources was outlined. This
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was followed by a detailed explanation of the methodology in chapters 2 to 4 where

the foundation of numerical modelling using the TLM method was introduced for

electromagnetic (EM) and thermal TLM modelling. In these three chapters, the

analogy between circuit theory and the wave and thermal equation was presented

highlighting the main differences between EM and thermal modelling. The modelling

of different materials in the EM and thermal TLM method was outlined using the

capacitive stub technique. The plasma EM model was introduced illustrating the

non-linear and frequency dependent nature of plasma. Heat source scaling while

using different mesh sizes was presented in chapter 4, demonstrating the importance

of the node depth when modelling a 2D thermal problem.

Chapters 5 and 6 represented the main contribution of this thesis where the electro-

thermal TLM model was applied to different engineering applications. In chapter 5,

a non-linear TLM plasma model was coupled with electro-thermal TLM to model a

plasmonic waveguide with a tapered termination that was submerged in gold. In this

particular plasmonic waveguide, the operating signal beam was focused at the end

of the tapered waveguide converting the power loss to a nano-scale heat source. The

presented results, using the electro-thermal TLM model, compared very well with

the experimental results obtained from [7.1]. The electro-thermal coupled model

used in chapter 5 was a partially coupled model i.e. the EM material properties

were not updated using the temperature profile obtained from the thermal model.

This partially coupled approach was chosen due to the fact that the temperature

range was not high enough to cause a significant change in the EM properties. The

electro-thermal coupling was limited to the use of the electrical power loss as an

input heat source in the thermal model. Increasing the computational efficiency

was investigated by using different coupling intervals between the EM and thermal

model. It was shown that, the accuracy of the model was maintained whilst using

longer coupling intervals that did not exceed 625 electrical time steps. This chapter

provided a way of testing and validating the developed electro-thermal model on
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a stable physical phenomenon before applying it to a more volatile and non-linear

physical phenomena such as arc discharge and lightning.

In chapter 6, arc discharge was modelled using the coupled electro-thermal model.

This model consisted of an air gap between aluminium electrodes which was subject

to an intense electric field that had a similar waveform to a typical double exponen-

tial lightning current [7.2]. The intense electric field build up in the air gap resulted

in an arc discharge by forming a conduction channel between the electrodes. The de-

velopment of these conductive non-linear (plasma) channels between the electrodes

was modelled entirely based on the electro-thermal analysis. The power loss in the

plasma channels and metal electrodes were fed as an input heat source to the thermal

model. The model self-consistence and convergence was obtained and demonstrated.

Due to the high energy content and thermal energy, a fully coupled approach be-

tween the EM and thermal models was implemented. This allowed the EM material

properties of plasma and aluminium to be dependent on the temperature profile

obtained from the thermal model. In this chapter, different initial parameters for

plasma were enforced to investigate the suitability of both the fully and the par-

tially coupled approaches.The partially coupled approach only used the EM power

loss as an input for the thermal model, while the fully coupled approach extended

the calculations to use the thermal profile from the thermal model to update the

EM material properties. The model was then applied to segmented strips where

an arc discharge was modelled in cascaded multiple air gaps. The plasma channels’

development over time was shown in these air gaps. Also this chapter highlighted

some of the model limitations, such as the instability encountered when different

coupling intervals between EM and thermal model were chosen. In this particular

model, the encountered instability forced the EM and thermal time step to have the

same time step for accurate simulation.
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7.2 Future work

The proposed electro-thermal TLM model describedin this thesis can be used as

a foundation to implement more complex models for lightning and arc discharge.

Suggested improvements and further model developments are highlighted in this

section.

In nature, a material’s thermal properties are generally temperature dependent; this

becomes an important factor in the model when modelling a problem that involves a

wide range of temperatures such as the modelling of an arc discharge. An assumption

was made in this thesis, in eq. (3.13), that the thermal properties such as thermal

conduction, heat capacitance are fixed and temperature independent. Updating the

material properties included in the model based on the thermal profile is a suggested

area of development that can add more accuracy to the model.

Conduction is the only method of heat transport that was considered in this the-

sis; this represents a limitation to the model especially where fluids such as air and

gaseous plasma are present in the problem under consideration. Convection is the

main method of heat transport in fluids. In TLM, modelling the steady state con-

vection has been implemented in [7.3]. The TLM convective boundary conditions

were demonstrated in [7.4]. The assumption of ignoring the thermal convection in

the arc discharge model, showed some non realistic features in the results, as was

discussed in section 6.3. Therefore including convection in the coupled model can be

considered a major future enhancement to the model, and would allow for a direct

validation against experimental data such that obtained from welding arcs.

In this thesis, once the plasma channels are created using the intense electric field,

its existence was assumed valid until the end of the simulation time, even after the

disappearance of the EM source. In reality plasma starts to cool down and lose

energy either by emitting photons or by heat diffusion to the surroundings. Even-
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tually, the plasma becomes ionized air that does not have enough free electrons to

conduct and sustain an electric field. Depending on the wave form of the excitation

source in the EM model, switching off the plasma channel based on its temperature

profile can lead to a series of triggering the plasma channel on and off. This is an

interesting area of research that can be investigated.

Due to the big difference between the EM and thermal response time, the coupling

between EM and thermal model using the same time step is a very computationally

expensive task that was highlighted throughout this thesis. A suggested approach

might be adapted from the corresponding finite difference time domain (FDTD)

method version in [7.5,7.6]. This approach is suitable for modelling problems where

the excitation source has a slow relaxation time, i.e., it reaches the peak value quickly

but it decays at a much slower rate after that. The idea of this approach is to use

a material with higher permittivity than the free space as a background material.

This allows the model time step to be much higher than if free space was selected as

background material. A scaling step for the fields is necessary after the simulation

to mimic the results of using free space as background material. Introducing this

approach to the TLM could be very beneficial.

The upgrade of the electro-thermal 2D-TLM model to a three dimension(3D) model

is another area of development that can be suggested. The arc discharge model in

this thesis described a 2D problem which introduces a limitation on the direction

and the size of the plasma channel that could be studied. In reality, the 3D structure

affects the plasma channels formation. The model upgrade to a 3D case will repre-

sent a challenge from a computational power point of view due to the big difference

between the electrical and thermal time steps.

This concludes the suggested future work and the thesis as a whole.
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