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Abstract

Spin torque oscillator devices have presented themselves as an energy efficient method of
generating microwave frequencies in recent years. These are devices which rely on giant
magnetoresistance to create a device resistance which oscillates at microwave frequencies
due to the microwave oscillation of a magnetically free layer in the device. A spin torque
oscillator can be improved by using a vortex core oscillator as the magnetically free layer
offering a narrower linewidth and greater synchronisation possibilities, at the expense of a
lower power output. The desire to tune the frequency of oscillation of these devices has been
the focus of a great deal of research in recent years and one promising avenue of investigation
is to alter the frequency of oscillation by inducing a strain anisotropy in such a device by the
use of a piezoelectric transducer. In order for the induced anisotropy to be large a material
must be used which exhibits a strong magnetostrictive effect such as Fe|_,Ga,, a material
which exhibits strong magnetostrictive properties without the need for rare earth elements.

This thesis describes investigations into the magnetisation dynamics of nanostructures
fabricated from magnetostrictive thin films of Fe|_,Ga, under conditions of in-plane uniaxial
anisotropy induced by an applied stress.

Chapter 4 describes investigations into the effects of altering the thickness of sputter
grown Fe|_,Ga, films on the crystalline anisotropy of the films. It was found that the intrinsic
magnetocrystalline uniaxial anisotropy within the films increased with film thickness. The
cubic anisotropy was shown to be roughly constant with respect to film thickness except
when the film was 20nm thick when the cubic anisotropy of the sample was anomalously
high. Investigations of the magnetostrictive properties of these materials revealed sputter
grown thin films to exhibit similar magnetostrictive properties as bulk material and thin films
grown by molecular beam epitaxy. X-ray analysis performed by Dr. P. Wadley and Prof.
V. Holy failed to explain the relationships between film thickness and magnetocrystaline
anisotropy observed in the samples, but suggested that the average grain size increases as the
thickness of the film increases.

Chapter 5 describes the results of time resolved XMCD PEEM measurements performed
at the Diamond Light Source synchrotron facility performed in order to investigate the

magnetisation dynamics within a series of Fe;_,Ga, squares. It was found that these squares
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demonstrated no significant response to an applied stress, probably due to strong shape
anisotropy. Preliminary work to investigate Ni squares revealed that they do exhibit a strong
response to stress. The dynamic response of the Ni squares was not successfully measured
however.

Chapter 6 presents results of micromagnetic simulations performed to predict the effects
of strain-induced anisotropy on magnetic square nanostructures fabricated from Fe;_,Ga,.
Time resolved simulations demonstrated the ability of a strain induced anisotropy to modify
the frequency of oscillation of the vortex core oscillations and the confined spin wave modes
as well as the amplitude of the magnetic field pulse required to induce switching of the
polarisation of the vortex core. The effects of size and uniaxial anisotropy on the spin wave
modes within square devices was studied and an s shaped spin wave mode was shown to

form in the presence of a uniaxial anisotropy.
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Chapter 1
Introduction

The aim of this thesis is to present investigations into the use of strain induced anisotropy
as a means to modify the properties of spintronic devices such as spin torque oscillators
(STOs) and magnetic random access memory (MRAM) based on magnetostrictive materi-
als. Fe|_,Ga,, a material which boasts a high magnetostriction constant and low cost of
production, was the material of focus.

1.1 Introduction to spintronics

Nano-structured magnetic materials are the building blocks from which magnetic data
storage systems are constructed. The discovery of Giant Magnetoresistance (GMR) [1] in
such materials has led to the development of the first spintronic device, the spin-valve, and
ensured rapid development of magnetic disc drive technology during the past decade. The
spin valve consists of two ferromagnetic layers separated by a non magnetic metallic spacer,
as shown in figure 1.1
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Fig. 1.1 Structure of a typical spin valve [2]. The layers on the top and bottom are contact
layers used to connect the spin valve to an external current source. The magnetic free layer
has a much lower coercivity than the fixed layer meaning the relative magnetisation of the
two layers may be altered by an external magnetic field. The layers are separated by a
non-magnetic spacer.

When the magnetisations in the ferromagnetic layers are aligned parallel (P), spin up
electrons can pass easily from one layer to another leading to a low resistivity state. If adjacent
layers have magnetisations aligned anti-parallel (AP), both spin up and spin down electrons
are strongly scattered, and the resistance is high for all electrons. As the saturation /coercive
fields of the two layers are different, an external field can switch one layer in isolation of the
other, giving parallel or anti-parallel alignment of the magnetisation in the two layers. Thus
the magnetic orientations determine low and high resistance states in GMR devices. Recent
progress in these devices has concentrated on increasing the magnetoresistance amplitude
needed for hard disc drive read sensors. These sensors suffer from signal limitations and
added noise due to spin transfer torque induced instabilities [3]. Spin transfer torque (STT),
an inverse effect of GMR, occurs for current flowing through two ferromagnetic layers
separated by a thin non-magnetic spacer layer, such as in a GMR spin valve. The current
becomes spin polarised by passing through the first ferromagnetic layer and interacts with the

second ferromagnetic layer (the free layer) by exerting a spin torque on the magnetic moment
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[4] . This STT can oppose the intrinsic damping of the free layer causing the magnetisation to
precess and even reverse the direction of the magnetisation [5]. Whilst STT can have negative
effects on GMR read heads it has important implications for spintronic device applications,
such as magnetic tunnel junction based magnetoresistive random access memory (MRAM),
since it provides a local means of magnetisation manipulation. MRAM bit switching, the
reversal of the free layer magnetisation, is then achieved either by a dual magnetic field
pulse at a “cross point” known as toggle writing [6] or using the spin transfer torque from
the spin polarised current [7]. STT-MRAM technology has significant advantages over
magnetic-field switched (toggle) MRAM that has been widely commercialised [8]. The
main hurdles associated with field switched MRAM are its complex cell architecture, high
write current and poor scalability below 100 nm. Writing the bits by directly passing a
current through the device addresses some of these issues although the main challenges for
implementing STT MRAM are the substantial reduction of the intrinsic current density, J;,
required to switch the magnetisation of the free layer and the simultaneous reduction in the
reversal time [9]. Given the importance of MRAM to computer memory over the next decade
[10], research into magnetic materials and devices is not only topical but directly relevant
to industry. Ideally methods to reduce the STT current needed to switch the free layer, or
remove the need for current completely, combined with faster switching times are highly

desirable.

1.2 Spin torque oscillators

The basic spin valve can be used to produce a spin torque oscillator (STO). STOs are devices
which have attracted a great deal of attention over recent years for their potential applications
in microwave frequency generation. STOs offer the potential for compact variable microwave
generation with very little electronics [11]. A STO is shown in figure 1.2.
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Fig. 1.2 Structure of a typical STO [12]. Electrons passing through the fixed magnetic layer
become spin polarised. On entering the free layer these electrons transfer their angular
momentum, causing the free layer to precess at microwave frequencies. The resulting
fluctuations in giant magnetoresistance result in a microwave frequency component to the
voltage output which is then extracted using the bias tee.

A spin polarised current entering the magnetic free layer applies a torque to the magnetisa-
tion [12]. This spin transfer torque (STT) acts as an anti-damping term in the Landau-Liftshitz
Gilbert equation of motion, see section 2.7. If this anti-damping term is greater than the
damping processes in the free layer the STT will cause the magnetisation to precess around
the effective field. Due to the GMR effect the device generates an alternating resistance
which, due to the constant current running through the device, therefore generates an alter-
nating component in the voltage across the device. This alternating component of the voltage
occurs at one of the natural gyromagnetic frequencies of the system and is extracted by the

bias tee, also shown in figure 1.2[12].

The magnetic free layer of a STO can either be a non-uniform ground state such as a
vortex state described in detail in sections 1.3 and 2.11, or a uniform magnetisation state. A

uniform magnetisation state STO will oscillate at a higher frequency than one with a vortex



1.2 Spin torque oscillators 5

state (names a vortex core oscillator, VCO) however the output power of the microwave field
will be lower [13]. VCO based STOs also exhibit a greater flexibility in their frequency of
oscillation [13].

The first advantage of a STO over classical methods of microwave frequency generation
is the stability of the frequencies generated by the devices regardless of the temperature of
operation. Whilst the linewidth of the generated signals may increase with temperature the
central frequency generated will remain constant [14].

STO devices also operate using a DC current making them ideal for microwave frequency
generation in mobile devices where a battery is used as the power source.

Further advantages of a STO microwave generator over a typical microwave frequency
generator include control over the operating frequency of the device. The operating frequency
of a STO can be altered by a number of factors.

The first method of frequency control is an externally applied static magnetic field. The
magnetic field is usually applied out of the plane of the device as shown in figure 1.3 which
is taken from reference [15].

Damping

M
Spin Ho

torque Precession

‘Free’ layer

X

'Fixed' layer Spacer

Fig. 1.3 Demonstration of the angles between the direction of precession and the externally
applied field in a STO. The image was taken from reference [15].

As the magnetic field is increased the frequency of oscillation increases, causing the

amplitude of oscillation, or "cone angle" to decrease, reducing the output power.
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The frequency of oscillation as a function of the externally applied magnetic field for a
thin film with an externally applied field out of the plane of the sample can be determined
by equation 1.1. The resonant frequency is f, Hy is the externally applied field, M is the
magnetisation of the sample and ¥ is the gyromagnetic ratio [16].

_ Yy
f—M(Ho 4M) (1.1)

However this method of frequency control also has its drawbacks in that it requires the
energy intensive generation of a static external magnetic field and that if the field is strong
enough it can saturate and pin the magnetisation of the magnetic free layer [13].

Alternatively the frequency may be controlled by altering the amplitude of the current
applied in order to excite the oscillations [17-19].

As the current increases the frequency of oscillation decreases as a consequence of the
increased cone angle with current. For a fixed bias field, the increase in cone angle reduces
the frequency of oscillation. This drop in frequency as a function of the applied current is
shown in figure 1.4 which shows a theoretical relation between current and frequency for a
permalloy like material taken from reference [19].

frequency (GHz)

3 1 1 1 1 1 1 1
1.2 1.4 1.6 1.8 2.0

current (mA)

Fig. 1.4 Frequency versus current relation for a theoretical STO taken from reference [19].
The black dots indicate the calculated oscillation frequency at a given current value. The red
line serves as a guide to the eye. The values used to calculate this relation are based on the
values for permalloy.
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Assuming that the magnetisation vector undergoes steady precession the frequency of
oscillation can be expressed as a function of the amplitude of the applied current as in
equation 1.2. In equation 1.2 H,,,, is the field applied along the z-axis, Hy is the crystalline
anisotropy field along the z-axis, M is the saturation magnetisation and @, is the cone angle

and [19], which must be calculated numerically for any given current.

f= %[Happl + (Hy —47tM)cos®,] (1.2)

Using current to control the frequency of oscillation is energy intensive due to the
difficulty in creating a constant current source from the constant voltage sources commonly
found in computing. The output power of the microwave signal is also tied to current meaning
that the output power will change depending on the desired frequency. The relation between
the output power, P,,;, across a load resistance, Ry against the current applied to the device,
1, is given explicitly in equation 1.3 taken from [12]. This equation assumes that the change
in the resistance of the device due to the GMR is given by ARg7o and the average resistance

of the device is Rs7oay-

I>  ARsroR;
P{)ut - 5

1.3
8 (Rsroav+ RL)? 13)

Finally control over the frequency of oscillation of a uniform magnetisation oscillator
has been demonstrated using an externally applied strain [20]. This alters the frequency of
oscillation by changing the contribution of magnetic anisotropy to the effective magnetic
field in equation 1.1. The demonstration of strain control over the frequency of oscillation in
a VCO will be extensively discussed in chapter 6 and is briefly mentioned in reference [21].

It is this final method of frequency control which we will focus on in this thesis as the
application of a voltage to a piezoelectric transducer on which a sample has been fabricated
represents a much more energy efficient method of frequency control requiring no external
magnetic field and operating at a constant current applied through the STO device.

With all of these methods the output power of a single STO remains low however. In
order to overcome this problem it has been suggested that a number of STOs may be used
in conjunction with one another. This presents a problem in that the oscillations must be in
phase with one another. When a set of STOs are phase locked the result is a reduced linewidth
and a increased power output relative to a single STO or multiple STOs with random phase.

One solution to this problem is to place the STOs in close proximity to one another

resulting in phase locking due to the stray dipolar fields of the STOs interacting [22].
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This method of phase locking has only been demonstrated in two STO systems due to
the difficulties in generating phase locking between STO devices which are further away.
Alternatively it has been proposed that phase locking could be accomplished by driving
STOs using the RF output from a primary driving STO. The secondary STOs would phase
lock to the exciting field and produce the desired increase in output power and reduction in
frequency linewidth[23]. This method introduces its own issues however with the time delay
between the primary and secondary STOs being non-uniform for larger STO arrays requiring
phase delay electronics or a system crafted to ensure distances between STOs designed to
ensure phase coherence[24]. Both these methods suffer from issues with the frequency of
oscillation of STOs being dependent on number of factors such as the size of the samples
and the internal anisotropies of the samples. These problems could be alleviated however by
using strain induced anisotropies in the STOs in an array in order to tune the system towards

phase coherence.

1.3 Vortex core oscillators

A VCO, similar to a STO, is based on the spin valve, with a non-uniform magnetic state in the
free layer. The magnetic domains within a VCO are allowed to form a Landau flux closure
state for square geometry as described in section 2.8, and a vortex state for the more common
circular geometries. These states have a curling in plane magnetisation with a central core,
the vortex core, which has a magnetisation pointing out of the plane. A VCO is commonly
excited using STT in the same way as the magnetic free layer in a STO.

In this thesis we studied nanostructures supporting Landau flux closure, or vortex states.
These structures could represent the free layer in a VCO. The structures were excited with
a magnetic pulse generated by fabricating the samples on a waveguide [25-27]. When a
current passes through the waveguide a magnetic field at 90° to the current is generated
exciting the sample. This method of torque generation was used in chapter 5 and modelled
in chapter 6. The vortex core precesses in a circular motion due to the balance between

restoring force and the action of the excitation.

The frequency of oscillation of a VCO is independent of the strength of an exciting
magnetic field pulse [17]. However the oscillation frequency of a VCO may be altered using
the internal anisotropy of the system. This may be done either by using fabricating VCOs
with different magnetic anisotropies [27, 28] or, as discussed in this thesis, by applying a
strain-induced anisotropy to alter the oscillation frequency. Using a strain-induced anisotropy

to alter the frequency of oscillation, induced using a piezoelectric transducer, provides a
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method of generating an internal anisotropy into the system which can be controlled by the
application of a low power voltage making this method both power efficient and practicable.

Vortex states also represent attractive potential candidates for a new generation of MRAM
utilising the core’s polarisation and its chirality to realise its potential as a four state storage
medium [29].

The polarisation of the vortex core may be reversed by causing the vortex core to precess
beyond a certain critical velocity [30-32].

The chief advantage of MRAM over electronic memory devices is that MRAM systems
are non-volatile. Electronic dynamic random access memory (DRAM) elements rely on
capacitive devices to store information, which suffer from the requirement to continuously
refresh the memory elements every few milliseconds due to current leakage [33, 34]. The
use of non-volatile MRAM would therefore represent a significant improvement in the
energy efficiency of computer memory devices representing a non-volatile method of storage.
Another potential advantage of MRAM systems is improved read and rewrite times of <lns
[35] compared to rewrite times of a few ns for DRAM devices [36]. An advantage of DRAM
memory elements over MRAM is the element density however. DRAM elements as small as
14nm have been produced [37] however effective vortex core MRAM elements are limited to
the 100nm size range [17].

A number of problems stand in the way of the realisation of vortex core based STT RAM
elements however [32]. First there is the requirement of an external magnetic field pulse,
external AC magnetic field or spin polarised current to excite core motion, then there is
the problem of reading the polarisation of the vortex cores as quickly and efficiently as a

conventional RAM element.

1.4 Materials for strain controlled spintronics

In order to study the effects of strain induced anisotropy a material with a strong response
to an applied stress is required, ideally a material like Terfenol-D, an alloy of terbium,
dysprosium and iron which exhibits a strong magnetostriction constant of up to ~ 1.7 x 1073
[38]. Terfenol-D however contains dysprosium and terbium, both rare earth elements making
them prohibitively expensive due to their rarity and the difficulty in extracting the raw
elements from their ores. For this reason the search for a material in which a strong strain
anisotropy can be induced without the need for rare earth elements have been extensive in
recent years.

To this end experiments with iron alloys have shown that other materials may be incorpo-

rated into the iron lattice and this has been done with silicon, nickel, aluminium and cobalt
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[39—41, 39]. The addition of Ga however causes the magnetostrictive properties of Fe to be
especially strongly accentuated [39]. The addition of Ga to the lattice was found to produce
a tenfold increase in the material’s constant of magnetostriction in the [100] direction with a
small decrease in the magnetostriction in the [111] direction when the ratio of Ga to Fe is

approximately 19:81, a result which is demonstrated in figure 1.5 taken from reference [42].

Ll ¥ T T L T r T LJ T T T T T

400

350 |

. i 1 i 1 A 1 i ] i

0 5 10 15 20 25 30 35 40
X (% Ga)

Fig. 1.5 Effect of gallium concentration on the strength of magnetostriction in Fe;_,Ga,. The

lower line indicates that the samples were furnace cooled in fabrication whereas the upper
line was quenched cooled. This figure was taken from [42].

A

In order to understand the causes of these two peaks in magnetostriction we must examine

the crystal structures that galfenol can take shown in figure 1.6 [43, 44].
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Fig. 1.6 Demonstration of the crystal structures of various phases of Fe and Fe;_,Ga, with
Fe atoms shown in black and Ga atoms shown in green. Shown in a) and b) are the two main
allotropes of Fe, o-Fe and y-Fe which are body centred and face centred cubic respectively.
a-Fe is the allotrope to which Ga is added to create A2-Fe|_,Ga,, c) and B2-Fe_,Ga,, d).
In both A2 and B2 Fe;_,Ga, the body centred cubic structure of ¢-Fe is retained however in
A2 Ga atoms are randomly distributed throughout the lattice and in B2-Fe|_,Ga, the Ga is
consistently located in the body-centred sites. The structures in e) and f) resemble y-Fe in
their face centred cubic structure however D03-Fe _,Ga, (0.19>x>0.27) shown in e) has Ga
at the 4a sites and L1,-Fe|_,Ga, (x>0.27), shown in f) has Ga in place of Fe at the face sites
of the structure.
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Pure Fe can take on two key allotropes, a-Fe and y-Fe shown in figure 1.6 a) and
b) respectively. When Ga is alloyed with Fe at low concentrations the structure of the
galfenol takes on the A2 character shown in figure 1.6 c) where the Fe is in a body centred
cubic structure with Ga atoms randomly substituted for Fe atoms [45]. In this structure the
magnetostriction has been theoretically described as arising from Ga-Ga pair induced local
defects in the crystal lattice [46, 47].

This effect peaks at around ~ 19% gallium concentration and then decays rapidly as the
galfenol crystal becomes a mixture of A2 and D03 phase [48] (with a possible mixture of
B2 depending on growth conditions [49, 49]). The magnetostrictive constant peaks again
as the structure becomes purely D03, shown in figure 1.6 e) resulting in lattice softening
which is the source of the second, smaller peak in magnetostriction [50]. Finally as the
concentration of gallium passes ~ 27% the L1, phase, shown in figure 1.6 f) begins to be
mixed into the structure resulting in another sharp decline in the magnetostrictive constant of
the material [43, 44]. We would expect that the Fe;_,Ga, films grown in this thesis to take
the A2 structure due to the Ga concentration to be approximately 20% or lower.

These strong magnetostriction constants can be compared with the magnetostriction
constants of other 3d metals and alloys as shown in table 1.1 which shows the saturation
magnetisation of the material, M, the constant of magnetostriction constant in the [100],
Moo and [111], Aq1; crystallographic directions and in a polycrystal. Table 1.2 shows the
elastic constants cj — c¢11 and c44 which correspond to the shear modulus in the [100] and

[111] directions respectively.

Material M ﬂ,l()() M1 A Polycrystal
(A/mx10%) (x107%) (x1079) (x1079)
BCC-Fe 170 [51]  20.5[52] -21[52] -7152]
HCP-Co 1.40[51]  -140([52] 50 ([52] -62 [52]
FCC-Ni 0.49[51]  -46[52]  -24[52] -34 [52]
BCC-FeyNigg 0.86 [51] 8 [53] 0 [53] 0[53]
BCC-Feg; 3Gaig7 1.38 264 [42] ~15[42] ~65[54]
Tho 3Dy 1Fes 0.8[55] 90 [55] 1640 [55] 1400 [38]

Table 1.1 Various constants pertaining to the magnetostrictive properties of various materials
presented as a comparison to the magnetostrictive properties of galfenol.

Table 1.1 shows that galfenol exhibits higher magnetostriction than any other ferromag-
netic material not containing rare earth elements. Only terfenol-D has a higher magnetostric-
tion constant. Table 1.1 also demonstrates that the magnetostriction in Fe;_,Ga, is highly

anisotropic. Also shown is the weak magnetostriction in permalloy, this is a contributing
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factor to the use of permalloy in the vortex core experiments described in section 1.3 and in
the field of magnonics described in section 2.10, since the lack of magnetostriction simplifies
the dynamics in the magnetic systems by removing a strain-induced anisotropy from the
system.

In order to look at why other magnetic materials may be used in strain resolved experi-
ments we must look at the elastic constants of ferromagnetic materials. These constants are
presented in table 1.2.

Material C11 —C12 C44
(GPa) (GPa)
BCC-Fe 95 [56] 112 [56]
HCP-Co 141 75 [57]
FCC-Ni 90 [56] 1.185[56]

BCC-FeNigg 8.6 [58] 66 [59]
BCC-Feg; 3Gajgy || 39.4[42] ~ 120 [42]
Tbo,gDyoerz 76 [55] 49 [55]

Table 1.2 Elastic constants of various materials presented as a comparison to the elastic
properties of galfenol.

The strain-induced magnetic anisotropy is a product of the magnetostrictive constants
given in table 1.1 and the elastic constants given in table 1.2 as described in detail in section
2.5. These tables show that whilst Ni has lower magnetostrictive constants than Fe;_,Ga, it
has higher elastic constants. This means that a smaller amount of stress applied to a Ni sample
will result in a greater strain than the same stress applied to a Fe;_,Ga, sample. The greater
magnetostrictive constant of Fe;_,Ga, makes it more attractive than Ni for experiments
studying the effects of a strain-induced anisotropy however since the magnetoelastic energy,
discussed in detail in section 2.5, is a product of the Youngs modulus (related to the elastic
constants) of the material and the magnetostrictive constant in the direction of the strain the
sample is experiencing. It can also be seen from table 1.2 that the introduction of Ga into the
Fe lattice results in a reduction of the elastic constants in the [100] direction but an slight
increase in the elastic constants in the [111] direction as described in our discussion of the
structure of Fe_,Ga, thin films.

The strength of magnetostriction is also heavily affected by the temperature of the material
with high temperatures decreasing the level of magnetostriction in Fep g1 Gag 19 as shown in

figure 1.7 which was taken from reference [60].
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Fig. 1.7 Graph showing the relation between temperature and magnetostrictive constant in
Feg 31Gag 19 taken from reference [60].

However this relation is also dependent on the composition of the sample with reference
[42] reporting a positive correlation between temperature and magnetostriction in Fe;s 9Gagg
and Fe77 ¢Gaj 5.

Previous investigations of Feg g;Gag, 19 thin films grown on GaAs by molecular beam
epitaxy reveal that the material possesses both in-plane uniaxial anisotropy, arising from the
interface with the GaAs and cubic anisotropy, arising from the body centred cubic structure
of Feg g1Gag.19 [61]. The uniaxial easy axis lies along the [110] axis with the hard axis lying
along [110]. The cubic easy axes for Feq g1 Gag.19 lie in the [100] and [010] directions, the
same as for iron [62, 63].

Investigations into the strain-induced anisotropy of Fe g;Gag 19 thin films grown on
GaAs by molecular beam epitaxy have shown that the strain-induced anisotropy in Molecular
Beam Epitaxy (MBE) grown Fe( g1Gag 19 thin films is comparable to the strain induced
anisotropy in bulk Feg g1 Gag .19 material. This is shown in figure 1.8 which shows the value

of strain anisotropy, K, as a function of applied strain and was taken from reference [61].
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Fig. 1.8 Strain anisotropy verses applied strain for Feg g1 Gag 19 thin films grown on GaAs by
molecular beam epitaxy. Data was collected using electrical transport measurements similar
to those described in section 3.10 and by Ferro-Magnetic Resonance (FMR) measurements.
Also shown are the relations between strain anisotropy and strain for bulk Feg g1 Gag, 19 and
FeGaB. Taken from reference [61].

The effects of this strain-induced anisotropy can be seen in figure 1.9 taken from reference
[64] which shows hysteresis loops for bulk Feq g1 Gag. 19 with different levels of compressive
strain applied along the [100] axis showing that as the compressive strain increases the [100]

axis becomes harder indicating that the strain is altering the anisotropy of the material.
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Fig. 1.9 A series of hysteresis loops for Feg g1 Gag. 19 orientated along the [100] axis with
magnetisation and a variety of different compressive strain values along the [100] axis. The
different colours of the lines indicate different amounts of strain. Taken from reference [64].

1.5 Magnetic imaging

In order to minimise the energy within a magnetic material regions of uniform magnetisation,
known as domains, may form. These areas form in order to minimise the stray field resulting
from the system’s internal magnetisation. This is discussed further in section 2.8 however
here we will simply state that the magnetic configuration of a material may contain many
of these regions of uniform magnetisation. This is particularly true for the meso and macro

magnetic elements studied in this body of work.

There are a number of ways of imaging the magnetic state of a material. However, each

of these methods has it’s own advantages and drawbacks.
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1.5.1 Magnetic Force Microscopy (MFM)

Magnetic force microscopy (MFM) is a variety of atomic force microscope where a sharp
magnetised tip scans a magnetic sample, the tip-sample magnetic interactions are detected

and used to reconstruct the magnetic structure of the sample surface [65].

This method has advantages in terms of the cost effectiveness of the scanning process as
well as the flexibility of the method with MFM being used in difficult environments such as
ultra high vacuum or at extreme temperatures[66, 67]. The drawbacks of this method are
the low speed of measurements with a single magnetic contrast image taking many minutes
to produce [68, 69]. The method may only measure the stray field of the sample meaning
that it is a poor method for measuring the in-plane magnetisation of a material since only
the in-plane magnetisation at the edges of the material, or the out of plane component of
the magnetisation may be measured. This method may also lead to back-action between
the tip and the sample altering the magnetic configuration of the material as it is imaged.
This method is also unsuitable for experiments where a high magnetic field is applied to the
sample since the magnetic tip may be affected by the applied magnetic field. The low speed
of image collection makes time resolved measurements using MFM impractical.

1.5.2 Magnetic-Optical Kerr Effect (MOKE) magnetometry

Another very popular method for measuring the magnetic field of a sample is Magnetic-
Optical Kerr Effect (MOKE) magnetometry and microscopy. This involves reflecting po-
larised light from the surface of the sample and then measuring the rotation of the polarisation,
the Kerr angle, due to the magnetisation of the sample. The change in magnetisation of
the sample is detected by observing rotations in the polarisation as experimental conditions
are applied, such as the application of an external magnetic field or a change in sample
temperature. This method may also be used to measure the magnetisation in or out of the
plane of the sample depending on the angle of incidence between the laser and the sample

surface.

Time resolution can be added to the experiment by using a pulsed laser in a stroboscopic
pump-probe arrangement where the pump can either be another laser pulse [70] or an
electronic signal used to create a pulsed magnetic field via a stripline or coplanar waveguide
[25]. A delay line is used to ensure a delay between the perturbation to the system and the

detection pulse.

Measurements of VCOs have been performed using time resolved MOKE microscopy

by the use of a waveguide [25] however the drawbacks of this method include the fact that
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any measurement is of a change in magnetisation rather than a direct measurement of the

magnetisation. The spatial resolution is limited by the wavelength of light[25].

1.5.3 X-ray Techniques

Transmission X-ray Microscopy (TXM) and Scanning Transmission X-ray Microscopy
(STXM)

Another pair of photon techniques are transmission x-ray microscopy (TXM) and scanning
transmission x-ray microscopy (STXM). These techniques involve measuring the intensity of
x-rays passing through a magnetic sample. Magnetic contrast is obtained via X-ray Circular
Dichroism (XMCD), since the circularly polarised x-rays are attenuated by differing amounts
depending on the direction of the magnetisation in the region they are passing through. The
energy of the X-rays must be tuned, depending on the magnetic material being imaged, to
coincide with an absorption edge of the element being studied. Normally in the soft x-ray
region these are the L, 3 edges of the transition metals i.e electric dipole transitions between
p and d orbitals. For a full description of the mechanism of this attenuation see section 3.12.1
however for now we will simply state that the magnetic contrast from TXM and STXM
results from this variation in x-ray attenuation depending on the magnetisation of the area
the x-rays are passing through.

The difference between the two methods is that in TXM the sample is illuminated using
a full field technique whilst STXM is a scanning probe technique. Whilst STXM and
TXM have high resolution, approximately 10nm, and produce a direct measurement of the
magnetisation of the sample they require thin films grown on X-ray transparent membranes
such as SiN. Whilst the technique is used to measure thin films [71, 26] and time resolved
TXM is used to measure vortex core dynamics [72] technologically important substrates,
such as GaAs and Si, cannot be used [73, 71], nor can the sample be grown on ferroelectric

substrates.

XMCD PhotoEmission Electron Microscopy (XMCD PEEM)

Finally time resolved XMCD (TR-XMCD) PhotoEmission Electron Microscopy (PEEM)
can also be used to measure magnetic domains with high resolution in both space and time in
an element specific manner. The experimental details of this method can be found in section
3.13. In brief it involves forming an image using the elections photo-emitted from the surface
due to absorption of X-ray photons. As the number of emitted electrons is proportional to
the absorption cross section tuning the X-ray energy to a specific absorption edge allows

for an element specific measurement. If the sample is magnetic then the absorption cross
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section is dependent on the photon helicity (XMCD) allowing for magnetic contrast imaging.
This method gives high resolution and a direct measurement of sample magnetisation with
no requirement for transmission through the sample. For these reasons a significant part of
the work included in this thesis, specifically the data presented in chapter 5, involved the
development of time resolved XMCD-PEEM with a capacity for strain resolved experiments.
This development revealed a number of experimental difficulties involved in time resolved
XMCD-PEEM, which will be discussed in chapter 3. This method also requires a tunable
source of circularly polarised soft x-rays meaning the experiment must be performed at a
synchrotron limiting the amount of time in which the apparatus is available. The XMCD
PEEM system at Diamond Light Source is not optimised for high frequency experiments
with cabling designed for DC experiments and floating on a 20kV supply. This means that a
laser system, described in section 3.13, must be used in place of a single high frequency pulse
generator. Despite these drawbacks time resolved XMCD PEEM is the only experimental
method which allows for the high resolution images with a sufficiently high sampling
frequency to collect videos of vortex core oscillations and which does allow for the sample to
be mounted on a piezo-electric transducer which can be used to apply a strain to the samples
being tested.






Chapter 2

Theory

2.1 Ferromagnetism and the exchange energy

Ferromagnetism occurs in materials in which there are electrons with unpaired spin in the
outer d or f orbitals. These spins interact with unpaired spins in the surrounding atoms
in the lattice to result in long range magnetic ordering. Heating a ferromagnet beyond a
certain temperature, the Curie temperature, causes the spin system to become disordered
and transition to a paramagnetic state. A material in which the magnetic ordering leads to
the local moments being aligned anti-parallel is referred to as anti-ferromagnetic, which
is characterised by an ordering temperature known as the Néel temperature, Tyy. When
such a system is heated beyond the Néel temperature it will loose its ordering and will
again become paramagnetic. Ferromagnetism, anti-ferromagnetism and paramagnetism
are all demonstrated in figure 2.1. Not shown here are more exotic forms of magnetic
ordering such as helimagnetism (where the spins form a spiral) or ferrimagnetism (a form of
anti-ferromagnetism where the atomic moments in one direction are larger than the atomic
moments in the other direction).



22 Theory

——— ] ——— 7 ] —
e | e | A
——— — .- NN
e | e I R
e | el | WP
Ferromagnetism Anti-Ferromagnetism Paramagnetism

Fig. 2.1 Different forms of magnetism. Ferromagnetism and anti-ferromagnetism both
involve long range magnetic ordering with spins aligning in ferromagnetic systems and spins
anti-aligning in anti-ferromagnetic systems. In paramagnetism there is no long range ordering
without an externally applied field and therefore no net magnetisation. In diamagnetic systems
the application of an external magnetic field will result in magnetisation counter to the applied
field.[74]

Ferromagnetism arises in Fe, Co and Ni due to a combination of the unpaired electrons in
the d orbital and the exchange energy between the unpaired electrons. Electron configurations
for a series of metals are shown in figure 2.2.

In figure 2.2 we can see that there are unpaired d electrons in Sc, Ti, V, Cr, Mn, Fe, Co
and Ni but that ferromagnetism only occurs in Fe, Co and Ni. The reason for this can be
found in the exchange interaction between electrons from neighbouring atoms within the
lattice. The exchange interaction between atoms in a lattice is characterised by the exchange
constant, J.

This exchange constant is used in the Ising model to determine the interaction energy
between two electrons in fixed locations. This is combined with the energy of a free spin to
produce the Hamiltonian for a magnetic insulator. This is given in equation 2.1 in which s; ;
is the spin on sites i and j, J; ; is the interaction energy between the spins at sites i and j, g is
the gyromagnetic ratio, tp is the Bohr magneton and H is the externally applied magnetic
field.

1
%:—EZJ,'7jsi-sj—|—ZguBH-si (2.1)
i,j i
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Fig. 2.2 Electron configurations for various metals along with the magnetic state at room
temperature that results from the configurations. The arrows represent up and down spin
electrons in the outer d and s orbitals of the elements shown with all lower energy levels
being filled.

The sign of the spins relative to one another will change in order to minimise the
interaction energy. The interaction integral, J, therefore dictates the magnetic character of
the material. The relation between the exchange energy and whether a material is para,ferro
or anti-ferromagnetic is often demonstrated using the Bethe-Slater curve [75, 76] shown in

figure 2.3 which was taken from reference [77].
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Fig. 2.3 Bethe-Slater curve taken from reference [77]. This is a plot of the ratio between
atomic separation in the crystal, 7,5, to diameter of the 3d orbital in the material, r;, against
the exchange interaction for a series of materials in which it can be seen that the ferromagnetic
materials have positive interaction energies and the anti-ferromagnetic materials have negative
interaction energies with the interaction energies of paramagnetic materials tending towards
zZero.

This is a plot of the ratio between atomic separation in the crystal, r,, to diameter of the
3d orbital in the material, r;, against the exchange interaction for a series of materials. It can
be seen that ferromagnetic materials can be found in the positive region of the graph and
anti-ferromagnetic materials can be found in the negative region. This graph also shows the
interaction energy tending to zero as the ration rr“—d” increases. These materials will exhibit

paramagnetism due to their low interaction energy.

Whilst this model may be informative as to the magnetic properties of magnetic insulators
the materials studied in this thesis are conductive metals. In order to understand these
materials we must expand the Ising model to account for itinerant magnetism using the
Hubbard model. In this model the magnetic spins are not confined to specific sites but are
free to move throughout the material. Now the magnetic configuration of the system is
governed by the potential energy of the system as well as the kinetic energy. This means
that kinetic and potential energies are in competition with equal numbers of spin up and
spin down electrons minimising the kinetic energy and a spin polarised state minimising the
potential energy. This means that the system will become a ferromagnet only if the Stoner
criterion is met. The Stoner criterion is given in equation 2.2 in which U is the potential
energy of the system, D(EF) is the total density of states at the fermi surface and V, is the
volume of the unit cell
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2.2 Magnetic Anisotropy

Magnetic anisotropy arises primarily due to the coupling of the orbital moments of electrons
with the crystal field, the static electric field resulting from the local atomic cores and
electrons. The interaction of the electrons spin with their orbital moments, the spin orbit
interaction, then results in the spins of the electrons also becoming coupled to the crystal
field of the material.

The positioning of atoms within the crystal lattice causes asymmetries in the crystal
field which makes it easier for the magnetic moments to align to certain crystal directions.
Iron can exist in a number of crystallographic states however for the purposes of this thesis
we will be ignoring the more exotic allotropes of iron, instead focusing on epitaxially and
sputter grown iron which takes on a body centred cubic crystal structure[78]. The anisotropy,
known as magnetocrystalline anisotropy, reflects the symmetry of the crystal. BCC iron
has predominantly cubic anisotropy. When grown on GaAs, the influence of the interface
induces a uniaxial component to the magnetic anisotropy. This will be the subject of further
discussion in section 2.5.

The shape of a material may also lead to anisotropy since the high energy cost of
producing a stray field will cause the magnetic moments within the sample to lie parallel to
the edge of the sample. This means that in the thin films being studied in this thesis magnetic
moments aligning out of the plane of the sample will become energetically unfavourable and
therefore will align in the plane of the sample. This can be seen explicitly by looking at the
magnetostatic energy, E, s, Which is described in equation 2.3 which is a product of the
field due to magnetic poles at the surface of the sample, also known as the stray field, Hy;,

and the magnetisation of the sample M integrated over the volume of the sample V.

Emstar = —%/‘/M'Hs,dv (2.3)

Anisotropy may also form in a material due to strain applied to the sample as described
in the next section.
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2.3 Magnetostriction

Magnetostriction is the effect of a physical strain, induced in a material by an applied stress,
which alters the magnetic anisotropy possibly leading to a change in the direction of the
magnetisation of the material.

This can be understood as the strain altering the shape of the crystal field creating an
additional magnetic anisotropy thereby moving the magnetic easy axis and causing the
direction the magnetisation to change in order to minimise the energy of the system. The

phenomenological form of the magnetic free energy will be described in section 2.5.

2.4 The spin orbit interaction

The energy levels within the system are also altered due to the spin orbit interaction (SOI).
This can be thought of classically by imagining the electron orbiting the nucleus at relativistic
speeds. Since the electron has a negative electric field and the nucleus a positive electric field
the result is a magnetic field due to the moving electric fields in accordance with Maxwell’s
equations. This magnetic field acts to re-orient the electrons spin altering the electron’s
energy level as described by the hamiltonian given in equation 2.4 in which S is the spin
angular momentum of the electron, B, ff is the effective magnetic field on the electron, m, is
the electron mass,p is the electron’s momentum and V is the electric potential experienced

by the electron.

1
Hso =B, S=(5755;VV xp)-S (2.4)

2,2
2msc

This shift in energy level is dependent on the angular momentum of the electrons leading
to energy level splitting between electrons with differing angular momentum quantum
numbers. This splitting is exploited to perform XMCD measurements as described in section
3.12. An example of this shift in energy level is seen in equation 2.5 which describes the
energy shift due to SOI in hydrogen. V is the potential the electron sits in, r the distance
from the nucleus, m the mass of an electron, L the orbital angular momentum and S the spin

moment.

! 1SVL S (2.5)

AEsp= —— -2 L.
SO0 = om2c2r 8r = 2
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The SOI results in a number of interesting magnetic properties such as anisotropic
magnetoresistance as described in section 2.6, magnetic anisotropy as discussed in section

2.2 or magnetostriction which is described in section 2.3.

2.5 The magnetic free energy

The Stoner-Wolhfarth model is a method of modelling single domain ferromagnets in terms
of the internal energy of the system using terms to describe the uniaxial ansiotropy and the
Zeeman field. We will be building on this model by introducing additional anisotropy terms
and determining the angle of the magnetisation as a function of the applied field by finding
the angle at which the free energy of the system is minimised. The model takes into account
the angle between the [010] axis and the magnetisation (usually along the direction of the
applied field), (0), and the angle between the net magnetisation and the applied field, (¢), as

demonstrated in figure 2.4.

M

[010]

Fig. 2.4 Visual guide for the angles used in modelling the magnetic free energy.

In order to model the magnetic free energy we have to sum all the energy terms that make
up the total energy of the system. The first one we will include is the uniaxial anisotropy
energy which is defined in equation 2.6 in which E,, is the uniaxial anisotropy energy density,

K} is the magnetic uniaxial anisotropy constant in which i is the order of the term [79].
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E, = K'o? + K'a? = Klsin(6 — %) 4 Kisin*(6 — %) T 2.6)
E, is represented phenomenologically using polar co-ordinates so that « is a direction
cosine of the magnetisation with respect to the [010] axis. Since the uniaxial anisotropy is
acting on only one axis due to the magnetisation being confined to the plane by the thin film
condition & becomes sin(8). For iron and its alloys (e.g. Galfenol) on GaAs however we
must also consider the % factor coming from the uniaxial easy axis being along the [110]
axis which lies at an angle % from the [010] direction.
The next term to be introduced will be the cubic anisotropy energy, E.. This is an
anisotropy term that appears in cubic systems meaning that we need to extend the treatment
of the uniaxial anisotropy to include terms for the other principal crystal axes’ cosines, Q;,

meaning that the anisotropy energy of a cubic system may be described by equation 2.7.

E,=Ky+Ki(alol +a303 +030F) + Ky (... (2.7)

If we then express the cubic and uniaxial anisotropy to first order we can separate out the
terms and express the cubic anisotropy using equation 2.8.

K
E = chinZ(ze) (2.8)

The in plane cubic and uniaxial anisotropies in ferromagnetic materials grown on GaAs,
such as those discussed in this thesis, are dependent on film thickness as shown in figure 2.5
which was taken from reference [78]. This figure shows the uniaxial anisotropy decreasing

with increasing film thickness and cubic anisotropy increasing with film thickness.



2.5 The magnetic free energy 29

U'}_' 1

510—}}

L

o 8

O L

O

X 2 =

== 0 CI
N :

o

20 40 60 80
[ML]

Fe

Fig. 2.5 Relation between film thickness (in terms of number of mono-layers) and constants
of cubic (hollow symbols) and uniaxial (full symbols) anisotropy for epitaxial iron on
GaAs(001) taken from reference [78]. The squares represent data collected using vibrating
sample magnetometery and the circles represent data collected by MOKE.

The magnitude of the in plane uniaxial anisotropy, K, decreases as thickness increases
due to the fact that the uniaxial anisotropy is an effect of the interface between the GaAs
substrate and the iron film [80]. The exact microscopic mechanism of this is a subject for
debate however with two leading theories as to the effect’s origin. The first theory is that the
interface effect is due to a strain induced by the lattice mismatch between the iron and the
GaAs [81-84]. This is due to the fact that the lattice constant of iron is 2.866A[85] which
roughly half the lattice constant of GaAs which is 5 .652Aleading to close lattice matching
between the body centered cubic structure of Feq g1 Gag .19 and the cleaved surface of the
zinc-blende structure of the GaAs [78, 85]. The structure of the two lattices is the same
however since the cleaved surface of the zinc-blende structure of the GaAs substrate matches
the cleaved surface of the bec iron [86]. There is however a mismatch in terms of electronic

structure and bonding geometries between the two materials which is the source of the second
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theory about the source of the uniaxial anisotropy in iron. This theory states that the uniaxial
anisotropy occurs because of the bonding between the As atoms in the GaAs and the Fe

atoms at the interface.

It states that the p states in the As hybridise with the d states in the Fe atoms resulting in
uniaxial quenching of the magnetic moments of the Fe atoms in the [110] direction producing
the uniaxial anisotropy in the [110] direction [87-90]. The origin of the uniaxial anisotropy
in iron has been studied for some time however and there is still no conclusive evidence

pointing to either of these explanations meaning that the question remains unresolved.

Next we will add the Zeeman energy, E_, to our model. This is the energy due to
the interaction between the internal magnetisation of the system and the external applied
magnetic field H. This term is given by 2.9 and is the only term in our model dependent on
the angle and strength of the external magnetic field.

E,=—M-Hcos(¢p —0) (2.9)

The final term we will include is the magnetoelastic energy density, Ey;g which is given
by the resolution of 2.10 which shows the general form of the contribution as well as the
contribution in galfenol. In equation 2.10 ¢; are the direction cosines of the magnetisation
with respect to the cubic axes, By and B, are magnetoelastic constants and &;; are strain
tensor components [91].

Eme = B (&x(0f — %) + &y (05 — %)) + By (& 001 0 + €,,0003 + &1 03)  (2.10)
When we apply equation 2.10 to the thin films which are being examined in this thesis

we first assume the out of plane component of the magnetisation to be negligible due to
shape anisotropy as described in section 2.2. This means that o3 ~ 0 meaning that it can be
eliminated from the equation. We also assume that the cross strain terms, &y, €, €, are
negligible compared to &,,, &, and &;; making the B, section of equation 2.10 disappear as
well. The remaining magnetoelastic constant B is then defined using equation 2.11 in which

A1oo 1s the magnetostriction constant and ¢, and c;; are elastic constants.

3
B = 51100(012—611) (2.11)
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When we substitute equation 2.11 into equation 2.10 and insert the direction cosines we

find equation 2.12 in which A, is the magnetostriction constant along the [100] axis [61].

3 .
Evye = 51100 (C12 — Cll)(exx — Syy)smze (2.12)

In equation 2.12 the strain terms &, and &,, are dependent upon one another due to
Poisson deformation which is described in section 3.10 where it is discussed in relation
to the deformation of FeGa samples being subjected to a strain applied by a piezoelectric
transducer.

Combining the &, and &,, terms into a single term, € and combining c;> and c1; with the
magnetostriction constant into the magnetoelastic constant By results in the magnetoelastic

energy being expressed as shown in equation 2.13

EyE 2318Sil’l29 (2.13)

When we combine all these energy terms the result is equation 2.14 in which E is the
total energy of the system, K, is the cubic anisotropy, K, is the uniaxial anisotropy and A;qg

is the strain applied along the [100] axis.

K 3
E= chinz(ZG) + K, sin®(6 — g) —M -Hcos(¢p —0) + E/llooyminz(e) (2.14)

This is a useful tool for predicting and modelling hysteresis loops of materials found
using the techniques detailed in chapter 4.2. By fitting this model to experimental data we
can find values for the anisotropy constants K. and K, and the magnetoelastic coefficient as

performed in chapter 4.

2.6 Anisotropic Magnetoresistance

Anisotropic magnetoresistance (AMR) is the property of a magnetic material whereby the
resistance of the material changes depending on the angle between the applied current and
the magnetisation of the material. AMR can be described using the relation in equation 2.15
where 6p/p is the AMR ratio, 5p is the change in resistivity due to the AMR effect, pj| is
the resistivity of the sample with the current parallel to the magnetisation and p | being the

resistivity with the current and magnetisation perpendicular to one another [92, 56].
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Sp _PI—PL

(2.15)
P pL

If we generalise equation 2.15 for any given angle between the magnetisation in the
plane and the current, 43,8, we can express the resistivity using equations 2.16 and 2.17
[93] in which p,, 1s the average resistivity of the sample when the magnetisation is rotated
over 27, Ap is the amplitude of the AMR and 64,z is the angle between the current and the

magnetisation.

Pxx = Pav + ApCOS(Z@AMR) (2.16)

Pxy = Apsin(20AMR) 2.17)

AMR arises due two major influencing factors, the scattering rate being affected by the
relative spin alignment between the static d electrons and the s electrons moving on the Fermi
surface and the density of states of the s electrons on the Fermi surface. The influence of
these factors is captured using equation 2.18 which gives the conductivity tensor Oy, as a

function of the density of states at the Fermi surface, N(EF), and the diffusivity tensor, Dy,.

Oxx = N(Ep)Dyx (2.18)

The shape of the Fermi surface may be distorted as a function of the magnetisation
direction due to the SOI. The diffusivity tensor is determined by the scattering probability
between the s and d electrons, which depends on the relative alignment of the spins of the s

and d electrons.

2.7 The Landau-Liftshitz Equation

The Landau-Lifshitz-Gilbert equation (LLG equation) describes the rate of change of mag-
netisation, M, of an individual magnetic particle induced by the effective magnetic field. The

LLG equation is a sum of two terms, the Landau-Lifshitz driving field and Gilbert magnetic
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damping as shown in equation 2.19 in which & is the phonomenological Gilbert damping

coefficient and 7 is the gyromagnetic ratio.

aM Yo

— =M xHrr—-—Mx (MxH,¢ 2.19
H.y is the effective field arising from the external magnetic field, the internal anisotropies

of the sample, the other dipoles within the sample and the net demagnetising field of the

sample all being modelled as a single value which is calculated using 2.20 in which E,, is

the average energy density.

— aEav
H =4, M (2.20)

A visual aid to the form of the terms in the LLG equation is shown in 2.6 with figure
2.6a) showing the form of the driving term and figure 2.6b) showing the form of the damping
term.
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Fig. 2.6 Visual aid to the components of the LLG equation. a) shows the magnetisation
precessing about the effective field (H,s) producing the time varying magnetisation by the
cross product of —M and H,yr. Without damping the magnetisation will precess around
the effective external field indefinitely however in b) the damping term is included acting
to retard the precession of the spin. This means that the magnetisation will eventually align
along the direction of the externally applied field.
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This equation can be used for computational modelling of the dynamics of a ferromagnetic
system as is performed by the Object Oriented MicroMagnetic Framework (OOMMF)

computer program used to simulate magnetisation patterns as described in section 3.8.

2.8 Domain walls

In a magnetic material the magnitude of the individual magnetisation vectors are fixed,
however they will still rotate in such a way as to reduce the internal energy of the system
as much as possible. This means that regions of uniform magnetisation called magnetic
domains will form within a sample. Magnetic domains must still obey the Maxwell equations

meaning that the lines of B-field must be continuous due to equation 2.21.

V-B=0 (2.21)

This means that domains left to settle into a stable state will tend to fall into what is
known as a Landau flux closure domain, an idealised example of which is shown in 2.7. Note
that this is a generalisation and that if it is energetically favourable to retain a single domain
structure the system will do so due to the high energy cost of forming domain walls.
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Fig. 2.7 Drawing of a Landau flux closure domain in an ideal square sample

The relation in equation 2.21 also leads to the stray field Hy,, the magnetic field produced
by the magnetisation of the sample. It is this field that we use to measure the magnetisation

of a sample by its interaction with some external measurement apparatus (see chapter 3). The
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energy associated with the stray field is given by the equivalent integrals given in equations
2.22 and 2.23 [94].

Es,,:% / H2,av (2.22)
allspace

Em:—% / H,,, - Mdv (2.23)
sample

These values will always be positive (due to the H2

o term in 2.22) meaning that in order

to reduce the net energy, the magnetisation within the sample will move to reduce the stray
field energy. Since lines of magnetisation which end at the surface of the sample require
more energy to maintain than lines of magnetisation which run parallel to the edges of the
sample the favoured magnetic domain structures will be those which run parallel to the
edges of the sample. This, combined with the fact that large areas of uniform magnetisation
are also energetically favourable, means that the lowest energy magnetisation structures
may not necessarily be those for which all the individual spins of atoms in the lattice are
pointing the same way. The structure may therefore contain domain walls, lines along which
the magnetisation rotates from one orientation to another. This may happen in two ways
referred to a Bloch walls and Néel walls. Néel walls involve a rotation within the plane of
the magnetisation and Bloch walls involve a rotation out of the plane of the magnetisation as

demonstrated in figure 2.8[95].
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Fig. 2.8 Demonstration of the structure of Bloch and Néel type walls. (a) represents a Néel
wall where the rotation is in the plane of the magnetisation and (b) represents a Bloch wall
where the colour indicates the out of plane component of the wall.
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The Bloch wall, in which the rotation is out of the plane of the material, is the most
likely type of wall to form in a bulk sample, this is because V- M=0 throughout the structure
meaning that there is no stray field associated with the wall meaning it has the minimum

magnetostatic energy possible. The rotation will still cause an increase in the exchange
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energy due to the rotations of magnetisation involved, however the magnetisation of the
domains will tend to lie along the easy axis meaning that the cost of forming a domain wall
will be increased due to the center of the wall containing spins aligned along the hard axis of
magnetisation. The energy required to form a Bloch domain wall is given as Jp in equation
2.24 in which C is the exchange constant of the material, g is the width of the domain wall, b

is film thickness and K is a constant describing the anisotropy[95].

C . T2M2a? b
yB:7(ﬁ_1)+_qu+ & log(1+7) (2.24)

2 b

When we look at the thin film case we find that Néel walls are much more likely to form
since the energy required to form a Néel wall goes down as the thickness decreases since
Néel walls exhibit the opposite effect to Bloch walls in that the they contain a volume charge
rather than a surface charge. This means that when the volume of the domain walls is reduced
by constriction of the film thickness the energy required to form a Néel wall is lower than
the energy required to form a Bloch wall. We can see this by an examination of the energy
required to form a Néel wall, yy, which is shown in equation 2.25.

nC
W=—
q

T b
(V2- 1)+7"K1 + M1 — %log(1+;})] (2.25)
When we compare the results of equations 2.24 and 2.25 we can see that at a certain
thickness the type of wall most energetically favourable will switch as shown explicitly in
figure 2.9 showing the energy required to form each type of wall with respect to the film
thickness.
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Fig. 2.9 Energy required to form Néel (dotted line) and Bloch (solid line) with respect to film
thickness in iron (values taken from references [96, 79]).

The transition between these two types of domain wall is not a direct step with the
wall type being Néel at one thickness and block in a film 1A thicker but rather a gradual
transition whereupon Néel walls develop a Bloch component which will form producing an
angle between the out of plane component of the wall and the walls magnetisation, @ as
demonstrated in figure 2.10.
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Fig. 2.10 Diagrammatic representation of the dimensions and angles used to describe domain
wall behaviour in the text

When ¢ is greater than some critical angle @, the wall will be of the Néel type however
when this angle is exceeded the wall will be in some intermediate state and when ¢ is equal
to 7/2 the wall will be a fully stable Bloch wall formation [97].

2.9 Performing XMCD in PEEM

XMCD relies on the difference in x-ray absorption (XA) spectra obtained using right and
left-handed circularly polarised light. XMCD is a well established and powerful technique
which utilises the dependence of attenuation coefficients on the relative orientations of the
photon helicity and sample magnetization, in ferromagnetic materials, to reveal separate spin
and orbital information about the absorbing atom. This combined with the inherent element
specificity of XA make XMCD a uniquely revealing probe of the micromagnetic properties
of solids.

XMCD results from the conservation of the angular momentum carried by a photon
and the spin-orbit interaction. The easiest way to understand this process is to separate it
into two sub-processes however this is done solely for demonstrative purposes [98]. The
first process is the absorption of a circularly polarised photon by a core electron which is
subsequently excited. The photon is circularly polarised and therefore carries an angular
momentum of +7 in the direction of propagation. The sign of 7 is dependent on the photon’s
helicity. The photon’s angular momentum is then entirely transferred to the electron’s orbital

moment. In the second sub-process the spin asymmetry of the valence shell acts to detect
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the magnetisation direction which, for maximum dichroism effect must be aligned with the

photon spin direction. This process is demonstrated by figure 2.11.
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Fig. 2.11 XMCD effect illustrated for L edge absorption in an arbitrary material. a) shows
the excitation of an electron in the p orbital into the empty states within the d orbital. b)
shows the resulting XA spectrum for the L3 and L, edges [99, 100].

Photon absorption (arb. units)

The allowed transitions of the absorbing electron are governed by selection rules which
result from symmetry considerations of the initial and final quantum states. In the dipole
approximation for circularly polarised light only transitions where Al,=41 and Am=41 and
Amy=0 are permitted, where 1, is the quantum number of the orbital angular momentum,
m is the magnetic quantum number and my is the electron spin number. As such XMCD
spectra indicate any difference in the occupation of allowed states from both an orbital and
spin perspective. In a simplified one electron model, where one spin-band is filled and weak
spin-orbit coupling in the d-band is ignored, the origin of the XMCD effect can be seen by
considering the angular part of the squared dipole transition from the 2p ] and 2p 3 states to
the empty d-band states.

2.10 Magnetisation dynamics in confined magnetic struc-

tures

Similar to elastic waves in a crystal, spin waves (or magnons) are collective low energy
propagating disturbances of a magnetic system. Spin waves broadly break down into two

regimes depending on the wave-vector k which are described in terms of the source of the
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spin wave. When the value of & is in the um ™! range the spin wave is propagated due to the
dipolar interaction between the spins. However when k is in the nm ! range the spin wave is
propagated due to the exchange interaction. Spin waves dominated by the dipolar interaction
(dipolar spin-waves) tend to have frequencies in the 10s of GHz range, exchange spin-waves
tend towards the THz range. This shift in frequencies can be seen in figure 2.12 taken from
reference [101] showing the dispersion relations between dipolar spin waves and exchange

spin waves.
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Fig. 2.12 Dispersion curves for magnons in an infinite plane taken from reference [101].
Shown, by the means of a split axis, are the dispersion curves for dipolar spin-waves in
the GHz frequency range and exchange spin waves in the THz frequency range. The red
line in the dipolar region represents the dispersion relation for magnons with wave vectors
perpendicular to the magnetisation and the blue line indicates the dispersion curve for
magnons with a wave vector parallel to the magnetisation. The grey region between the two
represents magnons with wave vector and magnetisation at some other angle from one another.
Shown in the THz range is the dispersion curve for exchange spin-waves roughly following a
parabolic relationship at lower energies before the relation changes when the energy becomes
high enough that all dipolar effects can be ignored. The red shading represents broadening of
the available energy bands due to damping.
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Two key points can be seen in figure 2.12. The first is that the dispersion relation for the
dipolar spin-waves is dependent on whether the magnetisation is parallel or perpendicular to
the wave vector. The second is that the relation for exchange spin-waves is roughly parabolic
at low wave vectors but diverges away from this relationship as the wave vector rises. For the
work presented in this thesis the important regime is that of the dipolar spin waves so the
properties of the dispersion relation for the exchange waves will not be discussed in great
detail.

The splitting in the dispersion relation for dipolar-spin waves occurs due to differences in
the equations of motion depending on whether the spin waves are parallel or perpendicular to
the wavevector. Spin waves with k||M are referred to as backward volume waves due to their
negative group velocity. This negative group velocity occurs due to the precession of the
spin waves being lower than the natural precession frequency of spins in the system. Dipolar
spin-waves with k| M are referred to as being in the Damon-Eshbach (DE) geometry. The

two types of dipolar spin waves are shown in figure 2.13.

Fig. 2.13 Demonstration of the propagation of dipolar spin waves. a) shows a Damon-Eshbach
as seen from the side where the wave is propagating perpendicular to the magnetisation. This
is shown from above in b) in which the wave is shown by the red line. c¢) shows a backward
volume wave from the side, once again the red line shows the waveform. [74]

So far we have been describing spin-waves in a general case. We must now move to
describe spin-waves when confined in a realistic structure. Once the spin waves are confined
the wave vectors become quantised due to the confinement [102]. The confinement limits
the wave vectors of standing waves within the material in accordance with equation 2.26 in

which 7 is an integer and d is the width of the confinement.
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k=n— 2.26
n (2.26)

The frequency of the DE spin waves in an infinite ferromagnetic film of thickness d can
then be described by the modified Kittel equation given in equation 2.27 [103].

o = Y\ H(H + M) + (M /2)2(1 — =24 2.27)

Where wpg is the frequency of the DE spin wave, 7 is the gyromagnetic ratio, H is
the applied field and M; is saturation magnetisation. DE like spin waves in Landau flux
closure states have been described forming along domain walls in reference [104] where
the oscillation frequency is dependent on the film thickness, domain wall width, length and
the effective field along the region of the domain wall. The edges of the material and the
vortex core are assumed to act as pinning points, dictating the character of the stationary
wave formed. Waves form along the domain walls due to the fact that the domain walls lie
along regions of uniform effective field within the sample[105]. Once the spin waves have
been excited the effect of the vortex core’s motion is much lower than the effective field
resulting from the distortion of the domain wall. This means that the spin wave along the
domain wall is subject only to the effective field along the domain wall and the core can be
approximated to be stationary.

Backward volume spin wave modes are unable to form in confined materials due to the
confinement of the travelling waves although spin waves may exist which may be understood
as being analogous to a combination of DE modes and back-propagating modes. In an infinite
plane these form with wave vectors at some angle ® to the magnetisation however they only
transition from DE spin waves into back propagating spin waves once the angle between
the magnetisation and the wave vector drops below the critical angle ®@pg given by equation
2.28 [106].

Opg = arctan(~\/H /M) (2.28)

2.11 Vortex core oscillators theory

In section 1.3 we saw that vortex core oscillators contain ferromagnetic structures in which

the domain structure has settled into a Landau flux closure state. The core may be excited
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to move in a circular motion due to the application of an external force and this motion is
described in detail by the Thiele equation [107] [108] which is shown in 2.29 in which Kk is a
positive constant analogous to the core’s mass, v is the core’s velocity and X is the position
of the vortex.

Gxv=kX (2.29)

The term G in equation 2.29 represents the Gyrocoupling vector. This represents the
correction forces acting on the core and is described by equation 2.30 in which g is magnetic
permeability of free space, M; is the saturation magnetisation, J is the gyromagnetic ratio, &
is the sample thickness, Z indicates that the vector is out of the plane and p is the polarisation
of the core, either +1 or -1., Also used in equation 2.30 is n, which represents the dynamic
winding number for the core’s oscillation. This describes the number of times the vortex
core travels around the center of the object in a single oscillation and the direction in which
it travels with a positive winding number representing an anti-clockwise movement and a
negative value indicating a clockwise movement. More information on the dynamic winding
number can be found in reference [109].

UoMh
Y

G=2r npz (2.30)
The motion of the core can then be determined by finding a general solution to equation
2.29 as shown in equation 2.31 in which X(¢) is the position of the core at time ¢, @ is the

frequency of oscillation, X is the radius of the oscillation and 7 is the radial unit vector.

X(t) = X(cos(wt),sin(wt))7 (2.31)

Looking at this general solution we can see that the core precesses in a circular motion
with a frequency of @ and a radius X. This model makes the assumptions that the core is
rigid and that the system is at equilibrium. However, more in depth theoretical models have
been developed which show that the core behaves as a harmonic oscillator [110]. The simple
model given in equation 2.29 is sufficient for the work described in this thesis and so we will
now discuss the results of this general solution.

The general solution to the Thiele equation given in equation 2.31 combined with the

formulation of the gyrocoupling vector given in equation 2.30 leads us to the conclusion that
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for positive core polarisation the motion is in an anti-clockwise direction clockwise when the
core polarisation is negative [111].

The core’s polarisation can be used to realise its potential as a storage medium with
the direction of the magnetisation being considered its state [29]. The magnetisation of the
core may be reversed either by applying a large magnetic field or by exciting it to perform
gyrotropic motion with a velocity greater than the critical velocity v.,; which is defined
as a function of the exchange stiffness, A.y, the gyromagnetic ratio, ¥ and a constant of

proportionality which is unique to any given material, 1 by equation 2.32 [31].

Veri = NYV Agx (2.32)

This dependence of the critical velocity on the exchange stiffness can be understood
by looking at the mechanism of vortex core reversal. When the core moves faster than the
critical velocity the distortion of the core resulting from its motion causes it to nucleate into
a core/anticore pair which annihilate in order to produce a single core. This single core will
have the reverse polarisation of the original core as demonstrated in figure 2.14 which was
taken from reference [30].

This means that in order to induce vortex core reversal the speed at which the core
propagates must be great enough that the core becomes distorted despite the influence of the
exchange stiffness preventing this distortion.

The dependency of core gyrotropic frequency on the anisotropies of the system is due
to the effective mass of the core, kK being dependent on the magnetic susceptibility of the
sample X as demonstrated by equation 2.33 in which M; is the saturation magnetisation, 4 is
the sample thickness and Ly is the magnetic permeability of free space.

M2h
K= gt
X0

(2.33)

This allows for the frequency of oscillation of a vortex core to be controlled by the
various anisotropies of the system due to the dependence of )y on the magnetic anisotropies
of the sample[27, 28]. The relation between the magnetic susceptibility and the frequency of

precession of the core, @, is given explicitly by equation 2.34[111].

_ oMo

= 2.34
2 1 (2.34)
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Fig. 2.14 Demonstration of the process of core reversal taken from reference [30]. The core’s
initial configuration is shown in a). As the speed of the core increases the core begins to
distort forming an area with a out of plane component as shown in b). This out of plane
component increases in c¢) causing the in-plane component of the magnetisation to turn with
it. This in-plane component results in the formation of a vortex/anti-vortex pair as shown in
d) and e). The anti-vortex/vortex pair are attracted to one another and annihilate in f and g
resulting in the release of energy in the form of high frequency spin waves leaving a new
vortex with a polarisation which is reversed to the initial vortex.

Hence a strain induced uniaxial anisotropy generated by an underlying piezoelectric layer
provides a means of low power voltage modification of the oscillation frequency of a vortex
core oscillator.






Chapter 3

Methods

This chapter consists of brief explanations of the methods used in order to collect the data

presented in the rest of the thesis.

3.1 Photo-lithography and electron beam lithography

In order to fabricate micrometer length scale devices a process known as photolithography
was used. Photolithography is a process used in microfabrication to pattern parts of a thin
film or the bulk of a substrate. It uses light to transfer a geometric pattern from a photomask
to a light-sensitive chemical photoresist on the substrate. A series of chemical treatments
then either engraves the exposure pattern into, or enables deposition of a new material in the
desired pattern upon, the material underneath the photo resist. In this study both techniques
were used with the magnetic material deposited on the substrate after photolithography by
evaporation or sputtering, as detailed in sections 3.2 and 3.3 respectively, or the magnetic
thin film was milled using ion milling as described in section 3.4.

In order to fabricate materials on the nanometer length scale a e-beam resist was used in
place of a photo-resist and the areas to be exposed were irradiated with a beam of electrons
instead of UV allowing for higher resolution in the resulting image. The electron beam
was controlled using electrostatic deflectors allowing for precise control of the position of
the beam allowing for high resolution lithography. All electron beam lithography patterns
described in this thesis were performed by Dr. Christopher Reardon at the University of
York.
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Fig. 3.1 Schematic diagram demonstrating the process of photo-lithography. a) shows a
plan view of the photo-lithography mask and b) shows the mask being used to expose the
photoresist to UV in selected areas. c) shows the photo-resist post development with the resist
having been washed away in the desired areas by the development solution. d) shows the
wafer post deposition of material using a process such as evaporation or sputtering. Section
e) shows the material being left behind in the desired areas once the resist has been removed
with acetone. f) shows the results of etching the material away using a technique such as ion
milling.

3.2 Thermal evaporation

Thermal evaporation is a technique used to deposit metals onto a substrate. The metal to
be deposited is placed in a coil of wire or ’boat’ in a vacuum chamber with the sample
suspended above the boat. Once the chamber has pumped down to the order of 5 x 10~ mbar
a high current is passed through the boat in order to heat the metal to the point at which the
metal has a significant vapour pressure. Thermally vaporized molecules, with a mean free
path of between 10cm and 1m, travel away from the source and condense on the surface of

the substrate where they settle to form a metal film as shown in figure 3.2.
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Fig. 3.2 Schematic diagram of the evaporation process used to create thin films of metal on
a substrate. The chamber is kept at a vacuum of approximately 1~*Pa and a high current
is passed through the boat to heat up the metal to cause it to evaporate. The quartz crystal
monitor is used to measure the rate at which the metal is deposited and the current is used to
control the rate of deposition accordingly.

The mean free path of the molecules represents the average distance between collisions
for a molecule. This distance is found using equation 3.1 in which A, is the mean free
path, r, is the radius of the molecule’s cross section, Kp is the Boltzmann constant, p is the
pressure and 7 is the temperature [112].

KT
=58 3.1)
42712
Equation 3.1 indicates the reason for the large variation in mean free path of thermally
evaporated molecules since there is a large variation in the size and therefore cross sectional

radius of the evaporated molecules.
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3.3 Sputtering

Sputtering is a technique used to grow thin metal films on a substrate. The process involves
holding an argon plasma above a metal disc using a magnetic field as demonstrated in figure
3.3 a). The argon ions collide with metal atoms at the surface of the target producing metal
ions, atoms and clusters which are ejected from the surface of the target as shown in figure
3.3 b) which also shows a cross section of the field lines around the target. These clusters of
metal are directed towards the sample substrate which is suspended above the targets and
rotated at 30rpm in a vacuum chamber in order grow uniform thin metal films as shown in
figure 3.3c). The chamber is pumped down to 1 x 10~7Pa before sputtering begins giving
a mean free path of between 1 and 10°km, the large variation in mean free path is due to
the variability in size of metal clusters being ejected from the surface of the sputter target.
When the argon enters the chamber the pressure increases to 0.1Pa giving a mean free path
of between 0.1 and 100mm. The rotation ensures an even deposition across the wafer and the
vacuum ensures a large mean free path of metal atoms and clusters between the targets and
the substrate.

In DC sputtering the argon ions are produced by passing non-ionised argon through a
constant electric field in order to ionise it. This electric field is produced by a bias voltage of
between 150V-250V. The ions are then trapped as a plasma using a magnetic field above the
target using permanent magnets. Since the plasma follows the magnetic field lines it forms
a ring of plasma above the target. The ions collide with the surface of the target causing
metal clusters to be ejected from the surface of the target which then settle on the surface of
the substrate. When the metal used as the target is insufficiently electrically conductive RF
sputtering is used. This works the same way as DC sputtering except the electric field used
to ionize the argon is oscillating at RF frequency. This is done to prevent charge build up on
the surface of the target.

Sputter growth is preferable to MBE growth due to its faster growth rates, lack of need for
a ultra high vaccum system and lower equipment costs. Despite the typically lower growth
quality of films grown by sputter deposition, sputter grown films have been shown to form
epitaxially with their substrates [113]. All sputtering performed in the collection of the data
presented in this thesis was performed using a Mantis QPrep500 ultra high vacuum sputter

deposition system.
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Fig. 3.3 Schematic diagram of the sputtering process used to create thin films of metal on
a substrate. Section a) shows the magnetic field lines of the target as seen from above in
blue and the plasma following the field lines being shown in purple. The head of the target
is magnetised in sections in order to produce a circular magnetic field. Section b) shows
the field lines of the target as seen from a cross section through the side as well as the
metal clusters being ejected from the surface of the target. Section c) shows the process of
sputtering where ions are ejected from the targets and stick to the substrate which is rotated
to ensure an even metal film coating.

3.4 Ion milling

In order to etch away acid resistant materials, such as aluminium, ion milling was used. This
technique involves irradiating the surface of the sample with a stream of Ar" ions produced
by reversing the polarity of the sputter machine described in section 3.3. A 630V bias was
established between the sample and the target where the plasma was generated within a
pressure of 0.16Pa with the distance between the target and the sample being 20cm. A full
treatment of this technique can be found with reference [114]. All ion milling described in
this thesis was performed using the sputter machine described in section 3.3.

3.5 Substrate thinning

In order to increase the amount of stress transmitted to the samples the back of the substrate

was thinned using an acid etch. This process involved mounting the samples face down to
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microscope slides and then etching the backs of the samples using an etch solution made
up of 5Sml water, 40ml of hydrogen peroxide and 5ml of 95% pure sulphuric acid. This
process was used to thin GaAs substrates used to grow thin galfenol films in chapters 4 and

waveguides in 5.

3.6 SQUID magnetometry

A Super Conducting QUantum Interference Device Magnetometer is a piece of equipment
used to measure the magnetisation of materials as a function of applied external magnetic field
[115, 116]. The magnetometer used for the experiments in this thesis was a quantum design
MPMS XL SQUID magnetometer. A small (~5x4mm) sample is held on an oscillating
wire and is then passed through an induction coil in a magnetic field. The magnetic field
aligns magnetisation in the sample so that when the sample passes through the coil the coil

experiences a magnetic field due to the magnetisation of the sample as shown in figure 3.4.

A Detection loop A
Inductor

IVllongﬁ( /Msamp SQUID loop

Y Axis of oscilation for the sample

Fig. 3.4 Demonstration of the detection coil in a SQUID. The sample moves through the
detection loop which is inductively coupled to the SQUID loop. The magnetisation of the
sample induced a current in the detection loop which is transferred to the SQUID loop
by the inductor. Since the magnetisation is measured in only one direction the result of
this measurement will be the magnetic moment from the movement of the sample’s stray
field relative to the static detection loop rather than a direct measurement of the sample’s
magnetisation.

This set-up means that the value measured by the SQUID will be the current induced in
the coil by the movement of the stray field lines relative to the static coil, the long moment,

Mjong, of the sample rather than a direct measurement of the magnetisation M. Since
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we will be measuring the magnetisation in only one vector direction at some distance from
the sample the measurement we make will be a projection of the magnetisation rather than
magnetisation itself. The detection loop is then inductively coupled to the SQUID loop
which is a loop of superconducting material with one or more Josephson junctions in it.
A Josephson junction is a link between two superconducting regions which are otherwise
isolated from one another. Cooper pairs moving through the superconducting regions can
tunnel through the junction with no voltage drop so long as the critical current,i., is not
exceeded and the length to tunnel through is less than the coherence length, &. The current
crossing a Josephson junction, iy is described by equation 3.2 in which A¢,, is the phase

difference between the two pieces of superconductor on either side of the junction.

is = icsin(AQ,y) (3.2)

This means that if the Josephson junction is made to carry an RF current at the critical
amplitude, i, any difference in electric or magnetic field across the Josephson junction can
be easily detected by means of an induction coil linked to a LC or tank circuit as shown in
figure 3.5.

Superconducting loop RF circuit

Detection loop Josephson junction

Fig. 3.5 Diagramatic representation of an RF SQUID loop. The superconducting loop is
inductively coupled to both the detection loop and the RF tank circuit used to determine the
change in current in the superconducting loop.

The LC circuit is a circuit containing an inductor (L;) and a capacitor (C;) through which
a RF voltage is passed at a resonant frequency given in equation 3.3 in order to produce the

lowest possible impedance for the circuit.
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When a current is induced in the detection coil it is passed to the superconducting

fo= (3.3)

loop and then passed through to the RF circuit causing the RF oscillations to decrease in
amplitude and change in frequency. By measuring the change in amplitude and frequency
produced by the sample moving through the detector loop we can find the long moment of
the magnetisation. By this method we can register that a change has taken place however to
more accurately measure the change in long moment we have to add a feedback loop to the
LC circuit allowing us to find the long moment from the current required to counteract the
change produced by the detection coil. This feedback loop calculates the change in frequency
by considering the change in inductance in the tank circuit due to the change in flux. This
change is described by equation 3.4 which describes the new inductance of the inductor
in the tank circuit , L;, as a function of flux coupled to the loop, ¢,, the coupling constant
describing the quality of the coupling between the inductors in the setup, k, and the constant
B. which is a constant based on the Josephson junction in the SQUID loop.

L = L;i(1 — k*B,cos(2m9,)) (3.4)

3.7 Modelling magnetic hysteresis loops

In order to find anisotropy values from SQUID magnetometry, hysteresis loops were sim-
ulated for a range of K. and K, values and then a cost function was calculated for each
simulated loop. The cost function, C, describes the difference between the simulated loops
and collected data in accordance with equation 3.5 in which x; is point i on the simulated

curve with n points and y; is point i of the collected data.

C=Y (xi—y) (3.5)

i=1

The K. and K,, values for the loop with the lowest cost function were used as the K. and
K, data for that SQUID loop. The loops were simulated by setting the applied field to a

maximum value and then moving through field values modelling the magnetic free energy as
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described in section 2.5 for each field value. The equation for the magnetic free energy is

restated in equation 3.6 in the interests of clarity.

X 3
E = ~Fsin*(20) + Kysin® () — M - Heos(9 — 0) + 5 AiooY £sin’(6) (3.6)

Equation 3.6 was solved by finding the energy for 6 in the range -190° to +190° in 0.1°
steps. Then the energy minimum closest to the previous value of theta was used as the new
theta value used to find the magnitude of the projection of the magnetisation along the field
direction as shown in figure 3.6 (the first theta value was set to the direction of the field).
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Fig. 3.6 The result of calculating the energy value for all theta values at a 10mT externally
applied field with a saturation magnetisation of 1.590x 10°Am ™", a cubic anisotropy value of
2.485 x10* J/m?, uniaxial anisotropy value of 2.05x 103 J/m? and a strain anisotropy value
of 4.7x103J/m>. When the difference in energy between the local minimum and the global
minimum is less than that of the domain wall energy the system will move into the global
minimum to simulate domain wall switching.

When the difference in energy between the local energy minimum and the global energy
minimum was lower than the domain wall pinning energy the value of 6 was adjusted to
that corresponding to the global minimum, simulating the depinning of domain walls and
invoking a sudden switching event. This means that in our simulation rather than simulating
individual regions becoming depinned and forming domain walls the entire system switches
at once as shown in figure 3.6. It should be noted that the depinning energy is the distinct

from the energy requrired to form a domain wall described in equations 2.24 and 2.25. Once
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the O value for a given external field is determined it is saved in a list which is then converted

into a magnetisation value using the projection given in equation 3.7.

M = Msin(0) (3.7)

The code sweeps the field between the limits set by the user in order to generate a
hysteresis loop which is then compared to the collected data by finding a cost function as
described in equation 3.5. The loop with the lowest cost value is then assumed to be the best
fit of the collected data and the values used to generate that loop are used for the anisotropy
energies or domain wall energies depending on what values were being searched for.

The errors were found using a windowing function, by plotting the fitting result for an
amount above and below the value found for the anisotropy and measuring the number of
experimentally found points between these two curves. When the number of points within
the window exceeded 2 ¢ of the total number of points, meaning 66% of the total number
of points lay inside the window, the value used to create this window was used as the error
for that anisotropy for the loop. This is demonstrated in figure 3.7 which shows the curves

making up the windows as well as the experimentally found data points.
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Fig. 3.7 Demonstration of the windowing function used to create the error bars on the
anisotropy results from analysis of SQUID data loops. The collected SQUID data is repre-
sented by the black line, the blue line represents the fit with the higher anisotropy value and
the red line represents the fit with the lower anisotropy. In a) the fitting section of the loop
where the field is sweeping from +100mT to OmT is shown and in b) the fitting section of the
loop with the field sweeping from -100mT to OmT is shown.
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3.8 The Object Oriented Micro-Magnetic Framework (OOMMF)

OOMMF is a modelling program developed by the information technology laboratory at
the National Institute of Standards and Technology (NIST) in the USA [51]. It is a program
designed to perform micromagnetic simulations using a finite differences approach. The
program splits a simulated object into a grid of individual magnetic spins and solving the
LLG equation, described in section 2.7, for each individual element in the grid. In this way
the evolution of a system over time when influenced by a magnetic field can be studied or
else the most energetically favourable ground state can be found depending on the conditions
the simulation was set in motion with. This system does however make some assumptions
such as modelling the system as a grid of highly localised spins and with a zero temperature
approximation. The simulation models the grid advancing in discrete time steps, solving
the LL.G equation at each time step based on any external field combined with material

anisotropies and the demagnetising fields.

3.9 Spatial FFT program

In order to study the appearance of magnons within micromagnetic simulations a program
was developed that would calculate the Fourier transformation of the magnetisation of each
element in the simulation as it changes over time. The simulations produced arrays containing
the magetisation in X, y and z as described in section 3.8 which were then converted into bmp
images representing the magnetisation in the x, y and z directions where red indicated a large
positive magnetisation and blue a large negative magnetisation. These images were then
loaded into python and the colour converted back into a 2 dimensional array representing
the magnetisation in the direction being investigated. These 2 dimensional arrays were then
stacked upon one another into a 3D matrix representing the change in magnetisation in a
particular direction changing in time. Next the program ran through the pixels doing a 1D
Fourier transform on each one using the fast Fourier transformation algorithm [117]. Every
time a row was completed the results were saved as a 2D matrix so that if the program crashed
part way through the simulation the results could be salvaged. This process is demonstrated

in figure 3.8.



58 Methods

FFT —+
¥ pogition
H

fraquenty

Desired
frequency ——————————
range

Fig. 3.8 Demonstration of the process of the 3D Fourier transformation program. In part a)
the images are stacked one upon another in order to form a 3d stack. In part b) cross sections
of 1 pixel are taken through the stack and the result is Fourier transformed to produce the
frequency profile of that pixel. This frequency profile is then saved in a 2D matrix containing
all the frequency profiles for the pixels with that y position. This process is repeated for all
the y positions in order to build up a set of 2D matrices describing the frequency profile for
each y position which were saved to the hard disc in order to avoid filling the RAM with 2
large 3D matrices. The final step is shown in c¢). The 2D matrices are loaded back in and
then used to build up heat maps for a set of frequency ranges. These heat maps are built line
by line as the 2D matrices are loaded in one at a time.

The final step involved producing a series of heat maps demonstrating which areas of the

image oscillated within the frequency range indicated by that heat map. In order to produce
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these heat maps the Fourier transformed data was loaded back into the program so that the
heat maps could be constructed line by line. This involved summing the amplitude of the
Fourier transformations for each pixel across the desired frequency range and since the data
was saved line by line it was more expedient to produce the heat maps in this way. Example
heat maps for a test piece consisting of four squares which oscillate at different frequencies

is shown in figure 3.9.

Fig. 3.9 Heatmaps showing the results of the 3D fft on the test piece. The testpiece consisted
of a 100 pixel grid split into 4 squares which oscillated at 2, 5, 11 and 23Hz. The image stack
was made up of 500 bmps with a 0.01s timestep between the images. Shown here are the
resulting heatmaps for a)2Hz, b)SHz, ¢)11Hz and d)23Hz drawn with a window of 0.1Hz.
Show here is a colourbar which shows the values of the pixels.
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This method can be refined in order to highlight weaker modes by calculating the natural
log of each pixel however this method sacrifices spatial resolution as it brings the peak

frequencies closer to the background level in the Fourier transformation.
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3.10 Transport measurements

3.10.1 Transport method

In order to measure the effect of strain on the magneto-resistance of samples two Hall bars
were mounted on a piezo transducer using an epoxy resin. The piezo electric transducer used
are piezostacks PSt 150/5x5/7 devices from piezomechanik. The safe operating range of
these devices lies between -30V and +150V (In order to prevent damage to the samples a
maximum voltage of 50V is usually used) and is capable of producing a total tensile force
of 1600N. Not all of this force is transmitted to the sample however, due to elasticity in the
epoxy used to secure the sample to the stressor, meaning that the stress must be determined
experimentally which is why the experiment requires two Hall bars. The alignment of the
bars is shown in figure 3.10, the upper bar is aligned so that the strain (measured as a ratio
of length with and without stress applied) is applied along the (100) axis meaning that it

produces the largest possible magnetostrictive effect as discussed in section 1.4.
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Fig. 3.10 Hall bar alignment on a piezoelectric transducer

The bar aligned so that the stress is applied along the (110) axis is used to gain a measure
of the strain being experienced by the sample due to the piezoelectric transducer when a
specific voltage is applied. This is done by first considering equation 3.8 which describes the
relation between object length and applied strain. Poisson’s ratio , v, represents the ratio to

which a material deforms in the y and z directions when a stress is applied in the x direction
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and for our purposes we will assume it to be equal to 0.5 with deformation in the y and z
planes of the sample being exactly equal. The strain is given by equation 3.8 in which xg
is the initial length of the sample in the x direction, x; is the length of the sample in the
x direction with a force applied in the x direction, xq is the length of the sample in the x

direction with no force applied and &, is the strain in the x direction.

X1 — X0
8x:

(3.8)
X0
We will now define Poisson’s ratio, Vv as the ratio between the strain in the x axis and the

strain in the y or z axes as we have done in equation 3.9 with the strain being denoted by &;.

S £
v=—2=—= (3.9)
In order to use this we first need to express the resistance, R, in terms of the length (x),

width (y) and thickness (z) of the sample and its resistivity p as is done in equation 3.10

rR="P* (3.10)
vz
By partially differentiating R across x,y and z we find equation 3.11.
Ax A A
AR =P2X_PTOY PR 3.11)
vz y°z z
Then dividing AR by R yields equation 3.12.
AR Ax A
AR _Ax Ay Az (3.12)
R X y Z

Equation 3.9 can then be substituted into equation 3.12 in order to produce the relation
between resistance and strain given in equation 3.13 where we assume that Poisson’s ratio is

equal to 0.5.

R—Ry
R

= (142v)g, = 2¢, (3.13)
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The assumption of Poisson’s ratio comes from the fact that the piezoelectric crystal the
sample is mounted to has a Poisson’s ratio of 0.5. However in reference [42] Clark et al.
calculated values for the magnetoelastic energy constants, B; and B,, (see section 2.5) for
bulk galfenol which can be used to find a Poisson’s ratio of 0.44 which would give our
estimation of Poisson’s ratio an error of 12% giving an error in our strain measurement of
6%. Since the relation between the resistance of a material and the strain on that material can
be found using equation 3.13 the strain produced when the transducer is subject to different
voltages using the bar aligned along the (100) axis can be found. By applying a saturating
magnetic field in the (110) direction, in order to prevent the magnetisation from rotating in
response to induced strain, we can ensure that any change in resistance is due to the strain on
the sample only. We are unable to find the absolute strain applied to the sample since the
curing process involves the glue expanding when setting in the oven and contracting when
removed from the oven applying some unknown strain to the sample. We can however find
the relative strain by taking the mean of the resistances at maximum and minimum strain
as the zero strain resistance and then substituting it into equation 3.13 in order to find the

relative strain for each resistance value.

The bar aligned with the [100] axis parallel to the stress is used to measure the effect
of stress on the magnetoresistance of the sample. This bar is used for our measurements
of the effects of a magnetic field because the (100) axis in Galfenol provides the strongest
magnetostrictive response as described in section 1.4. We can identify the magnetically
easy axis as the axis along which there is minimal change in the measured resistance as a
magnetic field is swept between +0.01T along it and the hard axis is the axis in which large
changes in resistance are observed. This is because the experiment measures the resistance
of the sample rather than a direct measurement of the magnetisation. This means that when
the magnetisation rotates away from the hard axes it does so gradually moving through an
intermediate state which can be easily detected as a change in resistance of the sample. When
the field is applied along the easy axis however the magnetisation reversal occurs over a small
field range meaning it cannot be detected easily by measuring resistance at this resolution of

field sweep.

The direction of the magnetisation was determined using measurements of the transverse
and longitudinal components of AMR. This was done by first finding the angle of the
magnetisation 84ysg using equation 3.14.

o l . ny - pav
Oamr = 2arcszn(—Ap ) (3.14)
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The value of 64y found from equation 3.14 is then used to find the magnetisation in the
direction of Ry, using equation 3.7 (restated as equation 3.15) which is then used to produce

a hysteresis loop for the sample at that level of applied stress.

M:Mssin(BAMR) (315)

The angle, 64,77, in equation 3.15 is demonstrated by figure 2.4 which is repeated for the
benefit of the reader in figure 3.11.
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Fig. 3.11 Visual guide for the angles used in transport measurements.

The switching events in these hysteresis loops are then found as a function of field and
then by comparing the position of the switching events in the actual data to the position of
the switching events in simulated loops, as described in section 3.7, values for the strain
anisotropy, K;, and the pinning energy, Epw, as a function of the strain can be determined.
The field at which the switching event occurs is determined by first deciding where the start
and end of the switching field occurs, the mean of these two values is considered as the
location of the switching event. The errors on these measurements can be determined by
finding the values for K and Epy when the field for the switching event is set to the tops and
bottoms of the switching events and then finding the mean difference between the K and
Epw which is used as the error bar for the found values.

3.10.2 Transport equipment

Transport measurements were performed using 2 Keithley 2000 multimeters, a Keithley 2400

source meter, a Keithley 196 multimeter, a Keithley 2600 combined source and multimeter, a
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National Instruments DAQ card, a Kepco bipolar operational power supply, a small custom
build iron core magnet and a large Newport Instruments electromagnet. The Keithley 196
multimeter was connected to a Hall probe held between the cores of the large electromagnet
and was used to acquire a direct measurement of the field. This resistance value was calibrated
to the field using a hand-held gauss meter to get a measure of the resistance/field conversion
factor.

The Keithley 2000 multimeters were used to measure Vy, and V,, of the samples by
applying the probes to the positions on the Hall bars demonstrated in figure 3.12. The
Keithley 2400 was used to supply a current down the spine of the bar (also shown in figure
3.12) and the Keithley 2600 was used to apply a voltage to the piezoelectric crystal the
samples were mounted on.
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Fig. 3.12 Demonstration of the samples used to measure the transport properties of Fe;_,Ga,
thin films. A circuit diagram is shown in a) illustrating the terminals used for the R,, and
R, measurements as well as the terminals used to apply a current to measure the resistances.
The samples were held onto the piezoelectric devices using HE-70 epoxy and the piezos
were held in place using GE varnish as demonstrated in b) in which the piezo is represented
in grey, the GE varnish in yellow and the epoxy in blue. The sample holder is brown and
the bonding wires are shown as black lines. c) is the photo of an actual device used in these
measurements. The device shown is the 10nm Fe;_,Ga, sample used to gather the data on
wafer S159 in chapter 4.
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The bars were fabricated growing Fe;_,Ga, with a 3nm aluminium capping layer, used
to prevent oxidation, by sputter deposition. The samples were then patterned with photoresist
as described in section 3.1 and milled into Hall bars as described in section 3.4. The bars
were then mounted on the piezoelectric transducers using epo-tek HE-70 epoxy and then into

a 20 pin header as shown in figure 3.12 c. The dimensions of the bars are demonstrated in
figure 3.13.
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Fig. 3.13 Dimensions of the Hall bars used in transport measurements.

When the large magnet was used the DAQ card was used to send a voltage to the Kepco
power supply in order to set the field and when the mini vector magnet, shown in figure
3.14, was used the DAQ card sent voltages to a Kepco bipolar operational amplifier power
supply which supplied current to the coils of the magnet. The field to voltage ratio for the
mini vector magnet was found using the handheld gauss meter and a direct transformation
from supplied voltage to field produced was performed. When the mini vector was used in
place of the large electromagnet the setup of the meters used for measuring the Hall bar was
similar to the setup used for the large vector magnet however the Keithley 2400 was replaced
with a battery box to supply a constant current. The current supplied by the battery box was
monitored using a Keithley 196 in order to check for current spikes and to adjust for the
batteries in the box running down. A photograph of the custom built mini vector magnet is

shown in figure 3.14.
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Fig. 3.14 Photo of the mini vector magnet used to collect some of the data presented in
chapter 4.

3.11 X-ray diffraction

X-ray diffraction is a method of collecting information on the structural properties of a
material. The method involves diffracting x-rays from a sample and measuring the angle of
incidence of the x-rays, 6;,. The x-rays are diffracted from the sample at an angle determined
by the Bragg condition given in equation 3.16 in which A is the x-ray wavelength, d is the
inter-planar spacing and n is the order of the diffraction.

nA = 2dsin6;, (3.16)

The inter-planar spacing and order of diffraction are demonstrated in figure 3.15.
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Plane number
1

Fig. 3.15 Demonstration of Bragg diffraction. By looking at the distance between the fringes
the distance between the layers can be determined using equation 3.16.

For this thesis triple axis diffractometry experiments were performed by Dr. P. Wadley.
These measurements involved altering the angle of incidence of the x-rays to the sample, the
rotation of the sample ) and the tilt of the sample, y as shown in figure 3.16 [118].

Measurements of the angle of intensity of x-rays detected versus the angle of incidence
of the x-rays collected for this thesis were performed using a Phillips PANlytical X’Pert
Materials Research Diffractometer (MRD) which has an angular resolution of 0.01? for the
tilt 0.0003° for the angle of incidence. The detector and the sample are moved in order to
set the crystallographic plane for investigation whilst the detector remained static in order to
ensure a consistent supply of mono-chromatic x-rays with a wavelength of 0.154nm. The
x-ray intensity as a function of the diffraction angle is then collected in order to investigate the
regularity of the crystal structure in that plane. This data is then reconstructed by modelling
the crystal as a series of ellipsoids. In a perfect mono-crystalline sample the result would be
a single large sphere however in measured samples the result usually smaller, asymmetric
ellipsoids misaligned to one another. The ellipsoids are a simplification of the actual structure
made up of smaller crystals however the model is good enough to give a reasonable picture
of the quality of the crystal and a rough idea of the size and orientation of the crystals in the

mosaic.
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Fig. 3.16 Demonstration of the experimental equipment used to perform x-ray diffraction
experiments. The emitter is stationary and the sample may be tilted or rotated in order to
change the angle of incidence in order to measure how x-rays are diffracted and scattered by
various planes of the sample. The detector can also be moved in order to find the intensity of
the diffracted x-rays at different angles of incidence from the sample in order to measure the
scattering of x-rays due to imperfections in the crystal lattice.

3.12 PEEM

It is possible to investigate the properties of a material by looking at the intensity of photoelec-
trons emitted from a sample using a PhotoEmission Electron Microscope (PEEM)[119-122].
An example of this is the PEEM used on the 106 beam-line at the Diamond synchrotron which
uses circularly polarised x-rays to determine the magnetic domain structure and magnetisa-
tion dynamics of ferromagnetic materials. The design for this device, capable of performing
Low Energy Electron Microscopy (LEEM), PEEM and X-ray Magnetic Circular Dichroism
(XMCD) PEEM , is shown in figure 3.17.
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Fig. 3.17 Experimental set-up for the PEEM system at the Diamond synchrotron at Harwell
Science Park, Oxford. This system may be used for LEEM, PEEM and both time resolved
and non-time resolved XMCD PEEM experiments[123].

This design allows for image construction using either x-rays or electrons to produce
the secondary electrons. However we will focus the discussion on the use of circularly
polarised x-rays from the synchrotron to determine the magnetic domain structure of samples
as discussed in section 3.12.1. The system uses a combination of magneto-static [124] and
electrostatic [125] lenses to focus and refine the secondary electrons produced by the sample
in a similar manner to optical lenses focusing light in a conventional microscope. The first
set of these lenses are used to focus electrons from the electron gun when LEEM experiments
are being performed and so are not covered in any detail here. When X-rays, with a photon
energy greater than the workfuction of the sample, irradiate the surface, photoelectrons are
liberated by the well known photoelectric effect. The escaping photoelectrons have a kinetic
energy distribution shown in figure 3.18 [126].



70 Methods

N(KE) A

Primary electrons

Secondary electrons

I
I
Y

KE (ev)

Fig. 3.18 Energy spectrum for photoelectrons excited from the surface of a sample with a skin
depth greater than the mean free path of electrons. The number of photoelectrons produced
(N(KE)) against the kinetic energy of those photoelectrons is shown demonstrating two main
peaks representing primary and secondary electrons. The main peak in the primary electrons
represents electrons excited from the highest occupied energy level with the smaller peaks
representing core level electrons. The dotted line indicates the background due to secondary
electrons[126].

Due to the penetration depth of x-rays in the material being greater than the mean free
path of electrons moving through the sample the energy spectrum of photoelectrons has
two main distinct peaks representing two types of photoelectrons, primary electrons and
secondary electrons. The primary electrons are emitted due to the photoelectric effect in
which the energy of the electrons is given by equation 3.17 where the kinetic energy of the
electrons is given as E,j., the frequency of the incident photon is given as ®;,. and the

workfunction is given as Xork-

Eelec = hwinc — €Xwork (317)

The primary electron peaks are due to electrons being excited from different energy
levels providing a chemical finger print of the material. In addition by examining the angular
dependence of the electrons emitted from the valence band the band structure of the material
may be determined.

The second much larger peak represents the secondary electrons, these are photoelectrons

produced due to x-rays interacting with electrons at a depth greater than the mean free path
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of the electrons being liberated. In the absorption process a core hole is created which is then
filled by Auger decay (dominant in the soft x-ray region over x-ray fluorescence). As the
primary and Auger photoelectrons leave the sample, they create scattered secondary electrons
from multiple several scattering events exciting near surface electrons into being emitted as
secondary electrons. These secondary electrons form a much higher peak in intensity than
primary electrons and show a much wider range of energies. This peak in the secondary
electrons’ intensity is proportional to the absorption coefficient of x-rays in the material.
This, combined with the increased intensity means that it is preferable to image objects in an
electron microscope using secondary electrons.

The system is designed to image electrons with an energy of 20keV+0.6eV electrons. A
voltage of -20kV is placed between the sample and ground in order to accelerate electrons
away from the sample. In order to image electrons with a non-zero kinetic energy gained
from the photoemission process a start voltage is used in order to offset the additional kinetic
energy.

A key feature of the Elmitec PEEM is the energy analyser which consists of two curved
charged plates which radially deflect electrons moving between them causing electrons with
energy too high or too low to disperse. The exit slit is then used to select a narrow (0.7eV)
energy bandwidth of these dispersed electrons allowing for the effects of chromatic aberation
to be severely reduced improving the resolution of the final image and reducing the number
of photoelectrons. The projector lenses magnify the final image until it hits the final target,
the channel plate detector. This is a ceramic plate with a number of ~10um bored holes in
its surface uniformly spread. A voltage applied across the plate accelerates electrons entering
any given channel and produce further secondary electrons due to collisions with the edges of
the channel meaning that the channel plates act as an amplifier. These accelerated electrons
then hit a phosphor screen which emits photons according to the number of electrons hitting
it. The photons are then detected by the charge coupled device (CCD) camera producing an

image.
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3.12.1 XMCD

XMCD was used as a contrast mechanism to produce images of the magnetisation profile of
various magnetic nanostructures. The PEEM on the 106 beamline at the Diamond synchrotron
was adapted to perform time resolved measurements and was used to collect the data described
in this thesis. In order to produce the circularly polarised x-rays the 106 beamline at the
Diamond synchrotron is used which is shown in figure 3.19 which was taken from the

Diamond website.
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Fig. 3.19 Schematic of the 106 beamline at Diamond synchrotron in Harwell UK [127]

Figure 3.19 shows how the undulators, which consist of four magnet arrays, are used
to cause electrons in the synchrotron ring to corkscrew creating circularly polarised light.
These x-rays are then focused and monochromated using a plane grating monochromator and
set of exit slits to select the desired wavelength of light. The monochromator allows photon
energies between 106 and 1300eV for circularly polarised light with an energy resolution
of less than 300meV. The beam is then focused onto the sample using a Kirkpatric Baez
pair of mirrors in order to produce a circular spot approximately 30 microns in diameter.
The selection of x-ray energy in PEEM is used to access the L;,3 absorption edges for the
material being tested as shown in figure 3.20.
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Fig. 3.20 Demonstration of the difference in x-ray absorption for ¢, and o_ circularly
polarised x-rays with RCP light being represented by the black curve and LCP light being
represented by the red curve. Also shown here is the pre-edge energy used to normalise the
images. This graph was taken from reference [128] and represents an x-ray scan of iron in a
Feg1Gayg sample.

To produce each magnetic contrast image 40 images need to be taken. 10 of these images
are taken with RCP x-rays at the L3 peak energy and then 10 are taken with the x-ray energy
tuned to the pre-edge. Next 10 are taken with LCP x-rays at L3 peak energy and finally 10
images are taken with LCP x-rays energy tuned to the pre-edge energy. These images are
then used to find X, and X_ calculated either equations 3.18 or 3.19.

I3y

X, = (3.18)
Ipre—edge
I3
X =_DB- (3.19)
Ipre—edge

Where I;34 and I;3_ is the intensity of each pixel at the L3 peak when RCP and LCP
x-rays are used respectively, 1., _qqe 18 the intensity of each pixel at the pre-edge used to
normalise the image in order to counter the effects of variations in x-ray beam intensity due
to the position of the sample. The images are then constructed using either the difference

method described in equation 3.20 or the asymmetry method described in equation 3.21.



74 Methods

D=X —X_ (3.20)
Xy —X_
Agym = ﬁ (3.21)

These two methods of producing the image of the magnetisation both have their ad-
vantages and disadvantages. Images produced using the difference method tend to display
high magnetic contrast but low resolution as to the direction of the magnetisation. Images
produced using the asymmetry method demonstrate the magnetisation as a function of the
absorption coefficient. In the asymmetry images there is also a offset applied to avoid divid-
ing by zero however this can lead to loss of information and reduced quality in the image.
Examples of images of a FeGa L bar collected by these methods are shown in figure 3.21.

(a) (b) (€)

(d)

Fig. 3.21 Images collected via XMCD PEEM with a 20um aperture. a) shows an image
collected with RCP x-rays aligned to the the L3 edge, b)shows the same object imaged with
the x-ray energy aligned to the pre-edge, c) shows the object imaged with LCP x-rays aligned
to the L3 edge, d) shows an image produced using the difference method and e) shows an
image produced using the asymmetry method.

This process was used to collect the data presented in reference [21] and was adjusted to
observe the evolution of a micromagnetic system over time as will be described in chapter 5.
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3.13 Time resolved XMCD

In order to resolve these issues time resolved XMCD PEEM was developed at the Diamond
light source in Harwell Oxfordshire using an electronic delay stage in combination with
a cam shaft electron fill in the synchrotron. In order to understand how the time resolved
images were produced we first have to examine the samples used. The samples were grown
onto a 50Q waveguide which was made from a tantalum/gold multilayer sputter grown on a
GaAs substrate. After the waveguide was formed the GaAs substrate was thinned to 150um
using the backthinning method described in section 3.5 before being epoxy glued to a piezo

stressor. The full multilayer structure is shown in figure 3.22.
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Fig. 3.22 Drawing of the multilayer structure used in the construction of waveguides. The
waveguide is made up of Ta (blue) and gold (yellow). The waveguide is made with a Snm
base layer of tantalum on the surface of the GaAs (gray) followed by three identical bilayers
of 25nm of gold followed by 3nm of tantalum. The whole structure is then capped with 25nm
of gold. The GaAs is epoxied to the surface of the PZT piezoelectric transducer (black).

Electron beam lithography was performed by Dr. Christopher Reardon at the University
of York allowing for the samples to be sputter grown onto the active region of the waveguide
as shown in figure 3.23.
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Fig. 3.23 Diagram of a waveguide used in time resolved XMCD PEEM. The surface of the
chip is gold with trenches in the gold forming the wave guide (black area). The grey squares
represent ferromagnetic microstructures mounted on top of the waveguide. The Points A and
B show the location of the contacts used to pass a current through the waveguide. A current
is generated by the photodiode when irradiated by a short laser pulse. This current pulse
travels through the waveguide producing a magnetic field h(t) which applies a torque to the
magnetisation within the sample

The samples were mounted into cartridges designed to slot into the XMCD PEEM system
and bond wires were attached at the points marked A and B in figure 3.23 in order to apply a
voltage across the waveguide. A voltage was placed across a photodiode so that when the
photodiode was illuminated by a pulsed RegA 9000 titanium sapphire laser current could
flow through the waveguide inducing a magnetic field exerting a torque on the magnetisation
of the samples. This process is demonstrated in figure 3.24 which shows the laser being
synchronised to the synchrotron. It then shows the laser pulse hitting a photodiode allowing
for current to flow through the waveguide resulting in a magnetic field pulse being applied to
the magnetic microstructures grown on the surface of the waveguide.

The synchrotron contains 936 electron bunches with a time of 2ns between bunches. The
bunches rotate the synchrotron at a frequency of 533.8kHz. The synchrotron may be run in
a number of different ways depending on the fill pattern of these bunches. The ways these
bunches may be filled are demonstrated by the graphs shown in figure 3.25 which show the
bunch charge against the bunch number when the synchrotron is running in different modes.
These graphs were taken from the Diamond Light Source website [129].

Figure 3.25 a) shows the fill pattern of the synchrotron when the system is run in standard
mode.In this mode every bunch is filled providing high x-ray flux but zero time resolution.
Figure 3.25 b) shows the fill pattern of the synchrotron when the system is run in hybrid
mode. In this mode there are 686 contiguous bunches with a spacing of 2ns followed by a

single bunch which is spaced 250ns away from the contiguous bunches. This mode allows
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Fig. 3.24 Time Resolved XMCD PEEM (TRXMCDPEEM) is performed using the circuit
shown. The Titanium:Sapphire laser synchronised to the synchrotron hits the photodiode
allowing a current,i, to run through the waveguide from A to B producing a magnetic field,
h(t). Also demonstrated here is single and multi-bunch electron packets in the synchrotron.

time resolved measurements to be performed using the single isolated bunch. However, since
there is only one single bunch time resolved measurements become time consuming due to
the infrequency of suitable x-ray bursts. The final mode synchrotron described here is shown
in figure 3.25 ¢). In this mode there are no contiguous bunches and the system is filled with
156 electron bunches 12ns apart. This fill mode allows for time resolved measurements to
be take quickly due to the high frequency of suitable x-ray bursts however the x-ray flux is

comparatively low for non-time resolved experiments.

In order to construct time resolved image sequences using the hybrid and 156 fill patterns
a delay is manufactured between the excitation of the system and the x-ray burst used to
image the system. When the laser hits the photo diode it allows an electric current to flow
through the waveguide applying a magnetic torque to the devices on the waveguide causing a
shift in the domain structure. The x-rays hitting the sample at time At after the electric pulse
will then produce an image of the sample at a time At. By repeating this process for a range
of At a video can be built up showing the time evolution of the system. Then by performing
spatial frequency analysis of the video the frequency of oscillation of the magnetic spins
in various areas of the sample can be found. This allows the response time of the micro

structures to be determined and how strain and shape anisotropy affect the response times
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Fig. 3.25 Plots of bunch number against bunch charge for various operation modes of the
Diamond Light Source synchrotron. Shown here are fill patterns for a)standard mode,
b)Hybrid mode and c¢)156 bunch mode. All graphs were taken from the Diamond Light
Source website [129].

and characteristic spatial frequencies within ferromagnetic samples. A laser is used in place
of a high frequency pulse generator since the PEEM vacuum chamber is not capable of
accommodating high vacuum cables capable of carrying a RF pulse on top of a 20kV system
voltage.

3.13.1 Running time resolved experiments in hybrid mode

In order to run time resolved XMCD experiments when the synchrotron was run in hybrid

mode the laser system used to irradiate the photodiode was configured as shown in figure
3.26.
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Fig. 3.26 Laser set up for time resolved measurements using x-rays produced by the syn-
chrotron when run in hybrid mode. The MIRA pulsed laser is driven by Verdi V18 continuous
diode laser. A section of the output from the MIRA laser is then split off to be used for
synchronisation between the laser and the synchrotron. The main part of the output from the
MIRA laser is sent to a RegA 9000 pulse picker and amplifier which reduces the frequency
of the pulse train to match the synchrotron.

Figure 3.26 shows a laser set-up designed to produce a laser pulse every 3.7us. This
works by first driving the MIRA pulsed laser using a Verdi V18 continuous diode laser. The
MIRA produces a pulse train at a frequency of 83.3MHz. This pulse train is then moved
into the Reg A 9000 pulse picker and amplifier which reduces the frequency of the pulses to
266.9kHz. The synchrotron produces single bunch X-rays at a frequency of 533.8kHz and
produces multi-bunch x-rays as well. In order to produce time resolved images the voltage
supplied to the channel plates, which allows the detector to be turned on and off, is controlled
by a function generator running at a frequency of 266.9kHz. This means that images are
collected only when the pulsed laser and the synchrotron are phase locked to one another.
This principal is demonstrated in figure 3.27.

In order to alter the delay between the laser pulse exciting the system and the x-ray pulse
an electronic delay line is added to the output of the laser system. This involves changing the
frequency of the pulse train of the MIRA pulsed laser in order to alter the phase difference
between the synchrotron and the MIRA. The length of the laser cavity within the MIRA is
changed slightly so that the frequency of the pulse train and the frequency of the synchrotron
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Fig. 3.27 Pulse trains from a) the synchrotron running in hybrid mode, b) the output from the
RegA 9000 pulse picker, c) the function generator sending a voltage to the channel plates and
d) shows the delay between the excitation by the laser pulse and imaging by the x-ray pulse.

differ slightly. This causes the phase between the two pulse trains to drift. Once the desired
phase difference has been achieved the laser cavity is returned to its original length and the
laser pulse train and the x-ray pulse train become phase locked once again, now with a new

phase difference between the two pulse trains.

3.13.2 Running time resolved experiments in 156 bunch mode

When the synchrotron is run in 156 bunch mode the laser set-up is altered as shown in figure
3.28.

Comparing figure 3.28 with figure 3.26 the major change is the removal of the RegA 9000
pulse picker and amplifier. This means that the laser pulse train will be of frequency 83.3MHz
since the laser pulse train is produced directly by the MIRA. This frequency matches that of
the x-ray pulses from the synchrotron meaning that the laser pulse train is phase locked to
the pulse train from the synchrotron. This means that time resolved images may be collected
much more quickly than when the system is run in hybrid mode however the potential length

of time delays is much shorter.
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Fig. 3.28 Laser set up for performing time resolved experiments when the synchrotron is
run in 156 bunch mode. The MIRA pulsed laser is driven by the continuous Verdi V18
diode laser. Part of the output from the MIRA laser is used to ensure phase locking between
the laser pulse train and the synchrotron and the main part of the beam is directed onto the
photodiode to excite the sample.

3.13.3 Experimental difficulties
Arcing

Since the objective lens had to be held at a potential difference of 20kV from the surface of
the sample in order to accelerate electrons from the surface of the sample into the PEEM there
was a significant problem with arcs forming between the objective lens and the sample. This
would often alter the magnetisation of the sample or damage the surface of the waveguide.
Damage to the surface of the waveguide would alter its impedance meaning that the ac
current could no longer flow to produce the exciting magnetic pulse rendering the sample

useless for time resolved measurements. The result of an arc is shown in figure 3.29.
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Fig. 3.29 Photos of waveguides with magnetisation of a)5X, b) 10X, ¢)20X and d)50X on
the secondary lens following an arc.

Impedance mismatches

The waveguides had to be grown to a high level of precision to match the desired impedance.
The value of the impedance could be altered if the thickness of the layers were calculated
incorrectly or if the surface of the waveguide was damaged. Damage to the surface of
the waveguide may occur due to arcs, described in section 3.13.3, whilst the backthinning
operation was being performed, see section 3.5 or due to failures in the optical lift off
procedure. Any of these problems could lead to reflection of the current, reducing the
amplitude of the exciting pulse and causing the exciting pulse to become chaotic.



Chapter 4

Material characterisation of sputter
deposited Fe;_,Ga, films

In this section the effects of film thickness on the magnetic properties of sputter grown
Fe;_,Ga, thin films grown on GaAs substrates were studied using SQUID magnetometry
and DC transport measurements. The effects of thickness on the crystal structure of the
films was also studied using x-ray diffraction experiments. DC transport measurements were
carried out on devices under controlled uniaxial strain to determine the magnetostriction

constant, using the technique developed by Parkes et al. [61].

4.1 Sample growth

The samples were grown on 350um thick GaAs substrates using the sputter technique
described in section 3.3. In order to prepare the surface the substrate was first submerged in
a 50:50 HCI to water solution in order to remove organic contaminants and the native oxide.
This substrate was then moved into the vacuum chamber of the sputter machine where it was
annealed at 550°C for 1 hour and allowed to cool to room temperature. Preparing the surface
in this way has been shown to result in a larger grain size in the films produced as described
in reference [130]. Fe;_,Ga, films were grown by co-sputtering a FeGa target alongside a
pure Fe target, in order to grow Fe films only the Fe target was used.

Six Fe;_,Ga, films were grown and six Fe films were grown. Four of the Fe;_,Ga,
films were grown by Dr. M. Wang and all other films were grown by myself. The nominal
thicknesses of these films, the nominal composition and the person responsible for their
growth are demonstrated in table 4.1.
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Sample name | Sample Material | Grower | Argon | Growth rate
thickness pressure
(nm) (Pa) (nms™1)
S159 10 £2.1 | Fe;_,Ga, | MW 0.21 0.484+0.03
S219 20 +£4.3 | Fe;_,Ga, | MW 0.23 0.48+0.03
S221 30 £6.4 | Fe;_,Ga, | MW 0.21 0.48+0.03
S227 100 +21.4 | Fe;_,Ga, | MW 0.21 0.48+0.03
S366 10 +2.1 Fe SB 0.21 0.15£0.03
S367 20 +4.3 Fe SB 0.21 0.15£0.03
S368 30 £6.42 Fe SB 0.21 0.15£0.03
S406 1+0.2 Fe SB 0.21 0.18+0.04
S407 3+0.6 Fe SB 0.21 0.18+0.04
S408 5+1.1 Fe SB 0.21 0.18+0.04
S410 30 £6.4 | Fe;_,Gay SB 0.19 0.46+0.10
S411 20 +4.3 | Fe;_,Ga, SB 0.19 0.46+0.10

Table 4.1 Samples grown for the thickness study. The nominal value for X in this table is
0.19.

The thicknesses of these samples were measured using the quartz crystal monitor (QCM)
in the sputter machine. This device was regularly calibrated by growing test films and then
measuring the thickness of these films using an x-ray reflectivity experiment performed by
Dr. Mu Wang. The result of this measurement was used to set a tooling factor when using
the sputter machine. This tooling factor would change over time however meaning that the
tooling factor needed to be regularly recalibrated. The system was calibrated after the growth
of the samples S159, S219, S221 and S227 demonstrating an error of 6% in the tooling factor
of the QCM. No recalibration was done after the growth of the other samples examined so
the mean change in this recalibration factor across the lifetime of the sputter machine was
used to find the error for these samples leading to an error of 21.4% in the tooling factor of
the QCM. This value for the error in the tooling factor is likely to be an overestimate however
the lack of good calibration data means that the large error bounds must be used. These errors
in the tooling factors lead to the errors in the sample thickness and growth rate in table 4.1.

4.2 SQUID measurements of Fe;_,Ga, grown on GaAs

SQUID magnetometry measurements were performed on Fe;_,Ga, grown on GaAs sub-
strates by sputter deposition in order to investigate the effects of film thickness on the uniaxial
and cubic magnetocrystalline anisotropy constants. Magnetic hysteresis loops were measured
while sweeping the external magnetic field back and forth from -200mT to +200mT at
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temperatures of 2K and 300K. The field was applied in the [110], [110] and [010] directions.
The magnetic hysteresis loops produced in this way for the 10nm Fe;_,Ga, sample, S159, at
a temperature of 2K are shown in figure 4.1.
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Fig. 4.1 Hysteresis loops for a 10nm Fe;_,Ga, film grown on GaAs, S159, normalised by
the saturation magnetisation as a function of magnetic field. The initial loops were taken by
sweeping the field from 200mT to -200mT and back again however the data is shown in the
range -100mT to + 100mT to focus on the region of interest.

From these loops we can see that the relatively easy axis is the [100] direction that the
[110] and [110] directions are relatively hard,with the [110] direction an easier axis than
the [110]. This indicates that there is a strong cubic anisotropy in the [100]/[010] directions
and a weaker uniaxial anisotropy in the [110] direction, corresponding to the anisotropies
typically observed in iron films on GaAs as described in section 1.4. This means that the
[110] direction is the relatively hard axis and will therefore magnetic hysteresis collected
with the field applied in this direction will be used for fitting to the data. The effects of the
diamagnetic background due to the GaAs substrate the samples were grown on can be seen
causing the magnetisation to begin to decrease once the saturation magnetisation has been
exceeded. This diamagneic background also explains why the value of M/M; appears greater
than one once switching occurs since the value for the saturation magnetisation was chosen
for the value of magnetisation with 200mT of field applied. The [110] loop demonstrates
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an asymmetry in the 10mT to S0mT region depending on the direction in which the field
was swept. This asymmetry is due to the formation of domains within the sample and is the
reason that the fitting regions described in figure 4.3 were used. The measured magnetisation
in the [110] direction, normalised by the saturation magnetisation for samples S159, S219,
S221 and S227, thicknesses 10nm,20nm,30nm and 100nm respectively are shown in figure
4.2.

100

0
H (mT)

Fig. 4.2 Hysteresis loops for Fe|_,Ga, grown on GaAs, normalised by the saturation mag-
netisation as a function of magnetic field applied along the [110] direction. The initial loops
were taken by sweeping the field from 200mT to -200mT and back again however the data
is shown in the range -100mT to + 100mT to focus on the region of interest. a) shows the
measurements at 2K and b) shows the measurements at 300K.

From these loops we can see that as the thickness increases the remnant magnetisation
decreases indicating that the uniaxial anisotropy increases with thickness. As the thickness
increases the magnetisation rotation at which the switching event occurs moves more towards
the [110] axis. The 20nm sample, S219, also shows a more uniform curvature than the
other samples indicating that the cubic anisotropy may be higher in this sample. The cubic
anisotropy causes the magnetisation to rotate more uniformly as it makes the magnetisation
directions between the two hard axis easier allowing for a more uniform transition.

Before determining the uniaxial and cubic anisotropy of the samples the Ga concentration
of the samples may be determined using the saturation magnetisation found using the SQUID
magnetometery measurements. This is done by assuming the magnetic component comes
entirely from the iron within the sample and that the estimated thickness of the films, with the
associated errors, may be calculated from the readings from quartz crystal monitor (QCM)
in the sputter machine. This was calibrated by growing test films and then measuring the

thickness of these films by x-ray reflectivity in order to find a tooling factor for the QCM, a
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task completed by Dr. Mu Wang. This value changes over time however, due to build up of
material on the surface of the QCM device. The ratio of Fe to Ga may also change over time
as the Fe in a FeGa target sputters at a faster rate meaning an older FeGa target may be Ga
rich. This means that the thicknesses and compositions reported are nominal as the growth
rates read from the QCM may contain a systematic error. This is taken into account by the
error value calculated from the mean change in the QCM tooling factor between calibration
growths. The surface area of the samples was found using an office scanner to take an image
of the samples and then counting the number of pixels the sample occupied. This method

was used to estimate the composition of the samples as is shown in table 4.2.

Sample no. Sample || Measured area Volume M Iron content
(nm) (mm?) (m? (x107%)  (Am™ ) (%)
S159 10+2 18.6+0.2 1.9£0.1 1.51 x10° 88.8 +£4.7
S219 20+4 21.240.2 4.3+0.3 1.52 x10%  89.4+53
S221 30£6 17.91+0.2 5.4+£0.3 1.38 x10° 812+4.7
S227 100+21 17.1£0.2 17.1£1.1 1.48 x10%  87.1 £5.1

Table 4.2 Iron concentration in Fe|_,Ga, samples, measured at 300K.

This study of the iron concentration in the samples indicates that the level of iron in the
sample is not an adequate explanation for the high cubic anisotropy in the 20nm sample since
the concentration of iron only dips in the 30nm sample and remains consistent to within
the estimated uncertainty for the other samples. The error in these measurements is not
sufficiently large that it is likely that the Fe;_,Ga, may differ from A2 structure.

The uniaxial and cubic anisotropies of these samples were then extracted from the
hysteresis loops measured at 300K using the fitting program described in section 3.7. An
example of this fitting is shown in figure 4.3 where the magnetic hysteresis loop collected
from the 10nm Fe;_,Ga, sample, S159, at a temperature of 300K is shown in black with the
results of the fitting procedure shown in blue.



88 Material characterisation of sputter deposited Fe;_,Ga, films

(b)

-0.60

-0.65
-0.70

0 0.75
%-0.80 /

-0.85

-0.90 /
-0.95
0 10 20 30 40 50 60 70 80 90 100 -100 -90 -80 -70 -60 -50 -40 -30 -20 -10 O

MoH(mT) MoH(mT)

Fig. 4.3 Demonstration of fitting to the magnetic hysteresis loop for S159 at a temperature of
300K. The blue line is the simulated data and the black line is the magnetic hysteresis loop
collected by SQUID magnetometery.

The blue line in figure 4.3 shows the simulated loop which has been fitted to the regions
of the magnetic hysteresis loop in the regions where the magnetisation in the material was
rotating towards the [110] axis. The fit was focused on this region in order to ensure that
the effects of domain wall nucleation were not included in the fitting procedure. The cost
function of the fit was found using the least squares method and the uniaxial and cubic
anisotropy values for the lowest cost fit were used as the results of the fitting procedure. A
full set of all the fits to SQUID magnetometry data performed in this thesis can be found in
Appendix A.

In order to find the error in K. a procedure using a windowing function was used. This
involved plotting simulated loops with a K. value which differed from the best fit value
calculated from the raw data by a respective error. If the number of data points between these
two curves was greater than 66% of the total number of points the supposed error was said
to be too low and then increased. This process was repeated until less than 66% of the data
points were contained within the window and then the error was assumed to be the largest
window containing 66% of the data points. This meant that the number of points inside the
window drawn by our error value was approximately 20 from the actual data. An example
of the windows drawn in this way is shown in figure 4.4 which represents the window used
to fit K, for the 10nm sample, S159, at a temperature of 300K.
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Fig. 4.4 Demonstration of the method used to find errors in the results from fitting to a
magnetic hysteresis loop produced from SQUID magnetometry. Shown here are windows
used to find the error in the K, value found for the 10nm Fe;_,Ga, sample at a temperature
of 300K. The windows are represented by the blue and red lines and the experimental data is
represented by the black line.

The error in the K, value was found by repeating this process substituting K, for K.

This process was performed in order to find K. and K, values with associated errors for
all the loops shown in figure 4.2 resulting in the graph shown in figure 4.5 which gives K,
and K, values for samples S159, S219, S221 and S227.
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Fig. 4.5 Values for the uniaxial, K, and cubic anisotropy, K., constants in Fe;_,Ga, at 300K.
K. is represented by the black points and K, by the red. Values were determined by fitting
numerically calculated magnetic hysteresis loops to the experimental SQUID magnetometry
data.

Figure 4.5 shows that at room temperature the uniaxial anisotropy grows with the thick-
ness of the sample and then saturates at around 30nm. The cubic anisotropy however remains
relatively constant, except for a spike in the 20nm sample. This pattern repeats itself when
the samples are cooled to 2K, producing the anisotropy results shown in figure 4.6.

When the samples are cooled to 2K the cubic anisotropy shows the same behaviour. The
uniaxial anisotropy remains low until the thickness hits 30nm at which point it rises abruptly.
The errors on these measurements are reasonably small indicating that this pattern is not a
product of either noise in the measurement or imprecision in the fitting method. In order
to confirm the validity of the fitting procedure the process of finding the anisotropy values
was the repeated for pure Fe grown on GaAs in imitation of reference [78], in order to test
the efficacy of the fitting methods employed. This resulted in the hysteresis loops shown in
figure 4.7.
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Fig. 4.6 Values for the uniaxial, K,,, and cubic anisotropy, K., constants in Fe|_,Ga, at 2K.
K. is represented by the black points and K, by the red. Values were calculated from SQUID
magnetometer data.
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Fig. 4.7 Hysteresis loops for Fe grown on GaAs, normalised by the saturation magnetisation
with the field applied along the [110] direction. The initial loops were taken by sweeping the
field from 200mT to -200mT and back again however the data is shown in the range -100mT
to + 100mT to focus on the region of interest. a) shows the measurements at 2K and b) shows
the measurements at 300K.
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The anisotropy analysis for these curves was then repeated resulting in the anisotropy

relations at 300K shown in figure 4.5.
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Fig. 4.8 Values for the uniaxial and cubic anisotropy constants in iron at 300K. K, is
represented by the black points and K, by the red. Values were calculated from SQUID
magnetometer data.

We can see that the uncertainty in the K,, value in the 1nm sample is relatively large. This
can be understood by looking at references [78] and [85] in which films of this thickness
were studied and it was found that when the film thickness dropped below ~4.8ML (0.72nm)
the iron formed islands on the surface of the substrate rather than a continuous film. These
islands were also found to be super paramagnetic meaning that whilst they form a single
magnetic domain due to their small size, the domain they form can be changed purely by
fluctuations in temperature when no field is applied to the sample. The magnetic response of
our Inm Fe sample shown in figure 4.7 indicates that this is indeed the case and is what has
happened to our Inm Fe film even if the thickness is slightly above the thickness at which we
would expect this transition to occur. The early emergence of superparamagnetism may be
due to the material being sputter grown rather than MBE grown, the thickness being lower
than expected or due to variation in the growth temperature. Indeed thicknesses at which the
superparamagnetism to ferromagnetism transition occurs have been observed at thicknesses
as much as ~10ML (1.5nm) in reference [131]. If we look at the anisotropy results for the

same samples at 2K we find the results shown in figure 4.6.
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Fig. 4.9 Values for the uniaxial and cubic anisotropy constants in iron at 2K. K, is represented
by the black points and K,, by the red. Values were calculated from SQUID magnetometer
data.

Here we see a similar pattern as in figure 4.8 however, the uniaxial anisotropy for the
sample at Inm does not follow the trend that the rest of the samples adhere to. This can again
be explained by the extremely low thickness of the sample possibly not creating a continuous
film on the surface of the substrate.

By comparing the results in figures 4.8 and 4.9 we can see that the anisotropy of iron
grown on GaAs gives the same anisotropy relation as found in [78] shown in figure 2.5. The
unaxial anisotropy constant decreases and the cubic anisotropy constant increases as the
thickness of the film increases.

The anisotropy results found using least squares fit analysis were checked according
to the relation described in reference [132]. This involved finding the ratio of the remnant
magnetisation of the sample to the saturation magnetisation which is related to the ratio

between the constants of uniaxial and cubic anisotropy according to the relation in equation
4.1.

Mres
M;

—1 =

= -1 (4.1)

The results of this consistency check for Fe;_,Ga, are shown in table 4.3.
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Sample  Sample % 6(%) M Mo 1— 2(1‘1{/}?)2
no.  thickness [110] [110] [110]
(nm) Am~1(x10%)  Am~'(x10°)
S159 10 0.08 0.01 1.57 1.07 0.07 £0.02
S219 20 0.19 0.01 1.54 0.97 0.20 £0.00
S221 30 0.78 0.05 1.52 0.51 0.77 £0.02
S227 100 0.89 0.13 1.47 0.41 0.84 £0.01

Table 4.3 Consistency check results for Fe;_,Ga, at 300K. The sample thickness is a nominal
value.

The error in the value of % was calculated using equation 4.2 in which the error in K, is
given by K, and the error in K, is given by 8K,.

K, oK, —K, 0K,
u _ U\9 uOhe s

The error in 1 — 2(1‘%)2 was found as the difference in the value of 1 — 2(1‘1{4—’?)2 when

calculated from the up and the down loop with the value given being the mean of the two
values. This consistency check was then repeated for the data measured at 2K and is shown

in table 4.4.

Sample  Sample % 5(%) M; Miem 1— 2(]‘1/&?)2
no. thickness [110] [110] [110]
(nm) Am~1(x10%)  Am~'(x10%)
S159 10 0.14 0.02 1.60 1.04 0.16 £0.01
S219 20 0.12 0.01 1.55 1.02 0.13 +0.00
S221 30 0.67 0.04 1.50 0.61 0.67 £0.01
S227 100 0.83 0.10 1.47 0.49 0.78 £0.00

Table 4.4 Consistency check results for Fe_,Ga, at 2K. The sample thickness is a nominal
value.

In these tables we see that the values of % and 1 — 2(MM—’§S2) are roughly equal, with
the differences in values being well within the boundaries of reasonable error. This further
indicates that the results generated by fitting to the SQUID data are accurate. Then the results
of the check for the iron sample at 300K are shown in table 4.5 and the results for 2K are
shown in table 4.6.
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Sample  Sample % 6(%) M; Mom 1— 2(1‘1’{/;?")2
no.  thickness [110] [110] [110]
(nm) Am~1(x10%)  Am~'(x10°)
S406 1 3.54 3.05 1.49 1.13 1.00 £0.00
S407 3 0.98 0.46 1.39 0.12 0.98 +0.01
S408 5 0.38 0.05 1.50 0.81 0.41 £0.02
S366 10 0.32 0.02 1.31 0.75 0.34 £0.02
S367 20 0.10 0.01 1.31 0.88 0.11 £0.00
S368 30 0.04 0.01 1.31 0.90 0.05 £0.01

Table 4.5 Consistency check results for iron at 300K. The sample thickness is a nominal
value.

Sample  Sample % 5(%) M Mo 1-— 2(%}?‘ )?
no. thickness | [110] [110] [110]
(nm) Am~1(x10%)  Am~1(x10°)
S406 1 256 1.79 0.38 0.00 1.00 +£0.00
S407 3 092 033 1.43 0.18 0.97 £0.01
S408 5 0.48 0.06 1.49 0.73 0.54 £0.03
S366 10 0.38 0.02 1.35 0.74 0.40 £0.01
S367 20 0.15 0.01 1.35 0.87 0.18 £0.00
S368 30 0.01 0.01 1.19 0.83 0.02 £0.00

Table 4.6 Consistency check results for iron at 2K. The sample thickness is a nominal value.

The similarity in results for % and 1 — 2(1‘41‘,1—’?)2 of most of the iron consistency checks
indicate that the fitting results for iron are also accurate. In the 1nm samples however the
difference in % and 1 — 2(%—’?)2 is much larger.

This can be explained by remembering that the 1nm samples exhibited super paramag-
netism meaning that the model used to fit to the data is not valid for this sample.

In order to further investigate the anomalous measurements of the uniaxial anisotropy in
the 20nm film, S219, a second batch of Fe|_,Ga, wafers were prepared with film thickneses
of 20nm and 30nm, the wafer numbers being S411 and S410 respectively. These wafers
were then cut up and SQUID magnetometer measurements were performed on samples of
the wafer in the same manner as was performed in section 4.2 resulting in the loops shown in
figures 4.10 and 4.11 representing SQUID loops for the 20nm sample at 300K and 2K.
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Fig. 4.10 Hysteresis loops collected by SQUID magnetometry for S411 at a) 300K and b)
2K. The loops were collected with the field aligned to three different directions, the [110]
direction, the [110] direction and the [100] direction. The field was swept from -200mT to
+200mT and back again, shown here are the results within the -100mT to +100mT window.

In figure 4.11 we can see that the [110] and [110] axes are roughly equivalent hard axes
and the [100] axis is the relative easy axis. This would indicate a lack of uniaxial anisotropy
since in S219, the 20nm sample, the uniaxial anisotropy led to the [110] axis being the hard
axis. The fitting will still be performed on the magnetic hysteresis loop collected with the
magnetic field aligned along the [110] since the relatively hard axes are roughly equivalent.
This behaviour is evidenced in the SQUID loops at both 300K and 2K. Next we look at the
SQUID loops for data collected on the secondary 30nm sample which are shown in figure
4.11.

Figure 4.11b) shows that the [110] and [110] loops are once again roughly equally hard
meaning that either the [110] or the [110] could be used to determine the values of K. and
K,. The [110] loop is the loop used for fitting however, for the sake of consistency with
previously measured samples. The loops shown in figures 4.10 and 4.11 were then subjected
to the same analysis procedure as the loops tested in 4.2. The results of this analysis for
the two secondary samples at 300K are shown plotted alongside the results for the primary

samples in figure 4.12.



4.2 SQUID measurements of Fe;_,Ga, grown on GaAs 97

a) b)
10 — [100] 10 — (100
Off — 1o Of — ma
—  [1T0] %’/ [ﬁgl Vf
0.5 0.5 (
2 g |
s 0 s 0 '
0.5 05 J
-1.0 -1.0
-100 -50 0 50 100 -100 -50 0 50 100
PoH(MT) HoH(mT)

Fig. 4.11 Hysteresis loops collected by SQUID magnetometry for the S410 at a)300K and
b)2K. The loops were collected with the field aligned to three different directions, the [110]
direction, the [110] direction and the [100] direction. The field was swept from -200mT to
+200mT and back again, shown here are the results within the -100mT to +100mT window.
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Fig. 4.12 Anisotropy at 300K with the films from the second batch included. Error bars are
shown for all measurements however many of the error bars are smaller than the markers.
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This shows that whilst the uniaxial anisotropy for the secondary loops is negative, the
cubic anisotropy in the samples is roughly equal to the anisotropy values found for the
primary samples. This indicates that even with some change in internal structure, altering
the uniaxial anisotropy, the cubic anisotropy retains a strong thickness relation. Further
evidence supporting this is provided by figure 4.13 where the loops for these samples at 2K
are analysed.
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Fig. 4.13 Anisotropy at 2K with the films from the second batch included. Error bars are
shown for all measurements however many of the error bars are smaller than the markers.

This shows the same relation as in measurements at 300K however the change in the
uniaxial anisotropy is smaller and the anisotropy constant has a negative value. The experi-
ment was repeated with chips taken from a different region of the wafer. The SQUID loops

produced in this way are shown in figure 4.14.
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Fig. 4.14 Hysteresis loops collected by SQUID magnetometry for the second chips collected
taken from the secondary samples. The loops were collected with the field aligned to three
different directions, the [110] direction, the [110] direction and the [100] direction. The field
was swept from -200mT to +200mT and back again, shown here are the results within the
-100mT to +100mT window. The loops represent S411, the 20nm sample, a) and b), and
S410, the 30nm sample, ¢) and d). The loops were collected at 300K, a) and c¢), and 2K b)

and d).
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These loops bear a striking resemblance to the loops collected in figures 4.10 and 4.11

and when analysed resulted in similar values of K. and K, as shown at 300K in figure 4.15.
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Fig. 4.15 Anisotropy at 300K with the films from the second batch included. Error bars are
shown for all measurements however many of the error bars are smaller than the markers.

The similarities continue when we look at the results collected when the wafers were
cooled to 2K as shown in figure 4.16.
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Fig. 4.16 Anisotropy at 2K with the films from the second batch included. Error bars are
shown for all measurements however many of the error bars are smaller than the markers.

From figure 4.15 and figure 4.16 it can be observed that the anisotropy constants for the

samples S411 and S410 follow the same trend both times they were measured. It can also be

seen that whilst the uniaxial anisotropy values differ between the first and second batch of

samples the cubic anisotropy retains the same trend with film thickness.

These anisotropy values were tested in the same way as was done for the iron and the

first set of Fe;_,Ga, wafers and the values found from the collected loops are consistent as

shown in table 4.7 which represents the loops at 300K and table 4.8 which represents the

loops at 2K.
Sample Sample LD M My 1—2(%e)?
- thickness [110] [110] [110] ‘
(nm) Am~1 < 106 Am~! x 10°
S411  20nm sample 1 || -0.17  0.01 1.65 1.26 -0.17 £0.01
S410  30nm sample 1 || -0.11  0.02 1.60 1.18 -0.09 +0.00
S411  20nm sample 2 || -0.15 0.01 1.49 1.13 -0.15 +0.01
S410  30nm sample 2 || -0.18  0.01 1.58 1.21 -0.17 +£0.02

Table 4.7 Consistency check results for the second batch of Fe|_,Ga, films at 300K The
sample thickness is a nominal value.
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Sample Sample % 6(%) M Myem 1— 2(%?' )?
no. thickness [110] [110] [110] ‘

(nm) Am~ ' x 10 Am~1 x 10°
S411  20nm sample 1 || -0.15 0.01 1.66 1.25 -0.14+0.02
S410  30nm sample 1 || -0.19  0.02 1.62 1.22 -0.13£0.01
S411  20nm sample 2 || -0.15  0.01 1.52 1.15 -0.144+0.00
S410  30nm sample 2 || -0.15  0.01 1.62 1.22 -0.13+0.01

Table 4.8 Consistency check results for the Fe;_,Ga, films from the second batch at 2K. The
sample thickness is a nominal value.

The concentration of iron in the samples was found using the same method as described

previously which yielded the results shown in table 4.9.

Sample Sample Measured area Volume M Iron content
no. (mm?) m® (x1071%))  (Am™) (%)
S411  20nm test 1 22.1£0.2 4.4+1.0 1.47 x10° 86.5 + 16.0
S410  30nm test 1 20.3+0.2 6.1£1.5 1.55 x10% 91.2 4182
S410  20nm test 2 19.6+0.2 39£1.0 1.49 x10% 87.7+17.7
S411  30nm test 2 20.8+0.2 6.2+1.5 1.55 x10® 91.24+17.7

Table 4.9 Iron concentration in the Fe;_,Ga, samples from the second batch at 300K.

This table shows that the iron concentration in the secondary samples is generally higher
than in the primary films however this does not give any indication as to why the uniaxial
anisotropy is so much lower in these samples as compared to the primary films. Body centred
cubic structure is the most probable structure of these sputter grown films as the gallium
concentration is typically below ~ 20% and studies have found that a body centred cubic
structure for Fe;_,Ga, to be the most likely structure for epitaxially grown Fe;_,Ga, films
grown on GaAs substrates in reference [133] and in sputter grown films in reference [49].
The large error in the percentage of iron in these samples indicates that there may be some
instances of B2 structure mixed into the A2 structure however further calibration growths

may reveal that these errors are an overestimate and that the structure is purely A2.

The results from the iron samples demonstrates that the fitting and measurement procedure
is reliable however the anisotropy results found from the Fe;_,Ga, samples is somewhat
perplexing. The results of the measurement of K. and K, show that the cubic anisotropy

spikes in the 20nm sample but rises gradually in all other samples.
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4.3 X-ray analysis of the Fe;_,Ga, samples

Triple axis diffractometery experiments were performed on the samples S159(10nm), S219(20nm),
S221(30nm) and S227(100nm) by Dr. P. Wadley. These experiments involved measuring the
diffraction of x-rays from the surface of the sample at various angles in order to construct

2D reciprocal space maps. By altering the position of the sample relative to the x-ray source
different planes of the sample could be investigated. By analysing multiple 2D reciprocal
space maps the mean size and misorientation of the mosaic blocks which made up the sample
could be determined using the fitting processes performed by Prof. V. Holy at Charles
University, Prague. Unfortunately the 10nm sample (S159) was found to be too thin for
effective x-ray analysis of the sample however 2D reciprocal space maps were constructed

for S219, S221 and S227. These maps are shown in figure 4.17.
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Fig. 4.17 Reciprocal space maps collected by triple axis diffractometry by Dr. P. Wadley.
The data is shown in red whilst the fit is demonstrated by the blue lines. a), b) and c) show
diffractometry data when x-rays were diffracted from the (002) plane and d), e) and f) show
data diffracted from the (112) plane. a) and d) represent data collected on wafer S219, b) and
e) represent data taken on wafer S221 and c) and f) represent data taken on wafer S227.

Looking at the reciprocal space maps we can see that there are two dots in each image,
one centred roughly on (0, 0) and one centred on (0,1) in a), b) and c) but (-0.5, 1) in d), e)
and f). This is because the dot centred around (0, 0) represents diffraction from the Fe|_,Ga,
and the dot centred around either (0, 1) or (-0.5, 1) represents x-ray diffraction from the
GaAs substrate.



104 Material characterisation of sputter deposited Fe;_,Ga, films

By looking at the separation between these dots lattice constants for the Fe;_,Ga, films
may be extracted. This was done by Prof. V. Holy at Charles University, Prague yielding the
lattice constants in and out of the plane of the film shown in figure 4.18.
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Fig. 4.18 Plots of the lattice constants of the material in the plane of the film,a , and out of
the plane of the film, a | .

From these lattice constants the in-plane lattice mismatch between the film and the
substrate , 1,,;5s may be calculated using equation 4.3 in which qy is half the lattice parameter
of the GaAs substrate, 2.83nm[78, 85]. This value represents the lattice parameter of
Fe|_,Ga, when perfectly matched to the GaAs substrate resulting in zero strain.
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4.3)
ao

Applying equation 4.3 to the in plane lattice constants given in figure 4.18 we can find
the percentage lattice mismatch which is given in figure 4.19.

Figures 4.18 and 4.19 show no clear correlation between the lattice parameters of the films
and their thickness. This most likely indicates that the large uniaxial anisotropy observed in
the 20nm film was not due to a unusually high strain induced by the mismatch between the
Fe;_,Ga, film and the GaAs substrate. The strain observed in these samples is slightly lower
than the strain observed in MBE grown material of 4.6% [128].

For further information to be gathered from the reciprocal space maps we must look at the
results of the fitting procedure performed by Prof. V. Holy. This fitting procedure involves
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Fig. 4.19 In-plane lattice mismatch between the Fe|_,Ga, film and the GaAs substrate
calculated using the data shown in figure 4.18.

simulating the lattice as a mosaic of ellipsoidal crystals with the fitting parameters being
the crystal axis dimensions in the in and out of the plane directions. The fitting procedure
also provides information as to the average misorientation of the crystals, the mean angle of
rotation required to move two crystals onto the same frame as one another. This process is
not described in detail in this thesis as all analysis of the reciprocal space maps was done at
Charles University. This fitting procedure is demonstrated by the blue lines on the reciprocal
space maps and yielded the results shown in figure 4.20.

Here we can see that whilst the block size in the x plane does change slightly the
alteration is within the bounds of error and could therefore be entirely down to noise within
the measurement leading us to state that there is no evidence for a thickness dependence on
the size of the mosaic blocks in the plane of the sample. The same is true of the angle of
misorientation which indicates that the misalignment of the blocks is also independent of the
thickness of the material. The change in the z-radius of the ellipses indicates a relation to
the thickness of the sample. We see that as the thickness of the sample increases the mean
block size decreases in the z direction. This in itself is not sufficient to provide a concrete
understanding of the causes of the anisotropy results presented in section 4.2 or the high
magnetostrictive energy observed in section 4.5. The grain size observed in these samples is
much lower than was observed in Fe|_,Ga, films sputter grown on Si substrates by Dean et

al. [54] in which grain sizes between 40 and 80 nm were observed depending on thickness.
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Fig. 4.20 Plot of results of fitting to triple axis diffractometry data done by Viclav Holy at
Charles University in Prague. Figure a) shows the mean block size in the x, Ry, and z, R,
directions in nm and b) shows the mean disorientation of the blocks.

The grain size observed here is also much lower than the grain size observed in MBE grown
material by Parkes et al. [61] where the film was observed to be roughly mono-crystalline.
Whilst the mean grain size was small the mean misalignment between the grains was also
very small which may explain the high magnetostriction as the magnetostriction constant is
largest along the [100] direction. Large misorientations would lead to the magnetostriction
constant being reduced due to many crystallites being aligned away from this direction whilst
the mosaic structure suggested by these data would mean a large number of crystallites
aligned to this direction.

In order to continue this work rocking curves should be collected and analysed in order to
give insights into the sample thickness, the substrate film interface and the number of defects
within the films. This would hopefully provide further insight into the polycrystallinity of the
samples as well as the gallium content which in turn might explain the high magnetostriction
and cubic anisotropy found in the 20nm galfenol film from the first batch of samples, S219,
as well as the general trend of increasing cubic anisotropy and decreasing uniaxial anisotropy.
Performing x-ray measurements on the samples from the second batch could also hopefully
provide some insight into the strange uniaxial anisotropy values found for those samples and
the apparent lack of differentiation between the film’s [110] and [110] crystal axes.

4.4 Discussion of magnetometry and x-ray results

We have used SQUID magnetometry and X-ray triple axis diffractometery to study the

magnetic anisotropies and the crystal structure in Fe;_,Ga, thin films grown by sputter
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deposition onto GaAs substrates. We have observed that Fe;_,Ga, films grown in this way
exhibit both uniaxial and cubic anisotropy. We have observed that the trend between thickness
and anisotropy is the opposite of that observed in iron samples. We have also observed an
unusually high cubic anisotropy in the 20nm Fe_,Ga, films studied. This unusually high
cubic anisotropy was repeatedly observed across both batches of 20nm Fe|_,Ga, films, S219
and S411, indicating that films of thicknesses between 10nm and 30nm may be an interesting
avenue for further study to discover at what thickness the cubic anisotropy is at a maximum
thereby providing a further insight which may help to explain this unusual result.

The hysteresis loops collected from samples S411 and S410 were identical regardless as
to whether the loops were collected with the magnetic field applied in the [110] or the [100]
direction indicating no uniaxial anisotropy due to the Fe;_,Ga, film not growing epitaxially
on the GaAs surface[63, 78]. Despite this the result of fitting to the hysteresis loop produced
by sweeping the field in the [110] direction yielded a non-zero negative uniaxial anisotropy.
Normally this would indicate a uniaxial anisotropy at 90° to the applied field however in this
instance it most likely indicates that the model is not capable of producing a zero value for
the uniaxial anisotropy instead producing a non-zero negative result.

We have also performed studies of iron thin films which were sputter grown onto GaAs
substrates. These films demonstrated uniaxial and cubic anisotropy in the [110] and [100]
directions similar to previously described iron films grown on GaAs substrates [63]. The
trend in the relation between the thickness and the strength of these anisotropies also matches
that of previously described iron films grown on GaAs [78].

This study was followed up with an x-ray study of the devices examined by SQUID
magnetometery. This analysis produced no explanations as to the strange behaviour of either
the cubic or uniaxial anisotropy of the batch of samples studied due to the lack of a significant
variation in the lattice constants of the Fe|_,Ga, films studied. No x-ray analysis of the
second batch of samples, S411 and S410, was performed however. X-ray analysis of these
samples may give a greater insight into the causes of the unusual behaviour of the uniaxial

anisotropy.

4.5 Transport measurements for Fe, ,Ga, grown on GaAs

Hall bars were fabricated from the Fe|_,Ga, wafers and then mounted on a piezoelectric
crystal as described in section 3.10. The alignment of these hall bars is repeated in figure
4.21 for the benefit of the reader showing the hall bar used for the measurement of the
magnetoelastic constant in figure 4.21a) and the hall bar used as the strain guage in 4.21b).
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Fig. 4.21 Hall bar alignment used for transport measurements. a) shows the orientation of the
hall bar used for measurements used to determine the magnetoelastic constant of galfenol hall
bars. b) shows the alignment of the hall bar used as the strain gauge. In both diagrams the
direction of the strain and the applied magnetic field are shown by the blue arrows. The two
white dots on the bar indicate the arms used to apply voltage across the bar and the terminals
used to measure R, and R, are shown in red and green respectively. Crystallographic axes
of the bars are indicated by the black arrows.

The first data collected on these samples was a measurement of the longitudinal and
transverse resistance as a function of the angle of a saturating magnetic field applied in
the plane of the film with no applied strain in order to determine the orientation of the bar
relative to the magnet. The angle between the external magnetic field and the current may be
determined from the resistivity p,, and p,y using equations 4.4 and 4.5 which were described
in full in section 2.6. In equations 4.4 and 4.5 p,, is the mean resistivity of the sample, Ap
is the change in resistivity due to AMR and 604, is the angle between the current and the

magnetisation.

Pxy = Apsin(26AMR) (45)

The results of these measurements on the 10 and 20nm samples, S159 and S219 are

shown in figure 4.22. The curve for R,, was collected for sample S159 because this is the
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resistance measure which will be used to determine the switching fields of the samples (see
field sweep measurements presented later in this section), however there was a problem with

the cables during the R, measurement on S219 so the R, value was used instead.
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Fig. 4.22 AMR curves for selected Fe;_,Ga, samples. a) shows the dependency of Ry, of
the 10nm sample on the angle of applied field and b) shows the dependency of R, on the
angle of applied field for the 20nm sample. No voltage was applied to the piezo-electric
transducer for these measurements. A 0.14T magnetic field was used to magnetically saturate
the samples.

The AMR curves shown in figure 4.22 were used to determine the position of the samples
relative to the magnetic coils used to provide a magnetic field so that the field could be
correctly aligned to the crystallographic axis of the devices.

The first sample to be examined was the 10nm sample. The first step in measuring this
sample was to measure the relation between the voltage applied to the piezoelectric the
sample was mounted on and the strain produced by that voltage. This was done by placing
the sample in a saturating magnetic field and then sweeping the voltage on the transducer
from -30V to +50V and back again twice in order to find the relation between strain and
applied voltage. The saturating magnetic field ensured that any change in resistance was
due to the strain on the Hall bar used as the strain gauge which in turn meant we could
use the Ry, data to determine the strain on the bar when the transducer was subjected to a
given voltage. When sweeping the voltage on the transducer steps of 0.1V were used and
every time the voltage was stepped up or down the source meter paused until the current
required to achieve the desired voltage dropped below 10uA. This was done in order to

ensure the transducer was not charging when the measurement was taken. The result of this
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measurement performed on a Hall bar used as a strain gauge as described in section 3.10.1
from wafer S159, a 10nm Fe;_,Ga, film, is shown in figure 4.23.

Strain (Unitless ratio) (x10%)

730 -20 -10 0 10 20 30 40 50
Piezo voltage (V)

Fig. 4.23 Strain loop for the 10nm Fe|_,Ga, sample. The voltage applied to the piezoelectric
crystal was swept from -30V to +50V and back again twice. The strain was then found from
the value of Ry, as described in equation 3.13 to produce the relation between voltage on the
piezoelectic and strain indicated by the blue data points. This data was then averaged and
the result fitted to with a linear polynomial indicated by the red line. This fit gave a strain to
voltage ratio of (4.6 £0.0) x 107V ~1,

This data was fit to in order to find the change in strain as the voltage was applied to
the transducer, yielding a strain to voltage ratio of (4.64-0.0) x 1075V ~!. The error in the
measurement was found as the standard error of the fit.

The up and the down sweeps were fitted to simultaneously in order to find a value for
the relative strain. Whilst all the data collected within this chapter were collected using an
increasing voltage applied to the piezoelectric transducer this relative measurement of strain
was used since there is no practical way to determine the absolute strain as a function of
voltage applied to the stressor due to strain induced by the curing of the epoxy.

The next step in the measurement was to sweep the field along the magnetic hard axis in
order to find the field required to cause magnetic switching in the sample. The raw Ry, data
collected from the 10nm Fe;_,Ga, sample, S159, with (2.3 +0.0) x 10~* strain is shown
in figure 4.24a). This data was subject to a number of callibration requirements in order to
account for sample heating, the sample lying at a canted angle and mixing of the longitudinal
resistance into the transverse resistance. The effects of heating were removed by removing a
constant gradient from the data, the sample cant was adjusted for using a process known as

symmetrisation and the mixing of the longitudinal and transverse resistances was accounted
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for by a process known as a V. correction. The full details of these corrections may be found

in appendix B however the results of these corrections are shown in figure 4.24b).
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Fig. 4.24 Raw and corrected Ry, field sweep data for the 10nm Fe; _,Ga, sample, S159, with
(2.340.0) x 10~ strain. In a) the raw field sweeps when the field was swept along the [100]
direction are shown in blue whilst the measurement of R,, when the field was swept along the
[010] direction is shown in red. The black arrows show the sweep directions. b) shows the
R, measurement after the data has been corrected. The results when field was swept along
the [100] axis, are shown in blue for the up sweep and green for the down sweep. Results
taken when the field was swept the the [010] axis are shown in black for the up sweep and
red for the down sweep.

Figure 4.24 demonstrates that when a strain of (2.340.0) x 10~# is applied, changes in
the value of R,, can be seen when the field is applied along the [100] axis indicating that
the [100] axis is the hard axis. This change in resistance occurs since the magnetisation of
the sample rotates 90° from the [100] direction and a large field is required to return the
magnetisation to lying along the [100] axis. Conversely we can see that the [010] axis is the
magnetically easy axis since the magnetisation does not rotate 90° to the [010] direction as
the field is reduced.

This process was repeated on all the field sweeps in order to produce the field sweeps
shown in figure 4.25.

By looking at the change in resistance in these field sweeps we can a strong effect due
to applied strain resulting in a change from the hard axis being along the [010] axis when
the strain is negative to the [100] direction when the strain is positive. We can also see
spikes in the data in figure 4.25b) at ~ £12mT and ~ £9mT. These are an artefact of the
symeterisation procedure amplifying and distorting noise in the measurement.

The switching fields lie in the range of 3 —5 x 1073T after the switch in hard axis

direction. We can demonstrate the switching these loops represent more clearly by using
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Fig. 4.25 Field sweep loops for 10nm sample, S159, with different levels of stress applied
via the transducer. a) shows the effect of applied strain on the field sweeps collected with the
field aligned to the [100] direction and b) shows the effects of strain on field sweeps collected
with the field aligned along the [010] direction.

them to construct magnetic hysteresis loops. This is done by considering each switching
event as a 90 degree switch as demonstrated in figure 4.26. The resistance measurement is
converted into an angle as described in equation 3.14. This angle is then adjusted by 180°
in order to take into account the resistance measurement’s lack of sensitivity to antiparallel
measurements and converted into a magnetisation using equation 3.15. In figure 4.26a) the
switching events when the field is increasing are numbered 1 and 2. The change in angle
these events represent is demonstrated in figure 4.26b). This can then be used to produce
the hysteresis loops shown in figures 4.26¢) and 4.26d)which demonstrate hysteresis loops
for the 10nm film with 2.3 x 10™* and —1.4 x 10~* of strain applied by the transducer
respectively. The magnetic hysteresis loop shown in 4.26c) demonstrates the magnetisation
rotation when the field is applied along the [100] axis and figure 4.26 d) demonstrates the
magnetisation rotation when the field is applied along the [010] axis. This shows the magnetic
hysteresis loop produced when the magnetic hard axis lies along the [100] and the [010] axis
respectively.

The location of these switching events can extracted with the associated error as described
in section 3.10. The extracted switching events are plotted as a function of the strain applied
to the sample as has been done in figure 4.27.
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Fig. 4.26 Demonstration of the construction of a hysteresis loop from raw data from S159
with 50V applied to the transducer (corresponding to a strain of 2.3 x 10~# applied to the
Hall bar). a) shows the change in R,, as the field is swept from -0.018T to +0.018T. Also
shown in a) are the locations of switching events 1,2,3, and 4. The change in the direction
of magnetisation is demonstrated in b) which shows the direction of the magnetisation after
switching events 1 and 2, switching events 3 and 4 reverse this. Also shown in b) are the
directions of the applied field, H, demonstrated by the blue arrow, the direction of the applied
current, I, represented by the black arrow and the applied strain, €, demonstrated by the
red arrow. c) shows the hysteresis loop constructed from a). d) shows a hysteresis loop
constructed from Ry, data from the same sample as a) but with a voltage of -30V applied to
the transducer (corresponding to a strain of —1.4 x 10™%). In c) the field was applied in the
[100] direction and in d) the field was applied in the [010] direction.
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Fig. 4.27 Switching events vs strain for S159. The switching event labelling corresponds
with the labels used in figure 4.26a) with event 1 being shown in blue, event 2 shown in
green, 3 in red and 4 in black.

This measure of the switching events shows what we would have expected by visual
inspection of the field sweep data shown in figure 4.25, that is to say that events 1 and 4 move
to more positive fields as 2 and 3 move to more negative fields as the strain becomes more
positive. The switching event pairs, the first switching event in the up and down sweep and
the second switching event in the up and down sweep, move with roughly the same difference
in field whilst the field at which the first and second switching events occur diverges. The
domain wall pinning energy increases the switching fields increase due to the jump to the
global minima occurring due to a lower applied magnetic field.

In order to determine the value of the strain anisotropy constant, Ky, and domain wall
energy for the sample a modified version of the fitting program described in section 3.7
was used. Here the K, and K, values found in section 4.2 were used to fit a hysteresis loop
to the switching events by varying the K; and domain wall depinning energy as the free
parameters. This was done using a cost function which was defined as the mean difference
in field between the switching events in the simulated loops and the switching events in the
collected R,y data.
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Then, by fitting to these switching events, we find the relation between strain and Kj
shown in figure 4.29a) and the relation between the strain and the domain wall pinning energy
is shown in figure 4.29b).

The fitting procedure used K and the domain wall energy as the fitting parameters with
K, and K, being set by the values found in section 4.2. A cost function for the fit was found
as the mean difference in field between the switching events in the simulated loops and the
switching events in the collected R,y data and the best fit was established as the fit with the
lowest cost function.

An example of a fit for the 10nm Fe|_,Ga, film, S159, with a strain of 2.31 x 1074 present

is shown in figure 4.28.

1.0
0.5
[72]) \\
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Fig. 4.28 Fitting of a simulated loop to the switching events collected from the 10nm
Fe;_,Gay, film with a strain of 2.3x10™* applied. The switching events extracted from the
experimental data are represented as black lines and the simulated loop is represented by the
blue lines. The switching events extracted from the simulated data is represented by dotted
red lines.

By performing this process on the switching events shown in figure 4.27 we find the
relation between K and strain shown in figure 4.29a) and the relation between the domain
wall energy and strain shown in figure 4.29b). The errors in the domain wall pinning energy
are exceptionally large due to the effects of the domain wall pinning energy being much
weaker than that of the strain induced anisotropy. This means that a large change in the
domain wall pinning energy only produces a slight change in the switching field. The cost

functions for the fits used to find these relations can be seen in 4.29¢) with the fits themselves



116 Material characterisation of sputter deposited Fe;_,Ga, films

being found in appendix C. The error bars were found by applying the same fitting procedure

to the start of the switching event which was found using the method described in 3.10.1
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Fig. 4.29 Fitting results for the switching events for S159. a) shows the resulting K values,
b) shows the domain wall energy values and c) shows the cost function for each fit. The red
errors bars in a) and b) show the error in the strain for each fit, please note that these error
bars are smaller than the markers for most data points.

The cost functions shown in figure 4.29c) demonstrates that the cost function is high
when the strain is below 5 x 107 indicating that the model used to simulate the data breaks
down at lower strain. This is most likely due to the hard axis transitioning from the [100]
direction to the [010] direction meaning that instead of two clearly defined switching events
as can be seen in figure 4.26b) we begin to see the two switching events being sufficiently
close that it becomes difficult to differentiate where one switching event begins and one
ends as demonstrated in 4.26d). This means that when we numerically model the hysteresis

loop the two switches collapse into one switching event and the best result which can be
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found is, by necessity the lowest set of values of Ky and domain wall energy for which two
switching events can be successfully modelled. The domain wall depinning energy is roughly
equivalent to that found in MBE grown Fe;_,Ga, thin films. Parkes et. al found a value of
~2x103Tm™3 in reference [61] which is within error the values of ~3x103Jm™3 given in
figure 4.29. The lack of a meaningful change in the domain wall pinning energy despite
the increase in applied strain is due to the fact that the domain wall pining energy primarily
results from the magnetic interaction energy and shape anisotropy of the material and has a
weak dependence on the magnetic anisotropy of the material [133, 134].

The magnetoelastic constant was then found from the K data using a linear fit of the
K, values as a function of the strain. The numerical model used to determine K, and the
domain wall pining energy from the switching events tends to breakdown when the value
of Kj is sufficiently low, resulting in the plateau seen in figure 4.29a). In order to determine
which modelling results could be considered valid for a particular fit the cost function for
that fit was used. If the cost function was lower than 1mT for that particular fit, indicating
that the difference between the simulation and the collected data was less than the step size
of the simulation the fit was not used as a data point for the calculation of the magnetoelastic

constant. This left the points shown in figure 4.30 to which a linear fit was performed.

n Ks
Linear Fit of K,

K (J/m(x10%))
I
——

0.7 ' 1|.4 ‘ 21
Strain (x10™)
Fig. 4.30 Linear fit expressing the relation between the strain anisotropy value, K and the

strain applied to the 10nm Fe|_,Ga, sample, S159. The result of this fit was a ratio of strain
anisotropy to strain of (2.1+£0.1) x 10* kJm 3
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The ratio of induced anisotropy to the strain found from this fit is (2.11 +£0.11) x
10*Jm~3 which may be interpreted as the magnetoelastic constant, By, in accordance with
equation 4.6 which was described in full in section 2.5.

Ks - Bl (gxx - 8xx> (46)

This value for the magnetoelastic constant is similar to that found by Parkes et al. [61] of
(2.1£0.2) x 10* Jm— for a Fe;_,Ga, film grown by MBE on a GaAs substrate.

The next sample to be tested was the 20nm Fe;_,Ga, film, S219. The strain to voltage
ratio on this sample was found using the strain gauge as was done for the 10nm sample.
A strain sweep was performed as was done for S159 yielding the strain relation of (2.9 +
0.0) x 1079V ~!. This value was then used to determine the strain on samples as a voltage
was applied to the transducer in order to collect data on the effect of the strain on the Ry,
measurement when sweeping a field across the [100] and [010] directions. This data was
then symmetrised as was done to the field sweeps collected on S159 resulting on the field
sweeps shown in figure 4.31.
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Fig. 4.31 Field sweep loops for secondary 20nm sample with different levels of stress applied
via the transducer. a) shows the field sweeps in the [010] direction and b) shows the field
sweeps with the field in the [100] direction.

These field sweeps show the switching events occurring at more than twice the field at
which the switching events for the 10nm sample occurred. The switching events are plotted
as a function of strain in figure 4.32.
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Fig. 4.32 Switching events vs strain for the 20nm Fe;_,Ga, sample, S219. The switching
event labelling corresponds with the labels used in figure 4.26a) with event 1 being shown in
blue, event 2 shown in green, 3 in red and 4 in black.

Looking at the switching fields for S219 we can see that the effect of strain becomes
significant only when the strain is positive. These switching events were analysed by fitting
to simulated loops as was done with the switching events for S159 yielding the relationship
between the K and the strain shown in figure 4.33.

The change in the domain wall pinning energy observed in figure 4.33b) is unusual since
it would be expected that the domain wall energy would remain approximately constant
regardless of the strain applied to the device. This may indicate a rotational asymmetry in
the grain structure of the device, or else an issue with the calibration of the applied magnetic
field. These results were then used to find the constant of proportionality between the value
of K, and the strain by fitting a line to all the data points for which the cost function was less
than 1. This fit is shown in figure 4.34.

Figure 4.34 shows the linear fit to S219 giving an unusually high magnetoelastic constant
of (22.8 £0.6) x 10*Jm™3. It also shows an increase in the domain wall nucleation energy
as a function of strain. This indicates that as the strain increases the energy required to move
a domain wall increases. The domain wall pinning energy starts out at zero but increases to

~7x103Jm™3, more than double the domain wall pinning energy in S159, the 10nm sample.
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Fig. 4.33 Fitting results for the switching events for the 20nm sample, S219. a) shows the
resulting K values, b) shows the domain wall energy values and c) shows the cost function
for each fit. The red errors bars, which are often smaller than the markers, in a) and b) show
the error in the strain value for each fit.

This unusually high magnetoelastic constant combined with the unusuall behaviour of the
domain wall pinning energy may indicate one of two things. The first is that the calibration
of the electro magnetic used to produce the applied magnetic field was inaccurate due to
some problem with the gauss meter used. The second possibility is that there was some
rotational asymmetry in the grain boundaries in the Fe_,Ga, film. This would explain both
the unusually high response to an externally applied strain and the increase in the domain
wall pinning energy with strain as the strain may alter the separation between the grains

thereby altering the magnetic interaction between grains across the lattice.

The analysis of these two results shows an increase in strain response of an order of
magnitude for sample S219, as compared to S159. This might suggest that the effect of strain
is greatly amplified by the thickness of the film. In order to test this further the second batch
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Fig. 4.34 Linear fit expressing the relation between the strain anisotropy value, K and the

strain applied to the 20nm sample, S219. The result of this fit was a ratio of strain anisotropy
to strain of (22.8 £0.6) x 10* kJm 3.

of samples were subjected to the same tests as S159 and S219. Magnetoelastic constants
for samples S221 and S227 were not extracted due to a lack of material. The transport
data for the second batch was collected using the mini vector magnet, described in section
3.10.2. Measurements of longitudinal and transverse resistance as a function of the angle of
a saturating magnetic field applied in the plane of the film for S411 and S410, thicknesses 20
and 30nm, are shown in figure 4.35.

The strain applied to S411 as a function of the voltage applied to the piezo-electric crystal
was measured using the large electromagnet to produce a field of 0.4T which was used to
saturate the magnetisation within the sample. Once the magnetisation was saturated the strain
measurement was performed in exactly the same way as it was performed on S159 and S219
yielding a strain to voltage ratio of (8.540.0) x 10~V ~!. This is an unusually high strain to
voltage ratio however it is still within the expected range and the error is still very low so we
shall assume the result to be broadly accurate. The next step of the K; measurement was the
R,y measurement for which the field was applied along the [100] and [010] directions as was
done for the primary samples and as with the primary samples the results were symmetrised

in order to produce the field sweeps shown in figure 4.36.
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Fig. 4.35 AMR curves for secondary Fe|_,Ga, samples. a) shows the dependency of Ry, of
S411 (20nm) on the angle of applied field, b) shows the dependency of R,, on the angle of
applied field for S410 (30nm). A magnetic field of 0.05T was used to magnetically saturate

the samples.
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Fig. 4.36 Field sweep loops for S219 sample with different levels of stress applied via the
transducer.a) shows the result when the field is applied along the [100] direction and b) shows
field sweeps produced with the field aligned along the [010] direction.
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The general pattern remains the same as in the primary 10nm sample as demonstrated by
the switching fields which were extracted and shown in figure 4.37.
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Fig. 4.37 Switching events vs strain for S411. The switching event labelling corresponds
with the labels used in figure 4.26a) with event 1 being shown in blue, event 2 shown in
green, 3 in red and 4 in black.

These switching events indicate that the effects of strain become significant when the
strain is positive which is similar to the effect of strain seen in the primary samples. By
fitting to these switching events we produce the results shown in figure 4.38.
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Fig. 4.38 Fitting results for the switching events for S411. a) shows the resulting K values,
b) shows the domain wall energy values and c) shows the cost function for each fit. The red
errors bars in a) and b) show the error in the strain value for each fit.

As with the primary samples the fits with a cost greater than one were discounted leaving
a linear relationship between the applied strain and the strain anisotropy. Also consistent is
that the domain wall depinning energy remains roughly constant at all levels of strain with a
magnitude of ~6 x 103 Jm~3. This value is large compared to S159 however it is within the
bounds of error for the magnitude of the pinning energy found in sample S159. Once again
the fitting results for which the cost function was less than one were plotted and linearly fit to
in order to find the magnetoelastic constant for the sample as was done in figure 4.39 which
yielded a magnetoelastic constant of (1.6 +0.1) x 10*kJm 3.
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Fig. 4.39 Linear fit expressing the relation between the strain anisotropy value, K and the
strain applied to the sample for S411. The result of this fit was a magnetoelastic constant of
(1.6 +0.1) x 10%kJm 3.

The final set of transport data to be collected was that for S410, the 30nm sample from
the second batch. However when it came time to find the voltage/strain relation for this
sample it was found that the strain produced by the transducer had dropped significantly. This
was probably due to a current spike damaging the PZT since the capacitance of the device
dropped from 20uF during the measurements of Ry, to 0.7uF during the measurement of
the strain. A strain sweep was performed as before however the results demonstrated a low
level of strain as shown in figure 4.40.

For this reason the voltage to strain conversion factor used for S410 was the mean of
previously collected values with an error decided by the standard deviation of the previously
collected values. This resulted in a strain conversion factor of (5.142.0) x 1075,

The measurement of the voltage to strain ratio was done after the main experiment
however during which the field was swept up and down in order to collect the R,, loops

which were then symmetrised in order to produce the loops shown in figure 4.41
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Fig. 4.40 Strain loop for S410. The voltage applied to the piezoelectric crystal was swept
from -30V to +50V and back again twice. The strain was then found from the value of R,
as described in equation 3.13 to produce the relation between voltage on the piezoelectic
and strain indicated by the blue line. This data was then averaged and the result fitted to
with a linear polynomial indicated by the red line. This fit gave a strain to voltage ratio of
(9.4+0.1) x 1077V 1,
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Fig. 4.41 Field sweep loops for S410 with different levels of stress applied via the transducer.
a) shows the result when the field is applied along the [100] direction and b) shows field
sweeps produced with the field aligned along the [010] direction.
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Here we can see the same general pattern as before and that the switching occurs at fields
around SmT. The switching fields for S410 are plotted in figure 4.42.
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Fig. 4.42 Switching events vs strain for S410. The switching event labelling corresponds to
the labels used in figure 4.26a) with event 1 being shown in blue, event 2 shown in green, 3 in
red and 4 in black. The plot in a) shows the data without the error on the strain measurement
and the plot in b) shows the result with the error in the strain measurement.

Once again we see that the strain only really begins to have an effect when positive. The
value of the strain anisotropy was then extracted by fitting to the data, the results of this
fitting are shown in figure 4.43.
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Fig. 4.43 Fitting results for the switching events for S410. a) shows the resulting K values,
b) shows the domain wall energy values and c) shows the cost function for each fit. The red
errors bars in a) and b) show the error in the strain value for each fit.

Once more we see a fairly constant domain wall pinning energy, here with a value similar
to that found in sample S411 of ~6x 10°Jm 3. The strain anisotropy increases once the level
of strain is greater than zero again in a similar manner to S411. By fitting to the K values for
which the cost is less than 1x10~* we can find the constant of proportionality for S410 using
the fitting shown in figure 4.44, yielding a magnetoelastic constant of (3.9 40.8) x 10*Jm 3.
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Fig. 4.44 Linear fit expressing the relation between the strain anisotropy value, K and the

strain applied to the sample for S410. The result of this fit was a magnetoelastic constant of
(3.940.8) x 10*kJm 3.

This data was then used to extract the magnetoelastic constants for the second batch of
samples. The results of which are shown alongside the magnetoelastic constants for the
primary films in figure 4.45.

We can see here that sputter grown material exhibits a similar response to strain as the
bulk or MBE grown material. The sample S219 produced an unusually strong response to
strain however the cause of this may either be a miscalibration of the applied magnetic field
or a structural asymmetry within the Fe;_,Ga, film. If either of these explanations are correct
then reproducing the high magnetoelastic constant observed may prove almost impossible
however, therefore no meaningful conclusions may be made from this result. A trend of an
increase in magnetoelastic constant with thickness was observed in the two sets of samples
however this trend is not observed continuously across the two sets of samples and if the
results found from S219 are to be discounted this trend is only observed in the secondary
samples S411 and S410. The magnetoelastic constants observed in samples S159, S411 and
S410 are comparable to those observed in bulk material and those observed previously in
Fe;_,Ga, films grown on Si with thicknesses greater than 100nm [54].The Fe;_,Ga, films
grown on GaAs were capable of exhibiting high magnetostriction at much lower thickness
films than those grown on Si however indicating advantages in growing Fe|_,Ga, films on
GaAs over Si.
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Fig. 4.45 Demonstration of the relation between the thickness of a sample and the resulting
magnetoelastic constants. The magnetoelastic constants for the primary samples are repre-
sented by the black squares and the magnetoelastic constants for the secondary samples are
represented by the red circles. The magnetoelastic constant for the MBE grown sample was
taken from reference [61], the magnetoelastic constant for bulk Fe g1 Gag 19 was taken from
reference [42] and the values for Fe_,Ga, grown on Si were taken from reference [54].

The relationship between sample thickness and the strength of the magnetostrictive effect
demonstrated in reference [54] also indicates a contribution to the magnetostriction in a thin
film due to the interface between the film and the substrate. This effect appears to be present
in the films measured here however the number of measured films from each batch is not

sufficient to provide strong evidence for this conclusion.

4.6 Conclusions of the study of Fe, _,Ga, thin films

This chapter examined the properties of Fej_,Ga, films grown on GaAs substrates by sputter
deposition. Measurements using SQUID magnetometry were performed which revealed
that the cubic and uniaxial anisotropy constants of these films demonstrated the opposite
relation to thickness seen in iron in previous studies. These measurements were repeated
with a second batch of Fe; _,Ga, thin films with thicknesses of 20nm and 30nm and the trend
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in the cubic anisotropy values was repeated. The results of fitting to the second batch of
Fe_,Ga, samples also exhibited unusual values for the uniaxial anisotropy. This was most
likely due to the model used breaking down when applied to samples which exhibited zero
uniaxial anisotropy. This is the most likely explanation as the hysteresis loops collected by
sweeping the magnetic field in the [110] and [110] directions were almost identical indicating
zero, or very low uniaxial anisotropy due to poor epitaxial matching between the Fe;_,Gay,
film and the GaAs substrate. Tests were done on pure iron films using the same methods
used on the Fe;_,Ga, films. This resulted in the same relation between anisotropy and
thickness observed in previously published experiments, lending credence to the methods
and mathematical models used to study galfenol films.

The magnetoelastic response of these samples was demonstrated to be roughly equivalent
to similar films formed by MBE and bulk material. The magneostriction was observed to
increase as a function of the film thickness however this effect was not observed continuously
over two sets of samples. The magnetoelastic constant found for S219 was much larger
than that found for the other samples however this is likely to be an experimental artefact
caused either by a bad calibration of the applied field or an unusual growth artefact which
may prove difficult to reproduce. This indicates that sputter grown Fe;_,Ga, films on
GaAs substrates may be used to produce the high magnetoelastic constants observed in bulk
Fe|_,Ga, materials at much lower thicknesses than equivalent films grown on Si substrates.

Lattice constants for S219,S221 and S227 were determined however no clear relation
between thickness or anisotropy and the lattice parameters could be established. Triple axis
diffractometery experiments revealed that the 20nm sample, S219, had a smaller in-plane
grain size than S221 and S227 which may lead to a greater number of grain boundaries
inducing its unusually large response to strain but a great deal of further study into the mosaic
structure of the films is required to confirm or deny this hypothesis. These experiments also
demonstrated a low average misalignment between the grains which may explain the high
magnetostriction despite the low grain size. These experiments also demonstrated a similar
level of strain due to a lattice mismatch between the substrate and the film as that seen in
MBE grown films. Further x-ray diffractometer experiments could be used to study the grain
size of mosaic blocks in the secondary samples S410 and S411 in order to find whether
the grain size in the S219 sample was the cause of the high response to strain. Further
X-ray diffraction experiments could be performed in order to determine the thickness and
density of defects within the lattice which could also give insights into the causes of the high
magnetostriction and cubic anisotropy in the 20nm Fe;_,Ga, samples.






Chapter 5

Static and time-resolved PEEM
measurements of ferromagnetic

microstructures

This chapter describes the results of time resolved XMCD-PEEM measurements of micron
sized square ferromagnetic structures. The structures were stimulated using magnetic field
pulses produced by a pulsed current passing through a coplanar waveguide (CPW) underneath
the structures. The magnetisation dynamics of the system were recorded as a function of
time using the method outlined in section 3.13. Initial studies were focused on Fe;_,Ga,
structures grown by sputter deposition, however measurements were also performed on
nickel structures. The measurements of the nickel structures were focused on the effect on
domain structure resulting from a strain-induced anisotropy. We were unable to perform time

resolved measurements on strained devices for reasons which are explored in this chapter.

5.1 Time resolved measurements of Fe, ,Ga, squares

Circular and square planar Fe;_,Ga, polycrystalline structures were grown by sputter de-
position on gold/tantalum CPWs to study the confined spin wave modes in magnetostictive
materials. Full details of the structure of the devices can be found in section 3.13. Imaging
XAS scans were performed to clearly find the location of the Fe L3 peak and evidence of
XMCD. These scans were also used to check the samples for oxidation. The energies for
the L, and L3 edges in iron taken from reference [135] are 706eV and 719¢eV respectively.
In order to detect the L3 and L, edges the X-ray energy was scanned from 700eV to 730eV
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in 0.2eV steps. At each energy an image was collected and saved as an energy scan. The

images collected are demonstrated in figure 5.1.

Fig. 5.1 Images taken from an energy scan used to find the Fe L, and L3 edges of the galfenol
samples. The red square represents the area with magnetisation in the direction indicated by
the red arrow, the blue square represents the area with net magnetisation in the direction of the
blue arrow. The yellow square represents the area used to determine the background which
was subtracted from the red and blue area region of interest (ROI) scans. The images shown
here were taken at energies of a)700eV, b)707.4eV, ¢)714.4eV, d)720.6eV and d)730eV. The
field of view in these images is 20um.

Figure 5.1 shows a 7um Fe;_,Ga, circle on a 20um CPW. The light gray background
of the image shows the gold CPW and the dark grey at the edge of the image is the GaAs
substrate. The circular object was chosen for energy scans since it has large areas with inverse
magnetisation to one another. Squares were used for measurements of the time resolved
dynamics and the effects of a strain induced anisotropy since the domain walls allow for high
magnetic contrast in the collected images.

Shown on figure 5.1 are 3 regions of interest, demonstrated by the red, blue and yellow
squares. These regions were selected to represent areas with inverted magnetisation (red and

blue) and the background variation image intensity (the yellow area).
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The mean pixel value of each of these areas was calculated in order to find how the mean
intensity varied as a function of energy. Then the background scan was subtracted from both
the red and blue regions in order to remove the effects of variation in the image intensity
due to incident beam fluctuations. Finally, the energy profiles of the red and blue areas were
plotted in figure 5.2 as red and blue lines alongside the result of the difference of the two

profiles represented by the green line.
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Fig. 5.2 Plots of the mean pixel intensity in the regions of interest indicated in figure 5.1.
The red line indicates the red ROI and the blue line indicates the blue ROI, in both cases the
background value from the yellow ROI has been subtracted. The green line indicates the
difference between the two measurements.

Once the location of the edges had been determined squares were found in which the
magnetisation formed a Landau flux closure state, discussed in section 2.8. Overall three
squares were studied in which a Landau flux closure state was observed. These squares were
found across two separate visits to the Diamond light source where the system was run in
hybrid mode and 156 mode as described in section 3.13. The squares studied, their sizes and
the operational mode of the synchrotron used to study them are given in table 5.1.

The photodiodes used in the experiments, centronic AEPX65 diodes [136], had rise times
in the range of 100-200ps and the magnetic field pulse resulting from the current moving
through the waveguide had a magnitude of between SmT and 8mT. The amplitude of the
magnetic pulse would vary depending on the impedance of the waveguide being used This

leads to a theoretical magnetic pulse profile of the devises shown in figure 5.3.
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Sample name | Sample width | Synchrotron
(1m) filling pattern
AS 10 Hybrid
D6 3 156 bunch
D7 3.5 156 bunch

Table 5.1 Details of Fe;_,Ga, square objects studied using time resolved XMCD PEEM

experiments.

0 1 2 3
Time (ns)

Fig. 5.3 Theoretical profile of the magnetic pulse produced by current moving through a

waveguide when a laser is incident on the photodiode.

The largest square found in a flux closure state was the 10um square, square AS, and

a sequence of time resolved images was collected with the synchrotron running in hybrid

mode. The resulting sequence of time resolved images is demonstrated in figure 5.4.

Figure 5.4 shows some core motion indicated by the expansion and contraction of the blue

domain and reverse behaviour in the red domain. This demonstrates core movement at 90° to

the magnetic field pulse in contrast to observations of vortex core motion induced in cobalt

[137] but agreement with observations of vortex core motion in permalloy [138]. There is

also evidence in figure 5.4 of precessional dynamics within the domains perpendicular to the

direction of the incident x-rays.
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Fig. 5.4 Images taken from the image sequence collected from square AS, a 10um galfenol
square. The time between the field pulse and the image is indicated on each image. Figure a)
shows the direction of the magnetisation, field pulse and angle of incidence of the x-rays on
the square with the magnetisation of the square in its ground state.

In order to examine the change in the domain structure of square A5 resulting from
the magnetic field pulse the first image in the sequence was subtracted from all subsequent
images. This was done to show the change in the magnetisation within square A5 as a
function of time. The result of this subtraction can be seen in figure 5.5.
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Fig. 5.5 10um galfenol square with the first image, t=-0.4ns, subtracted from all subsequent
images. The images here were taken at times of t=a) -0.3ns, b) 0.3ns, ¢) 0.5ns, d) 0.8ns, e)
1.2ns, f) 2.1 and g) 3.4ns after the magnetic field pulse. The blue arrow indicates the direction
of the magnetic field pulse.

Figure 5.5 shows the magnetisation in the areas of uniform domains aligned perpendicular
to the magnetisation oscillating at a frequency of ~2GHz with the absolute change in

magnetisation being at a maximum 0.3ns after the field pulse decaying across the next 0.2ns
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before reaching a second, lower maximum 0.8ns after the magnetic field pulse indicating a
damped spin wave mode oscillating at ~2GHz in the regions of the square with magnetisation
perpendicular to the incident x-rays. Also visible in figure 5.5 are changes in magnetisation
along the domain walls as seen 2.1 ns after the magnetic field pulse which are caused by
the displacement of the vortex core due to the magnetic field pulse. The oscillations in the
domains aligned at 90° to the magnetic field pulse also appear to take the form of oscillations
observed in simulations of Fe|_,Ga, squares with no uniaxial anisotropy in section 6.5 and
in simulations of permalloy squares performed in reference [104]. These spin waves appear
to oscillate at much lower frequencies in square AS than in the simulations however this may
be due to square AS being much larger than the simulated objects with larger objects being
shown to exhibit lower frequency spin wave modes in section 6.4. In order to investigate
the oscillation within these domains further region of interest (ROI) scans were performed

across the image sequence as shown in figure 5.6.
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Fig. 5.6 ROI scans of the subtracted images of a 10 um galfenol square. Shown in a) is the
square at t=3.3ns after the magnetic field pulse with the regions of interest highlighted in blue,
green and red with the background shown in yellow. The ROI profiles with the background
subtracted are shown in b).

Figure 5.6 demonstrates that the magnetic field pulse is applied the effective field causing
a torque. In the areas where the magnetisation is perpendicular to the incident x-rays
this causes the magnetisation to perform damped precessional motion as shown by the
magnetisation within the areas covered by the ROI scan continuing to deviate from its ground
configuration reaching maximum displacement after the magnetic field pulse has decayed.

The movement of the core was investigated by setting up a simple program to display an
image and then store the x and y co-ordinates of the mouse pointer when the user clicked
on the image. The program would display the next image in the sequence and repeat the
process until the core’s position had been tracked throughout the video. The core’s position

was found manually rather than programmatically, as was done extensively in chapter 6, due
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to the contrast of the XMCD PEEM images rendering core finding using images produced
using the Sobel transformation, described in section 6.6, ineffective.

The manual extraction of the core’s position as a function of time resulted in figure 5.7
showing the core’s position in X and y as dots and a guide to the eye as a solid line.
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Fig. 5.7 Plot of the core position in a 10um galfenol square. The core’s position in X, the
direction of the magnetic field pulse, is shown in a) and the core’s position in y, at 90° to the
field pulse, is shown in b). The red line in b) acts as a guide to the eye to show the core’s
movement.

By examination of the core’s position as a function of time it can be observed that the
core becomes displaced by a distance of ~1.4 um over ~1.3ns and then slowly begins to
return to its equilibrium position. This means that the core moves with a velocity of ~
10764150ms~! during its initial displacement. This movement persists after the magnetic
field pulse has decayed indicating that it is due to the energy deposited within the domains
by the field pulse.

The next set of time resolved experiments were performed whilst the synchrotron was run
in 156 bunch mode. The first object to be imaged was a 3um Fe;_,Ga, square, designated
D6, the ground state of which is shown in figure 5.8.

An image sequence lasting 6.2ns was collected from square D6, snapshots from which
are shown in figure 5.9.
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Fig. 5.8 Landau flux closure state in square D6, a 3um Fe;_,Ga, square. The polarisation of
the x-rays, the magnetisation of the sample and the direction of the magnetic field pulse are
indicated by the arrows.
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Fig. 5.9 Images taken from a video of a 3um galfenol square at times after the magnetic field
pulse of At=a)-0.5ns, b)Ons, ¢)0.45ns, d)0.95ns, €)1.85ns, )2.75ns, g)3.75ns and h)5.05ns.
These images have been cropped and rotated in order to demonstrate the changes in the
magnetic domains of the sample.
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In this video we can see clearly see core movement in both the x and y directions within
the sample. The core’s position was then measured as before and the position of the core in x

and y as a function of time was plotted as shown in figure 5.10.
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Fig. 5.10 Plot of the position of the vortex core in a 3um galfenol square as a function of
time when excited with a magnetic pulse. The data for the x position of the core is shown in
red and the core’s position in y is shown in blue. The x direction is defined as the axis of the
field pulse and the y axis is defined as 90° to the field pulse. The dots indicate the position of
the core as found from experimental data and the solid lines are a sinusoidal function with a
frequency of 80+20MHz which has been fitted to the experimental data.

By tracking the movement of the vortex core as a function of time using the same method
as before and fitting to the data using the non-linear curve fitting function in origin 8 we
found the frequency of oscillation to be ~ 80+20MHz. The core’s movements in x and y
had phases of 1.547+0.137 and 1.08 7+ 0.137 which were roughly 7 out of phase with
one another due to the core moving in a circular motion. The errors here were calculated
by the origin 8 fitting procedure. This data yields a core velocity of ~ 201+50ms ™! which
was calculated by multiplying the radius of the area described by the core by the angular
frequency. Calculating the core’s velocity using the difference in time between the core
reaching the positions of its extremes yields a core velocity of ~ 220+19ms~!. The error in
this value was found by finding the standard deviation from the fit and then assuming this

was the error in the position of the core which was used to calculate the error in the velocity.
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The large circular motion observed in this sample was most likely due to the pulse rate
being 83MHz, a close match to the natural frequency of oscillation of the sample. The
frequency of oscillation found by OOMMEF simulation of the system was 90+40MHz. This
value was found using a standard python peak finding program and the error was found as
the width of the peak at half maximum as described in detail in section 6.2. This frequency
differs slightly from the experimentally measured frequency however the difference is within
the bound of the error in the simulation.

In order to show changes in the magnetic domains of the sample due to spin wave modes
the first image in the image sequence was subtracted from all subsequent images. The effects
of variation in beam intensity across the image sequence were removed by producing a
gaussian blur of the subtracted images and then subtracting this from the subtracted images.
The results of this transformation are shown in figure 5.11.
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Fig. 5.11 3um galfenol square with the first image, t=-0.5ns, subtracted from all subsequent
images. Images are taken with the delay line set to t=a)-0.45ns, b)0.5ns, ¢)1.55ns, d)2.85ns,
€)5.05ns. The blue arrow indicates the direction of the magnetic field pulse.

In this subtracted image we can see the two domain walls appearing in the image due to
the motion of the core. The change in intensity can be observed by performing ROI scans of
the sample as have been done in figure 5.12.

Figure 5.12 shows the magnetisation along the domain walls changing due to the motion
of the vortex core however the image sequence is not long enough to fit a frequency of
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Fig. 5.12 ROI scans for the subtracted images from the video for the 3um galfenol square.
The areas scanned are indicated on the image taken at t=6.2ns in a) by the blue, green and red
squares with the black rectangle being the background used to adjust for image brightness
being demonstrated by the black rectangle at the top of the image. The results of the ROI
scans are shown in the graph shown in b).

oscillation to this motion. If the experiment had continued it is possible the two profiles
would converge 12ns after the magnetic field pulse as the core returned to its initial position.

The fact that the core movement was so strong and the frequency of oscillation is so
close to the frequency of the pulse train driving the core motion may indicate that the natural
frequency of oscillation of the vortex core within this square is in fact 833MHz and that the
resonant mode of the system is being excited by the magnetic pulse.

Before more images could be taken to extend the length of the image sequence the system
unfortunately experienced an arc whilst collecting data with a delay of 6.3ns in the delay line
resulting in the magnetic configuration of this square being altered so that no further data
could be collected. The experiment was therefore moved to a slightly larger object, a 3.5 um

galfenol square which was found in a Landau flux closure state as shown in figure 5.13.
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Fig. 5.13 Landau flux closure state in square D7, a 3.5um Fe;_,Ga, square. The polarisation
of the x-rays, the magnetisation of the sample and the direction of the magnetic field pulse
are indicated by the arrows.

An image sequence consisting of over 200 images was collected from this object, some

of which are demonstrated in figure 5.14.
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Fig. 5.14 Images taken from a video of a 3.5 um galfenol square with times from the delay
line being t = a)Ons, b)1.5ns, ¢)3.8ns, d)5.8ns, €)7.45ns, £)9.75ns, g)13.2ns. The images have
been rotated, cropped, and re-coloured to show the core dynamics more clearly.

In this video we can also see that the vortex core no longer oscillates in a clean circle
which can be further confirmed by looking at the core’s position as a function of time in
figure 5.15.

When we look at the fit to this data we see that the frequency of oscillation is 83 +
20MHz with a core velocity of ~ 136 & 12ms~!.
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Fig. 5.15 Plots of the core’s position as a function of time. a) shows the core’s displacement
from its starting position in x and b) shows the core’s displacement in y. The solid line in b)
demonstrates the fit to the oscillation consisting of sinusoid with a frequency of 83MHz.

In order to investigate the frequency of oscillation further the first image in the sequence
was subtracted from all subsequent images as done previously. The results of this subtraction
are shown in figure 5.16.

Looking at the subtracted images we can see that in the 3.5um sample we can only see
the movement of the vortex core indicating that the oscillations in the vortex core do not
extend further into the object. In order to test the frequency of oscillation seen when the
core’s movement was tracked visually the core was examined with a z-axis profile as shown
in figure 5.17.

The fit shown in figure 5.17 b) yields a frequency of oscillation of 85.5 +2.2MHz. This
value is slightly higher than the value found by fitting to the core’s position in figure 5.15 of
83 + 20MHz however the large error values in the earlier fit mean that the value is within
the error values of the previous measurement. Simulation of this device found a resonant
frequency for the core of 90+40MHz which, whilst higher than the frequencies observed
experimentally is within error of the experimentally observed results. This value was found
by fft analysis of a simulation of a 3.5um device as described in section 6.2.

The time resolved data shows that the core in D7 does not perform the same movements
as were observed in sample D6. The core moves only in the y direction, 90 to the direction of
the pulse, and does not move significantly in the x-direction oscillating only in the y-direction.
This is the inverse of what would be expected in a larger object due to the reduced shape
anisotropy. The displacement of the core in the larger object is the same as the displacement
observed in the smaller object however this indicates weaker oscillation since the core would

be expected to move more in the larger object due to the reduced shape anisotropy. A
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Fig. 5.16 3.5um galfenol square with the first image subtracted from all subsequent images.
Images are taken with the delay line set to t = a) Ons, b) 3.6ns, c¢) 6.9ns, d) 9.45ns, e) 13.2ns.
The blue arrow indicates the direction of the magnetic field pulse.
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probable cause for the difference in core motion may be that the difference in the size of the
object has caused the resonant frequency of the vortex core to move away from 83MHz so
that it is no longer being driven at its resonant frequency. The sample size available here is
too small to confirm that the difference in size is the cause of the change in the character
of the vortex core motion meaning that further experimentation should be directed towards
exploring vortex core motion in square objects with various widths in order to experimentally
investigate the relation between object size and the resonant oscillation frequency of the
vortex core.

Attempts to study the effects of a strain induced anisotropy on the frequency of oscillation
were not successful as the strain was not sufficiently transmitted through the epoxy, the GaAs
and the waveguide to induce any detectable change in the magnetic configuration. Future
work may include the design of a waveguide capable of carrying a high frequency pulse train
when grown on a substrate made from a piezoelectric material such as PMN-PT in order to
improve the transmission of strain to the sample.
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Fig. 5.17 ROI scan for the subtracted images from the 3.5 pum galfenol square. The areas
scanned are indicated by the red and yellow enclosures in a). The yellow enclosure represents
the background from the image which was subtracted from the result from the red ROI.
The result of this scan is shown in b). The zero point in b) has been set to the value of the
measurement at t=0.

5.2 Static measurements of Ni squares

The magnetoelastic coefficient of polycrystalline Fe;_,Ga, was insufficient to respond
strongly enough to the effects of applied strain. As both nickel and cobalt have larger
magnetoelastic coefficients these were considered next. Ni and Co squares were fabricated
upon waveguides similar to those used in order to study the behaviour of the Fe;_,Ga,
samples. However, due to the lower magnetisation for nickel and cobalt the weaker shape
anisotropy reduced the probability for the structures to form flux closure states in the optimal
object size range for imaging (2-10um). A few nickel squares were found in the flux closure
state and were therefore singled out for further experimentation. Imaging XAS was used to
confirm the location of the L3 edge as shown in figure 5.18.



148 Static and time-resolved PEEM measurements of ferromagnetic microstructures

(b)

Fig. 5.18 Images from the energy scan used to determine the L3 edge of the nickel squares.
The energies shown are a)848ev, b)852.5eV and 860eV. The red square represents the ROI
for the energy scan and the yellow square indicates the ROI for the background used to
determine variations in image intensity. The field of view in these images is 20 um
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From this sequence of images, we can see that the L3 edge is indeed present at around
852 +0.25¢V however in order to confirm this the result of an ROI scan is plotted in figure
5.19 which shows the mean pixel intensity for the red ROI with the mean pixel intensity from
the yellow ROI subtracted as background.

1400
7 1200
E
3
g
£ 1000
=
£
: 800 e
7}
3
€ 600
N
&
5}
$ 400
200
fas 850 852 854 856 858 860

Energy (eV)

Fig. 5.19 Plot of the energy scan used to determine the L3 edge of nickel squares. The data
plotted here represents the mean pixel intensity of the red ROI in figure 5.18 with the mean
intensity of the yellow square subtracted to remove background variations in image intensity.

Here we can see that the L3 edge is at 852.740.25eV which is exactly the same as value
for the L3 edge in reference [135]. The square used for the energy scan was also found to be
in a Landau flux closure pattern and was therefore used to test the effects of strain on the
magnetic domain structure of the sample. The results of this test are shown in figure 5.20.

Looking at these domains we can see that strain induced pinching of the magnetic
domains does indeed occur in the nickel square with the strain being transmitted through
the waveguide. Figures 5.20 b) and 5.20 f) demonstrate that the process of strain-induced
pinching is not entirely reproducible however since the pinching observed in b) is much
stronger than that in f). In b) a system with only two domains is achieved however in f) the
system is a highly pinched flux closure state. Despite the lower constant of magnetostriction
in nickel the increased elastic coefficients and lower magnetisation allows the strain to have a

greater effect on the polycrystalline nickel structures than on the polycrystalline Fe;_,Ga,
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(b) (c)

(e) (f)

Fig. 5.20 XMCD PEEM images of a nickel square with various levels of strain applied
to the sample. The voltage applied to the piezo electric was swept from -25V to +40V. A
nickel square is shown with a)-25V, b)+40V, c¢)0V, d)-25V, )0V and f)+40V applied to the
piezo-electric transducer. The red arrows indicate the direction of the strain with the arrows
in a) indicating the compressive strain resulting from the negative voltage on the piezoelectric
transducer and the arrows in b) indicating tensile strain due to the positive voltage on the
piezoelectric transducer.

structures. Unfortunately when time resolved measurement were performed on the nickel
squares no core movement was observed.

The reason for this was investigated by FMR analysis of a Ni token at an oscillation
frequency of 10GHz performed by Mr. Christopher Love and fitted to by Dr. S. A. Cavill.
The result of this measurement is shown in figure 5.21.

This fitting produced a Gilbert damping parameter of 0.12, a factor of ten higher than the
value of 0.017 previously reported for Fe;_,Ga, [61]. This explains the low response to the
magnetic field pulse exhibited by the Ni samples as compared to the Fe|_,Ga, samples.
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Fig. 5.21 FMR data collected by Mr. Christopher Love and fitted by Dr. S. A. Cavill. The
blue dots indicate the experimental data and the red line indicates the fit to the data.

5.3 Conclusions from XMCD PEEM measurements

We have successfully demonstrated time resolved measurement of vortex core gyration in
galfenol microstructures using time resolved XMCD PEEM at the Diamond Light Source
at Harwell, Oxford. Damped spin wave modes were observed at a frequency of 2GHz in a
10 um square. Core gyration in both the x and y directions was observed in a 3.5um square
with a frequency of 80+ 20MHz however an arc occurred in the system meaning that the
experiment had to be moved to a 3 um square which exhibited an oscillation frequency of
83+ 15MHz. These large osculations are likely to have been due to the natural frequency of
oscillation of the vortex core in the 3um square, D6, being a close match to the frequency of
the pulse train, 83MHz. The smaller oscillations in the larger 3.5um square, D7, were most
likely due to the natural frequency of oscillation of the vortex core in the larger object not
being as close a match to the frequency of the pulse train. This indicates a relation between
object size and oscillation frequency however investigations into the oscillation frequency of
differently sized square objects must be performed in order to gain a full understanding of the

effects of object size on vortex core oscillation frequency. These samples were unresponsive
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to an applied stress however due to an inability to transmit stress through the epoxy, the
sample substrate and the waveguide.

This could be corrected by using a piezoelectric substrate such as PMN-PT however
the waveguide would need to be redesigned for this experiment to work as intended. This
is due to the dielectric constant of the PMN-PT substrate being different to that for the
GaAs substrate. In order to correct for this first the dielectric constant of PMN-PT with
different strengths of electric field applied across the device would need to be determined
by capacitance measurements. The results of these measurements would then need to be
used to redesign the waveguide using a piece of mathematical modelling software such as
FIMMWAVE [139]. The width and length of the central channel as well as the width of
the troughs to either side of the central channel would need to be customised in order to
produce a waveguide with the desired impedance to allow the pulse train to pass through
the waveguide regardless of the voltage applied to the piezoelectric substrate. Experiments
were also performed on 35nm thick nickel squares. These samples responded strongly to
stress exhibiting clear changes in the domain structure of the devices however no gyroscopic
motion was observed due to the high damping parameter of the devices, as determined by
FMR measurements performed by Mr. Christopher Love.



Chapter 6

Micromagnetic simulations of nanoscale
magnetic structures.

A series of micromagnetic simulations were performed using the Object Oriented Micro-
magnetic Framework (OOMMEF) [51] in order to investigate the effect of strain induced
anisotropy and object size on spin waves and vortex core motion in a Landau flux closure
state.

This was done by first investigating the effects of shape and strain induced anisotropy on
the Landau flux closure states of square and circular systems in order to identify the sizes
and shapes of objects which may prove interesting for further study. The objects which were
chosen were then subjected to a short magnetic field pulse in order to excite the resonant
modes so that they may be determined. The effects of a strain induced anisotropy on these
modes within 500nm squares were determined revealing both a reduction in the frequency of
oscillation of the spin wave modes and an increase in the amplitude of the magnetic field
pulse required to induce switching of the vortex cores’ polarisation as the strain induced
anisotropy increased. Next, the effects of increasing the size of the objects on the frequency
of oscillation of the modes were determined. Increasing the size of the objects was shown
to reduce the frequency at which the oscillatory modes occurred. Also observed in larger
samples was a breakdown of the central vortex core once the magnetic field pulse used to
induce oscillations was sufficiently large. The higher frequency modes were then studied
in more detail and an s-wave was discovered along the domain wall in the direction of the
uniaxial anisotropy. The effects of the core breakdown event were then studied in more detail
and the core breakdown event is shown to lead to much greater vortex core displacement
than when no vortex core breakdown was observed. Finally experiments were performed on
samples with no strain induced anisotropy in the presence of realistic damping and it was

found that key observations made on the oscillatory modes in the undamped samples remain
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once realistic damping is returned to the system and therefore are expected in real world

devices.

6.1 Effects of size anisotropy on strain induced pinching

The first set of simulations was designed to determine the effects of shape anisotropy on the
ground state of magnetic circles and squares. These simulations were set up with parameters
suitable for epitaxial Fey g1 Gag 19 films. They include a uniaxial anisotropy, K,,, in the [110]
direction of 12.4 x 10° Jm—3, and a cubic anisotropy, K, in the [100] and [010] directions of
18.9x 103 Im~3 as given by reference [21]. The exchange constant used was 1.4 x 107!
Jm~! [54] and the saturation magnetisation used was 1378 x 10> Am~! [79]. The damping
parameter, &, was set to 0.0001 in order provide sufficient oscillations to identify spin waves
of the simulation. The effects of strain were simulated by a uniaxial anisotropy applied
along the [010] direction. The objects were divided into grids of cell size 2nm X 2nm X
10nm and the initial state of the system was loaded in using the images shown in figure
6.1. Also indicated on figure 6.1 are the directions of the cubic, uniaxial and strain induced
anisotropies.

The system was then allowed to evolve in the presence of a strain induced anisotropy
until the change in magnetisation between iterations had dropped below the arbitrary value
of IAm~! at which point the magnetic configuration was output to a .omf file. By simulating
100nm, 500nm and 1000nm squares at OkJm—3, 10kJm—3, 20kJm—3, 30kJm 3 and 40kJm 3
of strain induced anisotropy the results shown in figure 6.2 were obtained. These sizes were
chosen to represent the fabricated structures and the strain induced anisotropies were chosen

in order to slightly exceed the experimentally achievable range.
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Fig. 6.1 Images used to initialise calculations of the ground states of a) a square and b) a
circle. The arrows in a) and b) indicate the direction of the magnetisation in the regions they
are superimposed upon. The colour of these arrows was chosen to maximise viability. The
arrows in ¢) indicate the directions of the anisotropy terms used in the simulation with the
cubic easy axes lying along the red and black arrows, the strain induced anisotropy being
applied along the red arrow and the uniaxial anisotropy lying along the blue arrow. This is
shown explicitly in d) where the arrows are labelled with the anisotropy terms lying along
them rather than the crystallographic direction which they represent.
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Fig. 6.2 Results of OOMMEF simulations of squares of a series of sizes with a series of strain
induced anisotropies. (a)-(c) demonstrate a 100nm square with 0,20 and 40kJm 3 of strain
induced anisotropy applied respectively. (d)-(f) illustrate a 500nm square with 0,20 and
40kJm—3 of strain induced anisotropy and (g)-(i) demonstrate 0,10 and 20kJm 3 of strain
induced anisotropy in a 1000nm square.

Figure 6.2 demonstrates that the shape anisotropy dominates over the strain induced
anisotropy in the smaller squares requiring a much greater level of strain induced anisotropy
to achieve pinching of the Landau flux closure state described in section 2.8. The pinching
occurs because the strain induced anisotropy makes it energetically favourable for the
magnetisation in the sample to align itself along the direction of the induced anisotropy.
These simulations were also performed on a series of circles to see how the shape of the
object affects the amount of strain required to produce a pinched state. The results of this
study can be seen in figure 6.3 in which it can be seen that the level of pinching in circular
objects is similar to that seen in square objects.
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Fig. 6.3 Results of OOMMF simulations of circles of a series of sizes with a series of
strains applied. (a)-(c) demonstrate a 100nm square with 0,20 and 40kJm > of strain applied
respectively. (d)-(f) illustrate a 500nm square with 0,20 and 40kJm 3 of strain and (2)-(1)
demonstrate 0,10 and 20kJm 3 of strain in a 1000nm square.

Here again we see that the size of the object significantly affects the effectiveness of
applying a strain induced anisotropy to the sample. After examining this data we decided to
focus on square objects of 500nm, 1000nm, 1500nm and 2000nm as objects of these sizes
exhibited a strong response to strain and were small enough to be simulated in time resolved
simulations. Square objects were chosen over circular objects since the measurements
performed in chapter 5 were performed on square objects.

The width of the domain walls in the objects chosen for further study were measured
using linescans across the upper left domain wall as demonstrated in figure 6.4.
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(b)

Fig. 6.4 Demonstration of the linescan used to determine the domain wall width in the
ground state in a 500nm square. The magnetisation in the x direction is shown in a) and the
magnetisation in the y direction is shown in b). The line used for the scan is shown in black.

The profiles produced by performing this linescan on the 500nm square are shown
in figure 6.5a) and b). The edges of the domain wall were then determined by applying
the standard peak finding program included with the scipy python package to the double
differential of the linescan as shown in figure 6.5 c). The peak finding program uses
continuous wavelet transformation in order to find peaks, a full description of this algorithm

can be found in reference [140].
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Fig. 6.5 Data produced by linescans of a simulated 500nm galfenol square. a) shows the
result of the linescan with positive magnetisation defined so that the linescans for x and y
can be shown on the same axes. b) shows the double differential of the linescan data with
the peaks found in the data demonstrated by the black dotted line for the linescan of the x
magnetisation and the green dotted line for the y magnetisation.

This process was repeated for the ground states of all the squares chosen for further study
yielding the domain wall widths shown in figure 6.6.

Domain wall widths (nm)

2

%OO 600 800 1000 1200 1400 1600 1800 2000
Widths (nm)

Fig. 6.6 Domain wall widths in simulated galfenol squares of varying sizes. The errors were
found using the sizes of the elements used in the simulations.

It can be seen in figure 6.6 that the size of the object does not significantly affect the
width of the domain walls with the variation in domain wall widths being lower than the
error in the measurement, found as the element size within the simulation. This indicates that

the domain wall width is not product of the object’s size but rather its material properties.
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6.2 Time resolved magnetisation dynamics

The 500nm squares shown in figure 6.2 were subjected to a magnetic field pulse with a
duration of 70ps. The peak strength of the pulse was calculated by multiplying 0.815Am ™!
(approximately 1mT) by an amplitude factor which was altered for different simulations.
The pulse was applied in the [010] direction and was described using equation 6.1 in which
H is the pulse form, ¢ is the time and A is the amplitude. The constants represent values of
21 =50x 107125, pp =70 x 10725 and p3 =40 x 10~ '%s.

H=Ax(1—e @))xe ®3) (6.1)

This pulse profile was chosen in order to emulate the magnetic pulse resulting from the
current through the waveguide as described in section 3.13 however the pulse was made
shorter for the simulations in order to excite a greater range of frequencies. The values
of p1, p2 and p3 were chosen in order to emulate the response of the diodes used in the
XMCD experiments detailed in chapter 5 [136]. The amplitudes of the pulses were arbitrarily
chosen to exceed the values used in reference [104] by 10mT. The pulse profile resulting
from equation 6.1 is shown in figure 6.7.
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Fig. 6.7 Profile of the pulse used to excite movement in the vortex core. The pulse demon-
strated on the figure has an amplitude of 25mT. The pulse length is always 70ps regardless of
the pulse amplitude.
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The Fourier transformation profile of this pulse profile (figure 6.8) shows the frequencies

excited by the pulse.
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Fig. 6.8 Fourier transform of the magnetic pulse used to excite vortex core movement. This
shows the frequencies excited by the pulse and the intensity with which it excites those

particular frequencies.

OOMMF outputted an image of the simulation every 25ps. By using the sequence of
images the vortex core motion was analysed and the spectral components of the magnetisation
dynamics as a function of position in each structure were determined. The core’s motion
was tracked using the core tracking algorithm described in appendix E. It was found that the
core of the system would oscillate around the centre of the object similar to the movement
described in reference [32]. This is demonstrated in figure 6.9 which shows the trajectory of
the vortex core of the system with a strain induced anisotropy of OkJm > when excited by a

pulse of strength 25mT.
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Fig. 6.9 Tracking results for a 500nm sample with OkJm > of strain induced anisotropy
applied to the sample and a 25mT magnitude magnetic field pulse was used to excite core
movement. In a) we can see a phase diagram of the core’s movement with the starting point
indicated in the centre by a black circle, in b) we can see the x-component of the core’s
position as a function of time and in ¢) we can see the y-component of the core’s position as
a function of time. Finally in d) the core’s position in x and y is shown as a function of time
in a 3D line plot.
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Figure 6.9 shows that the core describes a circular motion which did not decay over the
simulation time. The fact that the area described by each oscillation of the core’s motion
does not change over the duration of the simulation is due to the lack of damping in the
system and the circle described in a real sample would decay as shown in reference [141].
The next step of this analysis was to look at the magnetisation dynamics across the whole
shape. Examples of these profiles for a sample with no strain induced anisotropy and a field
pulse of amplitude 10mT are shown in figure 6.10.
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Fig. 6.10 Magnetisation profile for the 500nm sample with OkJm > of strain. The sample
was excited with a 10mT magnetic pulse and then allowed to evolve. Shown in a) is the
x-component of the magnetisation as a function of time, b) is the y-component of the
magnetisation as a function of time and c) shows the z-component of the magnetisation as a
function of time.

Figure 6.10 shows that whilst there is a single strong oscillation moving slowly throughout
the simulation there are also secondary oscillations which persist throughout the simulation.

The principal oscillation corresponds to the vortex core motion shown in figure 6.9 and the
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smaller modes correspond to spin wave modes within the confined structure. In order to
determine the frequency of these oscillations the data was subjected to a one dimensional
Fourier transform in order to produce the frequency amplitude graphs shown in figure 6.11
in which the frequency amplitude profile for the ImT and 25mT simulations are shown at
0kJm 3 of strain.
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Fig. 6.11 Results of a Fourier transformation of the M, component of time resolved simula-
tions of 500nm square subjected to magnetic pulses of strength a) 1mT and b) 25mT. The
inset in a) is a zoomed in view of the secondary modes highlighted with a red circle.

In figure 6.11 we can see the primary frequency mode centred on 300MHz but we can
also see that there are secondary modes centred on SGHz and 6.5GHz as well as a series
of tertiary modes centred around 12.3GHz. These modes appear in both figures 6.11a) and
6.11b) however the amplitude of the primary mode is much larger in figure 6.11b) with the
amplitude of the higher frequency spin wave modes remaining constant. The linewidth of the
higher frequency spin wave modes appears to broaden at higher pulse amplitudes.

The vortex core’s motion will now be studied by further examination of the data presented
in figure 6.9 showing the core’s position as a function of time.

If we calculate the Fourier transformation of the core’s movements in the x and y

directions we obtain the result in figure 6.12.
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Fig. 6.12 Fourier transform of the movement of the core in a 500nm square sample with zero
strain applied when excited by a 25mT magnetic pulse. In a) the Fourier transform of the
movement of the core in the x direction is shown and the Fourier transformation profile of
the core’s movement in the y direction is shown in b).

Figure 6.12 shows that the frequency of oscillation of the cores matches that of the
primary oscillation of the magnetisation. This confirms indicates that the primary frequency
of the oscillation in the magnetisation is a result of the oscillation of the vortex core. The
movement of the core as a function of the amplitude of the pulse used to excite its movement
can be studied a number of ways. Firstly, the area of the circle that the core describes, {qore,
as a function of the amplitude of the exciting pulse can be examined. The vortex core was
forced to form with positive polarisation by the means of a static external magnetic field of
amplitude 100mT applied in the [001] (z) direction whilst the system settled into its ground

state. The results of this calculation are shown in figure 6.13.
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Fig. 6.13 Plot of the area traced out by the central core, .o, as it moves in a circle in
a 500nm square with zero strain applied to the sample as a function of the amplitude of
the exciting magnetic field pulse. The blue dots indicate that the polarisation of the core
remained constant throughout the simulation whereas the red dots indicate that the core’s
polarisation reversed when a magnetic field pulse was applied.

As can be seen in figure 6.13 the area of the circle traced out by the core’s motion
increases as the amplitude of the exciting magnetic field pulse increases however once the
amplitude of the magnetic field pulse exceeds 22mT it becomes sufficient to induce vortex
core switching in the sample. This switching event is accompanied by a sharp rise in the
area described by the vortex core’s motion which then begins to decrease as the amplitude
of the magnetic field pulse continues to increase. This indicates that once the vortex core
switching event occurs, the core’s behaviour as a function of the magnetic field pulse becomes
non-linear.

In order to investigate the change in the core’s velocity as a function of the amplitude of
the exciting magnetic pulse, the speed with which the core moved was found as described in
reference [31].

First the core’s speed of rotation was found by plotting the core’s displacement in radians
from its starting position, 6. A line was fitted to this measurement in order to find the core’s
angular velocity, 8 as shown in figure 6.14 which shows the result of this fitting for a 500nm
square when excited with a pulse with a peak amplitude of SmT. The error in the calculation

of the core’s velocity is given as an output of the fitting function used.
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Fig. 6.14 Plot of core displacement in radians as a function of time. The black line repre-
sents core displacement in a 500nm FeGa square with low damping and no strain induced

anisotropy when excited with a SmT pulse. The red line represents a linear fit to the data
used to extract the core’s angular velocity, 0 in rad/s.

This value is then multiplied by the core’s radius at a particular point in order to find the

velocity of the core at that particular time, S as demonstrated by equation 6.2

S=r-0 (6.2)

A flip in the core’s chirality not only leads to a drop in the area which the core describes
but also leads to a change in the direction of the core’s movement as can be seen in figure
6.15 which shows the core’s velocity 0 as a function of the amplitude of the magnetic field
pulse with the core’s polarisation after the magnetic field pulse being shown in blue for

negative polarisation and red for positive polarisation.
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Fig. 6.15 Plot of 0 as a function of the amplitude of the exciting pulse for a 500nm square.
The colour of the dots indicates the polarisation of the core with red dots indicating the core
has positive polarisation at the end of the simulation and blue dots indicating a negative
polarisation. Error bars are smaller than the markers.

In figure 6.15 we can see that the direction of the core’s movement is directly tied to its
polarisation in agreement with reference [31]. The values of 6 when the pulse amplitude is
below 2mT are unreliable since the movement in the core is too small to gain a good measure
of 8. When the core’s movement becomes large enough for a reasonable measurement of its
velocity we see that  remains constant regardless of the pulse amplitude or even direction of
motion as the core oscillates at its resonant frequency which is dependent on the properties
of the material and not the amplitude of the exciting pulse. This can be seen in equation
2.34 which describes the frequency of oscillation of the core as a function of the saturation
magnetisation, the gyromagnetic ratio and the magnetic susceptibility with no dependence
on the driving force. The value of S for the core as a function of amplitude was therefore
investigated and it was found that the velocity of the core closely matches the behaviour of
the amplitude of the core’s oscillation as demonstrated in figure 6.16. S was found by taking
the values of 8 shown in figure 6.15 and then multiplying this value by the radius of the
orbit in accordance with equation 6.2. The final value of S was found as the mean value of $
across the simulation by multiplying the value of 6 by r, the distance from the core to the
center of the simulation, at each point in the simulation and then finding the mean of this

value. The standard deviation of this value was used as the error in the result.
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Fig. 6.16 Plot of the average value of S as a function of the amplitude of the exciting pulse for
a 500nm square. The blue dots indicate that the polarisation of the core remained constant
throughout the simulation whereas the red dots indicate that the core’s polarisation reversed
when a field was applied.

The core’s velocity rises steadily as the amplitude of the exciting magnetic field pulse
increases until the core switching event takes place at which point there is a sharp rise in the
core velocity before it begins to fall. Studying the behaviour of the core with simulations
with higher time resolution may reveal why it is that the core appears to gain speed when the
field required to induce vortex core switching is only slightly exceeded but begins to drop
as the magnetic field continues to increase. This behaviour is most likely due to the system
exhibiting non-linear behaviour similar to that observed in a 2000nm square in section 6.6.
The core’s maximum velocity is reached immediately after it is excited by the magnetic field
pulse. Using equation 2.32 and taking the value of 1 for iron, 1.72+0.09, a critical velocity
of 3584-19ms~! for the simulation can be found. When a switching event occurs this critical
velocity is exceeded during the initial displacement of the core. It should be noted that the
value of 1 used for this calculation is the value found for iron and not galfenol. The values
for § shown in figure 6.16 are lowe than the critical velocity as would be expected for steady
procession.

The effect of the amplitude of the magnetic field pulse on the frequency of the oscillation
is shown in figure 6.17. This examines the one dimensional frequency profiles of the samples

with zero strain induced anisotropy and various amplitudes of exciting field.
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Fig. 6.17 M, frequency analysis for a 500nm square with a)1mT, b) 4mT, c) 6mT, d) 12mT,
e) 18mT and f)25mT magnitude magnetic field pulse applied to the sample.
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Figure 6.17 demonstrates that the frequencies of the oscillations remain roughly constant
with magnetic field pulse amplitude. However, the amplitude of the oscillations in the
secondary modes appears to reduce compared to the amplitude of the primary mode as the
amplitude of the exciting magnetic field pulse gets stronger.

As the amplitude of the magnetic field pulse increases we can make two observations.
The first is that the amplitude of the primary mode increases as the amplitude of the magnetic
field pulse increases, due to the increase in vortex core motion seen in figure 6.13. The
primary mode is diminished when the pulse amplitude is 25mT in comparison to 18mT due
to the reduction in the area described by the motion of the core, which can also be seen in
figure 6.13. The second observation we make is linewidth broadening as the amplitude of
the pulse increases and a increase in the amplitude of the primary mode as the amplitude of
the exciting pulse increases. In order to examine how much the oscillation modes change
as a function of the amplitude of the exciting field the frequencies of the primary and two

secondary modes were plotted as a function of the pulse amplitude in figure 6.18.
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Fig. 6.18 Plot of the detected frequency modes found in the Fourier transform of the x
component of the magnetisation of a 500nm square with the exciting magnetic field pulse set
to various amplitudes. Shown in blue is the oscillation frequency of the primary mode with
the secondary modes shown in green and blue.
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The frequency of the primary oscillation, that of the core, remains constant regardless
of the amplitude of the exciting field indicating as we would expect since the oscillation
frequency of the core is dependant on the anisotropies of the material due to the effect of
the magnetic anisotropies on the effective mass of the core, as shown in equations 2.33 and
2.34 and described in reference [111]. The errors in the measurement of the frequency of
oscillation of the primary core are also very small being smaller than the markers used to
denote them. The change in the secondary modes is also sufficiently small to be discounted
as an effect of the large errors in the measurement. The frequency of oscillation of the second
secondary mode at a pulse amplitude of 23mT differs from the frequency of oscillation of the
second secondary modes at other amplitudes by more than the error in the measurement. This
discrepancy is most likely due to the peak finding program incorrectly identifying the peak
corresponding to this oscillatory mode. The peaks were found using the same standard peak
finding program included in the scipy python library used to find the domain wall widths
in section 6.1. Visual inspection yielded a value of 6.64+0.04GHz however only the value
found by the peak finding algorithm was plotted for the sake of consistency.

In order to investigate these secondary and tertiary modes the three dimensional time
resolved frequency analysis program described in section 3.9 was used to produce the heat
maps shown in figure 6.19 which show where in the sample the frequency modes manifest
themselves when the sample was excited with a ImT magnetic field pulse with no strain

induced anisotropy.
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Fig. 6.19 Fourier transformation heat maps for the magnetisation of a 500nm square in the
x direction when a magnetic field pulse of 1mT was used to excite the system. Shown are
the heatmaps with windows of 200MHz and central frequencies of a) 300MHz, b)SGHz,
¢)6.5GHz and d)12.3GHz. The red arrows indicate the directions of the wavevectors of the
detected modes.
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The first critical observation that can be made from figure 6.19 is confirmation that the
primary frequency mode is clearly the motion of the vortex core as shown in figure 6.19a).
It can also be seen in figure 6.19 b) and 6.19 c) that the secondary modes take the form of
standing waves oscillating along the domain walls of the flux closure state with stationary
points at the corners of the sample and at the vortex core. This means the secondary modes
resemble Damon-Eshbach modes due to their wavevectors being approximately 90° to the
direction of the magnetisation. This analysis offers an explanation as to why the secondary
modes were both diminished and broadened at higher pulse amplitudes since the increased
core motion means that the domain walls regions represent a less uniform effective field.

To put it another way the area over which the effective field is uniform reduces as the
pulse amplitude increases. The result is a reduction in the amplitude and broadening of the
features in the spectral response corresponding to these Damon-Eshbach like modes. These
modes were described in detail in reference [104] where the frequency was described as
being dependant on the length and shape of the domain wall. For these simulations, this
would imply that the frequency will be dependant on the magnetic anisotropy which alters
the shape for the domain walls, as observed in figure 6.1.

An interesting feature of the secondary modes is that there are two modes localised
along different domain walls in figures 6.19b) and 6.19c). To investigate the origin of this
observation the simulation of the 500nm square with zero strain induced anisotropy and a
pulse amplitude of 1 mT was repeated with no intrinsic uniaxial anisotropy present along the
[110] direction. This gave the one dimensional frequency profile for the x component of the
magnetisation shown in figure 6.20.
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Fig. 6.20 Fourier transform profile for the x component of the magnetisation for a 500nm
square with no uniaxial anisotropy in the [110] direction when subjected to a ImT magnetic
field pulse. Also shown for comparison is the Fourier transformation profile for the x
component of the magnetisation in a 500nm square with uniaxial anisotropy present.
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As we can see the frequency of oscillation of the domain walls merge when the uniaxial
anisotropy is removed, an effect which is shown explicitly in figure 6.21 in which the standing

waves can be clearly seen forming symmetrically within the same frequency window.
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Fig. 6.21 Fourier transformation heat maps for the magnetisation of a 500nm square in the x
direction when a magnetic field pulse of 1mT was used to excite the system. The uniaxial
anisotropy along the [110] direction was set to zero for this simulation. Shown are the
heatmaps with windows of 200MHz and central frequencies of a) 300MHz and b)5.7GHz.

We can see that removing the uniaxial anisotropy removes the asymmetry from the
frequency of oscillation of the domain walls. This indicates that the asymmetry is a result of
the uniaxial anisotropy altering the effective field along the domain walls. This is consistent
with the findings in references [104] and [111] in which it was shown that the core oscillation
frequency and domain wall frequencies are dependant on the anisotropies of the system.

In order to check for further asymmetries due to the direction of the magnetisation being
studied, the direction of the incoming magnetic field pulse and the chirality of the magnetic
vortex, a number of simulations were performed. None of these results showed any significant
change in the frequency modes within the objects studied, as can be seen in appendix D.

In order to check that the amplitude of the exciting field pulse had no effect on the
positions of the secondary modes we also did a 3D Fourier transformation of the x component
of the magnetisation in a sample which was excited with a 25mT magnetic pulse, the results

of which are shown in figure 6.22.
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Fig. 6.22 Fourier transformation heat maps for the magnetisation of a 500nm square in the
x direction when a pulse of 25mT was used to excite the system. Shown are the heatmaps
with windows of 200MHz and central frequencies of a) 300MHz, b) 5GHz, ¢) 6.5GHz and d)
12.3GHz.

The domain walls oscillate at the same frequency however the reduction in the intensity
of the oscillations leads to a greater noise level in the spatial Fourier map. The domain wall
modes still occur in the same space however which indicates that the domain wall oscillation
modes do not change position as a consequence of the increased vortex core movement. Also
worth noting is the asymmetry in the domain wall modes. It is unclear why this asymmetry
occurs since the system is symmetrical along the domain walls however it may be a result of
direction of the exciting magnetic field pulse. This may be investigated further by repeating
the tests for symmetry in figures D.3, D.4 and D.6 with a higher amplitude of exciting
magnetic field pulse. The map centred around 12.3GHz shows an absence of the tertiary
modes which were observed in figure 6.19. This indicates that the effective field in the areas
of uniform magnetisation is not sufficiently uniform to allow for tertiary modes to form once

the motion of the core becomes too large.
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6.3 Effect of strain induced anisotropy on core movement

The effect of a strain induced anisotropy on the orbit of the vortex core was then studied by
repeating the simulation with strain induced anisotropies of OkJm~3, 10kJm—3, 20kJm >,
30kJm > and 40kJm—>. These amplitudes of strain induced anisotropy were chosen since
they were believed to slightly exceed the achievable range of strain induced anisotropies using
a piezoelectric transducer. The amplitudes of the pulses used were the same as before. In
order to demonstrate the effect of the strain induced anisotropy core tracking was performed
on a 500nm square with 40kJm~> of strain induced anisotropy applied in the [010] axis,
corresponding to the y-direction in the simulation, and the results are shown in figure 6.23.
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Fig. 6.23 Tracking results for a 500nm sample with 40kJm—> of strain induced anisotropy
applied to the sample and a 25mT magnitude magnetic field pulse was used to excite core
movement. In a) we can see a phase diagram of the core’s movement with the starting
position of the core being indicated by the black circle at (250, 250), in b) we can see the
core’s position as a function of time and in c) we can see the core’s position in y as a function
of time. Finally, in d) the core’s position in x and y is shown as a function of time in a 3D
line plot.
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Comparing the results shown in figure 6.23 with those shown in figure 6.9 we see that
the strain induced anisotropy alters the trajectory of the core causing it to precess in an
elliptical manner as opposed to the circle described without the strain induced anisotropy.
This eccentricity was investigated by measuring the movement of the core as a function of
the strain induced anisotropy in a method similar to that used in reference [21]. Figure 6.24

shows the eccentricity of the ellipse described by the vortex cores’ movement as a function

/

of the strain induced anisotropy.
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Fig. 6.24 Eccentricity (y radius/x radius) vs strain induced anisotropy for magnetic vortex core
rotations in a 500nm square excited by a 22mT magnetic pulse. Error bars are determined
from the width of the vortex core.

Figure 6.24 shows the eccentricity of the orbit of the vortex core increasing as the strain
induced anisotropy increases almost doubling the eccentricity of the orbit when 40kJ/m?
of strain induced anisotropy is applied to the system. In order to understand why the strain
induced anisotropy alters the eccentricity we must examine the effect of strain induced
anisotropy on the frequency of oscillation of the vortex core. The effect of strain induced
anisotropy on the frequency modes of the samples was then investigated by performing one
dimensional frequency analysis on the x-component of the magnetisation as the simulation
progressed once the system was excited with a ImT pulse. The results of this can be seen in
figure 6.25 which shows the frequency profiles for the 500nm sample with various levels of

strain induced anisotropy being applied along the [010] direction.
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Fig. 6.25 Fourier transformation profiles for the magnetisation of a 500nm square in the x
direction with a)0kJm ™3, b) 10kJm ™3, ¢)20kJm~3, d)30kJm > and €)40kJm > once excited
with a ImT magnetic pulse.
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Figure 6.25 shows that as the strain induced anisotropy increases the frequency of the
resonant modes decreases and that the intensity of the secondary modes in relation to the
primary modes increases. In order to understand the relative increase in the intensity of
the secondary modes the shape of the modes must be investigated however first we shall
investigate the change in the frequency of the modes as a function of the strain induced
anisotropy.

The change in frequency as a function of strain induced anisotropy can be illustrated by
plotting the frequency of oscillation of the core as a function of strain induced anisotropy as
is shown in figure 6.26. The errors are the full widths at half maximum of the peaks in the

frequency spectrum used to find the frequencies.
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Fig. 6.26 Plot of the frequency found for the primary mode of oscillation from the Fourier
transformation profiles shown in figure 6.25 as a function of the strain induced anisotropy.

This is as we would expect from equation 2.33 as applying a strain induced anisotropy
alters the magnetic susceptibility of the sample in a particular direction, thereby altering the
effective mass of the vortex core. This anisotropy in the susceptibility tensor also explains
the increase in ellipticity as a function of strain induced anisotropy shown in figure 6.24.

The frequency of oscillation for the secondary modes as a function of strain induced

anisotropy was extracted and is shown in figure 6.27.
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Fig. 6.27 Plot of the frequency found for the secondary modes of oscillation from the Fourier
transformation profiles shown in figure 6.25 as a function of the strain induced anisotropy.

Figure 6.27 shows that the frequency of oscillation of the secondary modes is also reduced
as the strain induced anisotropy increases. The change in frequency is roughly the same as
the change in frequency in the primary mode meaning it represents a much lower percentage
change in frequency.

To investigate this further the 3D Fourier transformation program was used on the
simulations in order to produce heatmaps showing the location of the domain wall modes in
the strained simulations for the 500nm square. The results of this are shown in figure 6.28.



182 Micromagnetic simulations of nanoscale magnetic structures.

6400
600 %? 2800 %§
4800 B 240032
4000 § 2000 £
3200 2 1600 ©
jah] o
2400 a 1200 3
1600 S 800 g
800 & 400 @

(suun "que) spnyijduwy

3200
2800
2400 F
2000 &
1600 »
1200
800
400
0

dwy

P

(swun "qie

Fig. 6.28 Fourier transformation heat maps for 500nm square with various levels of strain
induced anisotropy applied to the sample. The maps in a),c), e) and g) are centred around
5GHz while b), d), f) and h) are centred around 6.5GHz. The strain induced anisotropy on
the samples in a),b) was 10kJm—3, 30kJm—3 in ¢) and d) and 40kJm 3 in e) and f). The
window in all of these images is 200MHz.
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In figure 6.28 we can see that the secondary modes follow the distorted domain walls
indicating that the standing waves which form on the domain walls remain regardless of
the strain induced anisotropy. The shape of the secondary modes also indicates that the
standing waves form with stationary points at the corners of the sample and at the central
core even with a strain induced anisotropy present. The reduction in frequency of oscillation
is most likely to be due to the distortion of the domain walls by the strain induced anisotropy,
increasing the domain wall modes’ length which reduces their frequency of oscillation as
described in reference [104].

The effects of the strain induced anisotropy on the area of the ellipses described by the
vortex core motion was then investigated by plotting the area described by the core motion as
a function of the amplitude of the exciting field pulse, shown in figure 6.29. Also shown in
figure 6.29 is whether or not the polarisation of the core was reversed by the application of
the field pulse with a red dot indicating polarisation reversal and a blue dot indicating the
lack thereof. The area described by the core motion was found by calculating the distance
between the centre of the core and the centre of the simulation in each frame and then using
that value to find the maximum and minimum radius of the ellipse described so that the area
could be calculated.
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Fig. 6.29 Plots of the area described by core motion against amplitude of exciting pulse for a
500nm square at various levels of strain induced anisotropy. The strain induced anisotropies
are a)0kJm 3, b)10kJm 3, ¢)20kJm 3, d)30kJm > and €)40kJm~>. The blue dots indicate
that the polarisation of the core remained constant throughout the simulation whereas the red
dots indicate that the core’s polarisation reversed when a magnetic field pulse was applied.
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In figure 6.29 it can be seen that once the amplitude of the magnetic field pulse is large
enough to induce vortex core switching the area described by the core’s motion does not
immediately decrease. Indeed it can be seen that the area the core describes in b), when the
sample experiences a strain induced anisotropy of 10kJm™3, increases after the switching
event. This strain anisotropy is of similar amplitude to the uniaxial and cubic anisotropies
indicating that these anisotropies act to increase the switching field in the zero strain and that
the presence of strain anisotropy along the [010] direction counteracts the effects of these
anisotropies thereby reducing the switching field.

Figure 6.29 also indicates that the application of a strain induced anisotropy increases the
amplitude of magnetic field pulse required to induce vortex core switching. Whilst the field
required to induce switching seems to decrease when 10kJm ™3 of strain induced anisotropy
is applied compared to the case of no strain induced anisotropy the highest switching field
is observed when 20kJm > of strain induced anisotropy is applied to the sample. At values
of strain induced anisotropy of greater than 20kJm—> the switching field is not observed
within the range of pulse amplitudes from ImT-25mT indicating that the switching field has
exceeded 25mT.

Before investigating the relation between the switching field and the strain induced
anisotropy further the effects of the strain induced anisotropy on the core’s velocity are
determined.

First it was determined whether or not the reversal in the polarisation of the core also
resulted in a reversal of the direction in which the core propagated, as it did in the sample
with no strain induced anisotropy. The plots in figure 6.30 show the dependence of 6 on the
amplitude of the pulse applied to the sample. @ being found by a linear line fit as described

in section 6.2.
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Fig. 6.30 Plots of @ against amplitude of exciting pulse for a 500nm square at various levels
of strain induced anisotropy. The strain induced anisotropies are a)0kJm >, b)10kJm 3,
¢)20kIm—3, d)30kJm—> and ¢)40kJm 3. The colour of the dots indicates the polarisation of
the core at the end of the simulation with a red dot indicating a positive polarisation and a
blue dot indicating a negative polarisation. The error bars in these plots are smaller than the
markers.
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In figure 6.30 a negative @ indicates that the core moved in a clockwise motion and a
positive 6 indicates that the core moved in an anti-clockwise motion. As can be seen from
figure 6.30 the direction in which the core moves is dependant on its polarity, just as discussed
in section 1.3 and seen when investigating the core’s chirality as a function of its polarisation
with no strain induced anisotropy. We also see that as the strain induced anisotropy increases
the absolute value of 0 decreases due to the decrease in oscillation frequency observed in
figure 6.26.

In order to investigate whether the strain induced anisotropy has an effect on the velocity
of the core we next investigate the value of S as a function of amplitude in samples with
various strain induced anisotropies as shown in figure 6.31. These were calculated in the
same manner as the value of S in section 6.2, with the value of 6 being calculated from 6
and the value of r. This means that the value of § will vary as a function of time however
for the purpose of this investigation this variation will be represented by the error in the
measurement of the value of S.

Figure 6.31 shows that the highest velocity which the core achieves during gyroscopic
motion is found when 20kJm ™3 of strain induced anisotropy was applied to the system. The
core velocity increases as a function of the pulse amplitude however the results in the samples
with greater strain induced anisotropy do not exhibit a higher mean core velocity than the
samples with a lower strain induced anisotropy. This may be due to the eccentricity of the
core orbits as demonstrated in figure 6.24 which cause the core to move at different velocities

over the course of the simulation.
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Fig. 6.31 Plots of the average value of S against amplitude of exciting pulse for a 500nm
square at various levels of strain induced anisotropy. The strain induced anisotropies are
a)0kJm 3, b)10kJm 3, ¢)20kJm 3, d)30kJm > and e)40kJm 3. The blue dots indicate that
the polarisation of the core remained constant throughout the simulation whereas the red dots
indicate that the core’s polarisation reversed when a field was applied.
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It can also be seen that as the strain induced anisotropy increases the switching field also
increases. This increase in switching field as a function of strain induced anisotropy was

investigated using a two step process.

The first step was to generate two ground states for the 500nm square with the vortex core
having a positive polarisation in the first ground state and negative polarisation in the second.
This was accomplished using a static 100mT magnetic field applied in the z-direction whilst
the system settled into its ground state in order to force the vortex core to form with the
desired polarisation.

The static magnetic field was then removed and these ground states were excited using
a magnetic field pulse as before, however the simulation was only continued for 2.5ns
rather than 12.5ns as used previously. This was done in order to save computation time in
determining whether or not the vortex core would switch its polarisation due to the magnetic
field pulse. If no switching event occurred the amplitude of the exciting magnetic field
pulse was increased by 1mT and the simulation was repeated until the switching event was

observed. The switching fields determined by these simulations are shown in figure 6.32.
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Fig. 6.32 Amplitude of magnetic field pulse required to induce vortex core switching as a
function of the strain induced anisotropy when the magnetic field pulse was applied in the
[010] direction, parallel to the strain induced anisotropy.
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Figure 6.32 shows switching field increases as a function of strain induced anisotropy
indicating that vortex core switching may be retarded using a strain induced anisotropy.
Figure 6.32 also shows that the switching field for cores with negative and positive polarisa-
tion follow the same trend as a function of the strain induced anisotropy with the variation
between the two switching fields never differing by more than 2mT. The switching field also
appears to decrease when 10kJm > of strain induced anisotropy is applied to the system
however indicating that a small strain induced anisotropy may help to reduce the switching
field when it acts to counteract the effects of the material magnetic anisotropies. Further
investigations may focus on the 0-20kJm > range of strain induced anisotropy in order to
fully understand this effect. Since the uniaxial anisotropy is at 45 to the strain anisotropy
the largest reduction in switching field may be expected at ~8.7kJm~3 due to the component
of the uniaxial anisotropy in the direction of the vortex core’s movement being equal to that
of the strain induced anisotropy.

In order to investigate whether the angle between the magnetic field pulse and the strain
induced anisotropy had an effect on the switching field the effect of applying the field pulse
in the [100] direction was investigated. The results of this investigation are shown in figure
6.33.
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Fig. 6.33 Amplitude of magnetic field pulse required to induce vortex core switching as a
function of the strain induced anisotropy when the magnetic field pulse was applied in the
[100] direction.
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Figure 6.33 shows that when the field was applied perpendicular to the strain induced
anisotropy the switching field consistently increased as the strain induced anisotropy in-
creased, the switching field was also consistently larger than when the magnetic field pulse
was applied in the [010] direction. The lack of a drop in the switching field when the strain
induced anisotropy is at 10kJm 3 is unexpected as the uniaxial anisotropy is at 45° to both the
magnetic field pulse and the strain induced anisotropy. The effect of varying the amplitude
and direction of the uniaxial anisotropy on the switching field may therefore be an interesting
avenue for further investigation.

The effect of the strain induced anisotropy on the vortex core switching field and its
dependence on the angle between the strain induced anisotropy and the applied magnetic field
pulse may be understood by examination of the switching requirements for the vortex core.
The polarisation of the vortex core will flip when the vortex core’s velocity has exceeded
its critical velocity [31], as described in section 2.11. In these simulations this occurs due
to the velocities reached by the core during its initial displacement due to the force of
the magnetic field pulse. A larger magnetic field pulse causes the initial displacement to
increase and therefore the core’s velocity during this displacement to increase. The strain
induced anisotropy alters the magnetic susceptibility of the material in a specific direction and
therefore the cores effective mass in that direction as described in equation 2.33. This is why
the vortex core’s switching field is altered by the presence of the strain induced anisotropy
which alters the velocities reached by the vortex cores during their initial displacements. This
theory also explains the variation in the switching field when the angle between the strain
induced anisotropy and the magnetic field pulse is altered.

The reasons for this variation in switching field could be confirmed with simulations of
the switching events with much higher time and spatial resolution so that more information
could be collected on the formation of an anti-vortex in the presence of a strain induced
anisotropy. It may also be interesting to reproduce these results experimentally using a
waveguide arrangement similar to that used in chapter 5 however the polarisation of the
vortex core may be studied using MFM rather than using XMCD PEEM since only the
z-component of the magnetisation of the sample would need to be measured and there is no

need for a time resolved measurement.

6.4 Effect of shape anisotropy on oscillation

The effects of strain induced anisotropy on the magnetisation dynamics in square objects
with widths of 1000nm, 1500nm and 2000nm was studied. In these samples we saw that the

strain anisotropy had a much larger effect on the magnetic configurations of the ground state
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of the samples as demonstrated in section 6.1. We therefore decided to first look at the effects
of size on the frequency profiles of the samples. Shown in figure 6.34 are frequency profiles
for the x component of the magnetisation in the 500nm, 1000nm, 1500nm and 2000nm
simulations all with a pulse amplitude of 1mT and no strain induced anisotropy.
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Fig. 6.34 Fourier transformation profiles for the magnetisation of squares of various sizes in
the x direction. The squares were a)500nm, b)1000nm, c¢)1500nm and d)2000nm and were
excited with a ImT magnetic pulse.

Figure 6.34 shows that as the size of the objects increases the frequency of the resonant
modes decreases, with the distance between the primary and secondary modes decreasing and
the frequency spacing between the secondary modes remaining roughly constant. In order to
investigate this relation further the frequencies of the primary and secondary modes were
extracted from the frequency profiles shown in figure 6.34. The primary mode frequencies
are shown in figure 6.35.
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Fig. 6.35 Plot of the frequency found for the primary mode of oscillation from the Fourier
transformation profiles shown in figure 6.34 as a function of the object’s size. The fit to this
data is shown as a black dotted line.

Figure 6.35 shows that the oscillation frequency of the central core decreases as the
size of the structure increases. Indeed the oscillation frequency for the central core of the
2000nm sample is so low that the core does not complete a full oscillation within the 500
frames of the simulation and the frequency had to be calculated using the time taken for
the core to complete half an oscillation. The frequency of oscillation of the primary core is
inversely proportional to the size of the square as expected due to the directly proportional
relationship between objects size and magnetic susceptibility [111]. This is demonstrated by
the black dotted line in figure 6.35 which demonstrates fitting to the data yielding a constant
of proportionality of 155.1 + 4.4 Hz/m.

Examining the frequency at which the secondary modes oscillate in the samples we again
see a similar relation as shown in figure 6.36 which also shows the fitting to the data as black
dotted lines. As before the errors are found using the full width at half maximum of the peaks
in the frequency spectrum.
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Fig. 6.36 Plot of the frequency found for the secondary modes of oscillation from the Fourier
transformation profiles shown in figure 6.34 as a function of the object’s size. The error bars
in this plot are typically smaller than the markers. The fits to these data are shown as black
dotted lines.

Figure 6.36 shows that the frequency of oscillation decreases as a function of size in the
secondary oscillations similar to the effect seen in the primary oscillations. The results of
fitting to these curves give constants of 2657.5 £ 78.8 Hz/m for the lower frequency modes
and 4225 £ 550 Hz/m for the higher frequency modes. The large errors in these values
indicate that the model of inverse proportionality begins to break down when applied to the
higher frequency domain wall modes, possibly due to the effects of the cubic and uniaxial
anisotropies dominating over the shape anisotropy in larger objects. The frequency splitting
between these two modes is due to the uniaxial anisotropy as previously discussed. This
explains why it remains constant regardless of the object’s size.

In order to investigate this relationship further Fourier transformation maps were produced
for the samples with no strain induced anisotropy when excited with a ImT pulse. The first
sample to be examined in this manner was the 1000nm square. The resulting heat maps are
shown in figure 6.37.
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Fig. 6.37 Fourier transformation heat maps for the magnetisation of a 1000nm square in the
x direction when a pulse of 1mT was used to excite the system. Shown are heatmaps with
windows of 200MHz and central frequencies of a)2.67GHz, b)4.13GHz, ¢)9.313GHz.

The heatmaps shown in figure 6.37 demonstrate that the secondary modes do indeed
continue to form along the domain walls however it also shows the s waves which form in
the regions of uniform magnetisation form further away from the domain walls. This may
be due to the larger size of the square leading to less confinement of the s-wave meaning it
forms with a larger k value.

Also visible in figure 6.37 is an asymmetry in the width of the modes lying along the
domain walls with the mode lying parallel to the uniaxial anisotropy being wider than that
perpendicular to the uniaxial anisotropy.

In order to see if the wavevector of the s wave continues to increase when the size is
increased further heatmaps were produced showing the secondary and tertiary modes for the
1500nm square. These heatmaps are shown in figure 6.38.
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Fig. 6.38 Fourier transformation heat maps for the magnetisation of a 1500nm square in the
x direction when a pulse of 1mT was used to excite the system. Shown are heatmaps with
windows of 200MHz and central frequencies of a)1.80GHz, b)3.05GHz, c¢)8.27GHz.

Figure 6.38 shows that the wave vector of the s wave has increased again in response to
the increase in available space for the modes to exist within the sample. Once again there is
visible asymmetry in the width of the domain modes lying parallel and perpendicular to the
uniaxial anisotropy. Finally, we perform a Fourier transform analysis of the 2000nm square
shown in figure 6.39.

In figures 6.39a) and b) we can see that the domain wall spin waves form as before
however in ¢) a domain wall mode can be seen perpendicular to the uniaxial anisotropy
forming with an additional stationary point halfway between the edge of the sample and the
vortex core. This represents a n=2 resonant mode which is why it exhibits a higher frequency
of oscillation than the n=1 mode we have seen previously forming along the domain wall.

Figures 6.39a) and b) also show a second s wave has begun to form indicating that the first
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Fig. 6.39 Fourier transformation heat maps for the magnetisation of a 2000nm square in the
x direction when a pulse of 1mT was used to excite the system. Shown are heatmaps with
windows of 200MHz and central frequencies of a)1.26GHz, b)2.49GHz, 7.79GHz.

s-wave has moved sufficiently far from the domain walls that a second s-wave mode can form
in the space between the first and the domain wall modes. This will be further investigated in
the next section which will examine the spatial character of the tertiary modes in more detail.

6.5 Study of the tertiary modes

This section details a brief examination of the tertiary modes. Whilst these modes will be
strongly suppressed in samples with realistic damping, as discussed in section 6.7, these high
frequency modes may be excited by the use of a specific frequency oscillatory magnetic field.
The first sample to be examined for the tertiary modes is the 500nm square with no uniaxial

anisotropy. This sample was chosen to be examined first due to the system being simplified
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by the removal of the uniaxial anisotropy meaning that it most closely resembles the sample
investigated in reference [104]. Heat maps were produced focusing on the tertiary modes
using a logaritmic scale to examine the lower intensity tertiary modes. The result of this

examination are shown in figure 6.40.
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Fig. 6.40 Fourier transformation heat maps for the magnetisation of a 500nm square with
no uniaxial anisotropy present in the x direction when a pulse of ImT was used to excite
the system. Shown are heatmaps with windows of 100MHz and central frequencies of
a)8.52GHz, b)10.31GHz, c)11.24GHz, d)12.19GHz.

Here we can see standing waves forming in the areas of uniform magnetisation as
described in [104]. These waves have their peak intensities in the centre of the areas of
uniform magnetisation due to the non-uniformity of the confinement potential constraining
these spin wave modes. Whist describing the edges of the shape as infinite potential wells

works well when describing the spin wave modes which lie along the domain walls we
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must consider the the triangular regions of uniform magnetisation as potential wells when
describing the tertiary modes which form in these regions leading to the variation in intensity
shown in figure 6.40.

In figure 6.40 we can also see four spin wave modes which form in the areas of uniform
magnetisation close to the domain walls. These ¢ shaped waves (c-waves) have a broad
linewidth in their frequency of oscillation and appear to be standing waves pinned at the
corners of the square and the vortex core. They appear to be similar to the domain wall modes
in that they are standing waves with pinning in the same areas but with a higher wavevector
leading to a higher frequency. The fact that the waves do not form along a uniform area of
effective magnetisation may be what causes the large linewidth of their oscillation frequency
which has led to them appearing strongly in all 4 of these frequency maps.

Introducing the uniaxial anisotropy to the system and looking at the Fourier transform

maps we see the results shown in figure 6.41.
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Fig. 6.41 Fourier transformation heatmaps for the 500nm square with no strain induced
anisotropy. Uniaxial anisotropy was present for these simulations in contrast with figure
6.40. a) shows the heatmap centred around 11.24GHz, b) is centred around 12GHz and c¢) is
centred around 12.26GHz. All have a window of 100MHz.

The most striking change induced by the reintroduction of the uniaxial anisotropy is that
a new s-wave mode has appeared. This appears to be similar to a ¢ wave but with a higher
wavevector as the c-waves still appear to be present but with a lower intensity along the [110]

axis.

The spin wave modes in the areas of uniform magnetisation have been visibly distorted
by the presence of the uniaxial anisotropy. The intensity has also been lowered and the
wave vector of the spin wave has been rotated by the uniaxial anisotropy. The reduction in
spin wave intensity is probably due to the potential wells being distorted meaning that the

wavevector cannot form at 90° to the magnetisation.
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Next we examine the results of increasing the size of the object on the tertary modes and

the results are shown for 1000nm in figure 6.42.
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Fig. 6.42 Fourier transformation heatmaps for the 1000nm square with no strain induced
anisotropy. a) shows the heatmap centred around 9.03GHz, b) is centred around 9.3GHz,
¢) is centred around 9.76GHz and d) is centred around 10.31GHz. All have a window of
100MHz.

When the size of the sample is increased we can see that there are more tertiary modes
visible in the areas of uniform magnetisation. The modes are again distorted by the presence
of the uniaxial anisotropy and in figure 6.42c) we can see what looks like the beginnings of
a second s-wave forming close to the domain wall. This may indicate that as the primary
s-wave moves away from the domain walls it makes room for a second s-wave to form. To
see if this trend continues as size increases we turn our attention to the heatmaps showing the
tertiary modes for the 1500nm square shown in figure 6.43.
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Fig. 6.43 Fourier transformation heatmaps for the 1500nm square with no strain induced
anisotropy. a) shows the heatmap centred around 8.18GHz, b) is centred around 8.36GHz,

¢) is centred around 8.51GHz and d) is centred around 8.75GHz. All have a window of
100MHz.
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In figure 6.43) d) we can clearly see the formation of a second s-wave as the first moves

away from the domain wall. Finally, we investigated the tertiary modes in a 2000nm square

as shown in figure 6.44.
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Fig. 6.44 Fourier transformation heatmaps for the 2000nm square with no strain induced
anisotropy. This map is centred around a)7.73GHz, b)7.96GHz, ¢)8.28 GHz with a window
of 100MHz.

Looking at the heatmaps for the 2000nm sample we can see that the tertiary modes in the
areas of uniform magnetisation are overlapping. This indicates that producing more Fourier
transformation maps for this sample with a greater sampling rate could be a useful avenue
for future work however this process requires extensive processing resources. Also shown in
figure 6.44 we can see that a second s-wave has clearly formed however unlike in the other
samples in which the second s-wave could be seen it appears to oscillate at a higher frequency
than the modes in the areas of uniform magnetisation. However, given the aforementioned

frequency resolution problem, this observation is not reliable.
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The effect of a strain induced anisotropy on these tertiary spin wave modes may provide
an interesting avenue for future work. Figure 6.25 shows reduction in the amplitude of the

tertiary modes amplitudes however the frequency appears to remain roughly constant.

6.6 Core breakdown at high field

In section 6.2 as the field applied to the sample increases the area described by the motion of
the core increases and in section 6.3 we saw that the size of the shape described would also
increase with the size of the object being simulated. When both of these factors are increased
at the same time we begin to see that the core breaks up into multiple cores at high field in
large samples as was observed experimentally in reference [27]. This effect is shown in the
1000nm, 1500nm and 2000nm samples in figure 6.45.

(@) (b)

Fig. 6.45 Frames of simulations of squares of various sizes showing the x-component of the
magnetisation in frame 20, t=0.5ns when excited with a 25mT amplitude magnetic field pulse.
Both uniaxial and cubic anisotropy terms were present in these simulations. The orientation
of the magnetisation represented by the red and blue regions is demonstrated by the arrows

in a). White indicates zero magnetisation in the x-direction. The squares were a)1000nm,
b)1500nm and ¢)2000nm.
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We can see the locations of the vortex cores in these images more clearly by finding the
Sobel gradient of the images. The Sobel operator is an edge detection image filter which
calculates the difference in pixel intensity between adjacent points in the x and y directions,
G, and G, respectively. Then by finding the gradient magnitude of the two using equation
6.3 the edge intensity at that pixel can be calculated.

G=,/G2+G? (6.3)

This process is described in more detail in appendix E however here it must be stated
that the use of a Sobel operator to identify vortex cores allows for multiple cores to be found
and tracked, unlike a simple measurement of the z-component of the magnetisation which
provides too many false positives along the domain walls to be effectively used for tracking
of multiple cores. Applying the Sobel operator to the images shown in figure 6.45 produces
figure 6.46 in which the cores are highlighted with white circles.

Fig. 6.46 Repeat of the images from figure 6.45 once the sobel operator has been applied in
order to show the cores. The cores have been highlighted with white circles as an aid to the
eye.
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In order to examine the emergence of these cores we can plot the positions of the cores

at a certain time in the simulation as a function of the amplitude of field applied to the

sample. Shown in figure 6.47 are plots of the positions of the cores in the x-direction as a

displacement from the starting position of the central core at time t=0.5ns.
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Fig. 6.47 Core displacement from the center of the object as a function of excitation pulse
amplitude for squares measuring a)500nm, b)1000nm, c¢)1500nm and d)2000nm. The core
locations were taken from frame 20, t=0.5ns after the exciting magnetic pulse began.

These breakdowns occur in the early frames of the simulation but as the simulations
progress the cores tend to recombine into a single core as demonstrated by figure 6.48
which shows the location of a set of found cores in a 2000nm square with no strain induced
anisotropy when excited with a 25mT pulse. The cores’ movements were tracked using the

program described in appendix E.
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Fig. 6.48 Tracking results for a 2000nm sample with no strain induced anisotropy applied to
the sample and a 25mT magnitude magnetic pulse was used to excite core movement. In a)
we can see a phase diagram of the core’s movements with the starting position of the core
being indicated by the black circle at (1000, 1000), in b) we can see the cores’ positions as a
function of time and in ¢) we can see the cores’ positions in y as a function of time. Finally
in d) the cores’ positions in x and y is shown as a function of time in a 3D line plot.

Here we can see that the core breaks down when the amplitude of the magnetic field pulse
1s 25mT. The core does recombine however and when it does it performs oscillations which
are much larger than the oscillations observed in previous samples where no core breakdown
was observed.

In order to examine the transition to these large oscillations the movement of the primary
core as a function of the amplitude of the exciting pulse was examined as demonstrated in
figure 6.49 which shows the area described by the movement of the core in the 2000nm
sample with no strain induced anisotropy as a function of the amplitude of the field applied
to the sample in a) the change in € as a function of excitation pulse amplitude in b) and the

change in S as a function of excitation pulse amplitude in c). The polarisation of the primary
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core after the cores have recombined is also indicated by the colour of the markers in b. The
core’s properties were calculated using data taken after t=7.5ns to allow for the cores to

recombine after the breakdown event.
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Fig. 6.49 Properties of the core oscillations for the 2000nm square with no strain induced
anisotropy as a function of excitation pulse amplitude. In a) the area described by the motion
of the core is plotted as a function of the magnetic field pulse amplitude. b) shows 6 as a
function of excitation pulse amplitude and c) shows S as a function of the excitation pulse
amplitude. The colour of the markers indicates the chirality of the core at t=7.5ns with red
indicating positive chirality and blue indicating negative chirality

Looking at the properties of the core’s motion the most striking conclusion we can make
from figure 6.49 is that when the excitation pulse amplitude exceeds 21mT the area of the
circle described by the core increases by over 8 times. This is coupled with the frequency of
oscillation of the core remaining roughly constant as evidenced by figure 6.49b) in which
we can see that the value of 0 remains roughly constant regardless of the pulse amplitude
with the only variance being a move from positive to negative depending on the chirality of
the core. The value of S also increases eightfold, however this can be explained as the core

displacement velocity increasing since whilst the circumference of the core has increased the
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frequency has not leading to the core’s speed increasing with the distance which it covers.
In order to examine the transition in the areas described by the cores we examine the phase

space diagrams for the samples at various excitation pulse amplitudes in figure 6.50.
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Fig. 6.50 Plot of the x and y positions of the cores in a series of simulations of a 2000nm
square with no strain induced anisotropy. The amplitude of the exciting pulse is indicated by
the colour of the lines indicating the core movements. The simulations represented here were
allowed to evolve over 50ns.

It can be seen that there is a large jump in the amplitude of the oscillations when the core
breaks down early in the simulation caused by the cores breaking down and then recombining.
We also see that as the pulse amplitude continues to increase the size of the oscillations
begins to decrease again as the energy of the oscillation is expended in the multiples of cores
produced by the breakdown. This indicates that there may be a resonance frequency for the
largest amplitude oscillations and therefore the largest power output of a VCO based STO.
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6.7 Effect on the oscillations resulting from realistic damp-
ing

In order to examine whether the observations made from the undamped samples may be
applied to real world devices the calculations for the 500nm square were repeated with a
realistic damping co-efficient of 0.017. This value was taken from FMR measurements
described in reference [61].

The simulation of the 500nm square with zero strain induced anisotropy and an excitation
pulse amplitude of 25mT were repeated and run for 50ns in order to show the decay of the

core oscillations. The core’s position was tracked as before and is shown in figure 6.51.
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Fig. 6.51 Result of core tracking for primary core in 500nm square with no strain induced
anisotropy when excited with a 25mT magnetic field pulse. The core’s x and y positions are
shown in a), b) shows the core’s movement in x as a function of time, c) shows the core’s
movement in y as a function of time and d) is a 3D plot showing the core’s movement in both
x and y as a function of time.

Figure 6.51 shows that as time goes on the amplitude of the core oscillation decreases.
The initial amplitude of these oscillations is comparable to the simulation with low damping
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shown in figure 6.9 and the period of the oscillations is also equal to the period of the
oscillations shown in figure 6.9. This decay may also be visualised as the reduction in the

fluctuation in the magnetisation across the sample as a function of time, which is demonstrated
in figure 6.52.

M, (Am~!) (x 10°%)

—605 10 20 30 70 50
Time (ns)

Fig. 6.52 Change in the M, component of the magnetisation in a 500nm square with a realistic
level of damping when excited with a pulse with a peak amplitude of 25mT.

Comparing figure 6.52 to the evolution of the magnetisation of the system with a low
level of damping shown in figure 6.10 a) it can be observed that the damped system does not
exhibit the secondary oscillations seen when the system experiences low damping.

The effect of damping on the frequency modes of the oscillation were examined by
performing a Fourier transformation of the magnetisation in the x direction of the 500nm

square with and without damping as shown in figure 6.53.
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Fig. 6.53 Fourier transformation profiles for the x component of the magnetisation of 500nm
samples with no strain induced anisotropy with damping parameters of 0.017 for the damped
simulations, shown as a solid red line and 0.0001 for the undamped simulations shown as
a dotted blue line. a) shows the raw results of the Fourier transformations and b)shows
the natural logarithm of these profiles. The pulse used to excite these oscillations had an
amplitude of 1mT.

Looking at these two data sets we can see that the frequency of oscillation of the primary
core remains 300MHz indicating that the frequency of oscillation is independent of the
damping coefficient of the system. The amplitude of the secondary and tertiary modes are
almost totally extinguished however, an effect that can be seen clearly when a 3D Fourier

transformation of the 500nm square with a ImT excitation pulse is performed as shown in
figure 6.54.
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Fig. 6.54 Fourier transformation heatmaps for the 500nm square with no strain induced
anisotropy applied to the sample and a damping coefficient of 0.017. The system was excited
with a ImT magnetic field pulse. a) shows the heatmap centred around 300MHz, b) is centred
around 5GHz, c) is centred around 6.5GHz and d) is centred around 12.3GHz. All heatmaps
have a window of 200MHz.

l_l
'S
o
o
o
w

PNy

(syun "que)




214 Micromagnetic simulations of nanoscale magnetic structures.

We can see here that the secondary and tertiary modes in the simulation are still present
however the amplitude of the oscillations is reduced indicating that the physics of these modes
is unchanged and should be observable in real world devices however their low intensity
may make observation of these modes difficult. These modes have previously been observed
experimentally however with domain wall modes being observed experimentally both by
XMCD PEEM [138] and Kerr microscopy [142]. The high frequency modes are much harder
to produce and observe however some observations have potentially been made previously
using Kerr microscopy on permaloy discs [142] and using XMCD PEEM in a 2um Fe;_,Ga,
square in chapter 5. In order to observe these high frequency modes reliably however the
system should be excited with a pulse train of a frequency matched to the frequency of the
desired modes.

Next we look at the effects of damping on the samples with the core oscillation amplitude
amplification due to core breakdown. In order to study this, simulations were performed with
realistic damping on 2000nm squares with excitation pulse amplitudes between ImT and
25mT. By looking at the circles described by the motion of the primary core as a function of
excitation pulse amplitude for various field pulse amplitudes we can see the effects shown
in figure 6.55. These results were found by finding the mean value of r across the entire
simulation after t=7.5ns in order to determine values for ., and S. The errors for these
measurements of {.,,. and S were determined using the size of the vortex core in this figure

due to the decay of the radius, and therefore ., and S, of the core’s movement over time.
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Fig. 6.55 Properties of the core movement in the 2000nm sample with various amplitudes of
excitation pulse used to excite the core movement. In a) we can see that the area described
by the core increases greatly when the amplitude of the excitation pulse reaches and exceeds
21mT but we can also see in the plot of 8 versus excitation pulse amplitude shown in b)
that this has no effect on the angular velocity. This means that the core moves at a much
higher velocity once the excitation pulse reaches 24mT as we can see in ¢) where the core’s
displacement velocity is plotted against the amplitude of the excitation pulse. In the 6 plot the
polarisation of the core is indicated by the colour of the markers with red indicating positive
polarisation and blue indicating negative polarisation. The error bars in these measurements
are smaller than the markers.
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This shows us that even when the system is damped the core breakdown event leads to
an increase in the area described by the core increasing by an order of magnitude. We also
see that the core’s direction of motion is tied to its polarisation and that the frequency of
oscillation remains constant regardless of the amplitude of the exciting pulse. The value of
0 is also unaffected by the introduction of damping into the system. The core velocity is
reduced however this is due to the reduction in the area described by the core seen in a).

Finally the simulations for the 2000nm square with no strain induced anisotropy and
pulse amplitudes of 10mT and 25mT were repeated with the simulation time extended to
50ns in order to show core decay in the 2000nm sample with and without core breakdown
induced amplification. The sample excited with a 25mT pulse decays as shown in figure
6.56.

We can see by comparing the tracking results the increase in the core amplitude decays
over a much longer time period compared to the decay in the 500nm square. This increase in
decay time is due to the increase in core displacement due to the core breakdown meaning
that the core breakdown leads to more persistent oscillations in core movement. We also see
that the damping causes the core to recombine over a shorter time scale of ~5ns rather than
~7.5ns in the undamped simulations due to the reduced velocity of the cores reducing their
separation. These simualtions are only valid when the amplitude of the magnetic field pulse
are great enough to induce the core breakdown event. When the pulse amplitude is lower
than 22mT no core breakdown occurs and the core precession continures much as it does in

the 500nm sample shown in figure 6.51.
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Fig. 6.56 Tracking results for a realistically damped 2000nm sample with zero strain induced
anisotropy applied to the sample and a 25mT magnitude magnetic pulse was used to excite
core movement. In a) we can see a phase diagram of the core’s movement with the starting
position of the core being indicated by the black circle at (1000, 1000), in b) we can see the
core’s position as a function of time and in ¢) we can see the core’s position in y as a function
of time. Finally in d) the core’s position in x and y is shown as a function of time in a 3D

line plot.



218 Micromagnetic simulations of nanoscale magnetic structures.

6.8 Summary of micromagnetic simulations

This chapter began by establishing the effects of shape anisotropy on magnetisation pinching
due to a strain induced anisotropy. It then moved onto describing the results of exciting the
oscillatory modes of a Landau flux closure state using a magnetic field pulse, examining the
effects of the amplitude of the magnetic field pulse on the motion of the central core and the
frequency of oscillation of the various spin modes within the sample. This found that the
area described by the motion of the central core and its velocity increased as a function of the
amplitude of the exciting magnetic field pulse however when the amplitude of the magnetic
field pulse became large enough to induce vortex core switching the area described by the
core and its velocity became unpredictable. The frequency of oscillation was shown to be
independent of the amplitude of the exciting pulse however the magnitude of the secondary
modes was shown to decrease as the amplitude of the pulse increased.

Spatial frequency analysis was used to determine where the oscillatory modes formed
and their shapes demonstrating that the secondary modes were standing waves lying along
the domain walls with stationary points at the edges of the object and the vortex core. These
standing waves were shown to oscillate at different frequencies depending on whether they
lay parallel or perpendicular to the uniaxial anisotropy. The system was simulated with no
uniaxial anisotropy thereby demonstrating that the frequency of oscillation of the domain
wall modes was dependant on their orientation relative to the uniaxial anisotropy.

Increasing the amplitude of the exciting magnetic field pulse was demonstrated to reduce
the amplitude of the oscillation of the domain wall modes, most likely due to the effective
field along the domain walls becoming non-uniform. An asymmetry in the domain wall
modes was also demonstrated when the sample was excited with a magnetic pulse with an
amplitude of 25mT however this could not be easily explained without further investigation
into the character of the effective field.

The effect of strain on the evolution of the system was investigated and was found to
distort the vortex core’s motion leading the shape described by the vortex core’s motion to
become elliptical. The theoretical ability to tune the resonance frequency of a vortex core
oscillator based spin torque oscillator by the use of an external physical strain was then
demonstrated. It was demonstrated that the frequency of oscillation of both the vortex core
and the spin waves within the device may be reduced by the presence of a strain induced
anisotropy.

It was also demonstrated that the magnitude of the magnetic field pulse required to
induce vortex core switching may increase as a function of the magnitude of a strain induced
anisotropy. It was then demonstrated that when the magnetic field pulse was applied perpen-

dicular to the strain induced anisotropy the magnitude of the magnetic field pulse required to



6.8 Summary of micromagnetic simulations 219

induce core switching increased by up to 16%. The effects of altering the angle between the
strain induced anisotropy and the magnetic field pulse may provide an interesting avenue for
further research.

An inversely proportional relationship between the frequency of oscillation and the size
of the objects was demonstrated for both the oscillation frequency of the vortex core and the
domain wall modes. Examination of the spatial characteristics of the domain wall modes in
objects of various sizes found asymmetry in the shape of the domain wall modes in larger
objects due to the uniaxial anisotropy dominating over the shape anisotropy.

The spatial character of the tertiary modes was examined and it was found that the
presence of uniaxial anisotropy distorts the shape of spin wave modes forming in regions of
uniform magnetisation. The presence of the uniaxial anisotropy was also demonstrated to
produce distorted c-wave modes within the regions of uniform magnetisation, resulting in
s-wave modes. As the size of the objects increased multiple of these s-wave modes began
to form as the larger sizes allowed the larger s-waves to move away from the domain walls
permitting the formation of further, shorter s-waves.

Examination of the effects of high amplitude magnetic pulses on larger objects demon-
strated that as the size of the objects increases the vortex core may be induced to break down
into multiple vortices and anti-vortices by the application of a strong enough magnetic field
pulse. This behaviour has previously been observed experimentally in reference [27].

The cores were shown to collapse into a single vortex state whereupon the remaining
vortex oscillated in a circular manner, describing a much larger area than those cores which
did not undergo a core breakdown. The frequency of oscillation of this core was demonstrated
to be the same as the frequency of oscillation seen in cores which did not undergo core
breakdown however meaning the core breakdown also lead to an increase in the core velocity
of the remaining core. The effects of the application of strain to this system could potentially
form an interesting avenue for further research.

Finally, we demonstrated that introducing damping to the system does not affect the
frequency of oscillation of any of the key modes and whilst damping reduces the amplitude
of the spin wave modes it does not remove the secondary and tertiary modes from the system.
The core breakdown event still occurred in the system with damping and resulted in the
same effects observed in the undamped samples indicating that all observations made on the

undamped samples may potentially be observed experimentally.






Chapter 7
Conclusions

In this thesis we have extensively studied different methods to alter the frequency of oscilla-
tion of VCO STO devices.

In chapter 4 we first investigated the effects of thickness on the magnetocrystaline
anisotropy in sputter grown Fe;_,Ga, thin films grown on GaAs using SQUID magnetometry.
It was found that the uniaxial anisotropy increased as a function of thickness and the cubic
anisotropy decreased as a function of thickness. At a thickness of 20nm the cubic anisotropy
spiked to a unusually high value which was corroborated when a second 20nm sample
exhibited the same unusual property. The samples grown as part of the second batch
exhibited a very low uniaxial anisotropy, possibly due to a problem with the growth surface
however the cubic anisotropy values of the second batch of films were roughly equal to the
values found in the first batch. In order to test the fitting procedure, the process was repeated
using pure iron films, producing results similar to those found previously indicating that the
results found for the Fe;_,Ga, films are reliable. The iron content in the Fe; _,Ga, films was
tested and found to be higher than expected however the iron concentration did not show
any clear relation to the nominal thicknesses of the films indicating that differences in iron
concentration were not responsible for the unusual anisotropy results.

Next the magnetostrictive properties of the films were tested using DC transport mea-
surements of hall bars fabricated from some of the films studied by SQUID magnetometry.
This study found that the magnetoelastic constants for Fe;_,Ga, films grown by sputter
deposition on a GaAs substrate closely matched those found for Fe;_,Ga, films grown on
GaAs substrates using MBE growth methods. The magnetoelastic constant for the 20nm
Fe;_,Ga, film was unusually high however the reason for the unusually high magnetoelastic
constant is unclear. Finally X-ray diffractometry experiments were performed on samples
S159, S219,S221 and S227 by Dr. P. Wadley. Whilst sample S159 was found to be too thin
for X-ray diffractometry experiments to be performed the lattice constants for S219, S221
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and S227 were determined. No clear relation between sample thickness and lattice parameter,
lattice mismatch, mosaic block size or mosaic block misalignment could be determined
however. Further experiments remain to be performed in order to determine the actual
thickness of the films and the density of defects within the lattice. Further diffractomerty
studies may also be required in order to study the unusual anisotropy results in samples S219,
S411 and S411.

In chapter 5 20nm Fe;_,Ga, squares were grown on waveguides which were used to
study magnetisation precession and core gyrations. Three images sequences of Fe;_,Ga,
squares were successfully collected with device sizes of 10um, 3um and 3.5 um. Damped
Spin wave modes were observed at a frequency of 2GHz in the 10um square as well as
movement of the vortex core which persisted after the magnetic field pulse.

Significant core gyrations were observed in the 3um square due to frequency matching
between the resonant frequency of gyration of the vortex core and the frequency of the pulse
train exciting vortex core motion. This was confirmed by frequency analysis of the vortex
core’s motion showing that the vortex core oscillated at a frequency of 80+20MHz which is
within error of the exciting pulse frequency of 83MHz. Simulation of the system indicated
an oscillation frequency of 90+40MHz a value which is within error of the exciting pulse
frequency. A 3.5um Fe;_,Ga, square was examined demonstrating that in a larger object
the core only oscillated in the y direction indicating a difference in oscillation frequency
due to the increased size of the object. Manual tracking of the vortex core indicated an
oscillation frequency of 83+20MHz, and ROI scans indicated an oscillation frequency of
85.5 £2.2MHz, simulation of the device gave an oscillation frequency of 90+40MHz.

The experimental results indicate that the 3um square experiences much greater frequency
matching to the 83MHz pulse train than the 3.5um square. Further experiments should be
performed using the synchrotron in 156 bunch mode in order to determine the relation
between object size and natural oscillation frequency across a larger range of object sizes
and to determine whether the oscillations observed in these two samples may be reproduced

in larger or smaller objects.

These squares did not respond to a stress applied by the transducer however and so the
focus of the experiments moved onto Ni objects. These responded well to stress exhibiting
the pinching demonstrated in chapter 6 however the damping in the Ni squares was too great
to induce gyroscopic motion of the vortex core. Further work could involve the fabrication
of waveguides on a piezoelectric material such as PMN-PT allowing for strain to be more
directly applied to the samples potentially allowing for strain induced frequency tuning in

Fe.g1Gag.19 objects similar to that observed in simulations detailed in chapter 6. For this
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to proceed the waveguide would need to be redesigned in order to take into account the

difference in dielectric properties between a GaAs substrate and a PMN-PT substrate.

Chapter 6 began by examining the effects of strain on static objects and the sizes at
which the strain anisotropy is dominated by the shape anisotropy. This was followed by an
examination of the oscillatory modes within a 500nm Fe( g1 Gag 19 square with near zero
damping using a magnetic field pulse similar to that used to study the Feq g1 Gag. 19 squares
in chapter 6. Standing spin waves modes were observed to form along the domain walls of
the sample at different frequencies depending on whether the domain wall ran along or at
90° to the direction of the uniaxial anisotropy. Also observed was a s shaped standing spin
wave in areas of uniform magnetisation running roughly in the same direction as the uniaxial
anisotropy. The properties of the core’s movement were studied and it was determined that
the area described by the core would increase steadily with field whilst the frequency of
oscillation remained constant meaning the vortex core’s velocity would continually increase
as a function of the amplitude of the exciting magnetic field pulse. Once the the amplitude of
the field pulse reached 23mT the vortex core would undergo a vortex core switching event
after which it would process in the opposite direction. The relation between magnetic field
amplitude and the area described by the vortex core once the vortex core switching event
had occurred became non-linear. This means that simulations of the experiment with greater
time resolution need to be performed in order to understand the core’s behaviour once the
amplitude of the magnetic field pulse exceeds the switching field. Studies of the effects of
increasing the amplitude of the exciting magnetic field pulse showed that the frequencies of
oscillation of the spin modes were unaffected by increasing the amplitude of the magnetic
field pulse however the linewidth of the standing spin wave modes was shown to increase
due to the decrease in uniformity of the effective field along the domain walls and in areas
of uniform magnetisation. Removing the uniaxial anisotropy of the system was observed
to cause the domain walls to oscillate at the same frequency. This was followed by tests
of the symmetry of the system where it was demonstrated that neither altering the angle of
incidence of the magnetic field pulse or the chirality of the Landau flux closure state had any

effect on the oscillatory modes of the system.

Next the effects of a strain induced anisotropy on the oscillatory modes of the system were
investigated. It was found that a strain induced anisotropy not only reduced the oscillation
frequency of the vortex core it also reduced the oscillation frequency of the domain walls
of the system. The strain induced anisotropy was also shown to increase the vortex core
switching field for both positively and negatively polarised vortex cores. This effect was
shown to be amplified when the magnetic field pulse was applied at 900 to the direction of

the strain induced anisotropy inviting further work investigating the effect of altering the
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angle between strain induced anisotropy and magnetic field pulse as well as reproducing this

work experimentally.

This investigation into the effects of strain induced anisotropy was followed by an
investigation of the effects of shape anisotropy on the oscillation frequency of the spin modes
in the system. This began by studying the frequency of oscillation of the vortex core as the
size of the object increased and it was found that the frequency of oscillation was inversely
proportional to the width of the square objects. This inverse proportionality was found in
the frequency of oscillation of the domain walls as well however the fit of an inversely
proportional relationship between object size and frequency of oscillation was found to be
weaker for the domain wall modes than the vortex core mode due to the effects of uniaxial
anisotropy being more influential on the frequency of oscillation of the domain wall modes
than that of the vortex core mode. Images of the spin wave modes showed that as the size
of the objects increased the shape of the domain wall modes showed asymmetry due to the
uniaxial anisotropy causing domain wall modes along the [110] direction to become narrower
and those along the [110] to become wider. The s-wave spin modes were also observed to
form further away from the domain walls in larger objects allowing for a second s-wave to

form in the areas of uniform magnetisation.

In order to investigate the spin wave modes forming in the areas of uniform magnetisation
the 3D Fourier transformation program was modified to use a logarithmic scale. This allowed
spin wave modes in areas of uniform magnetisation to be investigated despite their low
intensity. This demonstrated that in the absence of unaxial anisotropy there are a number of
spin wave modes with differing wavelengths within the areas of uniform magnetisation. The
s-waves were not seen in the system with no uniaxial anisotropy but rather c-waves running
close to the domain walls were observed. When the uniaxial anisotropy was re-introduced
into the system the spin waves in the areas of uniform magnetisation were distorted by the
presence of the uniaxial anisotropy. The c-waves along the [110] axis were also distorted by
the presence of the uniaxial anisotropy producing the s-waves observed in previous frequency
maps. As the size of the objects increased the s-waves moved away from the domain walls
leading to the formation of a second s-wave once the first had moved sufficiently far away
from the domain walls. This second s-wave tended to oscillate at a lower frequency than the
first due to its shorter length however in the 2000nm square it became unclear which s-wave
was oscillating at the highest frequency. Studying these systems in the presence of a strain

induced anisotropy may provide an interesting avenue for future work.

Next the effects of high amplitude magnetic field pulses on a 2000nm objects were studied.
The vortex core was shown to break down into multiple cores eventually recombining into a

single vortex core undergoing gyroscopic motion. This vortex core was shown to describe
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a much larger area once it had recombined than vortex cores which did not undergo vortex
breakdown events. As the pulse amplitude continued to rise however the area described by
the vortex core began to decrease again however indicating an ideal amplitude of magnetic
field pulse for inducing vortex core oscillations with high power outputs. This work could be
continued by applying a strain induced anisotropy to the system in order to determine the
effects of a strain induced anisotropy on the core breakdown event.

Finally, the effects of applying realistic damping to the system were studied and it was
determined that whist the amplitudes of the key modes were reduced by the damping it had
no effect on the frequency of oscillation of the system. The core breakdown event was also
observed in the damped simulations indicating that all observations from the undamped

simulations may potentially be reproduced experimentally.
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Appendix A

SQUID magnetometry Fitting

comparisons

This appendix contains the loops fitted to the SQUID data in chapter 4. In each figure the
experimental data is represented by the black line and the simulated data by the blue line.

Fig. A.1 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K. and K, for a 10nm Fe;_,Ga, film grown
on GaAs at a temperature of 2K. The magnetic hysteresis loop produced with decreasing
field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop with
increasing field and its fit.
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Fig. A.2 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K. and K, for a 20nm Fe;_,Ga, film grown
on GaAs at a temperature of 2K.The magnetic hysteresis loop produced with decreasing
field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop with
increasing field and its fit.
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Fig. A.3 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K. and K, for a 30nm Fe;_,Ga, film grown
on GaAs at a temperature of 2K.The magnetic hysteresis loop produced with decreasing
field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop with
increasing field and its fit.
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Fig. A.4 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K, and K, for a 100nm Fe;_,Ga, film
grown on GaAs at a temperature of 2K. The magnetic hysteresis loop produced with decreas-
ing field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop

with increasing field and its fit.

(@), 40 (b).o.sc
0.90} -0.40!

* ::: -0.50}

% 0'60_ % -0.60{
: <
050l = -0.70}
0.40} -0.80¢
0.30 -0.90}
0.20

A0
-f00 -90 -80 -70 -60 -50 -40 -30 -20 -10 0O

HoH(mT)

0 10 20 30 40 50 60 70 80 90 100

HoH(mT)

Fig. A.5 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K. and K, for a 10nm Fe;_,Ga, film grown
on GaAs at a temperature of 300K. The magnetic hysteresis loop produced with decreasing
field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop with
increasing field and its fit.

(b)

-0.60

-0.65}
-0.70¢
n 0751
HE-.. -0.80 ¢
-0.85}
-0.90

-0.95¢

-1.00 i i . \ \ .
-100 -90 -80 -70 -60 -50 -40 -30 -20 -10 0

MoH(mT)

0 10 20 30 40 50 60 70 80 90 100

HoH(mT)



244 SQUID magnetometry Fitting comparisons

Fig. A.6 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K. and K, for a 20nm Fe;_,Ga, film grown
on GaAs at 300K. The magnetic hysteresis loop produced with decreasing field is shown in
black in a) with its fit in blue. b) shows the magnetic hysteresis loop with increasing field
and its fit.
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Fig. A.7 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K. and K, for a 30nm Fe;_,Ga, film grown
on GaAs at 300K. The magnetic hysteresis loop produced with decreasing field is shown in
black in a) with its fit in blue. b) shows the magnetic hysteresis loop with increasing field
and its fit.
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Fig. A.8 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K, and K, for a 100nm Fe;_,Ga, film
grown on GaAs at 300K. The magnetic hysteresis loop produced with decreasing field is

shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop with increasing
field and its fit.
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Fig. A.9 Demonstration of the relation between simulated data and experimental data col-
lected using a SQUID magnetometer used to find K. and K, for a 10nm Fe film grown on
GaAs at a temperature of 2K. The magnetic hysteresis loop produced with decreasing field is
shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop with increasing
field and its fit.

(a) (b)

-0.50
-0.55
-0.60
-0.65

2
-0.80
-0.85
-0.90
-0.95

\ \ ' \ \ ' ' \ \ -1.00 . . L L . . 1 L
0 10 20 30 40 50 60 70 80 90 100 -100 -90 -80 -70 -60 -50 -40 -30 -20 -10 O

MoH(mMT) MoH(mMT)



246 SQUID magnetometry Fitting comparisons

Fig. A.10 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for a 20nm Fe film grown
on GaAs at a temperature of 2K. The magnetic hysteresis loop produced with decreasing
field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop with
increasing field and its fit.
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Fig. A.11 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for a 30nm Fe film grown on
GaAs at 2K. The magnetic hysteresis loop produced with decreasing field is shown in black
in a) with its fit in blue. b) shows the magnetic hysteresis loop with increasing field and its fit.
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Fig. A.12 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for a 10nm Fe film grown
on GaAs at 300K. The magnetic hysteresis loop produced with decreasing field is shown in
black in a) with its fit in blue. b) shows the magnetic hysteresis loop with increasing field
and its fit.
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Fig. A.13 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for a 20nm Fe film grown
on GaAs at 300K. The magnetic hysteresis loop produced with decreasing field is shown in
black in a) with its fit in blue. b) shows the magnetic hysteresis loop with increasing field
and its fit.
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Fig. A.14 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K, and K, for a 30nm Fe film grown
on GaAs at a temperature of 300K. The magnetic hysteresis loop produced with decreasing
field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis loop with
increasing field and its fit.
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Fig. A.15 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K, and K, for the first secondary 20nm
Fe;_,Ga, film grown on GaAs at a temperature of 300K. The magnetic hysteresis loop
produced with decreasing field is shown in black in a) with its fit in blue. b) shows the
magnetic hysteresis loop with increasing field and its fit.
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Fig. A.16 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K, and K, for the first secondary 30nm
Fe;_,Ga, film grown on GaAs at a temperature of 300K. The magnetic hysteresis loop
produced with decreasing field is shown in black in a) with its fit in blue. b) shows the
magnetic hysteresis loop with increasing field and its fit.
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Fig. A.17 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for the first secondary
20nm Fe|_,Ga, film grown on GaAs at a temperature of 2K. The magnetic hysteresis loop
produced with decreasing field is shown in black in a) with its fit in blue. b) shows the
magnetic hysteresis loop with increasing field and its fit.
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Fig. A.18 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K,, for the first secondary
30nm Fej_,Ga, film grown on GaAs at a temperature of 2K. The magnetic hysteresis loop
produced with decreasing field is shown in black in a) with its fit in blue. b) shows the
magnetic hysteresis loop with increasing field and its fit.
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Fig. A.19 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for the second secondary
20nm Fe;_,Ga, film grown on GaAs at a temperature of 300K. The magnetic hysteresis
loop produced with decreasing field is shown in black in a) with its fit in blue. b) shows the
magnetic hysteresis loop with increasing field and its fit.
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Fig. A.20 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for the second secondary
30nm Fe;_,Ga, film grown on GaAs at 300K. The magnetic hysteresis loop produced with
decreasing field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis
loop with increasing field and its fit.
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Fig. A.21 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for the second secondary
20nm Fe;_,Ga, film grown on GaAs at 2K. The magnetic hysteresis loop produced with
decreasing field is shown in black in a) with its fit in blue. b) shows the magnetic hysteresis
loop with increasing field and its fit.
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Fig. A.22 Demonstration of the relation between simulated data and experimental data
collected using a SQUID magnetometer used to find K. and K, for the second secondary
30nm Fe;_,Ga, film grown on GaAs at a temperature of 2K. The magnetic hysteresis loop
produced with decreasing field is shown in black in a) with its fit in blue. b) shows the
magnetic hysteresis loop with increasing field and its fit.
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Appendix B

Transport measurement data
pre-processing procedure

The first task was to perform a correction to take into account the field offset due to the
persistent magnetisation of the iron core of the magnet. This was done by identifying the
switching events and then finding the average of these values which was assumed to be the
offset. This value was then subtracted from the field values for all the data points in the field
sweep, the results of this correction are shown in figure B.1.
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Fig. B.1 R,, field sweep data for the 10nm Fe;_,Ga, sample, S159, with (2.3+£0.01) x 10~%
strain once the field offset correction had been applied. The field sweeps when the field was

swept along the [100] direction are shown in blue whilst the measurement of Ry, when the
field was swept along the [010] direction is shown in red.
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The next process to be performed was a correction to the data in order to remove the
effects of temperature drift. This involved finding the mean of the first 8 and last 8 data points
in the scan and then assuming that the difference between these two values was entirely due
to a temperature drift which was linear with respect to time. In order to remove this effect
the difference between the two mean values was divided by the number of data points in the
field sweep to find a factor which was multiplied by the index of each data point and then

subtracted from the R,y value of that point. The result of this process is shown in figure B.2.
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Fig. B.2 R,y field sweep data for the 10nm Fe;_,Ga, sample, S159, with (2.3+£0.01) x 1074
strain once the linear correction had been applied. The field sweeps when the field was swept
along the [100] direction are shown in blue whilst the measurement of R,, when the field
was swept along the [010] direction is shown in red.

The next correction performed was designed to account for any out of plane Hall effect
due to the bar being canted relative to the direction of the field. This cant was due to a number
of combining factors, including the epoxy layer being uneven, the varnish layer holding the
transducer to the sample holder and an uneven etching during the back thinning process.
This cant leads to the introduction of a contribution to the resistance which is antisymmetric
with respect to the field. In order to correct for this a process known as symmetrisation was
used. This process involved viewing the hysteresis loops as four distinct quadrants. The first
division being to separate the loops for increasing and decreasing field. These two loops
were then separated into regions where field was positive and negative as demonstrated in
figure B.3.
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Bi+ve

Bl-v

Bt-ve

Fig. B.3 Demonstration of the four regimes used for the symmetrisation process. The loop
produced with increasing field is shown in blue and the loop produced by decreasing field is
shown in red.

Since the loops produced for increasing and decreasing field would be symmetrical in the
absence of a cant equations B.1 and B.2 were used to find the symeterised component for the
resistance measurements with field decreasing, Ry, ({+ve) and field increasing, Ry, (T+ve).

R(} +ve) +R(T —ve)
2

Ryym(1 +ve) = (B.1)

R(T +ve) +R(] —ve)

Rsym(T +V€) = )

(B.2)

These two symmetrised sections of the loop were then recombined in order to form up

and down loops which were entirely symmetrical as shown in figure B.4.
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Field (T)

Fig. B.4 R,y field sweep data for the 10nm Fe;_,Ga, sample, S159, with (2.3+£0.01) x 1074
strain. The field sweeps when the field was swept along the [100] direction are shown in a)
in which the blue line indicates the up loop and the green line indicates the down loop. The
R, measurement when the field was swept upwards along the [010] direction is shown in
black, downwards in the [010] is shown in red, upwards in the [100] direction is shown in
blue and downwards in the [100] direction is shown in green.

The next step was correcting for mixing of the longitudinal resistance into the measured
transverse resistance, hereafter referred to as the V,, correction once the symmetrisation
correction had been applied. This can arise due to an offset in the alignment of the voltage
probes as illustrated in figure B.5, or due to inhomogeniety of the resistivity tensor in the

region between the voltage probes.
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Fig. B.5 Figure showing the reasoning behind the V,, correction. Two arms of a hall bar
are shown with an exaggerated mismatch between the positions of the arms along the main
bar. This leads to a small R,, component being mixed into the Ry, measurement which is
corrected for using the Vi, correction. The current is indicated by the black arrow in the
bottom left of the diagram.

The correction took the form of equation B.3 in which « is a correction factor found by

the ratio of the mean R,, measurement and the mean R,, measurement.

S (B.3)

The result of this final correction is shown in figure B.6.
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Fig. B.6 R,, measurement taken as field was swept along the [100] axis, shown in blue for
the up sweep and green for the down sweep, and the [010] axis, shown in black for the
up sweep and red for the down sweep. Both the field sweeps are shown on the same axes
once all corrections have been performed. This measurement was taken with a strain of
(2.340.01) x 1074,



Appendix C

Fitting results for the transport data

This appendix shows the fits used to infer the results shown in the transport analysis in
chapter 4

C.1 Fits for the primary 10nm sample, S159

Fig. C.1 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with -30V applied to the transducer
corresponding to strain of [—1.383 x 10™*£7.47 x 10~7]. The cost of this fitis 3.390x 107!

1.0

0.5

M/M,

0.0 i

T T T, R — 5 10 15 20
HoH(mT)




260 Fitting results for the transport data

Fig. C.2 Fit used to find the values of K; and the domain wall energy of the transport loop
collected from the primary 10nm sample, S159, with -25V applied to the transducer corre-
sponding to strain of [—1.1525 x 10™% £6.23 x 10~7]. The cost of this fit is 9.031x 10~
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Fig. C.3 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with -20V applied to the transducer
corresponding to strain of [—0.922 x 10™*£4.98 x 10~7]. The cost of this fitis 4.375x 107!
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Fig. C.4 Fit used to find the values of K; and the domain wall energy of the transport loop
collected from the primary 10nm sample, S159, with -15V applied to the transducer corre-
sponding to strain of [—0.6915 x 10~% £3.73 x 10~7]. The cost of this fit is 8.607x 107!,
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Fig. C.5 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with -10V applied to the transducer
corresponding to strain of [—0.461 x 10™*£2.49 x 10~7]. The cost of this fitis 6.393x 107!
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Fig. C.6 Fit used to find the values of K; and the domain wall energy of the transport loop
collected from the primary 10nm sample, S159, with -5V applied to the transducer corre-
sponding to strain of [—0.2305 x 10™% £ 1.25 x 10~7]. The cost of this fit is 4.980x 107!,
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Fig. C.7 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with OV applied to the transducer
corresponding to strain of 0. The cost of this fit is 2.883x 107!,
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Fig. C.8 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 5V applied to the transducer
corresponding to strain of [0.231 x 10™%41.24 x 10~7]. The cost of this fit is 1.593x 107!
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Fig. C.9 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 10V applied to the transducer
corresponding to strain of [0.461 x 10™%42.49 x 10~7]. The cost of this fit is 1.227x 107!,
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Fig. C.10 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 15V applied to the transducer
corresponding to strain of [0.6915 x 10~*4-3.73 x 10~7]. The cost of this fit is 0.525x 107!
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Fig. C.11 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 20V applied to the transducer
corresponding to strain of [0.922 x 10™%4+4.98 x 10~7]. The cost of this fit is 0.350x 107!
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Fig. C.12 Fit used to find the values of K, and the domain wall energy of the transport loop
collected from the primary 10nm sample, S159, with 25V applied to the transducer corre-
sponding to strain of [1.1525 x 104 0.00624 x 10~7]. The cost of this fit is 0.225x 107!,
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Fig. C.13 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 30V applied to the transducer
corresponding to strain of [1.383 x 10™%47.47 x 10~7]. The cost of this fit is 0.475x 107!
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Fig. C.14 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 35V applied to the transducer
corresponding to strain of [1.6135 x 10~*4:8.72 x 10~7]. The cost of this fit is 0.496x 107!
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Fig. C.15 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 40V applied to the transducer
corresponding to strain of [1.844 x 107%49.96 x 10~7]. The cost of this fit is 0.176x 107!
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Fig. C.16 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 45V applied to the transducer
corresponding to strain of [2.0745 x 10~*4-1.12 x 107%]. The cost of this fit is 0.544 x 107!
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Fig. C.17 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the primary 10nm sample, S159, with 50V applied to the transducer
corresponding to strain of [2.305 x 10™% 4 1.25 x 107°]. The cost of this fit is 0.2277x 107!
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C.2 Fits for the primary 20nm sample, S219

Fig. C.18 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with -30V applied to the transducer
corresponding to strain of [—0.881 x 10™* £ 1.23 x 10~7]. The cost of this fitis 6.578 x 107!
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Fig. C.19 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with -20V applied to the transducer
corresponding to strain of [—0.587 x 10~* £8.2 x 1073]. The cost of this fit is 4.100x 107!
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Fig. C.20 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with -10V applied to the transducer
corresponding to strain of [—0.294 x 10~ 4 x 107°]. The cost of this fit is 2.242x 107!,
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Fig. C.21 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with OV applied to the transducer
corresponding to strain of 0. The cost of this fit is 0.407x 107!,
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Fig. C.22 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with 10V applied to the transducer
corresponding to strain of [0.2936 x 10~*4-4.1 x 1078]. The cost of this fit is 0.450x 107!
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Fig. C.23 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with 20V applied to the transducer
corresponding to strain of [0.5872 x 10~*48.2 x 1078]. The cost of this fit is 0.525x 107!
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Fig. C.24 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with 30V applied to the transducer
corresponding to strain of [0.881 x 10™%41.23 x 10~7]. The cost of this fit is 0.450x 107!,
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Fig. C.25 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with 40V applied to the transducer
corresponding to strain of [1.174 x 10™% 4 1.64 x 10~7]. The cost of this fit is 0.375x 107!
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Fig. C.26 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the primary 20nm sample, S219, with 50V applied to the transducer
corresponding to strain of [1.468 x 10™%42.05 x 10~7]. The cost of this fit is 0.375x 107!
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C.3 Fits for the secondary 20nm sample, S411

Fig. C.27 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with -30V applied to the transducer
corresponding to strain of [—2.535 x 10™* £3.34 x 107%]. The cost of this fitis 3.171x 107!

1.0

0.5

0.0

M/M,

R T Ty R — 5 10 15 20
HoH(mT)




274 Fitting results for the transport data

Fig. C.28 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with -20V applied to the transducer
corresponding to strain of [—1.69 x 10™* £2.23 x 107%]. The cost of this fit is 8.081x 107!
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Fig. C.29 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with -10V applied to the transducer
corresponding to strain of [—0.85 x 10™* £ 1.11 x 107%]. The cost of this fit is 7.252x 107!
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Fig. C.30 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with OV applied to the transducer
corresponding to strain of 0. The cost of this fit is 1.667x 107!,
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Fig. C.31 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with 10V applied to the transducer
corresponding to strain of [0.845 x 10™% 4 1.11 x 107%]. The cost of this fit is 0.248x 107!
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Fig. C.32 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with 20V applied to the transducer
corresponding to strain of [1.69 x 107 4-2.23 x 107°]. The cost of this fit is 0.259x 107!
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Fig. C.33 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with 30V applied to the transducer
corresponding to strain of [2.54 x 107 4-3.34 x 107°]. The cost of this fit is 0.167x 107!
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Fig. C.34 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with 40V applied to the transducer
corresponding to strain of [3.38 x 1074 4-4.46 x 107°]. The cost of this fit is 0.252x 107!
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Fig. C.35 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 20nm sample, S411, with 50V applied to the transducer
corresponding to strain of [4.225 x 10™%+5.57 x 107%]. The cost of this fit is 0.093x 107!,

1.0

0.5

0.0 \

M/M,

1% s A0 5

0
HoH(mT)



278 Fitting results for the transport data

C.4 Fits for the secondary 30nm sample, S410

Fig. C.36 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with -30V applied to the transducer
corresponding to strain of [—1.56 x 10746.07 & x 107>]. The cost of this fitis 11.589x 107!
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Fig. C.37 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with -25V applied to the transducer
corresponding to strain of [—1.30 x 10~*£5.06 x 107>]. The cost of this fit is 10.407 x 107!
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Fig. C.38 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with -20V applied to the transducer
corresponding to strain of [—1.04 x 10~*£4.05 x 107>]. The cost of this fitis 14.166x 107!
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Fig. C.39 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with -15V applied to the transducer
corresponding to strain of [—0.78 x 10~*=£3.04 x 107>]. The cost of this fitis 11.752x 107!
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Fig. C.40 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with -10V applied to the transducer
corresponding to strain of [—0.52 x 10~*£2.02 x 107>]. The cost of this fitis 12.170x 107!
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Fig. C.41 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with -5V applied to the transducer
corresponding to strain of [—0.26 x 10™% 4 1.01 x 1073]. The cost of this fit is 6.415x 107!,
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Fig. C.42 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with OV applied to the transducer
corresponding to strain of 0. The cost of this fit is 12.089x 107!,
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Fig. C.43 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 5V applied to the transducer
corresponding to strain of [0.26 x 10744 1.01 x 107°]. The cost of this fit is 4.511x 107!
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Fig. C.44 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 10V applied to the transducer
corresponding to strain of [0.52 x 107 4:2.02 x 107°]. The cost of this fit is 3.674x 107!
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Fig. C.45 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 15V applied to the transducer
corresponding to strain of [0.78 x 107 4-3.04 x 107>]. The cost of this fit is 0.011x 107!,
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Fig. C.46 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 20V applied to the transducer
corresponding to strain of [1.04 x 104 4-4.05 x 107>]. The cost of this fit is 0.178 x 107!
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Fig. C.47 Fit used to find the values of K; and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 25V applied to the transducer
corresponding to strain of [1.30 x 107 4-5.06 x 107>]. The cost of this fit is 0.496x 107!
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Fig. C.48 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 30V applied to the transducer
corresponding to strain of [1.56 x 1074 46.07 x 107>]. The cost of this fit is 0.333x 107!
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Fig. C.49 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 35V applied to the transducer
corresponding to strain of [1.82 x 1074 4-7.08 x 10~]. The cost of this fit is 0.167x 107!
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Fig. C.50 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 40V applied to the transducer
corresponding to strain of [2.08 x 107 4-8.10 x 107>]. The cost of this fit is 0.166x 107!
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Fig. C.51 Fit used to find the values of K and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 45V applied to the transducer
corresponding to strain of [2.34 x 1074 4-9.11 x 107]. The cost of this fit is 0.415x 107!
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Fig. C.52 Fit used to find the values of Ky and the domain wall energy of the transport
loop collected from the secondary 30nm sample, S410, with 50V applied to the transducer
corresponding to strain of [2.60 x 10™* £1.012 x 10~*]. The cost of this fit is 0.410x 107!
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Appendix D

Time resolved simulations consistency
checks

The results of various simulations used to check the effects of altering the angle of incidence

of the magnetic field pulse and the chirality of the magnetic vortex state are detailed here.
In order to check for further asymmetries in the results of the simulations the y component

of the magnetisation with the uniaxial anisotropy included was subjected to the same 3D

Fourier transform process, the results of which are shown in figure D.1.
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Fig. D.1 Fourier transformation heat maps for the magnetisation of a 500nm square in the
y direction when a magnetic field pulse of 1mT was used to excite the system. Shown are
the heatmaps with windows of 200MHz and central frequencies of a) 300MHz, b) SGHz, c¢)
6.5GHz and d) 12.3GHz.

This shows that the simulations display 90° symmetry meaning that the y component
of the magnetisation behaves exactly the same as the x-component. We would expect this
since the cubic anisotropy lies in both the x and the y directions making the two directions
symmetrical. We are also looking at the same waves we saw in figure 6.19 meaning we
would not expect any asymmetry.

In order to test whether any anisotropy was introduced by changing the orientation of the
exciting magnetic field pulse the magnitude of the pulse was reversed to act in the negative
[010] direction. The results of this test are shown in figure D.2.
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Fig. D.2 Fourier transform profile of the x component of magnetisation of a 500nm square
when subjected to a a)-1mT and b)-25mT exciting pulse in the [010] direction.

The frequency profile is identical as the frequency profile produced when a positive
magnetic field pulse was used to excite motion and this pattern continued into the spatial
frequency maps of the samples shown in figure D.3.
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Fig. D.3 Fourier transformation heat maps for the magnetisation of a 500nm square in the
x direction when a magnetic field pulse of -1mT was used to excite the system. Shown are
the heatmaps with windows of 200MHz and central frequencies of a) 300MHz, b) SGHz, ¢)
6.5GHz and d) 12.3GHz.

This produced the same results as our initial simulations indicating reflective symmetry
so the pulse was applied in the [100] direction in order to investigate the 90° symmetry of
the system, the results are shown in figure D.4.
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Fig. D.4 Fourier transformation heat maps for the magnetisation of a 500nm square in the
x direction when a magnetic field pulse of 1mT applied in the [100] direction was used to
excite the system. Shown are the heatmaps with windows of 200MHz and central frequencies
of a) 300MHz, b) 5GHz, ¢) 6.5GHz and d) 12.3GHz.

The magnetic field pulses applied in the [100] direction produced identical results as
found when the pulse was applied in the [010] direction indicating 90° symmetry. Reversal of
the chirality of the domain pattern was also studied in order to investigate the chiral symmetry
of the system. Initial magnetisation for this simulation is shown in figure D.5.
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Fig. D.5 Starting magnetisation for simulation with the magnetisation reversed. The arrows
indicate the direction of the magnetisation and the colours are set to indicate the colours
shown in the images of the simulation in progress.

This led to the oscillatory modes behaving as previously measured as shown in figure

D.6 indicating the system exhibits chiral symmetry.
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Fig. D.6 Fourier transformation heat maps for the magnetisation of a 500nm square in the x
direction when a magnetic field pulse of 1mT in the [010] direction was used to excite the
system. The initial magnetisation was reversed with respect to the starting magnetisation
used to produce the simulations performed to produce the heatmaps shown in figures 6.19,
D.1, D.3 and D.4. Shown are the heatmaps with windows of 200MHz and central frequencies
of a) 300MHz, b) 5GHz, ¢) 6.5GHz and d) 12.3GHz.






Appendix E

Core finding program

In order to track the way cores moved over the course of a given video two programs had
to be produced. The first was a program to find the cores within any given image and the
second was a program designed to track their location as they moved in time. The cores were
found by first of all finding the Sobel operator of the image in x and y. The result shows the
areas in which there are large transitions in the intensity of the image. An example of the
Sobel operator is shown in figure E.1.
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Fig. E.1 Demonstration of the Sobel operator. Shown in a) is the domain structure of a
500nm square in which the x component of the magnetisation is demonstrated with red
being left to right and blue being right to left. The Sobel operator has been applied in the
x direction in b) and in the y direction in c). Panel d) shows the magnitude of the Sobel

operator demonstrating the high magnitude of the core in contrast to the Sobel magnitude of
the domain walls.
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By using the Sobel operator we can detect only the cores since whilst the domain walls
are areas of high contrast in intensity the contrast is unidirectional. The Sobel operator
overcomes this problem since the cores exhibit much higher intensity since the contrast
is in multiple directions. The cores now show up as areas of high intensity but some of
these areas contain multiple pixels which would read as multiple cores in close proximity
if we were to simply locate the high intensity pixels. In order to avoid this we use a cluster
finding process of increasing squares. This method was chosen since it does not require
any human intervention beyond setting what counts as a point, other clustering procedures
need to know in advance how many clusters they’re looking for or else how dense a cluster
needs to be before it can be considered such. The method of increasing squares avoids these
problems however it is weak in data sets with overlapping clusters, this will not be a problem
in analysing our data however.

First a list of all the high intensity pixels is complied. The first element of this list is then
considered a ’core’ object and a box is drawn around it 1 pixel in every direction meaning
it is surrounded by a 9 pixel box. If these 9 pixels addresses appear in our list of the high
intensity pixels that pixel is said to be part of the core and is moved from the list of high
intensity pixels and onto a list of pixels within this core. The box is then redrawn with a
width 2 pixels larger than the one before it. If the new box contains more high intensity
pixels than the one before it then the box grows again and the check is repeated. If however
the new box contains no more pixels than the box which preceded it the core is defined as
containing the pixels already found and the box stops growing, this core is then added to a
list of cores. These ’core’ objects hold the upper and lower limits of the x and y positions of
the pixels within them, the mean position of the high intensity pixels within them, the total
volume of the core and finally the time step of the frame in which the core was captured (this
will gain relevance when we track the cores over time). The program then moves to the next
high intensity pixel in its high intensity pixel list and repeats the operation until all the high

intensity pixels have been assigned to cores. This process is illustrated in figure E.2.
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Fig. E.2 Demonstration of the increasing squares methods of tracking clusters. in a) a high
intensity pixel has been identified and a square has been drawn around it. In b) the square
has expanded to 1 square from the central pixel in every direction. In c) the square has
expanded again by another square in every direction. The intensity need to count as a high
intensity pixel is set by the user so the yellow squares may or may not count as high intensity
pixels depending on the user’s preference. In this example the yellow squares are not intense
enough to be counted. Finally in d) the square contains no more squares than the square in ¢)
so the cluster is said to include only the squares within the square and the core is added to
the list of cores. The program will now move onto the next high intensity pixel not identified
as part of a pre-existing core.
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The cores were then tracked as a function of time as they moved throughout the simulation.
This was done by breaking the problem down and tracking the core’s movements from
frame to frame. In order to describe this process we will look at two images which occur
consecutively. We will refer to these images as frame 1 and frame 2. The difference in
location between each core in frame 1 and each core in frame 2 is found by equation E.1 in
which the distance between the cores is RMSD. The core in frame 1 in equation E.1 is at the

position (x1,y;) and the core in frame 2 is at position (x,y7).

RMSD = \/(XQ—xl)z—l—(yz—yl)z (E.1)

The program then looks for the frame 1 core, frame 2 core pairing that produces the
lowest RMSD between the two cores, if this distance is lower than some pre-set upper limit
then the core in frame 2 is defined as the core in frame one after one timestep has elapsed.
The position of the core in frame 2 is added to the list of positions of core 1. If there are
no cores within the upper limit of the core in frame 1 then it is assumed that the core has
decayed and the tracking for that core is ended. If there are multiple cores equidistant from
the core in frame 1 then the core is assumed to have split. The list of previous core objects is
duplicated and the cores in frame 2 are added to both lists. This process is then repeated for
all the frames in the sequence in order to track the movement of the cores over time. The
process of finding the distance between the cores from one frame to the next is demonstrated
in figure E.3.
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Fig. E.3 Demonstration of the core tracking procedure. Shown in red are the cores in frame 1
and shown in blue are the cores in frame 2. The black lines represent the distance between
the core in frame 1 at (a), these line will be drawn for each of the cores in frame 1 in turn so
that the progress of each core can be monitored. Shown at (b) is an instance where a core in
frame 1 has split into two cores in frame 2. In this instance the list tracking the core in frame
1 will be duplicated so that the core tracking for the two new cores can continue. The core in
frame 1 at (c) has died. The list tracking its progress will cease to be appended to in frames 2
onwards. If the a core appears in the region with a timeframe defined by the user later in the
simulation the tracking will continue as before.
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