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ABSTRACT 

This thesis reports an investigation of deep level defects in narrow bandgap 

semiconductors, namely GaAs and GaAsN, and wide-gap GaN materials and 

devices that have potential applications in photovoltaics and betavoltaic 

microbatteries. Indeed, for such applications it is of paramount importance to 

determine the characteristics of the defects present in the materials, which will help 

understand their effects on the quality of the materials and the performance of 

devices. In particular, the investigation is done on: (i) a set of GaAs (311)A solar 

cell structures gown by molecular beam  epitaxy (MBE); (ii) dilute GaAsN epitaxial 

layers containing different nitrogen concentrations grown by MBE; and (iii) 

betavoltaic microbattery based on a GaN p–i–n homojunction structures grown by 

metal-organic vapour phase epitaxy (MOVPE) technique using current-voltage (I-

V), capacitance-voltage (C-V), deep level transient spectroscopy (DLTS), and 

Laplace DLTS measurements.  

The results of this study show that the defects affected significantly the electrical 

properties of different advanced semiconductor structures and devices. In 

particular, InGaAs Quantum Wires (QWr) Intermediate Band Solar Cells based 

nanostructures grown by MBE were studied. The DLTS and Laplace DLTS results 

showed that the efficiency measurements and external quantum efficiency (EQE) 

at different temperatures correlated with the appearance of defect peaks in QWr 

devices in the same temperature ranges. Additionally, this thesis reports the effect 

of a high dose of gamma (γ-) irradiation on MBE grown dilute GaAsN epilayers 

with nitrogen concentrations ranging from 0.2 to 1.2% with post-irradiation 

stability. The DLTS measurements revealed that after irradiation the number of 
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traps either decreased, remained constant, or new traps are created depending on 

the concentration of nitrogen. Moreover, this thesis reports the effect of beta 

particle irradiation on the electrical properties of a betavoltaic microbattery based 

on a GaN p–i–n homojunction with 200 nm and 600 nm thicknesses of undoped 

layer (i-GaN). The experimental studies demonstrate that, only the sample with 

thinner i-GaN layer shows the creation of new shallow donor traps upon irradiation 

on the p-side of the p-i-n junction. While the sample with thicker i-GaN is more 

resistant to irradiation. 
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CHAPTER 1: INTRODUCTION 

1.1 INTRODUCTION 

After the invention of the transistor, a revolution in semiconductor materials 

followed. This revolution has dramatically changed the electronics and 

optoelectronic industries.  

Gallium arsenide (GaAs), a III–V compound semiconductor, has versatile 

properties which have made it a strong potential candidate for semiconductor-based 

technology. For example, this compound has a direct bandgap of 1.42 eV at room 

temperature with a direct bandgap nature and high carrier mobility which are 

prerequisites for a wide range of applications in the sector of optoelectronic and 

photovoltaic devices. For example, single and multi-junction solar cells [1] using 

GaAs semiconductor material have achieved record efficiencies of ~40%. For 

space applications, it has become very important to enhance further the 

performance of GaAs-based solar cells. One approach is to use semiconductor 

nanostructures, such as In(Ga)As Quantum dots (QDs) and quantum wires 

(QWRs), to implement what are called GaAs-based intermediate band solar cells 

(IBSC) [2-4] in order to enhance the solar efficiency. The main principle of these 

cells is to introduce one or more electronic bands (called intermediate bands or 

levels) inside the main bandgap of a conventional semiconductor. In this case, these 

nanostructures introduce additional energy bands that allow more absorptions, 

which in turn cause an increase of the short circuit current. However, it is found 

that for example the incorporation of QDs causes a reduction of the photoelectrical 

conversion efficiency of QD IBSC as a result of the formation of strain and 

resulting dislocations which lead to the deterioration of the open-circuit voltage, 
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Voc [5-7]. Fig. 1.1 shows the bandgaps of the most common semiconductors with 

their lattice constants. 
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Fig. 1.1. Bandgaps of selected semiconductors as a function of lattice constant. The 

dashed line represents the effect of adding N into GaAs. 

 

Another property of GaAs is that the bandgap energy of this material can be tuned 

by introducing a small fraction of nitrogen. This leads to the formation of dilute 

nitride GaAsN, a ternary III-V compound semiconductor. In particular, Kondow et 

al. [8] have found that when a small amount of nitrogen (N <4%) was incorporated 

into GaAs, dilute nitride GaAsN showed a smaller bandgap than GaAs.  The 

reduction was approximately 0.1 eV for each percent of N in the alloy. Fig. 1.1 

shows schematically this enormous bandgap bowing where the dashed line 

represents the bandgap bowing due to incorporation of N into GaAs. Therefore, 

GaAsN is a promising material for a wide variety of optoelectronic applications, 
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such as long wavelength lasers, high-efficiency photovoltaic devices, and optical 

amplifiers [9].  

Gallium nitride (GaN), is another type of a III–V compound semiconductor which 

has a wide bandgap of 3.4 eV.  Due to its wide bandgap this compound is 

considered as a promising candidate for durable devices in extreme environmental 

conditions such as high temperatures and voltages [10], and therefore it is a good 

choice for high power applications. Hence, the GaN industry has embarked on its 

journey in the micro-electro-mechanical system (MEMS) technology which 

requires small size and higher energy density power supplies to drive these devices. 

In addition, these power supplies need to be insensitive to climate and temperature 

changes, and should have long life time for long-term applications. GaN betavoltaic 

microbattery, which uses β-radiation, is one type of nuclear microbatteries that is 

considered to be a promising technology to satisfy the above requirements of the 

MEMS power supplies [11].  

One of the fascinating technologically useful features of semiconductors is the 

possibility of changing their electronic and photonic properties by introducing 

small amounts of impurities in them. This process is known as doping. However, 

in reality semiconductors possess a wide range of intrinsic and extrinsic defects 

[20]. Defects introduce deep levels in the bandgap of semiconductors and have 

detrimental effects on the performance of the devices since they act as efficient 

recombination centres. Thus, great research efforts have been put towards 

understanding, improving and controlling the perfection of semiconductor crystals. 

Deep level transient spectroscopy (DLTS) is one of the most powerful technique 

used for characterising and identifying deep levels defects. Specifically, 
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fundamental defect parameters such as activation energy, capture cross-section and 

average concentration can be obtained from DLTS measurements [21].   

The study presented in this thesis relates to the characterization of a range of 

different semiconductor materials systems namely GaAs, GaAsN and GaN which 

can be used in different applications such as photovoltaic devices and betavoltaic 

microbattery. Indeed, for such applications it is of paramount importance to 

determine the characteristics of the defects present in the materials, which will help 

understand their effects on the quality of the materials and the performance of 

devices. 

 

1.2 MOTIVATION 

The electrically active defects play a tremendous role in electronic and 

optoelectronic devices. The main motivation of this thesis is to study the electrical 

active defects present in different semiconductors systems and devices, and 

investigate their effects on the electrical properties using current-voltage (I-V), 

capacitance- voltage (C-V), DLTS, and Laplace DLTS methods.  

I-V, C-V, conventional DLTS and Laplace DLTS characterisation techniques are 

applied to study the electrically active defects in GaAs p-n junctions, GaAs p-i-n 

junctions, undoped GaAs p-i-n diodes with one dimensional InGaAs quantum 

wires, and n-type Si 𝛿- doped GaAs p-i-n diodes with one dimensional InGaAs 

quantum wires solar cell structures in order to understand the physical phenomena 

that affect the conversion efficiency. Additionally, the same methods are used to 

investigate the effect of a high dose of γ-irradiation on post-irradiation stability of 

dilute GaAsN samples with nitrogen concentrations ranging from 0.2 to 1.2%. 

Moreover, I-V, C-V and DLTS are used to examine the radiation damage of β-
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particles in GaN p–i–n homojunction structures with undoped intrinsic layers (i-

GaN) having thicknesses of 200 nm and 600 nm and their effect in the creation of 

both shallow and deep energy level defects.  

 

1.3 SCHEME OF THE THESIS  

This thesis is organised as follows: 

Chapter 1 covers the research motivations and structure of the thesis. 

Chapter 2 describes the fundamental concepts of semiconductors, crystal structure, 

the principles of heterostructure devices and quantum confinement. The properties 

of GaAs, GaAsN and GaN materials are covered in this chapter. 

Chapter 3 gives information on the crystal defects and theoretical background of 

carrier kinetics. 

Chapter 4 describes the experimental techniques used in this thesis including 

DLTS, Laplace DLTS, and solar cell and betavoltaic battery efficiencies. The 

hardware and software required to implement these methods are also presented. 

Chapter 5 lists the samples used in this thesis and presents briefly the details of 

the measurements set up.    

Chapter 6 discusses the effect of electrically active defects on the electrical 

properties of a set of GaAs (311)A solar cell structures grown by Molecular Beam 

Epitaxy (MBE) using I-V, C-V, DLTS and Laplace DLTS measurements. 

Chapter 7 presents the effect of gamma (γ-) irradiation on the electrical properties 

of dilute GaAsN epilayers having nitrogen concentrations ranging from 0.2 to 

1.2%. 

Chapter 8 describes the effect of beta particles irradiation on the electrical 

properties of betavoltaic microbattery based on a GaN p–i–n homojunction 
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structure with the undoped layer (i-GaN) having thicknesses of 200 nm and 600 

nm. 

Chapter 9 gives an overall summary of the research work carried out in this thesis 

and offer suggestions for future work.  
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CHAPTER 2: FUNDAMENTAL CONCEPTS OF 

SEMICONDUCTORS 

The fundamental properties of semiconductors are described in this chapter 

including crystal structures, energy gaps, direct and indirect energy gaps, 

temperature dependent energy gaps, quantum confinement and density of states. 

Heterostructures and their properties such as lattice mismatch, atom size and 

electronegativity and band alignment are also discussed. Some general properties 

of GaAs, dilutes GaAsN, and GaN are also presented.  

 

2.1 SEMICONDUCTORS 

During recent decades, semiconductors have become the heart of modern 

electronics and optoelectronics because they essentially serve as the basic building 

materials used to construct numerous electronic components in electrical and 

optical devices [1]. Good examples of these devices are computers (memories, 

CPUs), optical storage media (lasers for CDs and DVDs), communication 

infrastructure (laser and photo-detectors for optical-fiber technology), high 

efficiency solar cells , displays (thin film transistors, LEDs), projection (laser 

diodes), general lighting (LEDs) [2] etc. On the whole, semiconductor materials 

continue to be an attractive topic for fundamental research. 

A semiconductor is a material whose electrical conductivity lies in between that of 

an insulator and a good conductor. It is normally defined as the material that has an 

electrical resistivity in the range of 10-2 to 109 Ω.cm. Semiconductors are classified 

into elementary and compound semiconductors.  An elementary semiconductor is 

made of only one element such as Si and Ge which belong to group IV elements of 
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the periodic table, while compound semiconductors are made of two or more than 

two elements from the periodic table such as elements from the groups III and V, 

and II and VI. Compound semiconductors which are made by two elements are 

known as binary compounds. A good example of these are GaAs and GaN. Those 

which have three elements are known as ternary compounds such as InGaAs and 

GaAsN. 

 

2.1.1 UNDOPED AND DOPED SEMICONDUCTORS 

Semiconductor materials also can be classified based on their type of doping. For 

example a pure semiconductor is known as an intrinsic or undoped semiconductor. 

This type of semiconductor is normally made of elemental (e.g. Si) or binary 

compound semiconductors (e.g. GaAs). Intrinsic semiconductors, which are 

considered to be very pure, have an insignificant amount of impurities that could 

affect their electrical properties. Alternatively, a pure semiconductor can also be 

defined as one in which the number of electrons in the conduction band is equal to 

the number of holes in the valence band. At zero absolute temperature, the intrinsic 

semiconductor behaves as an insulator because the valence band is completely 

filled and the conduction band is completely empty and hence there is no flow of 

free charge carriers to contribute to its conductivity. However, if a thermal or photo 

excitation is applied the conductivity of this type of semiconductor will increase.  

In semiconductor materials the process of introducing small amounts of impurity 

atoms into a pure semiconductor is known as doping. When a semiconductor is 

doped with other atoms, it is called extrinsic or impurity semiconductor. In 

particular, when excess number of electrons are introduced by the dopant atoms, 

these create an n-type semiconductor. For example, in n-type doping process, a 
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pentavalent impurity material (group V in the periodic table) like As is added to 

pure Si. Si has four electrons in its outer electronic shell while As has five electrons. 

As a result of this, four electrons in As form bonds with the surrounding silicon 

atoms leaving one electron free for n type conduction. Similarly, when a trivalent 

impurity material (group III in the periodic table) like boron is added to a pure Si, 

the three valence electrons of boron atom form covalent bonds with four 

surrounding Si atoms leaving one hole free for p type conduction. When the dopant 

atoms produce an excess number of holes they create a p-type semiconductor.  

 

2.2 CRYSTAL STRUCTURES AND PROPERTIES 

The crystal structure plays an important role in the performance of semiconductor 

devices. In these materials the crystal structure depends on the arrangement of the 

atoms in the crystals. 

 

2.2.1 CRYSTAL STRUCTUREs 

The ideal crystal structure is composed of a unit cell, which includes a set of atoms 

arranged in an infinite periodically repetitive arrangement. Crystal structures can 

be found in different forms. Fig. 2.1 shows some examples of these structures, 

namely, simple cubic (sc), body-centred cubic (bcc), and face-centred cubic (fcc). 

The cubic lattice is the simplest crystal structure in which atoms are located at each 

corner of the cube (Fig. 2.1 (a)). The body centred cubic (bcc) lattice has atoms 

located at each corner of the cube and one atom at the centre of the cube as 

illustrated in Fig. 2.1 (b), while, as shown in Fig. 2.1 (c), in the face centred cubic 

lattice one atom is located at the centre of each face of the cube beside to the atoms 

located at each corner of the cube. 
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Fig. 2.1. Crystal structure of (a) simple cubic lattice (b) body centred cubic lattice 

and (c) face centred cubic lattice. 

 

Diamond (Fig. 2.2 (a)) and zincblende structures (Fig. 2.2 (b)) are other most 

important crystal structure types in semiconductors.  Each atom in these structures 

has covalent bonds with four neighbouring atoms of a regular tetrahedron and can 

be considered as two interpenetrating fcc lattices. All the sites in the diamond 

structure are occupied by the same kind of atoms. While the sites in the zincblende 

are occupied by two different types of atoms. Si, Ge and C elemental 

semiconductors are good examples of diamond structures, while GaAs, GaP, and 

InAs III-V compound semiconductors are good examples of zincblende structures. 

                                                                                                                

(a) (b) (c) 
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Fig. 2.2. Illustration of (a) diamond structure for Si where both types of atomic sites 

are occupied by Si and (b) zincblende structure for GaAs where the sites are 

occupied by Ga and As atoms, a is the lattice constant [3]. 

 

In order to fabricate semiconductor devices, information about the orientation of 

the semiconductor crystal and the properties of its surface are needed. Thus the 

Miller indices of a plane are generally used to get the information about the 

orientation of a semiconductor crystal. The Miller indices are determined by using 

three primitive basis vectors a, b, and c to describe the crystalline solid along the 

(x, y, z) directions.  Fig. 2.3 illustrates an example of a plane with Miller indices 

(3, 2, 2). 

 

a 

Silicon Atom 

a 

Gallium Atom 

Arsenic Atom 

(a) (b) 
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Fig. 2.3. Illustration of a plane having Miller indices (322). 

 

For any choice of position vector R, the crystal structure remains the same. Thus 

the translation vector R is defined as 

𝑹 = 𝑝𝒂 + 𝑞𝒃 + 𝑟𝒄                    (2.1) 

where p, q and r are integers.  

The relation between the reciprocal lattice basis vectors (𝒂∗, 𝒃∗, and 𝒄∗) and the 

primitive vectors (a, b, and c) can be given as 

𝒂∗ = 𝟐𝝅 [
(𝒃×𝒄)

𝒂.(𝒃×𝒄)
]                       (2.2) 

𝒃∗ = 𝟐𝝅 [
(𝒂×𝒄)

𝒂.(𝒃×𝒄)
]                       (2.3) 

𝒄∗ = 𝟐𝝅 [
(𝒂×𝒃)

𝒂.(𝒃×𝒄)
]                       (2.4) 

where 𝒂∗. 𝒂 = 2𝜋 and 𝒂. 𝒃∗ = 0  and so on. 

The denominators in the above equations are the same because 𝒂. (𝒃×𝒄) =

𝒃. (𝒄×𝒂) = 𝒄. (𝒂×𝒃) and represent the volume enclosed by the vectors (𝒂, 𝒃, 𝒄). 

The reciprocal lattice vector, G can be defined as 

𝐺 = ℎ 𝒂∗ + 𝒌 𝒃∗ + 𝑙 𝒄∗              (2.5) 

where h, k, l are integers. 

The relationship between reciprocal lattice (G) and direct lattice (R) is given by 

z 

2 
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𝑮 ∙ 𝑹 = 2𝜋×integer                (2.6) 

 

2.2.2 ENERGY BANDGAPS 

In solid-state physics, the energy difference between the top of the valence band 

(VB) and the bottom of the conduction band (CB) is defined as the energy gap (Eg) 

or bandgap as illustrated in Fig. 2.4. Materials can be classified into three types 

depending on their energy gap, namely insulators, semiconductors and metals. In 

particular, Eg in metals is ~0 eV. While in semiconductors Eg is in the range ~0.17 

eV (InSb) to ~ 6 eV (AlN) and in insulators Eg is very high (e.g. Eg > ~6 eV).  

 

 

Fig. 2.4. Energy bands diagram of a semiconductor. 

 

The band gap of a semiconductor is typically represented by the energy-wave 

vector (E-k) relationship as illustrated in Fig. 2.5.  At k=0 the minima of conduction 

band and maxima of valence band have approximately parabolic shapes and their 

energy are given by 

𝐸𝑐 = 𝐸𝑔 +
ℎ2𝑘2

8𝜋2𝑚𝑒
∗  , 𝐸𝑣 = −

ℎ2𝑘2

8𝜋2𝑚ℎ
∗           (2.7) 

where 𝐸𝑐  and 𝐸𝑣 are the energy of conduction and valence bands, respectively. h, 

k, 𝑚𝑒
∗  and 𝑚ℎ

∗  are Plank’s constant, Boltzmann constant, effective masses of 

electron and hole, respectively. At very low temperature (~0 K) the electrons in the 

valence band do not have enough energy to be excited to the conduction band and 

Eg 

EC 

EV 
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thus they are confined in the valence band. As a result of this an intrinsic 

semiconductor behaves as an insulator at this low temperature.  

 

2.2.3 DIRECT AND INDIRECT ENERGY BANDGAPS 

In semiconductor physics, the band gap of a semiconductor can be classified into a 

direct band gap or an indirect band gap. This classification is based on the position 

of the top of the valence band and the bottom of the conduction band with respect 

to the wave vector (k). In a direct band gap semiconductor, the top of the valence 

band and the bottom of the conduction band take place at the same value of 

momentum, i.e. k=0. Whereas, in an indirect band gap semiconductor, these two 

bands take place at different values of momentum. GaAs and Si are the most 

common direct and indirect semiconductors, respectively. Fig. 2.5 illustrates the E 

(k) relationship of these two semiconductors. 

 

 

Fig. 2.5. Energy-band structures of (a) Si that has an indirect band gap and (b) GaAs 

that has a direct band gap [3]. The full and open circles represent electrons and 

holes, respectively. 
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2.2.4 TEMPERATURE DEPENDENT ENERGY BANDGAPS 

In semiconductor materials, when the temperature increases, the energy bandgap 

decreases. In fact, when the temperature is increased, the thermal vibrational energy 

of the atoms and the amplitude of the atomic vibrations increase. Consequently, the 

interatomic spacing increases which leads to a reduction of the potential seen by 

electrons in the material. As a result of this the size of the energy gap is reduced. 

The empirical relationship for the temperature dependence of energy band 

gap 𝐸𝑔(𝑇) was formulated by Varshni [4] and it is given by 

𝐸𝑔(𝑇) = 𝐸𝑔(0) −
𝛼𝑇2

𝛽
                  (2.8) 

where 𝐸𝑔(0) is the energy bandgap at 0 K, and α and β represent empirical 

parameters associated with the material. These empirical parameters are listed for 

GaAs, GaAsN with N=2.97% and GaN in Table 2.1.  

Table 2.1. Empirical parameters for temperature dependency of GaAs, GaAsN and 

GaN bandgaps. 

Parameter GaAs [5] GaAsN (N=2.97%) [6] GaN [7] 

α (meV/K) 0.5 meV/K 0.61 50.74 

β (K) 220 K 560 600 

 

2.2.5 QUANTUM CONFINEMENT 

The nanostructured materials have unique optical and electronic properties 

compared to the bulk materials. In particular the variation of the size of the structure 

of these nano-systems makes their optical properties tunable. Hence, this allows the 

nanostructured materials to be used in many optoelectronic applications such as 

photovoltaic, LEDs, and lasers devices. These unusual properties of semiconductor 
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nanomaterials are due to the so-called quantum size effect or quantum confinement 

which occur when the size of the system is small in comparison with Bohr excitonic 

radius.  

As illustrated in Fig. 2.7, semiconductor materials can be classified in terms of the 

material dimensions into four classes, namely, three-dimensional (3D) structure or 

bulk, two-dimensional (2D) structure or quantum well, one-dimensional structure 

(1D) or quantum wire and zero-dimensional structure (0D) or quantum dot. In 

particular, in bulk structure there is no quantisation of the particle motion, and 

therefore the particle is free to move in three dimensions. While in quantum well 

structure, quantisation of the particle motion occurs in one direction, while the 

particle is free to move in the other two directions. Thus, the continuous energy 

levels found in bulk material become discrete energy levels in these layers. On the 

other hand, in quantum wire structure, quantisation occurs in two directions, 

leading to free movement along only one direction. Moreover, in quantum dot 

structure, quantisation occurs in all three directions, i.e. the particle is confined in 

all three directions. Fig. 2.6 shows a typical diagram of quantum well which usually 

formed by growing a thin layer of a semiconductor material between two layers of 

another semiconductor material with a larger bandgap. An example of two 

materials that may be used to make a semiconductor quantum well is GaAs/AlGaAs 

where the quantum well is formed in the thin GaAs layer sandwiched between 

AlGaAs layers which have a larger band gap.  
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Fig. 2.6. A typical diagram of a single quantum well. The blue lines represent the 

allowed energy levels for an electron within the well. 

 

2.2.6 DENSITY OF STATES 

In order to determine the distribution of carriers in a semiconductor, the number of 

available states at each energy is an important to consider. Due to the close space 

between the atoms in solid materials, they interact with each other by means of their 

electric fields. Consequently this causes the energy levels to split into a finite 

number of electronic states [8].  

Energy bands arise from their closely spaced sublevels as electrons tend to occupy 

all lower energy states available to them. As a result of this, two highest energy 

bands knowns as valence and conduction bands are created. During the conduction 

process the electrons are excited from the valence band to the conduction band of 

a semiconductor material. Consequently, this leads the creation of a local positive 

charge in the valence band known as a hole. The density of states (N(E)) of a 

semiconductor material is defined as the number of states at a certain energy level 

that are available to be occupied. N(E) depends on the confinement of charge 

carriers (e.g. electrons) and the degree of their freedom. The confinement of charge 

carriers depends on the material dimensions which facilitates the number of degrees 

Eg
𝐀𝐥𝐆𝐚𝐀𝐬
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of freedom. N(E) in 3D systems has a square root dependence with energy as shown 

in Fig. 2.7(a), while in 2D systems N(E) has a step like function as a function of 

energy (Fig. 2.7(b)).  On the other hand, N(E) is proportional to (E)-1/2 in 1D 

systems and its independent of (delta function) energy in 0D systems as illustrated 

in Fig. 2.7(c) and Fig. 2.7(d), respectively. 

 

 

 

Fig. 2.7. Density of states for (a) bulk semiconductor or three dimensional system 

(3D), (b) two dimensional systems (2D), (c) one dimensional systems (1D), and (d) 

zero dimensional systems (0D) [3]. 
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A simple effective-mass approximation model can be used to estimate the quantum 

confinement effect corresponding to the size of the nanostructure.  

For the quantum well, the energy level can be written as: 

𝐸𝑛𝑥(𝑘𝑦,𝑧) =  
ℏ2

2𝑚∗
(
𝑛𝑥𝜋

𝐿𝑥
)
2

+
ℏ2𝑘𝑦

2

2𝑚∗
+
ℏ2𝑘𝑧

2

2𝑚∗
                        (2.9) 

The energy levels of the quantum wire can be expressed as: 

𝐸𝑛𝑥𝑛𝑦(𝑘𝑥) =  
ℏ2𝜋2

2𝑚∗ (
𝑛𝑦
2

𝐿𝑦
2 +

𝑛𝑧
2

𝐿𝑧
2) +

ℏ2𝑘𝑥
2

2𝑚∗                               (2.10) 

While the energy levels of the quantum dot is 

𝐸𝑛𝑥𝑛𝑦𝑛𝑧 = 
ℏ2𝜋2

2𝑚∗ (
𝑛𝑥
2

𝐿𝑥
2 +

𝑛𝑦
2

𝐿𝑦
2 +

𝑛𝑧
2

𝐿𝑧
2)                                      (2.11) 

where 𝑛𝑥 , 𝑛𝑦 and , 𝑛𝑧 = 1, 2 … are the quantum confinement numbers, 𝐿𝑥, 𝐿𝑦 and 

𝐿𝑧 are the confining dimension. 𝑘𝑥, 𝑘𝑦 and 𝑘𝑧 are the wavevectors along the x, y 

and z-axis, respectively. 

 

2.3 HETEROJUNCTION STRUCTURES 

Homojunction and heterojunction structures are two well-known types of 

structures. A homojunction structure is formed when layers of same semiconductor 

materials are grown on top of each other. Normally these materials have the same 

band gaps with different doping as shown in Fig. 2.8 (a). However, when two 

different crystalline semiconductor materials with different band gaps (and/or 

lattice constants) are grown on top of each other they form a heterojunction 

structure as illustrated in Fig 2.8 (b). 
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Fig. 2.8 Schematic illustration of (a) a homojunction structure and (b) a 

heterojunction structure. 

 

2.3.1 LATTICE MISMATCH 

A lattice-matched structure normally refers to a structure that has two materials 

featuring the same lattice constants and are grown on top of each other (Fig. 2.9 

(a)). On the other hand, if two materials featuring different lattice constants are 

grown on top of each then the structure is called a lattice-mismatched structure. The 

lattice-mismatch can be given by 

∆𝑎

𝑎
=

𝑎𝑙𝑎𝑦𝑒𝑟−𝑎𝑠

𝑎𝑠
                              (2.12) 

where 𝑎𝑙𝑎𝑦𝑒𝑟 and 𝑎𝑠 are the lattice constants of layer and substrate, respectively. 

In such a structure, defects are created at the interface of the heterojunction and as 

the lattice constants of the two materials are significantly different these defects 

tend to increase. Compressive and tensile are two types of strain involved in lattice-
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mismatched systems. Fig. 2.9 (b) shows a compressive strain which normally forms 

when the lattice constant of the grown semiconductor layer is larger than that of the 

substrate. A tensile strain, on the other hand, forms when the lattice constant of the 

grown layer is smaller than that of the substrate (Fig. 2.9 (c)).  

 

 

Fig. 2.9. Schematic illustration of (a) lattice matched structure, (b) Compression 

strain (lattice mismatched structure) and (c) Tensile strain (lattice mismatched 

structure). 

 

2.3.2 ATOM SIZE AND ELECTRONEGATIVITY 

The size of the atoms of two different materials, electronegativity (χ), and energy 

band alignment besides the lattice matching (mismatching) are the main factors 

which play essential roles in the growth of a heterojunction structure. In particular, 

the strain can be created during the growth process as a result of using two different 

materials having different sizes of atoms. The electronegativity (χ) normally is 

defined as the ability of an atom or molecule to attract an electron towards itself in 

order to form a chemical bond. χ is a unitless quantity but is generally referred to 

epilayer 
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as Pauling scale. In 1932 Linus Pauling carried out the first principal study of 

electronegativity [9]. Based on Pauling’s theory, if A and B are two different 

semiconductor materials used to form a heterostructure, the difference in the 

electronegativity of these two materials (χ𝐴 − χ𝐵) is given by  

χ𝐴 − χ𝐵 = [(𝑒𝑉)
−1

2 ] √𝐸𝐷(𝐴𝐵) −
[𝐸𝐷(𝐴𝐴)+𝐸𝐷(𝐵𝐵)]

2
              (2.13) 

where χ𝐴 and χ𝐵 are the electronegativity of A and B, respectively. While 𝐸𝐷(𝐴𝐵), 

𝐸𝐷(𝐴𝐴) and 𝐸𝐷(𝐵𝐵) are the dissociation energies in eV between the atoms AB, 

AA and BB, respectively. The factor [(𝑒𝑉)
−1

2 ] is introduced to make the value of 

electronegativity unitless. 

 

2.3.3 BAND ALIGNMENTS 

The formation of heterojunctions is influenced by the band alignment between two 

semiconductor materials. Fig. 2.10 shows three different kinds of band alignments, 

namely, straddled alignment or type-I, staggered alignment or type-II and broken 

gap alignment or type-III. In type-I band alignment, the valence band of the smaller 

energy gap material (B) lies within the valence band of the larger energy gap 

material (A) and the conduction band of material (B) with the smaller energy gap 

lies within the conduction band of material (A) with the larger energy gap. Typical 

examples of such alignment are InGaAs/InP and AlGaAs/GaAs structures. While, 

if both conduction band edge and valence band edge of the larger bandgap material 

(A) are above the corresponding conduction and valence band edge of the smaller 

bandgap material (B), the alignment is known as type-II band alignment, such as 

GaSb/GaAs heterojunctions. On the other hand, if the conduction band edge of one 

material (B) is below the valence band edge of the other material (A), then the line-
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up is known as type-III band alignment. The GaSb/InAs heterostructure is an 

example of such alignment. 

 

 

Fig. 2.10. Types of energy bands alignments in heterojunctions, where EC, EV, Eg, 

ΔEC, ΔEV are the conduction band, valence band, energy gap, conduction band 

offset, and valence band offset. 𝜅𝐴 and 𝜅𝐵 are electron affinity of materials A and 

B, respectively. 

 

The electron affinity rule was the first theoretical model proposed in 1962 [10] by 

Anderson to calculate the band offset of an ideal semiconductor heterostructure. 

According to this model, the difference in electron affinities of two different 

materials (κA − κB) results in the additive offset of both conduction band (ΔEC) and 

valence band (ΔEV). These are given by 

κA − ΔEC − κB = 0                                         (2.14) 

ΔEV = ΔEg − ΔEC                                           (2.15) 

However, the electron affinity rule has some limitations. This is because it does not 

include defect states, surface interface states and dislocations. Also it considers 

intrinsic semiconductors so no donors/acceptors charges. It worth pointing out that 

a simple model for p-n junction is shown in Fig 4.1 (Chapter 4). 
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2.4. GENERAL PROPERTIES OF SELECTED 

SEMICONDUCTOR MATERIALS 

In this section some of the important properties of the semiconductors studied in 

this thesis will be reviewed. 

 

2.4.1. GaAs  

Gallium arsenide (GaAs) is one of the most familiar and most important III-V 

compound semiconductor material. This compound is made by combining Gallium 

(Ga, group (III)) and Arsenic (As, group (V)) elements from the periodic table. 

Although Goldschmidt discovered this compound in 1920, its properties remained 

unknown until 1952. Fig. 2.11 illustrates the energy band diagram of GaAs. This 

diagram clearly shows that both the maxima of the valence band and the minima of 

the conduction band lie at the same value of wave vector at k = 0. Thus when an 

electron moves from the valence band to the conduction band, the momentum is 

conserved. Consequently, GaAs has a direct band gap which makes this compound 

suitable for optoelectronics devices compared to indirect band gap semiconductor 

such as Si.  
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Fig. 2.11. Energy band diagram of GaAs. ESO, EX, EL are energy of spin-orbital 

splitting, energy of X-valley and energy of L-valley, respectively. 

 

GaAs is used as a semi-insulating substrate in high frequency integrated circuits 

because it has a very high resistivity (~ 108 Ω-cm) compared to Si (~ 6.4×102 Ω-

cm) and hence parasitic capacitive effects are much less. Moreover, GaAs devices 

can operate at higher temperatures than Si devices due to their larger energy gap 

compared to Si. Key intrinsic GaAs properties at room temperature (300 K) are 

listed in Table 2.2. 
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Table 2.2. Some important properties of intrinsic GaAs at 300K. hh and lh represent 

heavy hole and light hole, respectively [11]. 

Parameter GaAs 

Crystal Structure Zincblende 

Lattice constant (Å) 5.6533 

Crystal density (g/cm3) 5.360 

Energy band gap (eV) 1.42 

Band type Direct 

Electron effective mass 0.063 m0 

Hole effective mass 0.51 m0 (hh) 

0.082 m0(lh) 

Dielectric constant 

(static) 

12.85 

Electron affinity (eV) 4.07 

 

2.4.2. DILUTE GaAsN  

The first epitaxial growth of a new family of III-V semiconductors known as the 

dilute nitride semiconductor materials was demonstrated in 1990s [12-14]. These 

materials have unusual physical properties which make them favourable for use in 

technological applications such as optical amplifiers, solar cells, and long 

wavelength lasers [15-18].  

When isovalent impurity atoms substitute a host atom of the same valency, 

semiconductor alloys are formed and weak perturbations are produced in the host 

crystal band structure. The host band structure can be changed significantly when 

the isovalent impurity atoms and the host atoms have different properties such as 

electronegativity, atomic radii, etc.  

For example, the band structure of GaAs changes slightly when an impurity atom 

such as phosphorus (P) substitutes As or indium (In) substitutes Ga in GaAs. 
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However, the band structure of GaAs changes significantly when nitrogen (N) 

atoms are incorporated due to the formation of single GaAsN crystal. For each 

percent of N in the alloy, the GaAs exhibits approximately 0.1eV reduction in its 

energy gap. In fact due to the large differences in atom size and electronegativity 

of N atoms and host anions [19], a significant local potential is produced. 

Consequently this leads to the creation of N-related localized states near the 

conduction band edge which causes the reduction in the band gap and other 

associated effects. Shan et al. [20] have introduced the band anticrossing model 

(BAC) that has been used extensively to explain the characteristics of GaAsN. This 

model is described briefly below. 

 

2.4.2.1. THE BAND ANTICROSSING (BAC) MODEL 

In the BAC model the interaction between the localized state of nitrogen and the 

extended conduction band states of the host semiconductor matrix [20, 21] is used 

to explain the electronic structure of N-alloys. This interaction causes the 

conduction band splitting into the E- and E+ bands, and a reduction of the 

fundamental band gap, which is enhanced as the N concentration increases.  

Fig. 2.12 illustrates the anticrossing behaviour between the N-related state (EN) and 

conduction band edge (ECB) of GaAs. Because the N related states have localised 

nature, they are spread over the reciprocal space with constant energy. EN and ECB 

energy states are represented in Fig. 2.12 by dotted lines. According to the BAC 

model, the energy of these two states resulting from their interaction is given by 

𝐸± =
1

2
(𝐸𝑁 + 𝐸𝐶𝐵 ±√(𝐸𝑁 − 𝐸𝐶𝐵)2 + 4𝑉𝐶𝐵,𝑁

2 )  (2.16) 

where 𝑉𝐶𝐵,𝑁 is the coupling parameter describing the strength of interaction 

between the localized N states and extended CB states which is written as: 
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 𝑉𝐶𝐵,𝑁 = 𝐶𝑁 . 𝑥
1
2                                                            (2.17) 

where 𝐶𝑁 is a constant whose value depends on the semiconductor host and x is the 

nitrogen fraction in the alloy. 

 

 

Fig. 2.12. Schematic diagram of band anticrossing model of GaAsN. 

 

It worth pointing out that the BAC model is a non-ideal model because it does not 

consider the broadening of the energy levels or splitting of L-conduction band 

extrema, and only describes the interaction between a single isovalent impurity 

level and the conduction band edge. However, the BAC model has been a common 

and most cited model in dilute nitride literature because of its simplicity and 

satisfactory fit for many characteristics of the alloy. 
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2.4.2.2. SOME IMPORTANT PROPERTIES OF GaAsN 

GaAsN has revealed uncommon properties such as a large band gap reduction, 

enhancement of the effective mass, small lifetime of the charge carriers, and low 

charge carrier mobility. Some of these properties are given below.  

Many studies of dilute nitrides alloys reported a different set of values of the 

effective mass of the electron ranging from me* ~ 0.8mo to 0.1mo (mo is the mass 

of the electron at rest). In dilute nitride materials the enhanced effective mass 

(GaAs: me* ~ 0.0663mo) and large alloy scattering lead to the degradation of 

mobility of electrons and holes. For example, Ptak et al. [22] observed a strong 

degradation of hole mobility in both molecular beam epitaxy (MBE) and metal 

organic chemical vapour deposition (MOCVD) grown GaAsN samples. Similarly 

a decrease in electron mobility is observed and is correlated to the enhancement of 

the electron effective mass [23].  

For light emitting devices the lifetime of the charge carrier is considered to be an 

important parameter. Dilute nitride materials have smaller carrier lifetime because 

they have high defect densities. Ahrenkiel et al. [24] have reported less than 1ns 

lifetime of the carriers at room temperature in GaAsN with one percent nitrogen. 

Undoped dilute nitrides materials grown by MBE or by MOCVD are normally p-

type semiconductors [25]. However, Kurtz et al. [26] have observed the conversion 

of the type of conductivity when they annealed their samples. They have ascribed 

this transformation of conductivity type to nitrogen-hydrogen defects which were 

formed as a result of annealing. 

2.4.3. GaN  

Gallium nitride (GaN) is a direct bandgap semiconductor belonging to the III-V 

group. The compound is mechanically very hard, and usually crystallizes in the 
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wurtzite hexagonal close packed (HCP) and cubic zincblende crystal structures 

[27]. However, wurtzite has been found to be a more stable structure than the cubic 

zincblende.  

Due to its many superior material properties, GaN has attracted a lot of attention 

and therefore has become a hot research topic. GaN has a wide band gap of 3.4 eV 

which makes this compound a good candidate for durable devices in extreme 

environmental conditions such as high temperatures and voltages [28], and 

therefore it is a good candidate for high power applications. Furthermore, GaN is a 

potential candidate for space and military applications because this compound has 

a higher radiation hardness than GaAs [29]. GaN has a significantly higher thermal 

conductivity than that of GaAs which makes this compound more applicable for 

higher power operation needs compared to GaAs power devices. For applications 

requiring high saturation currents and high frequencies, GaN is the preferred 

material of choice compared to Si, SiC and GaAs. This is due to the fact that GaN 

has higher saturated electron drift velocity than its competitors.  

GaN can be deposited as a thin film on sapphire or SiC substrates [30]. To form n-

type conductivity GaN is normally doped with Si or oxygen [31], while, to form p-

type conductivity GaN is doped with Mg [32]. 
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CHAPTER 3: SEMICONDUCTOR DEFECTS 

AND THEIR PROPERTIES 

This chapter discusses various types of defects and their role as trapping and 

generation recombination centres. The deep level defects and their carrier kinetics 

processes are also described. In addition, the presence of defects in GaAs, dilutes 

GaAsN, and GaN, semiconductor materials and their properties will also be 

highlighted. 

 

3.1 CLASSIFICATION OF DEFECTS 

A perfect crystal is created by a periodic arrangement of unit cells along the crystal 

orientation. But in reality there are many types of defects ranging from point, 

complexes, and extended defects which make the crystal not perfect. In this section, 

a review of the most important defects will be discussed. 

 

3.1.1 POINT DEFECTS 

When an atom is missing or is located in an irregular place in the lattice structure, 

it is called a point defect or a zero dimensional defect. Therefore, a point defect 

interrupts the crystal arrangement at an isolated site. This kind of defect can be 

found in different forms such as vacancy, substitutional, interstitial and antisite 

impurities. Normally a vacancy defect is created as a result of a missing atom at a 

certain crystal lattice site in a crystal structure as illustrated in Fig. 3.1 (a). Another 

type of defect, the substitutional impurity, is formed when a foreign atom impurity 

replaces and occupies a regular lattice site of the host atom as shown in Fig. 3.1 (b).   

Similarly, an antisite is a special kind of substitutional defect which occurs when a 

host atom occupies the site of another host atom. An example of an antisite defect 
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in GaAs material is shown in Fig.3.1 (c) where a Ga atom occupies an As site [As 

antisite (GaAs)] and vice versa [Ga antisite (AsGa)]. Fig 3.1 (d) shows the fourth 

form of a point defect known as an interstitial impurity. This impurity is formed 

when an atom occupies the space between regular lattice sites. If this atom is the 

same as the host crystal then it is called self-interstitial. But if this atom is a foreign 

atom then it is called foreign-interstitial.  

 

 

Fig. 3.1. Illustration of different forms of point defects in crystalline 

semiconductors: (a) Vacancy impurity; (b) Substitutional impurity; (c) Antisite 

impurity; and (d) Interstitial impurity. 

 

3.1.2 COMPLEXES OF POINT DEFECTS  

Point defects can be bounded to each other similar to the bounds between atoms in 

molecules. In the case of point defects, two or more point defects can interact with 

(a) Vacancy Impurity (b) Substitutional Impurity 

(c) Antisite Impurity 

 

Ga at As site, (GaAs)  

As at Ga site, (AsGa)  

Ga  
As  

(d) Interstitial Impurity 

 

Self-Interstitial  

Foreign-Interstitial  
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each other and form pairs known as point complexes defects. For example, when 

two interstitials atoms form a pair, a complex defect is created and this is called 

split-interstitials defect as shown in Fig. 3.2 (a). These defects are formed by either 

a pair of two interstitial atoms of the same host material or by a pair of two impurity 

interstitials atoms. Vacancy defects also can form different kinds of complexes in 

a crystalline material as demonstrated in Fig. 3.2 (b). In particular, when two 

vacancies form a pair, the resultant complex is called a Di-vacancy. Furthermore, 

a Frenkel defect is created when a vacancy and a self-interstitial atom form a pair. 

Besides, a vacancy-impurity complex is formed when a pair of a vacancy and a 

foreign-interstitial interact with each other. In addition, when two vacancies and 

interstitial atom form a pair, a complex is created known as a split vacancy.  

Fig. 3.2 (c) shows another type of complex defect known as impurity-pair which is 

created when a substitutional impurity atom forms a pair with an interstitial 

impurity atom.  
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Fig. 3.2. Illustration of different forms of complex defects: (a) spilt-interstitials, (b) 

vacancy complexes, and (c) complexes of impurity-pair. 

 

3.1.3 LINEAR DEFECTS 

The linear defects (dislocations) are one-dimensional defects that normally occur 

when a line of atoms are out of their regular position in the crystal. Edge 

dislocations and screw dislocations are basic types of linear defects. As shown in 

Fig. 3.3 (a), when an extra half plane of atoms is inserted into the crystal lattice, 

distortion of nearby atoms occurs and this creates an edge dislocation. Moreover, a 

screw dislocation shown in Fig. 3.3 (b) is formed when one part of the crystal lattice 

is shifted with respect to the other crystal part.  

 

(a) Spilt-Interstitials (b) Vacancy complexes 

 

Vacancy-Impurity pair  

Split-Vacancy  

Di-Vacancy  

Frenkel Defect 

(c) Impurity-Pair 
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Fig. 3.3. Illustration of different forms of linear defects: (a) edge dislocations and 

(b) screw dislocations. 

 

3.2 DEFECTS AND THEIR CARRIER KINETICS 

3.2.1 SHALLOW LEVELS AND DEEP LEVELS DEFECTS 

Defects can also be classified by the energy levels that they introduce within the 

bandgap of the material. In particular, shallow levels impurities (dopant impurities) 

represent the defects that are located near the valence band or conduction band as 

seen in Fig. 3.4. These defects, which are intentionally introduced as dopant atoms, 

are known as shallow donor levels if they donate an electron to the conduction band 

(EC) and shallow acceptor levels if they donate a hole to the valence band (EV) [1]. 

Shallow levels normally have low ionization energy varying between 5-10 meV 

and are ionized easily at room temperature so that they increase the electrical 

conductivity of the semiconductors.  

 

(a)  (b)  
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Fig. 3.4. Schematic diagram of (a) shallow donor level, and (b) shallow acceptor 

level. Ec, Ev and EF represent conduction band energy, valence band energy and 

Fermi level, respectively.  

 

As shown in Fig. 3.5, deep level defects are located far from the bandgap edges and 

have energies larger than 100 meV. These energy levels are also known as 

recombination-generation centres and they can play an important role in the 

electrical and optical properties of the materials. Consequently, it is becoming very 

essential to understand the conduction mechanism involving these impurities 

levels. Thus, in the next section, the conduction mechanism involving these 

impurities levels will be explained. 

 

 

Fig. 3.5. Schematic diagram of deep level defects in semiconductors. ED and EA 

represent shallow donor level and acceptor donor level, respectively. 
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3.2.2 SHOCLEY-READ-HALL THEORY 

Recombination phenomena occur when a free electron occupies a "vacant" location 

(i.e. a hole) in the covalent bond. Conversely, if an electron has enough energy to 

become free from a covalent bond, this creates a free hole in that process, which is 

called "generation of an electron-hole pair". At thermodynamic equilibrium, the 

equilibrium concentrations of electrons and holes remain constant with respect to 

time that leads to balance the rates of generation and recombination processes. 

However, if an external source of energy such as light is used, the carrier 

concentration will increase and therefore the generation and recombination 

processes occur at unequal rates. Thus the system will be under non-equilibrium 

conditions [2]. 

In order to determine the occupancy of recombination-generation centres (G-R 

centres) at equilibrium the emission and capture rates of charge carriers should be 

understood. If ET is considered to be the energy of a defect laying within the 

forbidden bandgap of the semiconductor, then four sub-processes are possible [2]: 

(i) Electron capture, cn: in this process an empty trap captures an electron 

from the conduction band (Fig.  3.6 (a)).  

(ii) Electron emission, en: in this process a trapped electron is emitted from 

level ET to the conduction band (Fig.  3.6 (b)). 

(iii) Hole capture, cP: in this process a trapped electron captures a hole from 

the valence band (Fig. 3.6 (c)). 

(iv) Hole emission, ep: in this process an empty trap emits a hole from level 

ET to the valence band (or an electron from the valence band is trapped 

leaving a hole in the valence band) (Fig. 3.6 (d)). 
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 Fig. 3.6 shows the capture and emission processes of electron and hole. n is the 

electron density, p is the hole density, cn is the electron capture coefficient, en is the 

electron emission rate, pT is a G-R centre occupied by a hole, nT is a G-R centre 

occupied by an electron, cp is the hole capture coefficient and ep is the hole emission 

rate. 

 

 

Fig. 3.6. Schematic diagram of capture and emission processes: (a) capture of 

electron (b) emission of electron (c) capture of hole and (d) emission of hole [2]. 

 

The state nT is neutral when a G-R centre is a donor, while the state pT is positively 

charged. On the other hand, if a G-R centre is an acceptor, then the state pT is neutral 

and the state nT is negatively charged.  The total density of G-R centres, NT, 

occupied by electrons nT and holes pT, is equal to: 

𝑁𝑇 = 𝑛𝑇 + 𝑝𝑇                                                          (3.1) 

When an electron or hole is generated by a centre or recombine in a centre the 

electron density in the conduction band (n), the hole density in valence band (p) 

and charge states of the centres nT and pT are changed with time. The rate of change 

of n with respect to time is given by the following relation:   

𝑑𝑛

𝑑𝑡
|𝐺−𝑅 = (𝑏) − (𝑎) = 𝑒𝑛𝑛𝑇 − 𝑐𝑛𝑛𝑝𝑇              (3.2) 

(c) 

ET 

Ec 

ep cp 

en cn 

nT pT 

p 

n 

Ev 

(a) (b) (d) 



 

  44 
 

From Equation (3.2), one can realize that the emission rate, en, (i.e. the number of 

electrons per second emitted by G-R center to the conduction band) and the 

concentration of the traps that are occupied by electrons, nT, are the only parameters 

that affect the electron emission.  Also from this equation, it is clear that the electron 

capture process depends only on the presence of electrons in the conduction band, 

n, the electron capture rate, cn, and the concentration of the traps that are occupied 

by holes pT. 

Similarly, the change of holes density with respect with time is mathematically 

expressed as: 

𝑑𝑝

𝑑𝑡
|𝐺−𝑅 = (𝑑) − (𝑐) = 𝑒𝑝𝑝𝑇 − 𝑐𝑝𝑝𝑛𝑇               (3.3) 

In fact, the electron capture coefficient cn depends on the electron thermal velocity 

ʋth and the electron capture cross-section of the G-R center σn. cn can be expressed 

as: 

𝑐𝑛 = 𝜐𝑡ℎ𝜎𝑛                                                                (3.4) 

The concentration of the G-R state changes as a function of time during the 

emission or capture process and this rate change can by calculated using Equations 

(3.2) and (3.3). This is given by: 

𝑑𝑛𝑇
𝑑𝑡

|𝐺−𝑅 =
𝑑𝑝

𝑑𝑡
−
𝑑𝑛

𝑑𝑡
= (𝑐𝑛𝑛 + 𝑒𝑝)(𝑁𝑇 − 𝑛𝑇) − (𝑐𝑝𝑝 + 𝑒𝑛)𝑛𝑇    (3.5) 

Since, 
𝑑𝑛𝑇

𝑑𝑡
= 0 in the steady state condition, then Equation (3.5) can be rewritten 

and rearranged as: 

𝑛𝑇 = 
𝑒𝑝 + 𝑐𝑛𝑛

𝑒𝑛 + 𝑐𝑛𝑛 + 𝑒𝑝 + 𝑐𝑝𝑝
𝑁𝑇                           (3.6) 
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The detail balance principle states that the rate of creation and rate of absorption in 

semiconductors are the same when semiconductors are at thermal equilibrium. 

According to this principle; 

 

𝑒𝑛𝑛𝑇 = 𝑐𝑛𝑛𝑝𝑇                                                         (3.7) 

Substituting the electron capture coefficient cn using Equation (3.4) into Equation 

(3.7) yields: 

𝑒𝑛𝑛𝑇 = 𝜐𝑡ℎ𝜎𝑛𝑛𝑝𝑇                                                   (3.8) 

Similarly, 

𝑒𝑝𝑝𝑇 = 𝜐𝑡ℎ𝜎𝑝𝑝𝑛𝑇                                                    (3.9) 

The total density of deep levels with respect to Fermi-Dirac distribution, 𝑓, is given 

by 

𝑁𝑇 = 𝑛𝑇 + 𝑝𝑇 = 𝑁𝑇𝑓 + 𝑁𝑇(1 − 𝑓)                                               (3.10)  

where 𝑓 gives the probability of an electron occupying the energy level ET and is 

given by 

𝑓 = [
1

1+exp(
𝐸𝑇−𝐸𝐹
𝑘𝐵𝑇

)
]                                                                             (3.11)  

where 𝐸𝐹is the energy of the Fermi level, kB is Boltzmann constant and T is 

temperature. 

So by using Equations (3.10) and (3.11) in Equation (3.7), this gives 

𝑒𝑛 = 𝜎𝑛〈𝜐𝑛〉𝑡ℎ𝑛 exp (
𝐸𝑇 − 𝐸𝐹
𝑘𝐵𝑇

)                             (3.12) 

where n is the electron density in conductance band and is given by 

𝑛= 𝑛𝑖exp (
𝐸𝐹−𝐸𝑖

𝑘𝐵𝑇
)= 𝑁𝑐exp (−

𝐸𝑐−𝐸𝐹

𝑘𝐵𝑇
)                                         (3.13) 

where 𝑛𝑖 is the intrinsic carrier concentration, 𝑛𝑖 = 𝑁𝑐exp (
𝐸𝑖−𝐸𝑐

𝑘𝐵𝑇
).  
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Subsequently, by substituting Equation (3.13) in Equation (3.12), this gives: 

𝑒𝑛 = 𝜎𝑛〈𝜐𝑛〉𝑡ℎ𝑁𝑐 exp (−
𝐸𝑐 − 𝐸𝑇
𝑘𝐵𝑇

)                       (3.14) 

where Nc is the density of states in the conduction band, 𝑁𝑐 = 2(
2𝜋𝑚𝑒

∗𝑘𝐵𝑇

ℎ2
)
3
2⁄

and 

〈𝜐𝑛〉𝑡ℎ is the thermal velocity of electrons, 〈𝜐𝑛〉𝑡ℎ = (
3𝑘𝐵𝑇

𝑚𝑒
∗ )

1

2
 and 𝑚𝑒

∗ is the effective 

mass of electrons. 

Similarly, substituting 𝑝= 𝑁𝑣exp (−
𝐸𝐹−𝐸𝑣

𝑘𝐵𝑇
) in Equation (3.9), gives: 

𝑒𝑝 = 𝜎𝑝〈𝜐𝑝〉𝑡ℎ𝑁𝑣 exp (−
𝐸𝑇 − 𝐸𝑣
𝑘𝐵𝑇

)                      (3.15) 

where 𝑁𝑣 is the density of states in the valence band, 𝑁𝑣 = 2(
2𝜋𝑚ℎ

∗ 𝑘𝐵𝑇

ℎ2
)
3
2⁄

and 

〈𝜐𝑝〉𝑡ℎ is the thermal velocity of holes, 〈𝜐𝑝〉𝑡ℎ = (
3𝑘𝐵𝑇

𝑚ℎ
∗ )

1

2
 and 𝑚ℎ

∗  is the effective 

mass of holes. 

If the values of 〈𝜐𝑛〉𝑡ℎ and Nc, 〈𝜐𝑝〉𝑡ℎ and 𝑁𝑣 are substituted respectively in 

Equations (3.14) and (3.15) then one gets: 

𝑒𝑛 = 𝐴𝑇
2𝜎𝑛 exp (−

𝐸𝑐 − 𝐸𝑇
𝑘𝐵𝑇

)                                (3.16) 

𝑒𝑝 = 𝐴𝑇
2𝜎𝑝 exp (−

𝐸𝑇 − 𝐸𝑣
𝑘𝐵𝑇

)                               (3.17) 

where A is a constant given by: 

  𝐴 = 2(
2𝜋𝑚𝑒

∗𝑘𝐵

ℎ2
)
3
2⁄

(
3𝑘𝐵

𝑚𝑒
∗ )

1
2⁄

= 4𝑚𝑒
∗ √6𝜋

3(𝑘𝐵)
2

ℎ3
 

The Arrhenius plot of (
𝑒𝑛,𝑝

𝑇2
) versus (

1000

𝑇
) generates a straight line graph, and 

therefore the activation energy of the deep level can be extracted from the slope of 

this plot.  
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3.3 DEFECTS IN COMPOUND SEMICONDUCTORS 

The use of semiconductor materials in most modern electronic devices has leads to 

a significant growth in the semiconductors industries. In these industries, the major 

hurdles and difficulties are to produce perfect crystals. In fact, all crystals have 

imperfections or defects since foreign atoms have the ability to enter the structure 

or/and some atoms can be missing in crystal structures or lattices [1]. Generally, 

the presence of defects in devices affects their performance by altering their 

electrical and optical properties. Therefore, in order to understand the performance 

of the devices, it is essential to identify and characterise the defects created during 

growth and processing of these materials and devices[2]. In the following section a 

brief literature review of defects in GaAs, GaAsN and GaN materials will be 

presented. 

 

3.3.1 DEFECTS IN GaAs 

The gallium arsenide compound is widely used in many applications in electronics 

and optoelectronics devices.  This III-V semiconductor compound can have 

different types of native defects which are created in its structure during the growth 

process such as vacancies, interstitials, and antisite defects.  

EL2 is considered as the most dominant intrinsic defect in GaAs. This defect 

typically has an energy in the range of 0.70 eV to 0.85 eV [3] with concentrations 

of ~ 1016 cm-3 and ~ 1014 cm-3 in bulk and epitaxially grown materials, respectively 

[4].  Its origin is assigned to the isolated Arsenic antisite defect (AsGa) [5-7] or 

complex defect involving AsGa and arsenic interstitial [7, 8]. EL3 is another famous 

trap in GaAs and has an energy around ~0.575 eV [9].  This trap is commonly 

associated with complexes of off-center substitutional oxygen on arsenic sites (oc-
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OAs) [10]. EL5 having an energy ~0.43 eV is another defect  found in GaAs and 

which was assigned to complexes involving As interstitials- Ga vacancies (AsiVGa) 

[11].  Yet another common intrinsic defect in GaAs with an activation energy of 

~0.35 eV is EL6 [9]. The nature of EL6 is related to the complex defect involving 

arsenic antisite defect (AsGa) and arsenic vacancy (VAs) [12]. Additionally, a low-

energy trap, EL10 (~0.18eV), is another intrinsic defect in GaAs [9] which was 

assigned to an arsenic vacancy (VAs) complex defect involving an impurity [13, 

14]. 

 

3.3.2 DEFECTS IN DILUTES GaAsN 

Due to the unique properties of dilute nitrides, there has been a growing interest in 

recent years in this material system due to the strong downward bowing of its 

bandgap when incorporating small amounts of nitrogen into GaAs [15]. Generally, 

a major perturbation in the electronic band structure is created when nitrogen atoms 

are incorporated into the GaAs crystal. In particular, when nitrogen atoms substitute 

As atoms, localised energy states are created near the conduction band edge.  

Consequently this leads to a large bowing of the bandgap of the semiconductors 

[16]. Hence the electrical and optical properties of the materials will be effected 

[17]. However, the quality of the crystal can degrade as a result of defects which 

are created by the occupation of N atoms in non-substitutional sites in the lattice of 

GaAs. Accordingly the optical efficiency and carrier lifetime will decrease [18-20].  

This dilute nitride semiconductor can have different types of point defects such as 

N-interstitials, As-antisites and Ga-vacancies as reported by different studies. For 

example, from thermodynamic calculations Zhang and Wei [21] have reported the 

existence of substitutional N, N–N split interstitial and Ga vacancies. Such defects 
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can be found in GaAsN materials grown by MBE and MOVPE [22]. The 

illustrations of these defects are shown in Fig. 3.7. T. Ahlgren et al. [23] have 

reported that as the N contents increase in GaAsN, the N substitutional 

concentration increases. However, they have revealed that the N interstitials 

concentration remained unchanged (2.3 × 1019 cm−3) although the contents of N 

increased from 0.7% to 3%. They concluded that these non-radiative recombination 

centres could play an important role in the reduction of the optical efficiency of 

nitride materials.  

 

 

Fig. 3.7. Configurations of nitrogen in GaAsN; (a) substitutional N; (b) N–N split 

interstitial; (c) Ga vacancy and As antisite (after Zhang and Wei [21]). 

 

It is worth pointing out that many scientists have deployed the DLTS technique to 

characterise the electrically active defects in GaAsN. For example, from DLTS 

measurements P. Krispin et al. [24] have found HK1 (0.16 eV), HK2 (0.39 eV), 

HK3 (0.35 eV), HK4 (0.45 – 0.55 eV) and HK5 (0.69 eV) hole traps in MBE grown 

p-type GaAsN samples. They reported that at the interface of GaAsN/GaAs, the 

HK1 trap has the highest concentration. Also they suggested that HK2 and HK5 

traps can be correlated to GaAs (Ga on As site) because they are comparable to the 

traps found in the GaAs grown by liquid phase epitaxy (LPE). HK3 trap has been 

(a) (b) (c) 
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associated to copper impurities form N cell and HK4 trap has been assigned to iron 

impurities. Two N-related electron traps with thermal activation energies 0.8 eV 

and 1.1 eV above the valence band edge have been reported by P. Kripsin et al. 

[25] in Si-doped GaAsN samples and were correlated to (N-N) and (As-N) split 

interstitials, respectively. It is worth pointing out that the well-known defects in 

GaAs, EL2, EL3, EL6 and EN3, were also detected in GaAsN or GaInNAs 

structures [26].   

A high energy irradiation of semiconductors can play an important role in the 

optical and electrical properties of the materials by introducing new defects or/and 

reducing or removing the existing defects. Normally, the irradiation induced 

defects are in the form of vacancies, defect clusters and dislocations in 

semiconductors [27]. Bouzazi et al. [28] studied the effect of different fluence doses 

of electron irradiation on GaAsN grown by chemical beam epitaxy using DLTS. In 

their measurements, they observed one dominant nitrogen related electron trap E1 

with activation energy of 0.33 eV in all as-grown and electron irradiated samples 

and they tentatively inferred the origin of this defect to the split interstitial formed 

from one N atom and one As atom in single V-site [(N-As)As]. However, they 

argued that the density of this detected level (E1) was enhanced when the fluence 

doses of irradiation were increased. Furthermore, they detected another level due 

to electron irradiation and they assigned it to EL2 native defect that is normally 

observed in GaAs. Recently, Klangtakai et al. [29] have investigated the effects of 

0–2.0 MGy gamma-ray irradiation on the structural properties of GaAs1−xNx films 

(x =1.9 and 5.1%) grown by metal organic vapour phase epitaxy using scanning 

electron microscopy (SEM), atomic force microscopy (AFM), high-resolution X-

ray diffraction (HRXRD), and Raman spectroscopy. They clearly observed a 
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roughened surface with large number of holes and a surface with a cross-hatch 

pattern after irradiation for low and high content of N in GaAsN samples, 

respectively. In particular, from SEM and AFM measurements they have reported 

that as gamma irradiation increases, the hole density in the surface of GaAsN with 

low N content increased. They claimed that the partial strain relaxation at high N 

levels induced the creation of the cross-hatch pattern. This pattern line density 

varied as the irradiation dose changes. Additionally, from HRXRD and Raman 

spectroscopy they found that after irradiation N incorporation and strain relaxation 

are increased. They concluded that displacement damage and gamma-ray heating 

are the main sources of structural change in GaAsN samples. 

 

3.3.3 DEFECTS IN GaN 

Native defects are playing an important role in the optoelectronic and electronic 

properties of wide-bandgap semiconductor gallium nitride (GaN) devices.  

In the early days of GaN growth, nitrogen vacancies (VN) were implicitly assumed 

as the main source for as-grown material to have an unintentional n-type 

conductivity [30, 31]. But, later studies have concluded that other impurities such 

as oxygen [32] and Si [33] could explain this conductivity.  However, in p-type 

GaN, the nitrogen vacancies are still considered as compensating centres [34]. 

Several groups have reported a number of deep centres in n-GaN using DLTS 

measurements. E1 and E2 are an example of these deep levels and they are normally 

found in unintentionally doped n-type GaN  [31]. In particular, the deep level E1, 

with activation energy ranging from 0.18 eV to 0.27 eV was correlated to nitrogen 

vacancies [35] or line defects affected by different buffer growth conditions [36]. 
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While E2 level with activation energy in the range 0.50-0.60 eV is believed to 

originate from N antisites [37].  

It is well–known that  a high energy irradiation has strong effects on the electrical, 

optical and structural properties of semiconductor materials [38]. Thus, the 

investigation of a high energy radiation on the properties of GaN have been studied 

by different groups. Look et al. [39] have found that the electron mobility is 

degraded in n-GaN after high-energy (0.7–1 MeV) electron irradiation as a result 

of the creation of defects that act as scattering centres. In addition, Emtsev et al. 

[40] have reported that  gamma irradiation induced point defects in silicon-doped 

n-GaN and the dopant concentration affects the production rate of these defects. 

Moreover, several groups used DLTS technique to characterise irradiation induced 

defects in GaN. Two distinct radiation-induced defects with thermal activation 

energies within the ranges of 0.13–0.20 eV and 0.76–0.90 eV have been 

consistently reported and are correlated to nitrogen vacancies (VN) and nitrogen-

interstitials (Ni), respectively [41-47].  
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CHAPTER 4: EXPERIMENTAL TECHNIQUES 

The ability of semiconductors to form different types of electrical junction leads to 

semiconductors being the base materials for a wide range of electronic and 

optoelectronic devices [1]. P-N junctions, P-I-N junctions and Schottky diodes are 

some examples of these junctions which are also the preferred structures for DLTS 

measurements. Understanding how these junctions operate is a first step to 

comprehend and interpret the physics of several semiconductor devices. Therefore, 

the basic characteristics of a p-n junction and a Schottky diode will be discussed in 

this chapter. Moreover, there are wide ranges of characterisation techniques 

available to investigate semiconductors diodes. In this study, current-voltage (I-V), 

capacitance-voltage (C-V), deep level transient spectroscopy (DLTS) and Laplace 

DLTS techniques are used to determine the electrical properties of the samples 

investigated. The principles and details of the hardware and software implemented 

by these techniques are also discussed in this chapter. Solar cell and betavoltaic 

battery efficiencies are covered in the last part of this chapter. 

 

4.1 P-N JUNCTION 

When p-type and n-type materials are joined together, they form a junction between 

them known as a p-n junction [2]. Particularly, this junction forms as a result of 

diffusion of electrons from the n-side to the p-side, and diffusion of holes form the 

p-side to the n-side, and consequently this process causes the creation of a depletion 

region that behaves as a barrier for further diffusion of mobile carriers from both 

sides of the junction.  
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Fig. 4.1 shows schematic illustrations of the energy band of a p-n junction before 

and after the formation of the junction under thermal equilibrium condition and in 

the absence of an applied bias. χs is the electron affinity of the semiconductor 

material. EFn and EFp represent electron and hole Fermi levels, respectively, and 

qVbi is the built-in potential. Ec, Ev, and EFi represent conduction band energy, 

valence band energy and intrinsic Fermi level, respectively. The potential 

difference between Fermi level and intrinsic Fermi level in n-region and p-region 

are represented as Vn and Vp, respectively. xn and xp represent the depletion layer 

widths in the n and p regions, respectively [1, 3]. As shown in Fig. 4.1(b), the Fermi 

level (EF) in the p-n junction is constant throughout the whole reign when the 

junction is at  thermodynamic equilibrium [1]. Moreover, in Fig. 4.1(b), the n and 

p doped regions are considered to be uniformly doped and there is an abrupt 

transition between these two regions. Thus this leads to the formation of an abrupt 

junction (or step junction). In contrast, a linearly graded junction is formed when 

the doping concentration is not uniform across the p-n junction regions. Thus the 

change in the doping at the metallurgical junction is graded. Fig. 4.1(c) illustrates 

three separate regions in a p-n junction, which are the quasi-neutral p and n regions 

(QNR) away from the metallurgical junction, and the space-charge (or depletion) 

region (SCR), which is occupied by ionized shallow acceptors in the p-depletion 

region and ionized shallow donors in the n-depletion region.  
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Fig. 4.1. Schematically diagram of a p-n junction: (a) the energy band structure of 

a p-type and n-type semiconductors before forming the junction (b) the energy band 

structure after the formation of the junction (c) p-n junction showing the depletion 

region (or space charge region).  
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Generally, the electron and hole concentrations in the n and p regions of a p-n 

junction are given by  

𝑛 = 𝑛𝑖𝑒𝑥𝑝 (
V𝑛
𝑉𝑇
)                                                                           (4.1) 

and 

𝑝 = 𝑛𝑖𝑒𝑥𝑝 (
−V𝑝

𝑉𝑇
),                                                                      (4.2) 

where 𝑛𝑖 is the intrinsic carrier density, 𝑉𝑇 is the thermal voltage and is equal to 

𝑘𝐵𝑇

𝑞
 (𝑘𝐵 is the Boltzmann constant, q is the electric charge, and T is the 

temperature), and  V𝑛 and V𝑝 are the electrostatic potential in the n and p regions of 

the junction.   

Poisson’s equation and continuity equations are typically used to derive the carrier 

distribution, built-in potential, electric field, and potential profile in the junction 

space-charge region for abrupt and linear-graded p-n junctions.  

In general, at equilibrium the relation between the charge distribution and the 

potential, V across the junction is given by the one dimensional Poisson’s equation: 

 

𝑑2𝑉

𝑑𝑥2
= (

𝑑𝐸

𝑑𝑥
) =

𝜌(𝑥)

𝜀𝑠
=
𝑞

𝜀𝑠
[𝑁𝐷

+(𝑥) − 𝑛(𝑥) − 𝑁𝐴
−(𝑥) + 𝑝(𝑥)] = 0   (4.3) 

 

where 𝐸 is the electric field, 𝜌 is the charge density, 𝜀𝑠 is the permittivity of the 

semiconductor, n(x) and p(x) are the carrier densities at a distance x from the 

junction and 𝑁𝐷
+(𝑥) and 𝑁𝐴

−(𝑥) are  uncompensated donor and acceptor ions.  

In order to solve Equation (4.3), it is simplified by using the "depletion 

approximation". In this approximation it is assumed that: (i) there are only ionized 

doping impurities (𝑁𝐷
+and 𝑁𝐴

−) in the SCR, (ii) the contribution of free carriers (n 
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and p) to the local charge is negligible, (iii) there are no free electrons and no free 

holes in the depletion region in the n-type side and in the p-type side, respectively. 

Therefore, in the depletion regions, the charge densities are equal to those in the n-

type and p-type materials (the metallurgical junction is taken as the origin). Thus, 

the built-in potential, the electric field, and the charge distribution in the different 

regions of the p-n junction can be obtained by using appropriate boundary 

conditions and Equations (4.1) to (4.3). It is known that the total charge density is 

equal to zero in the quasi-neutral p and n regions (QNR). Consequently Equation 

(4.3) becomes (assuming complete ionization): 

[𝑛 − 𝑝 − 𝑁𝐷 − 𝑁𝐴] = 0                                                         (4.4) 

where NA and ND are the densities of holes and electrons in p-side and n-side, 

respectively. In the quasi-neutral n region, if one assumes that NA to be zero (or NA 

<< ND), p << n and 𝑁𝐴 = 𝑝 = 0, then the electrostatic potential 𝑉𝑛 at the edge of 

the depletion layer can be obtained by substituting the above assumptions in 

Equations (4.4) and (4.1), which yield: 

𝑛 = 𝑁𝐷                                                                                           (4.5) 

𝑁𝐷 = 𝑛𝑖𝑒𝑥𝑝 (
V𝑛
𝑉𝑇
)                                                                        (4.6) 

Thus by taking the natural log of both sides of Equation (4.6) and solving for the 

potential, yields: 

V𝑛 = 𝑉𝑇𝑙𝑛 (
𝑁𝐷
𝑛𝑖
)                                                                           (4.7) 

Similarly for the p quasineutral region, the electrostatic potential 𝑉𝑝 at the edge of 

depletion layer can be written as: 

V𝑝 = −𝑉𝑇𝑙𝑛 (
𝑁𝐴
𝑛𝑖
)                                                                       (4.8) 
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Finally, the internal built-in potential Vbi, which forms as a result of the charge 

displacement, can be calculated by subtracting Equation (4.8) from Equation (4.7):  

𝑉𝑏𝑖 = V𝑛 − V𝑝 = 𝑉𝑇𝑙𝑛 (
𝑁𝐴𝑁𝐷
𝑛𝑖2

)                                               (4.9) 

For simplicity, inside the depletion region it is assumed that n=p=0, meaning that 

it is completely ionised. Therefore, from Equation (4.3) the following expression 

can be derived:  

𝑑2𝑉

𝑑𝑥2
= (

𝑑𝐸

𝑑𝑥
) =

{
 
 

 
 
𝑞𝑁𝐴
𝜀𝑠

                                         − 𝑥𝑝 ≤ 𝑥 ≤ 0

−
𝑞𝑁𝐷
𝜀𝑠

                                           0 ≤ 𝑥 ≤ 𝑥𝑛

     0                                 𝑥 ≤ 𝑥𝑛 𝑎𝑛𝑑 𝑥 ≥  𝑥𝑛  

    (4.10) 

where xn and xp represent the depletion layer widths in the n and p regions, 

respectively (as shown in Fig. 4.1(b)). By integrating Equation (4.10), the electrical 

field is given by: 

𝐸(𝑥) = −
𝑞𝑁𝐴(𝑥𝑝 + 𝑥)

𝜀𝑠
                     𝑓𝑜𝑟 − 𝑥𝑝 ≤ 𝑥 ≤ 0   (4.11) 

𝐸(𝑥) = −
𝑞𝑁𝐷(𝑥𝑛 − 𝑥)

𝜀𝑠
                     𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑥𝑛       (4.12) 

The electrical field can be related to the potential, V, since 𝐸(𝑥) = −
𝑑𝑉

𝑑𝑥
. Thus, by 

integrating Equations (4.11) and (4.12), one gets: 

𝑉(𝑥) =
𝑞𝑁𝐴
2𝜀𝑠

 (𝑥𝑝 + 𝑥)
2
                    𝑓𝑜𝑟 − 𝑥𝑝 ≤ 𝑥 ≤ 0         (4.13) 

𝑉(𝑥) = 𝑉(0) +
𝑞𝑁𝐷
𝜀𝑠

 (𝑥𝑛𝑥 −
𝑥2

2
)             𝑓𝑜𝑟 0 ≤ 𝑥 ≤ 𝑥𝑛   (4.14) 

So from Equation (4.13), the potential across the p-region can be expressed as: 

V𝑝 =
𝑞𝑁𝐴𝑥𝑝

2

2𝜀𝑠
                                                                                  (4.15) 

and from Equation (4.14), the potential across n-region can be expressed as: 
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|V𝑛| =
𝑞𝑁𝐷𝑥𝑛

2

2𝜀𝑠
                                                                          (4.16) 

Hence, the built-in potential is given by: 

𝑉𝑏𝑖 = V𝑝 + |V𝑛| = 𝑉(𝑥𝑛) =
𝐸𝑚
2
(𝑥𝑝 + 𝑥𝑛)                          (4.17) 

where 

|𝐸𝑚| = √
2𝑞𝑁𝐴V𝑝

𝜀𝑠
= √

2𝑞𝑁𝐷|V𝑛|

𝜀𝑠
                                              (4.18) 

Due to the continuity of the electric field at the junction interface the following 

relation will be held:                

𝑁𝐴𝑥𝑝 = 𝑁𝐷𝑥𝑛                                                                                   (4.19) 

The depletion width on either side (𝑥𝑝 and 𝑥𝑛) can be calculated by using Equations 

(4.17) and (4.19). Thus: 

𝑥𝑝 = (
2𝜀𝑠𝑉𝑏𝑖
𝑞

𝑁𝐷
𝑁𝐴(𝑁𝐴 + 𝑁𝐷)

)

1
2
                                                     (4.20) 

and 

𝑥𝑛 = (
2𝜀𝑠𝑉𝑏𝑖
𝑞

𝑁𝐴
𝑁𝐷(𝑁𝐴 + 𝑁𝐷)

)

1
2
                                                    (4.21) 

Consequently, the space charge width, W, in the p-n junction is 

𝑊 = 𝑥𝑝 + 𝑥𝑛 = (
2𝜀𝑠𝑉𝑏𝑖
𝑞

𝑁𝐴 + 𝑁𝐷
𝑁𝐴𝑁𝐷

)

1
2
                                         (4.22) 

This equation shows that the depletion width depends on the doping density of 

lightly doped side. For example, if NA >> ND, thus W ≈ (
2𝜀𝑠𝑉𝑏𝑖

𝑞𝑁𝐷
)

1

2
 . This leads to 

the conclusion that a larger fraction of the depletion region takes place on the side 

of the junction with the lower doping (for this example, in the n-side of the 

junction).Such a structure is known as a one-sided abrupt p–n junction  [1, 2].   
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4.1.1 P-N JUNCTION UNDER BIAS CONDITIONS  

If an external bias is applied between p and n regions, a p-n junction will be no 

longer in the equilibrium condition and current starts to flow through the junction. 

The flow of this current depends on the polarity of the applied external biases, 

which are either forward bias or reverse bias conditions. When a reverse bias 

voltage is applied, the charge carriers (electrons and holes) are pushed away from 

the junction, and therefore it is difficult for them to cross the depletion region. Thus, 

as can been seen in Fig. 4.2 (c), in the reverse-bias voltage condition, the potential 

barrier across the junction is increased to (𝑉𝑏𝑖 + 𝑉). In addition, the depletion width 

increases and consequently the current flow through the junction becomes very 

small. This leads to conclude that, in a reverse-bias condition, the current flows 

only by thermal effects. On the other hand, as can be seen from Fig. 4.2 (b), the 

application of a forward bias voltage lowers the potential barrier across the junction 

to (𝑉𝑏𝑖 − 𝑉) and decreases the depletion width. Hence, the current flow through the 

junction becomes very large. Moreover, Fig. 4.2 (a) illustrates that with a zero bias, 

the Fermi level is constant throughout the junction while when a forward bias 

voltage (Fig. 4.2 (b)) is applied to the diode, 𝐸𝐹𝑛 shifts down to the half occupancy 

equilibrium level for holes in the p side and 𝐸𝐹𝑝 does the reverse. Also, when a 

reverse bias voltage is applied to the diode, the Fermi level on the n-side of the 

junction is lower than the Fermi level on the p-side. 
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Fig. 4.2. Schematically diagram of the energy band structure of a p-n junction under 

(a) a zero-bias, (b) a forward bias, and (c) a reversed bias conditions [4]. 

 

By neglecting the voltage drop in p and n quasi-neutral regions and modifying the 

solution of the Poisson’s equation at zero bias (Equation (4.22)) with (𝑉𝑏𝑖 ± 𝑉) 

instead of 𝑉𝑏𝑖, one can get the depletion width for abrupt junction under bias 

condition to be: 

𝑊 = (
2𝜀𝑠(𝑁𝐴 + 𝑁𝐷)

𝑞𝑁𝐴𝑁𝐷
(𝑉𝑏𝑖 ± 𝑉))

1
2

                                               (4.23) 

It is worth mentioning that, the plus and minus signs are used for reverse and 

forward bias conditions, respectively.    

     

 

 

 

𝑞(𝑉𝑏𝑖 + 𝑉) 

 

𝑞𝑉𝑏𝑖  

𝑞(𝑉𝑏𝑖 − 𝑉) 
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4.1.2 DEPLETION LAYER CAPACITANCE 

The depletion capacitance of the space charge region is one of the most important 

parameter that helps to characterise and understand the p-n junction.  

The measurements of the capacitance of a device as a function of reverse-bias 

voltages help to determine the built-in potential of a junction. Moreover, the 

capacitance-voltage analysis is a standard method used to estimate the carrier 

density profile of a Schottky diode or p-n junction [3]. The p-n junction is a double 

layer of positively charged donors and negatively charged acceptors. Therefore, its 

associated capacitance is given by [3] 

𝐶 =
𝑑𝑄

𝑑𝑉
=
𝑑(𝑞𝑁𝐴𝑥𝑝)

𝑑𝑉
=
𝑑(𝑞𝑁𝐷𝑥𝑛)

𝑑𝑉
                                          (4.24) 

where 𝑑𝑄 is the charge in the depletion region and 𝑑𝑉 is the applied voltage. Also 

this capacitance can be given as a function of the junction depletion width, 𝑊 , as: 

𝐶 =
𝐴𝜀𝑠
𝑊
                                                                                           (4.25) 

where 𝐴 is the area of the junction and 𝜀𝑠 the permitivity of the semiconductor. 

Thus by assuming 𝑁𝐴 ≫ 𝑁𝐷 and using Equations (4.24) and (4.25), the one side 

abrupt junction capacitance can be written as: 

𝐶 =
𝑑𝑄

𝑑𝑉
=
𝐴

2
[
2𝜀𝑠𝑞𝑁𝐷
𝑉𝑏𝑖 ± 𝑉

]

1
2⁄

                                                           (4.26) 

From Equation (4.26), it is clear that the capacitance of the diode decreases as the 

applied reverse bias is increased. Therefore, if the inverse of the capacitance square, 

(1/C2) is plotted as a function of applied voltage, 𝑉 , a linear relationship results as 

shown in Fig. 4.3. The slope of the line gives the doping concentration of the lightly 

doped semiconductor and the x-intercept of this plot (at 1/C2 =0) yields the built-

in-potential across the junction [3, 4]. 



 

  67 
 

 

 

Fig. 4.3. A typical plot of 1/C2 versus applied reverse-bias voltage for a one step-

junction diode [4]. 

 

4.2 CURRENT- VOLTAGE CHARACTERISATION 

Schottky diodes or p-n junction current-voltage (I-V) characteristics can be 

described by the thermionic emission model with a series resistance (Rs) [4]: 

𝐼 = 𝐼𝑠 [𝑒𝑥𝑝 (
𝑞(𝑉 − 𝐼𝑅𝑠)

𝑛𝑘𝑇
) − 1]                                          (4.27)  

where q is the electronic charge, V is the applied voltage, k is the Boltzmann 

constant, n is the ideality factor, Is the saturation current, and T is the absolute 

temperature in Kelvin. The values of n and Is are determined from experimental 

data. The saturation current Is is given by: 

𝐼𝑠 = 𝐴𝐴∗∗𝑇2𝑒𝑥𝑝 (
−𝑞𝜙𝐵
𝑘𝑇

)                                                    (4.28) 

where A is the diode area and 𝐴∗∗ is the effective Richardson’s constant for a 

semiconductor material, and 𝜙𝐵 is the barrier height. 

Under forward bias for  𝑉 − 𝐼𝑅𝑠 >> kT, the thermionic diode current is given by 

𝐼 = 𝐼𝑠𝑒𝑥𝑝 (
𝑞(𝑉 − 𝐼𝑅𝑠)

𝑛𝑘𝑇
)                                                               (4.29)  

By taking the first derivative of I with respect to V (Equation (4.29)) will give:  

-Vbi 

𝑠𝑙𝑜𝑝𝑒 =
2

𝐴2𝑞𝜀𝑠𝑁𝐷
 

𝟏

𝑪𝟐
 

V 
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𝑑𝐼/𝑑𝑉 = 𝐼 (
𝑞

𝑛𝑘𝑇
−

𝑞𝑅𝑠
𝑛𝑘𝑇

𝑑𝐼

𝑑𝑉
)                                                         (4.30)  

By rearranging the above equation and substituting 𝑑𝐼/𝑑𝑉 with the conductance 

(G) the following expression is obtained: 

𝐺

𝐼
=

𝑞

𝑛𝑘𝑇
−
𝑞𝑅𝑠
𝑛𝑘𝑇

𝐺                                                                           (4.31)  

Thus by plotting the conductance divided by current (G/I) versus conductance (G) 

(as shown in Fig. 4.4), n and RS can be extracted from the y-intercept and the slope, 

respectively.  
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Fig. 4.4. A typical plot of G/I versus G used for extracting the I-V characteristics 

parameters. 

 

 

 

For the determination of  IS and 𝜙𝐵, the natural logarithm (ln) of Eq (4.27) is taken: 

ln(𝐼) = ln (𝐼𝑠) +
𝑞(𝑉 − 𝐼𝑅𝑠)

𝑛𝑘𝑇
                                                     (4.32) 
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Then, by plotting ln(𝐼) versus (𝑉 − 𝐼𝑅𝑠), one can get IS from the y-intercept. 

Subsequently, by substituting the IS  value in Equation (4.28), 𝜙𝐵 can be calculated.  

 

4.3 DEEP LEVEL TRANSIENT SPECTROSCOPY (DLTS) 

The most widely  used techniques in the study of deep level defects in 

semiconductors are based on microscopic defect analysis [5]. One of these 

techniques is deep level transient spectroscopy (DLTS), which is the most powerful 

microscopic tool used to characterise deep levels in semiconductors via the 

observation of charge carriers emission [6]. DLTS was first discovered by Lang in 

1974 [7]. This technique is based on the variation of the depletion width as a 

function of temperature using the concept of space charge capacitance in order to 

find the activation energies and capture cross-sections of defects.  

  

4.3.1 CAPACITANCE TRANSIENTS  

Since the DLTS method measures the capacitance transients arising from the 

change in the space charge region, a junction like a Schottky diode or a p-n junction 

device is needed to perform such measurements. Fig. 4.5 shows the charge 

occupancy changes of the defect level at various bias conditions in a Schottky 

diode. Bias pulses are periodically applied to the diode at a fixed repetition 

frequency to disturb the occupancy of the defects. These pulses are repeated 

between reverse bias VR and filling bias VP (where VP < VR) with a certain filling 

pulse width tp. 
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Fig. 4.5. Energy band diagrams of a Schottky diode illustrating the charge 

occupancy changes of the defects level during (a) emptying of traps at  V=VR bias 

condition, (b) filling of traps with filling pulse V=VP, and (c) thermal emission of 

electrons due to the increase in the temperature at V=VR. (d) DLTS pulse and the 

corresponding capacitance transient. tp and ET represent a pulse width and a trap 

energy level.  
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Considering Fig. 4.5, at a stage (a), initially when the junction is exposed to a 

reverse bias VR, a space charge region is established. The traps above the Fermi 

level are empty without any charge carriers. While at stage (b), when a filling pulse 

VP is applied, the depletion region width decreases. Thus the electrons from the 

conduction band will flow to the region that was previously depleted of carriers and 

the traps within this region will start to capture these electrons (filled by carriers). 

By assuming a pure capturing processes of electrons (no emission of charge 

carriers) from the kinetics of capture process (Equation 3.5, Chapter 3), the rate 

equation for the density of filled traps is given by:  

𝑑𝑛𝑇
𝑑𝑡

= 𝑐𝑛(𝑁𝑇 − 𝑛𝑇)                                                                 (4.33) 

where 𝑐𝑛, 𝑁𝑇  and 𝑛𝑇 represent the capture coefficient of electrons, total number of 

available trap states and number of trap states occupied by electrons, respectively. 

The electron capture coefficient is expressed by the following mathematical 

relation: 

𝑐𝑛 = 𝜎𝑛 < 𝜐𝑡ℎ > 𝑛                                                                   (4.34) 

where σn is the electron capture cross-section, < 𝜐𝑡ℎ > is the mean thermal velocity 

of the electrons, and n = ND -NT ≈ ND is the effective doping concentration. 

When a long enough duration filling pulse (tp) is applied, the traps will completely 

be filled by electrons so that 𝑛𝑇 = 𝑁𝑇. However, at stage (c), after the reverse bias 

is re-established the depletion region moves back to its original width, and the filled 

traps will start to emit the carriers. The corresponding emission rate can be given 

from the kinetics of emission process by: 

𝑑𝑛𝑇
𝑑𝑡

= 𝑒𝑝𝑁𝑇 − 𝑛𝑇(𝑒𝑛 + 𝑒𝑝)                                                  (4.35) 

where en and ep are electron emission and hole emission, respectively. 



 

  72 
 

If the deep level is assumed to be only an electron interacting centre, then the time 

dependences of 𝑛𝑇 during capture (Equation (4.33)) and emission (Equation (4.35)) 

processes are given, respectively, by [8], 

𝑛𝑇(𝑡) = 𝑁𝑇{1 − exp(−𝑐𝑛𝑡)},   𝑐𝑛 ≫ 𝑒𝑛, 𝑒𝑝, 𝑐𝑝                 (4.36) 

and  

𝑛𝑇(𝑡) = 𝑁𝑇exp (
−𝑡

𝜏
),   𝑒𝑛 ≫ 𝑐𝑛, 𝑒𝑝, 𝑐𝑝                              (4.37) 

Where 𝑐𝑝 is the capture coefficient of holes and 𝜏 is the inverse of the electron 

emission rate, i.e.  𝜏 =
1

𝑒𝑛
. 

Thus from the above equation, the reduction of the filled trap concentration has an 

exponential trend with a time constant 𝜏 and gives rise to a capacitance transient as 

illustrated schematically in Fig. 4.5 (d). 

The variation of occupancy of traps can be measured indirectly by monitoring the 

capacitance changes of the junction. Thus by adding the filled traps contribution, 

𝑛𝑇(𝑡) in the space charge region, Equation (4.26) can be rewritten as  

𝐶 =
𝑑𝑄

𝑑𝑉𝑅
=
𝐴

2
[
2𝜀𝑠𝑞𝑁𝐷

∗

𝑉𝑏𝑖 + 𝑉𝑅
]

1
2⁄

                                                         (4.38) 

where 𝑁𝐷
∗ = 𝑁𝐷 − 𝑛𝑇. 

Equation (4.38) can be expanded when  𝑛𝑡 ≪ 𝑁𝑑, as follows 

∆𝐶 = 𝐶∞ (1 −
n𝑇
2𝑁𝐷

)                                                                     (4.39) 

where ∆𝐶 is the amplitude of the capacitance transient and 𝐶∞ is the steady state 

capacitance that is expressed as 𝐶∞ =
𝐴

√2
[
2𝜀𝑠𝑞𝑁𝐷

∗

𝑉𝑏𝑖+𝑉𝑅
]
1
2⁄

. 
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By substituting Equation (4.37) into Equation (4.39), the information about the time 

dependence of the capacitance for majority carrier traps emission can be found 

from: 

∆𝐶 = 𝐶∞ [1 −
N𝑇
2𝑁𝐷

exp (−
𝑡

𝜏
)]                                                  (4.40) 

Consequently, the amplitude of the capacitance transient and the time constant can 

be used to determine the deep level trap concentration and the emission rate of 

electrons, respectively. The trap emission process and corresponding change in the 

capacitance in time scale is presented in Fig. 4.5 (d). 

It is worth to mention that, for minority carriers traps, the sign of the capacitance 

transient is opposite to the majority carrier traps.  

 

4.3.2 CONVENTIONAL DLTS 

The conventional DLTS technique principle [7] is based on perturbing the 

occupancy of the deep states and observing the output signal of the change of the 

capacitance, ∆C, between two points in time t1 and t2 (t2>t1) as a result of capture 

and emission of carriers. Then, this transient is measured as function of 

temperature, T, so that a DLTS spectrum is produced, which allows the 

determination of the trap parameters such as its activation energy, ET, capture cross 

section, σ, and density, NT.  

In particular, using Equation (4.40) the DLTS output signal as function of 

temperature, S(T), can mathematically be expressed as: 

𝑆(𝑇) = 𝐶(𝑡1) − 𝐶(𝑡2) = ∆𝐶° [𝑒𝑥𝑝 (−
𝑡2
𝜏
) − 𝑒𝑥𝑝 (−

𝑡1
𝜏
)]   (4.41) 

where ∆𝐶° is the change in the capacitance at time t = 0, and is given by: 

∆𝐶° =
𝐶∞𝑁𝑇
2𝑁𝐷

                                                                                   (4.42) 
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where NT is the trap concentration and 𝐶∞ is the capacitance at a maximum reverse 

bias (when the trap is empty). S(T) changes as the emission rate en changes with 

temperature as shown in Fig. 4.6 (a).  

For the cases when 𝜏 ≪ (𝑡1 − 𝑡2) and τ ≫ (𝑡1 − 𝑡2), the DLTS signal will be small, 

while when 𝜏 ≈ (𝑡1 − 𝑡2) the DLTS signal will be maximum. The maximum signal 

of S(T) (maximum emission) corresponding to the maximum amplitude of the 

DLTS signal can be found by using 
𝑑𝑆(𝑇)

𝑑𝜏
= 0 , which yields the rate window 

equation, 

𝜏 = 𝜏𝑚𝑎𝑥 =
(𝑡1 − 𝑡2)

𝑙𝑛 (
𝑡1
𝑡2
⁄ )

                                                                 (4.43) 

So by changing the value of the rate window 𝜏, i.e. by changing the values of two 

measurement times t1 and t2, the DLTS peaks shift to higher temperatures as shown 

in Fig. 4.6 (b). Typical rate windows values are from 5 s-1 to 5000 s-1. Consequently, 

a set of data of [Tmax, e(Tmax)] is obtained to construct an Arrhenius plot as shown 

in Fig. 4.6 (c). The activation energy, ET, and apparent capture cross-section, σn, of 

the trap can be extracted from the slope and intercept of the Arrhenius plot, 

respectively. Moreover, the trap concentration, NT can be calculated using Equation 

(4.42), where ∆𝐶° corresponds to the conventional DLTS peak amplitude. It is 

worth pointing out that the maximum peak height of DLTS signal does not depend 

on the absolute value of t1 and t2 as clearly expressed by Equations (4.42) and 

(4.43), but it depends on the ratio (t2/t1). 

In the transient process, the change in capacitance is usually very small so the 

DLTS measurements will be very sensitive to noise. Therefore, in order to improve 

the signal-to-noise ratio, the capacitance measurements are generally averaged over 

a number of transients. 
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Fig. 4.6. Schematic diagram of the DLTS signal generation process: (a) the left-

hand side shows capacitance transients at different temperatures, while the right-

hand side shows a consistent DLTS signal resulting from the capacitance transient 

between the capacitance at time t1 and time t2 as a function of temperature, (b) 

signal of DLTS at different rate windows and (c) the Arrhenius plot for the 

calculation of trap activation energy (ET) [7].     
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4.4 LAPLACE DLTS SPECTROSCOPY 

Conventional DLTS technique is commonly used to characterise the deep levels in 

semiconductor materials [7]. It is based on producing a sequence of peaks as 

function of temperature. These peaks are created as a result of the exponential 

behaviour of the emission transient of the deep levels. However, there are many 

issues associated with the resolution of DLTS which arise from the scanning nature 

of the temperature. The accuracy of the temperature measurements associated with 

the thermal scanning technique is one of these issues, since the temperature of the 

diode changed continuously. Therefore, the accuracy of determining the activation 

energies will decrease. Another issue is the difficulty of separating the time 

constants of exponential emission transient from different defect states which leads 

to a broadening of the DLTS spectra peaks [9].  

Thus, to overcome these limitations of the Conventional DLTS, mathematical 

methods have been established known as Laplace Inversion to extract the whole 

emission spectrum F(s) from the capacitance transient. The type of DLTS using 

these mathematical methods is known as Laplace DLTS (LDLTS). In this 

technique, the capacitance transient is averaged and measured at a fixed 

temperature, which makes the LDLTS to be an isothermal technique [9, 10]. 

Moreover, in this technique the DLTS signal is converted from time domain 

(conventional DLTS mode) to the frequency domain. In order to increase the signal 

to noise ratio, different digital schemes are used to digitize and to average the 

analogue transient output of the capacitance meter during the emission process [11]. 

The mathematical description of the LDLTS transient can be expressed using the 

Laplace equation:  
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𝑓(𝑡) = ∫ 𝐹(𝑠)𝑒−𝑠𝑡𝑑𝑠
∞

0

                                                            (4.44) 

where 𝑓(𝑡) is the recorded transient and 𝐹(𝑠) is the spectral function. So 𝑓(𝑡) is 

the Laplace transform of the true spectral function [𝐹(𝑠)]. Fig. 4.7 (a) shows an 

example of the capacitance transient that can be obtained from Laplace DLTS. In 

order to get a real spectrum of the emission rates present in the transient, 𝑓(𝑡),  

mathematical algorithms which apply the inverse Laplace transform for the 

function 𝑓(𝑡) are selected. FLOG, CONTIN and FTIKREG are the three 

mathematical algorithms implementations of Laplace Inversion that have been used 

in the Laplace technique. Only one routine is used to analyse the data. All of these 

algorithms are based on the Tikhonov regularisation method. However, each one 

of them has a different principle to find and define the regularisation parameters. 

The first algorithm (CONTIN) [12] and the second algorithm (FTIKREG) [13, 14] 

codes are obtained from The Computer Physics Communication (CPC) Program 

Library at the Queen’s University of Belfast.  Both of these algorithms have been 

modified for use in Laplace DLTS system. However, the last algorithm (FLOG) 

has been specifically established for the system. It is worth to mention that the 

parallel use of the three numerical algorithms increase the confidence level in the 

spectra obtained. Furthermore, the output of this technique gives a very well-

defined, delta-like peaks spectra for multi-exponential transients as a function of 

emission rates as shown in Fig. 4.7 (b). Also, the trap concentration can be found 

from the area under the peaks of LDLTS signal. Hence, the precision of the  

characterization of defects increases [10].  

http://www.cpc.cs.qub.ac.uk/
http://www.cpc.cs.qub.ac.uk/
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Fig. 4.7. (a) Diagram of the capacitance transient using Laplace DLTS at fixed 

temperature; (b) delta-like peaks spectra output obtained from the capacitance 

transient with the use of three numerical routines. 

 

Fig. 4.8 shows the ability of the high resolution LDLTS technique to resolve the 

signal of conventional DLTS for very closely spaced defects. In this figure, 

conventional DLTS reveals the present of only one broad peak in hydrogenated Si 

sample containing gold [15]. However, the LDLTS measurements reveal two well 

resolved peaks correlated to hydrogen and gold related defects.   

(a) 

(b) 
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Fig. 4.8. LDLTS spectra of hydrogenated Si containing gold at 260 K. The inset 

shows the conventional DLTS spectrum at a rate window of 50 s-1 [15].  

 

4.5 SYSTEM HARDWARE IMPLEMENTATION 

4.5.1 DESCRIPTION OF SYSTEM HARDWARE 

This section covers the main experimental setup used to perform the conventional 

DLTS and Laplace DLTS measurements.  Fig. 4.9 illustrates the block diagram of 

DLTS and Laplace DLTS setup which consists of (I) Janis cryostat and temperature 

controller, (II) capacitance meter, (III) Current-Voltage meter, (IV) data acquisition 

and BNC connectors box for analogue Input (I)/Output (O). A computer is used to 

control all these equipment via a GPIB interface. 
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Fig. 4.9. Block diagram of DLTS and Laplace DLTS system. 

 

4.5.1.1 CRYOSTAT AND TEMPERATURE CONTROLLER 

The process of emitting charge carriers from the traps depend on the thermal 

energy. Thus, in DLTS and Laplace DLTS measurements a cryostat (model Janis 

CCS-450) and a temperature controller (Model Lake Shore 331) are used to control 

and to monitor the sample temperature.  

Fig. 4.10 illustrates the internal structure of the cryostat system. In particular, this 

system consists of a sample holder connected to a cold finger, thermal sensors, 

electrical ports for sample contacts, a radiation shield and aluminium vacuum 

shroud. This cryostat operates with a compressor that has a closed cycle 

refrigeration system with a continuous flow of helium gas (He) through a high 

efficiency flexible six feet cryogen transfer line. The cryostat, which is controlled 

by Lake Shore 331, operates over the temperature range 10 K - 450 K with a good 

stability of ±1 K.  Lake Shore 331 is connected to a temperature sensor located very 

close to the sample for high temperature accuracy.  

 

Card 

(DAQ Card) 
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Fig. 4.10. Photograph of the external and internal structure of the cryostat system 

(model Janis CCS-450) used for the DLTS experiments. 

 

4.5.1.2 CAPACITANCE METER 

In order to measure the capacitance transient in DLTS measurements, a high 

response time capacitance meter is needed.   The capacitance Boonton 7200 meter 

has a response time of ~120 μs that makes this meter a good choice for these 

measurements. Moreover, this meter is used for normal C-V measurements at 

different temperatures.  It is worth to mention that this meter has only 1 MHz 

sampling frequency.  

 

Aluminium vacuum shroud 

Radiation shield 

Electrical ports 

Temperature sensor 

Cold finger 
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4.5.1.3 CURRENT-VOLTAGE SOURCE METER 

Capacitance-based DLTS and Laplace DLTS techniques require samples with low 

leakage currents in the range of µA. The current-voltage (I-V) measurements are 

performed using Keithley 236 current meter which is controlled by a computer 

software via GPIB interface. This meter provides a source voltage in the range of 

100 μV to 110 V with a sensitivity of ±10 μV and a source current in the range of 

100 fA to 100 mA, with a sensitivity of 10 fA. 

  

4.5.1.4 DATA ACQUISITION AND BNC-2100 CONNECTOR 

In order to bias and pulse the diodes, a National Instruments (NI) data acquisition 

(DAQ) card is used. Through this card an input voltage up to ± 10.0 V and with 

pulse width from 0.5 μs can be applied to the samples. The SHC68-68-EPM 

matching cable is used to interface the DAQ card with the BNC-2110 connector 

which connected to the computer.  

 

4.5.1.5 COMPUTER INTERFACE 

High speed general-purpose interface bus (GPIB) is used to connect all the 

experimental equipment with the computer to control them remotely through 

software. 

 

4.6 SYSTEM SOFTWARE 

Laplace DLTS software is developed under the joint project “Copernicus Project 

CIPA CT-94-0172 and The Foundation for Polish Science Serial No: C3.2.041” 

between Institute of Physics Polish Academy of Sciences, Warsaw, Poland (the late 

Prof. L. Dobaczewski) and University of Manchester (Prof. A. R. Peaker). This 
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software can work in conventional DLTS and Laplace DLTS modes as describe 

below. 

 

4.6.1 CONVENTIONAL DLTS MEASUREMENTS MODE 

In conventional DLTS measurements mode, the sample is scanned by continuously 

varying the temperature. The temperature is set normally in a determined range 

between two points with increasing steps of 2K/minute. The measurement can be 

performed using Multi-Rate Window, TrapView and Exponential Fitting modes. 

All these modes run on the principle of rate window and are discussed briefly 

below.  

In the “Multi-Rate” mode nine different rate windows can be used, namely 5 s-1, 10 

s-1, 20 s-1, 50 s-1, 100 s-1, 200 s-1, 500 s-1, 1000 s-1 and 2000 s-1. In the “TrapView” 

mode, one pair out of 5 different pairs of rate windows can be selected at a time: 

(4, 10 s-1), (20, 50 s-1), (80, 200 s-1), (400, 1000 s-1) and (2000, 5000 s-1). On the 

other hand, only one rate window can be used in the “Exponential Fitting” mode. 

When the measurement is run in “Exponential Fitting” mode, the Arrhenius plot is 

established. Thus, defects activation energies and capture cross-section can be 

estimated. In addition, this mode can be also work in lock-in mode which has a 

better resolution than the rate window mode. However, lock-in mode has a poor 

signal to noise ratio.  

It is worth to mention that the DLTS experiment parameters such as the reverse 

bias, forward bias, duration of pulses and temperature range can be set remotely in 

all these three modes.  
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4.6.2 LAPLACE TRANSIENT PROCESSING MODE 

In order to increase the S/N ratio, the Laplace DLTS is used. As discussed before 

in section 4.4 this measurement is performed at constant temperature. In order to 

determine the Laplace DLTS peaks FLOG, CONTIN and FTIKREG algorithms are 

used. 

 

4.7. PHOTOVOLTAIC CELL AND BETAVOLTIC BATTERY 

In a photovoltaic cell or a solar cell, the energy of sunlight is converted directly into 

electricity as illustrated in Fig. 4.11 (a). In particular when photons strike a 

semiconductor p-n junction, electron-hole pairs (EHPs) will be generated causing 

an electrical current to flow.  

In betavoltaic (β) battery, the energy of beta radiation of a radioactive material is 

converted into electricity. It is worth to mention that a betavoltaic battery has a 

similar operation principle to that of a photovoltaic cell. In betavoltaic cells, when 

energetic beta electrons emitted from the radioactive source strike the p-n junction 

diode, EHPs are generated as shown in Fig 4.11 (b). Hence causing an electrical 

current to flow [16]. 
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Fig. 4.11. Operation principle of (a) a solar cell and (b) a betavoltaic battery. E and 

ν are energy and frequency of the photon. β is beta radiation of a radioactive 

material [16].  

 

The power conversion efficiency (𝜂) of a solar cell and a betavoltaic battery is 

defined as the fraction of incident power which is converted to electricity and is 

calculated by: 

𝜂 =
𝐹𝐹× 𝑉𝑂𝐶×𝐼𝑆𝐶

𝑃𝑖𝑛
×100%    (4.45) 

where 𝐹𝐹,𝑉𝑂𝐶, 𝐼𝑆𝐶  are the fill factor, open-circuit voltage, and the short-circuit 

current, respectively. These parameters are extracted from the cell output current-

voltage curve as shown in Fig. 4.12.  𝑃𝑖𝑛 in a solar cell is the power density of 

incident light and it is defined as  

𝑃𝑖𝑛 = 𝐸×𝐴𝐶                   (4.46) 
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where 𝐸 and 𝐴𝐶  are incident radiation flux (W/m2) and area of cell (m2), 

respectively. While,  𝑃𝑖𝑛 in a betavoltaic battery is calculated by using the following 

equation. 

𝑃𝑖𝑛 = 𝑞𝑁0𝐸𝛽                   (4.47) 

where 𝑁0 and 𝐸𝛽 represent, respectively, the number of beta particles emitted by 

the source per cm2 of the device area and the average beta particle energy [17].  

 

 

 

Fig. 4.12. Cell output current as function of voltage. (𝑉𝑚𝑝, 𝐼𝑚𝑝) is the maximum 

power point. 
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CHAPTER 5: EXPERIMENTAL DETAILS 

The purpose of this chapter is to give a brief description of the samples used in this 

study.  The experimental setup and equipment used for the measurements carried 

out for the electrical and optical characterization of semiconductor materials will 

be briefly presented. 

 

5.1 SAMPLES USED IN THIS STUDY 

The main motivation of this thesis is to investigate the electrical active defects 

present in different materials and devices for photovoltaic and betavoltaic 

applications and to study the effect of these defects on the electrical properties of 

these devices. 

In this thesis three different kinds of materials have been investigated using 

different structures:  

(i) GaAs p-n, GaAs p-i-n, undoped GaAs p-i-n with one dimensional 

InGaAs quantum wires, and n-type Si 𝛿- doped GaAs p-i-n with one 

dimensional InGaAs quantum wires solar cell structures are used to 

investigate the electrically active defects in order to understand the 

physical phenomena that affect the conversion efficiency.  

(ii) Dilute GaAsN samples with nitrogen concentrations ranging from 0.2 

to 1.2% are irradiated with a gamma (γ-) cell Cobalt Irradiator (dose rate 

of 5.143 KGy/hour) at a high dose of 50 kGy to observe the effect of γ-

irradiation on post-irradiation stability. 

(iii) GaN p–i–n homojunction structures with the undoped intrinsic layer (i-

GaN) having thicknesses of 200 nm and 600 nm are used to study the 
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effect of beta particle irradiation (electron energy 0.54 MeV) on the 

electrical properties of these devices.  

The growth details of each set of samples are given in each associated experimental 

chapter. 

 

5.2 MEASUREMENT DETAILS 

This section gives the details of the experimental setup and equipment used for the 

measurements in this thesis. 

 

5.2.1 I-V MEASUREMENTS 

For this study, the devices should have low leakage currents in the range of µA or 

below to perform DLTS and Laplace DLTS measurements because these 

techniques are based on the transient of the capacitance. The I-V characteristics for 

the devices are measured by using a Keithley 236 source measure unit which is 

controlled by a computer software via GPIB interface. The current values are 

measured in reverse biases voltages ranging from -1 to -5 V depending on the diode 

quality with an increment of 10 mV. 

 

5.2.2 C-V MEASUREMENTS 

In order to determine the built-in voltage, the background doping concentration, 

depletion layer, interface states and concentration depth profile of the 

semiconductor materials, the C-V characteristics are obtained using a Boonton 

7200 capacitance meter which operates at a fixed frequency of 1MHz and 

controlled by a computer. Moreover, as described in Chapter 4, the C-V 

characteristics are used to calculate the trap concentration.  
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5.2.3 DLTS MEASUREMENTS 

The electrical active defects present in the material systems investigated in this 

thesis are characterised by DLTS and Laplace DLTS techniques, which are 

discussed in Chapter 4. In this section a brief description of the experimental 

procedures are presented. Firstly, the samples are processed in the form of circular 

mesas with different diameters, and mounted on a 12 pins TO5 headers which are 

fixed into a holder inside a closed cycle cryodyne refrigerator, model number CCS-

450 cryostat. The samples are cooled down to a temperature of 10 K and the DLTS 

measurements start by increasing the temperature at a rate of 2 K/min up to 450 K. 

A National Instrument Box generates a sequence of electrical pulses that are applied 

to the samples, and a Boonton 7200 capacitance meter is used to monitor the 

transient capacitance. At selected reverse bias (VR) and filling pulse (VP), the 

change in capacitance transient is recorded in the form of DLTS signal and stored 

in computer.  

 

5.2.4 LAPLACE DLTS MEASUREMENTS 

In order to resolve the broad feature detected in the conventional DLTS peaks, high 

resolution Laplace DLTS measurements were carried out. The temperature of the 

sample is fixed during the Laplace DLTS measurements as it is an isothermal 

process. Within the temperatures range of the conventional DLTS peak, the Laplace 

DLTS measurements are performed. Further details of these measurements are 

explained in Chapter 4.
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CHAPTER 6: INVESTIGATION OF 

ELECTRICALLY ACTIVE DEFECTS IN InGaAs 

QUANTUM WIRES INTERMEDIATE BAND 

SOLAR CELLS USING DEEP LEVEL 

TRANSIENT SPECTROSCOPY (DLTS) 

TECHNIQUE 

This Chapter presents a detailed study of the effect of electrically active defects on 

the electrical properties of a set of GaAs (311)A solar cell structures gown by 

molecular beam  epitaxy (MBE) using Current - Voltage (I-V), Capacitance - 

Voltage (C-V), conventional Deep Level Transient Spectroscopy (DLTS) and 

Laplace DLTS measurements in the temperature range from 10 K to 450 K. 

 

6.1 INTRODUCTION 

In a  photovoltaic semiconductor device, the inability to absorb light with energy 

less than the bandgap and the energy loss of photons with energies exceeding the 

bandgap as heat are considered to be the main fundamental effects that limit its  

efficiency [1]. 

Recently, the social interest in exploiting solar energy using the photovoltaic effect 

has led to a tremendous increase in the demand for solar cells. Therefore, it is 

essential to develop new technologies and concepts of producing solar cells in order 

to increase their efficiency. In 1961, William Shockley and Hans Queisser 

calculated the maximum theoretical efficiency limit of a p-n junction based 

photovoltaic solar cells to be 30% for an optimized semiconductor bandgap of 1.1 

eV. This limit is known as Shockley–Queisser limit or the detailed balance limit of 

efficiency [2]. This formalism has been used by many authors to model solar cells 
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[1]. Consequently, different approaches have been proposed and attempted in order 

to exceed the efficiency of solar cells above that limit. Tandem solar cells, 

multiband solar cells, hot carriers solar cells, intermediate level solar cells, impurity 

level solar cells, and quantum well solar cells are all good examples of these 

approaches [3].  

In 1997, Luque et al. [4] theoretically predicted the intermediate band solar cells 

(IBSC) to increase the efficiency of solar cells up to 63.1% under maximum 

concentrated sunlight. As shown in Fig. 6.1 (a), the main principle of these cells is 

to introduce one or more electronic bands (called intermediate bands or levels) 

inside the main bandgap of a conventional semiconductor. This band should be 

half-filled with electrons so that it supplies both electrons to be pumped to the 

conduction band (CB) and empty states to receive electrons from the valence band 

(VB) [5].  Thus, extra absorption of photons will be created in addition to the 

absorption of conventional photons (transition (III) in Fig. 6.1 (a)). These extra 

absorptions occur through transitions from the VB to the intermediate band (IB) 

[transition I in Fig. 6.1 (a)] and from the IB to the CB transition II in Fig. 6.1 (a)]. 

Hence, the intermediate band solar cells are expected to have an increase in 

photocurrent [6] without voltage degradation [5]. 
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Fig. 6.1. Illustrations of (a) the principle of an intermediate band solar cell (IBSC)  

showing different optical transitions; (b) Basic structure of the QD-IBSC [5].   

 

The fabrication and investigation of IBSC-based devices have received 

considerable interest worldwide because of their  relevance in enhanced efficiency 

solar cells [7]. One approach to implement IBSCs is to incorporate QDs into a 

standard solar cell as shown in Fig. 6.1 (b). In this technique, a layer of QDs is 

inserted between the bandgap of the conventional semiconductor so that charge 

carriers are quantum confined in three directions. Consequently, this allows QDs, 

which have a discrete delta-like density of states, to create the required intermediate 

band that has a separate quasi-Fermi level from the conduction and valence band 

of the semiconductor [8]. However, the incorporation of QDs leads to a reduction 

of the photoelectrical conversion efficiency (PCE) of QD IBSC due to the 

formation of strain and resulting dislocations which lead to the deterioration of the 

open-circuit voltage, Voc [9-11]. To increase the PCE of QD IBSC, insertion of 𝛿- 

dopants into the QDs was proposed [12, 13]. By using n-type 𝛿- dopants, the 
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electron intersubband quantum dot transitions will be increased, the recombination 

losses through QDs will be decreased as a result of the reduction of electron capture 

processes, and the deterioration of Voc will be inhibited. Hence, this will enhance 

the infrared (IR) absorption and the photocurrent in QD IBSC [12, 13].  

Kunets et al. [7, 14] used the above principle to fabricate an IBSC device consisting 

of one dimensional InGaAs  quantum wires (QWRs) structure instead of using zero-

dimensional quantum dots (QDs) or two-dimensional quantum wells (QWs). The 

QWRs were inserted into a GaAs p-i-n junction. The QWRs structure has a good 

configuration that allow the device to have more efficient light absorption 

compared to zero-dimensional systems [7]. Moreover, photocurrent can be 

generated in the plane of the QWRs [15, 16]. In addition,  QWRs are expected to 

have appropriate life-time of photo-generated carriers [7]. Kunets et al. [7, 14] also 

studied the effects of n-type Si delta doping on the external efficiency of this 

QWRs-based IB solar cell structure. They observed that at room temperature the 

solar energy conversion efficiency of a reference p-i-n solar cell sample was 4.5%, 

whereas samples which incorporated QWRs and delta doping showed an increase 

of the efficiency up to 5.1% and 5%, respectively.  However, they reported that the 

short circuit current increases and causes a comparatively lower open circuit 

voltage, Voc (20-50 mV) which results in a severe degradation of the performance 

of the solar cell.  

In this chapter, a detailed investigation is carried out on electrically active defects 

in a set of (311)A GaAs solar cell structures gown by molecular beam  epitaxy 

(MBE) in collaboration with Kunets et al. [7, 14]. The devices investigated are p-n 

(labelled PN, first reference sample), p-i-n (labelled PIN, second reference sample), 

undoped p-i-n with InGaAs quantum wires consisting of closely packed QDs 
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aligned along the [-233] (labelled QWR undoped) and Si 𝛿- doped p-i-n with 

InGaAs quantum wires (labelled QWR doped). This study will help to get a better 

understanding of the physical phenomena that affect the efficiency of the above 

solar cell structures using current density-voltage (J-V), capacitance-voltage (C-V), 

conventional DLTS and Laplace DLTS characterisation techniques. 

 

6.2 SAMPLE DETAILS  

The detail of samples growth is given elsewhere [7]. In summary, a solid source 

MBE 32P Riber system was used to grow the devices on semi-insulating (311)A 

GaAs substrates. It is well known that the high index (311)A plane is a good 

template for the growth of QWRs. Also, in this plane a strong built-in piezoelectric 

field can be generated in the presence of strain [17]. The first GaAs p-n reference 

device (PN device, SE159) consisted of a 400 nm undoped GaAs buffer layer 

grown at a growth temperature of 580 ºC. Then the growth temperature was 

decreased to 540 ºC and a 1 µm thick GaAs layer doped with Si was deposited with 

high V/III flux ratio (V/III=20). This low growth temperature and high V/III flux 

ratio make the GaAs layer achieve a high n-type doping efficiency on the (311)A 

surface. This was followed by a 1 µm thick p-type GaAs layer doped with Si grown 

at a higher growth temperature (580 ºC) and low V/III flux ratio (V/III=7) to 

achieve p-type conductivity. The second reference device (PIN device, SE164), 

which was grown using the same growth conditions and consisted of the same 

layers as the PN device, has an additional 330 nm thick GaAs intrinsic region grown 

at 540 ºC and sandwiched between the p and n layers. The third device (QWR 

undoped device, SE160) which was grown by incorporating an intermediate band 

in the GaAs i-region without any intentional doping. The i-region consisted of 10 



 

97 
 

periods of 11 monolayers of In0.4Ga0.6As QWRs separated by a 30 nm GaAs 

barriers. The InGaAs quantum wires were grown at 540 º C. Finally, the fourth 

device is similar to the third device structure, but in the middle of each 30 nm thick 

GaAs barrier, a Si n-type 𝛿-doping with a sheet concentration N2D=1x1011 cm-2 

(QWR doped, SE162) was inserted. In all the above structures, the doping 

concentration of n-type and p-type GaAs layers was 5x 1017 cm-3 and 1x 1017 cm-3, 

respectively. The samples were processed in circular mesas having diameters of 

900 μm, 400 μm, 549 μm and 400 μm for PN, PIN, QWR undoped and Doped 

QWR devices, respectively. These mesas were formed by wet chemical etching 

down to the n-type GaAs contact layer and 75nm AuGe/15nm Ni/200nm Au was 

deposited to form an O-ring shaped n-type contact. The top circular mesa p-type 

contact consisted of 100nm AuZn/200nm Au. The n and p contacts were annealed 

at 420 ºC for 2 minutes and 350 ºC for 30 seconds, respectively, using Rapid 

Thermal Annealing (RTA) technique. The schematic diagrams of the solar cell 

devices investigated in this study are shown in Fig. 6.2. 
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Fig. 6.2. Schematic diagram of the solar cell structures (a) Reference p-n device 

(PN); (b) p-i-n device (PIN); (c) undoped p-i-n with QWR device (QWR); (d) n-

type Si 𝛿-doped p-i-n with QWR (QWR Doped). 

 

Atomic-force microscopy (AFM) was used by Kunets et al. [7, 14] to investigate 

the structural quality of the QWRs. Fig.6.3 (a) illustrates an AFM topography 

image showing that the InGaAs wires are aligned along the [2̅33]  crystallographic 

direction.  A cross-sectional surface profile was measured across the wires (along 

the crystallographic direction [011̅]) to determine the height of the wires which was 

to be ~ 4 nm (see Fig. 6.3 (a)).  

(a) p-n (SE159) (b) p-i-n (SE164) 

(c) p-i-n with QWR 

undoped (SE160) 
(d) p-i-n with QWR and Si 𝛿 − 𝑑𝑜𝑝𝑖𝑛𝑔 

(𝑁2𝐷 = 1𝑥10
11𝑐𝑚−2) 

SE162 
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Fig. 6.3 (b) shows the energy band diagram of a p-i-n GaAs junction at thermal 

equilibrium with 10 periods of InGaAs QWRs inserted in the GaAs i-region 

(spacer).  

 

 

Fig. 6.3. (a) AFM topography image of the In0.4Ga0.6As QWRs grown on the 

(311)A GaAs plane [7] and (b) energy band diagram of a p-i-n junction with 10 

periods of QWRs at thermal equilibrium [14]. 

 

6.3 RESULTS AND DISCUSSION 

I-V, C-V, DLTS and Laplace DLTS techniques were performed in order to 

investigate the electrically active defects present in the GaAs based solar cells 

described in Fig. 6.2.  

 

6.3.1 INVESTIGATION OF THE CURRENT DENSITY (J) – 

VOLTAGE (V) CHARACTERISTICS AS FUNCTION OF 

TEMPERATURE 

Fig. 6.4 (a) and Fig. 6.4 (b) show the room temperature semi-logarithmic and linear 

J-V plots of all devices, respectively. From the room temperature J-V characteristics 
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it is clear that the inclusion of an i- region (PIN) and undoped InGaAs wires (QWR 

undoped) enhance the performance of the devices as compared to the reference PN 

devices. On the other hand, introducing n-type Si δ–doping (QWR doped) leads to 

a deterioration of the performance of the devices. As shown in Fig. 6.4 (a), at a 

reverse bias of -4 V, there is one order magnitude reduction in the leakage current 

density in the QWR undoped devices compared to the PIN devices and two orders 

of magnitude when compared to the reference PN devices. However, the QWR 

doped samples have the highest dark current density at all reverse bias voltages 

amongst all devices. The decrease or increase in the leakage current, which could 

be attributed to a decrease or increase of the number of defects and their 

concentrations, will be further investigated using DLTS experiments. Furthermore, 

the QWR undoped devices have the lowest forward current density as compared to 

all the other devices. However, Hao Feng Lu et al. [18] reported an increase of the 

forward current density at 310 K when incorporating In0.5Ga0.5As quantum dots to 

GaAs p-i-n solar cells grown on n+ GaAs (001) substrates by metal organic 

chemical vapour deposition.  They related this behaviour to the creation of 

additional recombination paths via QD states as a result of the presence of QDs in 

the depletion region. Moreover, as can be seen from Fig. 6.4 (b), the QWR undoped 

devices have a turn-on voltage (Von) of 0.77 V, which is higher than the Von of the 

PIN devices (Von ~ 0.68 V). This behaviour can be explained by the creation of new 

defects states in the undoped i-region where the QWRs are incorporated. However, 

the QWR doped samples have the lowest Von at around 0.51 V, while the reference 

PN devices have Von around 0.57 V.  
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Fig. 6.4. (a) Semi-log plots of dark J-V characteristics at T=300 K for PN, PIN, 

QWR undoped and QWR doped devices; (b) The corresponding linear plots. 

 

In order to get more insight in the functioning of the p-i-n devices, the dark J-V 

measurements as a function of temperature (20K-340K at 20 K intervals) were 

carried out for all devices, however, for clarity purposes, only selected presentative 

curves (20–320 K at 40 K intervals) are shown in Fig. 6.5.  The steady increase in 

the forward dark current with temperature for PIN devices (Fig. 6.5 (b)) is normally 
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attributed to the exponential change of the concentration of the  intrinsic carrier, ni, 

in the depletion region with temperature [19]. The forward-biased dark current 

density transport characteristics of the QWR undoped devices have more 

pronounced temperature dependence as compared to the reference devices, i.e. PN 

and PIN. While the forward dark current density for the QWR doped devices have 

less noticeable temperature dependence as compared to the PIN and QWR undoped 

devices. Additionally, at low temperatures the QWR undoped devices exhibit an 

oscillation in the forward dark currents (see Fig. 6.6 for a temperature of 20K).  The 

same behaviour was also observed at low temperatures (T<70 K) by Hao Feng Lu 

et al. [18] in QDs based solar cell devices. They suggested that these complicated 

dark current behaviours need to be interpreted by developing a new physical model 

for QDs solar cells rather than using the conventional diode model. In contrast, the 

forward dark current of the QWR doped devices follows a trend similar to that of 

the reference PN device.  

Normally, the forward bias dark current is produced in a standard p-i-n solar cell 

via two mechanisms, namely, recombination current in the space charge region 

(SCR) and diffusion current through the SCR. Moreover, the change in the shape 

of the dark J-V curves as a function of temperature depends on the temperature 

dependence of the concentration and  carrier capture cross-sections of different 

types of defects, as well as tunneling effects [20]. Besides, for the QWR devices 

there are additional recombination paths that are created via QWRs states and 

subsequently they will contribute to the dark current. The carrier capture and 

recombination processes under different voltage biases and temperatures are the 

main parameters that control the amount of additional dark current. 
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Fig. 6.5. Semi-logarithmic plots of dark I–V characteristics (a) PN; (b) PIN; (c) 

QWR undoped and (d) QWR doped devices in the temperature range of 20–340 K. 
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Fig. 6.6. Semi-log plots of dark J-V characteristics at T=20 K for PN, PIN, Undoped 

QWR and Doped QWR devices. 
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The J-V characteristics for all devices are analysed further to understand their 

properties by calculating the local ideality factor, n(V), using the following 

approximated equation [18, 21], 

𝑛(𝑉) =
𝑑(𝑉 𝑉𝑡Τ )

𝑑[𝑙𝑛 (𝐼)]
          (6.1) 

where Vt is the thermal voltage.   

Vt is given by Vt = kBT/q. The local ideality factors for all devices are calculated at 

room temperature and their values change with voltage as shown in Fig. 6.7. Three 

different regions generally appear around 0.2V, 0.4V and 0.5V indicating the 

currents transition between different dominating mechanisms [18, 21] in the 

devices. The n(V) behaviour over certain voltage ranges is similar for all devices. 

However, the QWR devices have unique trends at other voltage ranges.  This 

suggests that some mechanisms are presumably enhanced or suppressed after 

adding QWRs, and some of the mechanisms are possibly unique to the QWR 

devices. It is worth pointing out that these results are in good agreement with the 

previous study carried out by Kunets et al. [7] for the same devices.  
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Fig. 6.7. Voltage dependence of the local ideality factor for PN, PIN, QWR 

undoped and QWR doped devices at 300 K. 
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To gain better understanding about the different conduction mechanisms occurring 

in the investigated devices, the local ideality factor versus voltage at different 

temperatures were determined for all devices as illustrated in Fig. 6.8. As can be 

seen, for each device there are two noticeable behaviours observed at low voltage 

and high voltage regions. In particular, at low voltages all devices exhibit a clear 

peak. However, for the QWRs devices, this peak becomes more significant (n>>1) 

as the temperature decreases and it shifts to higher voltages. Conversely, for PN 

and PIN devices this low voltage peak is almost temperature independent and has 

a very small amplitude as compared to the QWRs devices where n is much greater 

than unity. It is well-known that tunnelling or generation/ recombination processes 

can account for large ideality factors (n>1)  [22]. These processes could also explain 

the large ideality factors observed in samples that incorporate QWRs in the intrinsic 

region and which create an additional current component that contributes to the 

total current of the devices. Thus the trend of the ideality factor at low voltages 

provides evidence of enhanced recombination via QWRs in these devices. A similar 

behaviour has been reported in QDs based solar cell devices [13].  Furthermore, for 

QWR doped samples, as a result of n-type Si δ–doping, the electrons will easily 

occupy the QWRs, and this leads to a strong local potential barrier around the 

QWRs. Thus, the electron mobility in the conduction band can be reduced as a 

result of variations of the local potential around the QWRs [10]. As a result, the J-

V characteristics of these devices are worsened as evidenced by their larger ideality 

factors. It is worth pointing out that, a similar behaviour of the local ideality factor 

at low voltage biases was observed by Gu Tingyi et al. [21] in InAs/InGaAs 

quantum dots-in-a-well (DWELL) solar cells and by H. Kim et al. [23] in InAs 

quantum dots solar cells. As can be seen in Fig. 6.8, at higher voltages the local 
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ideality factor increases approximatively linearly with bias for all devices. These 

large values normally reflect that the series resistance effect becomes predominant 

[18, 21]. According to the obtained data, the local ideality factor of the PIN and 

QWR undoped devices is temperature dependent but the rate of change with the 

temperature is faster for the undoped QWR devices.  However, for the PN and 

Doped QWR devices, the local ideality factor is practically temperature 

independent at high voltage. 

 

 

Fig. 6.8. Voltage dependence of the local ideality factor at different temperatures 

for (a) PN, (b) PIN, (c) QWR undoped and (d) QWR doped devices. 

 

Fig. 6.9 displays the first derivative of the J-V characteristics of all devices at 

temperatures ≥ 200 K. For clarity purposes, the first derivative of the J-V 

0.0 0.2 0.4 0.6 0.8 1.0

0

1

2

3

4

5

6

7

8

9

10

 

 

 (a) PN

n
(V

)

 

 

200 K

340 K

0.0 0.2 0.4 0.6 0.8 1.0

 

 

340 K

200 K

(b) PIN

 

 

0.0 0.2 0.4 0.6 0.8 1.0
0

1

2

3

4

5

6

7

8

9

10

 

340 K

200 K

 

 

 

(c) QWR undoped

V (Volt)

n
(V

)

0.0 0.2 0.4 0.6 0.8 1.0

 

 

(d) QWR doped

V(Volt)

 

 

200 K

340 K



 

107 
 

characteristics of all devices are replotted at 260 K as shown in the inset of Fig. 6.9 

(d). A plateau region is only noticeable in PIN and QWR undoped devices at 

temperatures above 200 K and under higher forward bias regime. The appearance 

of the plateau is presumably due to the resonant tunnelling of electrons (or holes) 

through the quasi-bound levels in the QWR region [23, 24]. Clearly, Fig. 6.9 (c) 

shows the increase of the peak-to-valley ratio as the temperature increases. While 

when the temperature was reduced no plateau region was observed. In PIN and 

QWR undoped devices, the carriers are thermally activated to the allowed bands 

from which they can tunnel. Therefore, at low temperatures a few carriers are 

available in the band hindering the observation of resonant tunnelling, as shown in 

Fig. 6.9 (b) and Fig. 6.9 (c).  Additionally, the thickness of the delta-doped layer is 

an important parameter of device design, having a direct influence on whether RIT 

occurs or not [25]. Indeed, as can be seen in Fig. 6.9 (d), when the delta-doped layer 

is incorporated in the QWR devices, the plateau disappears.  
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Fig. 6.9.  Semi-log plots of dJ/dV versus V for (a) PN, (b) PIN, (c) QWR and (d) 

Doped QWR devices at temperatures ≥ 200 K. The inset in (d) shows Semi-log 

plots of dJ/dV versus V of all devices at 260 K. 

 

6.3.2 C-V CHARACTERISTICS  

In order to determine the apparent free carrier concentrations and to have more 

specific understanding of the junction structure of these devices, capacitance-

voltage (C-V) measurements have been performed at a frequency of 1MHz. Fig. 

6.10 depicts the dependence of the capacitance/area (C/A) as a function of bias 

voltage recorded at temperatures 300 K and 20 K for all devices. For a two plates 

capacitor the capacitance increases inversely with the separation between the plates 

[𝐶 = 𝜀𝑠
𝐴

𝑑
].   In the p-n devices investigated in this work a maximum room 

temperature capacitance, Cmax, is observed in forward biases as shown in Fig. 6.10 
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(a). Cmax increases in the following sequence: Cmax1 (PN) < Cmax2 (PIN) < Cmax3 

(QWR undoped) < Cmax4 (QWR doped).  The same behaviours were also observed 

by Gunawan at al. [26] in p-n wire-array solar cells with different microsphere 

diameters fabricated by lithography technique. They observed an increase of Cmax 

as the wire diameter increased. They suggested that this increase of Cmax is due to 

the extra cylindrical sheath surface of the wires. It is worth pointing out that in the 

devices investigated by Gunawan at al. [26] the wires were vertical, while in this 

study the devices incorporated lateral wires (QWRs).  

 

 

Fig. 6.10. Variation of capacitance/area with voltage for PN, PIN, Undoped QWR 

and Doped QWR devices at (a) 300 K and (b) 20K. 
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As the structure of the devices investigated are p-i-n junctions the capacitance is 

expressed by the following equation: 

1

𝐶
=  

𝑑

𝜀𝑠𝜀0𝐴
+

𝑥𝑛
𝜀𝑠𝜀0𝐴

+
𝑥𝑝

𝜀𝑠𝜀0𝐴
                  (6.2) 

where d represents the thickness of the intrinsic region (cm), xn,p the depletion 

regions in both n and p sides (cm), respectively, and εs is the permittivity (F·cm−1) 

of GaAs (12.9 ε0 [22]) . As the doping levels of the n and p layers are fairly high, it 

is very likely that the intrinsic region dominates the overall capacitance because d 

is considered to be >> xn,p. As a consequence, the capacitance should vary only 

slightly with bias in reverse conditions. As shown in Fig. 6.10 the capacitance 

change as function of reverse bias in PIN and QWR Undoped devices is very slow 

as expected by Equation (6.2).  However, for the QWR Doped samples this 

behaviour deviates considerably from the one described by Equation (6.2) and it 

follows the same trend as the PN devices. The reason is very likely due to the effect 

of introducing n-type Si δ–doping which makes the QWR doped junction behaving 

as a PN junction.  

Fig. 6.10 (b) shows that the capacitance/area (C/A) at T = 20 K decreases with 

increasing reverse bias, a behaviour which is frequently observed in this kind of 

device due to the increase of the depletion layer width. However, the most 

interesting features observed in the C-V characteristics are the plateaux or multiple 

steps detected in the QWR samples.  For the QWR undoped devices the plateau 

appears only in the forward bias (0.24 – 1.0 V), while the steps are present in the 

QWR doped devices over the whole bias range. The distinct behaviours of the 

capacitance in QWR undoped devices can be related to a two dimensional electron 

gas (2DEG) formation as a result of electron localization in InGaAs 2D wetting 

layer (WL). Chiquito et al. [27] observed a plateau like dependence in their C-V 
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measurements at the bias range 0.5 to 1.5 V in InAs/GaAs self-assembled quantum 

dots system. They related this behaviour to the formation of 2DEG at the 

(GaAs)4/(AlAs)11/GaAs top interface rather than at the WL because their PL and 

Raman scattering measurements proved that there is no contribution of the WL. In 

fact, the capacitance increase and the plateau features that are observed in the 

capacitance measurements for a bias range of 0.24 -1.0 V as shown in Fig. 6.10 (b) 

for QWR undoped samples could be attributed to the confinement of electrons at 

the InGaAs WL.  Recent photoluminescence (PL) measurements performed by 

Kunets et al. [7] provided a strong evidence of the contribution of the 2D WL in 

QWR devices.  Therefore, one could conclude that a 2DEG is created in the InGaAs 

WL when a forward bias is applied in the QWR undoped devices investigated here 

and would account for the plateaux observed in the C-V characteristics. When a 

sufficiently high forward voltage is applied the capacitance decreases as shown in 

Fig 6.9 (b) because the 2DEG layer is fully depleted of electrons. Babinski et al. 

[28] reported a similar behaviour at V= 0.7 V in In0.6Ga0.4As/GaAs QDs grown by 

metalorganic vapour phase epitaxy. They explained the plateaux formation in the 

forward bias voltage by the QDs excited states filled by electrons or a DEG formed 

in InGaAs WL. It is, however, worthwhile mentioning that Kim et al. [29] observed 

a hump shape at a forward voltage near 0.4 V in InAs/GaAs QDs Schottky diodes 

grown by MBE. They related this hump to the carrier accumulation in the QDs 

layer.  

In order to investigate further the behaviour of C-V characteristics, C-V 

measurements were performed at low frequencies for both doped (100 kHz) and 

undoped (10 kHz) QWR devices. The apparent carrier concentration profile as 

function of depth is also calculated by using the following  relations [30]: 
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𝑁𝐶𝑉(𝑊) =
2

𝐴2𝑞𝜀𝑠𝜀0
[
𝑑

𝑑𝑉
(
1

𝐶2
)]
−1

and 𝑊 = 𝐴
𝜀𝑠𝜀0
𝐶
        (6.3) 

where W is the length of the depletion region and 𝑁𝐶𝑉(𝑊) is the apparent carrier 

concentration for semiconductors with quantum confinement [31]. Fig. 6.11 shows 

the C-V and NCV of doped and undoped QWR devices at 100 K at low and high 

frequency. It can be seen from the C-V plots that there is no significant capacitance 

difference between the C-V measurements at low and high frequency. Similarly, 

the NCV plot at both frequencies in undoped and doped samples is unchanged. The 

C-V and NCV have no frequency dependence, which confirms that the emission of 

electrons from quantum wires is very fast. 
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Fig. 6.11. Low/high frequencies C-V characteristics of (a) undoped and (b) doped 

QWR samples at 100 K. Concentration versus depth profiling of (c) undoped and 

(d) doped QWR samples at 100 K. 

 

In order to determine the distance between the steps observed in Fig. 6.10 (b) for 

the QWR devices the derivative of capacitance (dC/dV) were calculated as shown 
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in Fig. 6.12. One could approximate the number of charge carriers accumulated in 

the QWR doped layers by using Q=Cp ΔV, where Cp represents the capacitance at 

the plateau and ΔV represent the width of the plateau region [32]. The accumulation 

charge in the first, second, third, fourth and fifth QWRs layers of the QWR doped 

samples are calculated to be Q1= 4.02 x 10-11 C, Q2= 4.72 x 10-11 C, Q3= 4.73 x 10-

11 C, Q4= 4.94 x 10-11 C and Q5= 5.43 x 10-11 C, respectively. These values are 

associated with the fact that as the step is wider, the carrier concentration confined 

in the QWRs layer is higher [33, 34]. For the undoped QWR devices there is only 

one accumulation layer with a charge Q= 8.56 x 10-11 C.   As shown in Fig. 6.12, 

for the QWR doped samples the width of the steps (ΔV) increases as the reverse 

bias increases. This increase could be attributed to the increase of the electrical field 

in the space charge region [35, 36]. As a result of this, for small reverse biases the 

first QWR layer is depleted of electrons while all the other QWRs layers in the 

device remain electrically neutral.  When the reverse voltage is increased further, 

the conduction electrons are depleted to the second QWR layer, and therefore the 

boundary of the space charge region moves to the second QWR. This process will 

carry on until all the QWR are depleted. Thus, the number of steps in the 

capacitance curve is related to the number of depleted QWR layers in the device.  
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Fig. 6.12. dC/dV characteristics of the undoped and doped QWR devices measured 

at a frequency of 1MHz and temperature of 20K.  

 

The free carrier concentration profile shown in Fig. 6.11 reflects clearly the charge 

carriers accumulated in the QWR layers. The estimated free carrier sheet densities 

[28, 36] for the first, second, third, fourth and fifth QWRs layers in Doped QWR 

devices are 7.96 x 1011 cm-2, 1.00 x 1011 cm-2, 1.00 x 1011 cm-2, 8.66x 1010 cm-2, 

1.13 x 1011 cm-2, respectively. While the free carrier sheet density for the QWRs 

layer in QWR undoped devices is 9.29 x 1010 cm-2. Additionally, the distances 

between the NCV peaks shown in Fig. 6.11 for QWRs layers was approximately 28 

nm, which is nearly consistent with the designed QWR doped device structure 

(30nm). 
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6.3.3 DLTS AND LAPLACE DLTS CHARACTERISTICS  

In order to explore the effect of the electrically active defects on the solar cell 

efficiency in  GaAs (311)A solar cell devices, DLTS experiments [37] were carried 

out at biasing conditions of a reverse bias VR = -0.25 V with filling pulse height 

VP= 0 V, and a filling pulse duration, tp =1 msec. The samples temperature was 

scanned from 10 K up to 450 K. Fig. 6.13 shows normalized DLTS spectra for all 

devices. DLTS measurements reveal a distinct broad minority electron trap peak 

(negative peak) over a wide range of temperatures in all devices which  can be 

resolved by Laplace DLTS measurements [38]. In PN devices, in addition to the 

broad electron peak, a hole trap is also detected (positive peak).  
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Fig. 6.13. Normalized DLTS spectra of PN, PIN, QWR undoped and QWR doped 

devices obtained with the following conditions:  reverse bias V
R
= -0.25 V, filling 

pulse V
p = 0 V and pulse duration t

p
= 1 msec at rate window of 500 s-1. 

 

Laplace DLTS was used in order to resolve the broad electron trap peak detected 

in all samples. Fig. 6.14 shows that the broad DLTS peak observed for QWR doped 
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devices over the temperature range ~14-144 K  (see Fig. 6.13) splits in three clear 

peaks as detected by the high resolution Laplace DLTS at T=53 K . In summary, 

the Laplace DLTS revealed the presence of the following traps: (i) PN: three 

electron traps (E1
PN

 to E3
PN

) and one hole trap (H1
PN

); (ii) PIN: two electron traps 

(E1
PIN

 & E2
PIN

); (iii) QWR undoped: three electron traps (E1
QWR

 to E3
QWR

); (iv) 

QWR doped: three electron traps (E1
QWR_D

 to E3
QWR_D

). 
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Fig. 6.14. Laplace DLTS of QWR doped devices at 53 K under biasing condition 

VR=-0.25V, Vp= 0 V and tp= 1 msec. 

 

The Arrhenius plots of the emission rates as a function of temperature (ln (en /T
2) 

versus (1000/T)) for each defect level detected by Laplace DLTS are shown in Fig. 

6.15. The traps activation energies and capture cross-sections are calculated from 

the slope and the intercept of the above plots, respectively. These are summarized 

in Table 6.1 with the concentrations of each trap. It is worth to mention that the 

traps concentrations are calculated from the peaks of Laplace DLTS signal and C-

V measurements as explained in Chapter 4. 
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Fig. 6.15. Arrhenius plots of (a) PN, (b) PIN, (c) QWR undoped and (d) QWR 

doped devices at biasing condition VR=-0.25 V, Vp= 0 V and tp= 1 msec obtained 

from Laplace DLTS measurements.  
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Table 6.1. Summary of traps activation energies, capture cross-sections and 

concentrations for PN, PIN, QWR undoped and QWR doped devices. 

 

 

Device 

Trap 

Label 

Activation energy 

(eV) 

Apparent 

capture cross-

section (cm
2

) 

Trap 

concentration 

 (cm
-3

) 

PN H1
PN

 (0.157±0.004) 1.96x10
-18

 6.16x10
15

 

 

E1
PN

 (0.018±0.002) 1.01x10
-21

 6.55x10
14

 

E2
PN

 (0.039±0.002) 5.68x10
-21

 2.20x10
13

 

 E3
PN

 (0.095±0.003) 3.54x10
-19

 7.04x10
15

 

PIN E1
PIN

 (0.070±0.004) 2.81x10
-20

 1.86x10
14

 

 E2
PIN

 (0.14±0.01) 3.58x10
-18

 2.93x10
15

 

QWR 

undoped 

E1
QWR

 (0.010±0.001) 1.93x10
-22

 2.09x10
15

 

 E2
QWR

 (0.074±0.003) 8.64x10
-20

 4.03x10
13

 

 E3
QWR

 (0.145±0.008) 1.63x10
-17

 1.62x10
15

 

QWR 

doped 

E1
QWR_D

 (0.0037±0.0009) 2.06x10
-21

 3.93x10
15

 

 E2
QWR_D

 (0.0053±0.0001) 2.22x10
-21

 5.99x10
14

 

 E3
QWR_D

 (0.041±0.004) 5.38x10
-20

 6.96x10
13
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As seen in Table 6.1 only one hole trap, H1
PN

, is detected in PN devices. It has an 

energy close to the one measured from Laplace DLTS by Boumaraf et al. [39] in p-

type Si-doped GaAs Schottky diode. Although the origin of this defect is not yet 

clear, they suggested that it could be related to complexes involving silicon atoms, 

background impurities, and defects originating from the growth conditions used. 

E1
PN

 has an activation energy comparable to the trap reported in GaAs [40]. 

However, the origin of  E1
PN

 is still not known. 

It can be seen from Table 6.1 that the shallow trap, E2
PN

 in PN reference device has 

approximately the same activation energy as trap, E3
QWR_D

 detected in the QWR 

doped devices, and could possibly originate from the same defect. This trap might 

be assigned to an arsenic vacancy vAs introduced in electron-irradiated GaAs 

(labelled E1) and whose activation energy was found to be 32–45 meV [41-44] 

below the conduction band. It is worth pointing out that this is the only trap which 

is common in the QWR doped and PN devices. In the earlier analysis of the C-V 

characteristics it was concluded that the QWR doped junction acts as PN junction 

as a result of introducing n-type Si δ–doping. This common shallow trap might 

justify this assumption in C-V. However, the capture cross-section and 

concentration of this trap in QWR doped devices are higher than those of the PN 

devices. According to the previous study  [7] for this QWR doped device, the fitting 

of PL spectra at a high excitation intensity of 3000 W/cm2 shows an energy 

difference between  the wires and the 2D wetting layer transition to be 46 meV. 

This energy difference is nearly equal to the trap E3
QWR_D

 activation energy. Thus 

another possibility that E3
QWR_D

 could be related to the inter-band energy transition 

between the InGaAs wire and the 2D WL where tunnelling to the conduction band 
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could occur. E3
PN

 trap with an activation energy of ~ 0.095 eV can be related to the 

well-known electron trap in GaAs grown by MBE, M0 (Ec-0.10 eV), that originated 

from chemical impurities during growth [45]. 

It can be seen from Table 6.1 that the electron traps E1
PIN

 and E2
PIN

 in the PIN 

devices have similar activation energies as the electron traps E2
QWR

 and E3
QWR

 in 

the QWR undoped devices, respectively. These traps in both PIN and QWR 

undoped devices may originate from the intrinsic GaAs region since these were not 

observed in PN devices. One can therefore infer that by introducing n-type Si δ–

doping in QWR doped samples, E2
QWR

 and E3
QWR

 traps were annihilated. 

Additionally, it is found that the trap densities and apparent capture cross-sections 

of E1
PIN

 and E2
PIN

 are affected by the introduction of the InGaAs QWRs 

intermediate band. From DLTS measurements Lee et al. [46] detected an electron 

trap with activation energy of 0.14 eV in InAs/GaAs δ–doped QD solar cell 

structures grown by MBE and they identified this  trap to M1 defect which is 

commonly observed in GaAs layers grown by MBE [45]. Furthermore, E2
PIN

 and 

E3
QWR

 have comparable activation energies as trap F (0.14 eV) reported by Asano 

et al. [47] in GaAs (001) /InAs/InGaAs/GaAs self-assembled QD structures. In 

their study, they inferred that the increase of the density of this trap and others traps 

around the QDs is due to the growth conditions of InGaAs/GaAs QD structures.  In 

particular, the density of these defects were reduced by a factor of 20 when they 

used  migration enhanced epitaxy (MEE) to grow the GaAs capping layer at 400 or 

500 °C as compared to using  MBE for a growth temperature of  500 °C. Also Fang 

et al. [34] detected the M1 defect in In0.5Ga0.5As/GaAs QDs structures grown by 

MBE and they attributed this defect to point defects instead of defect-impurity 
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complexes. Moreover, Kunets et al. [48] observed the M1 trap in 

In0.35Ga0.65As/GaAs QDs structures grown by MBE using noise spectroscopy 

measurements, and they related the increase of its density  to strain in the vicinity 

of In0.35Ga0.65As QDs. Thus there is a consensus that E2
PIN

 and E3
QWR

 are related 

to M1 defect which could be assigned to defect-impurity complexes or/and point 

defects [34, 45, 48, 49]. The shallow trap E1
QWR

 with energy of ~10 meV is only 

observed in QWR undoped devices. Thus, in this work it is believed that the E1
QWR

 

level is created due to the incorporation of InGaAs QWRs. From a rectangular 

potential well calculation using the Nextnano software, Vakulenko et al. [50] found 

that the quantum energy of the ground state in InGaAs/GaAs QD structures is 

approximately about 10 meV. This finding provides further evidence that E1
QWR

 

trap could be related to the incorporation of the QWRs.  

For QWR doped devices the traps E1
QWR_D

 to E3
QWR_D

 are directly or indirectly 

related to the introduction of the n-type Si δ–doping since these traps were not 

observed in PIN and QWR undoped devices. The shallow trap E2
QWR_D

 has an 

activation energy of ~5.3 meV which is comparable to the ionization energy of 

silicon donors in GaAs (5.8 meV) [51]. Furthermore, Teh et al. [52] found a similar 

trap level with concentration of ~ 1015 cm-3 using the temperature dependence of 

the double exponential decay measurements. They assigned this trap to silicon 

substituting for a gallium centre, SiGa, with binding energy of 5.85 meV.  

It is relevant to note that some of the traps detected in the devices investigated in 

this work are reported here for the first time. Their origins are not clear and further 

investigations are needed. 
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These DLTS measurements for PIN, QWR undoped and QWR doped devices are 

correlated with the earlier solar conversion efficiency measurements done by 

Kunets et al. [14] at different temperatures (83 K-300 K). In their measurements 

they found that the efficiency increases as the temperature decreases in all devices 

until the temperature reached down to between 180 and 160 K, then the trend 

changed. In particular, in the PIN devices, the efficiency showed very small 

increments as the temperature decreased. While for the QWR undoped samples the 

efficiency increased considerably as the temperature decreased down ~120 K, then 

the efficiency decreased for lower temperatures. For the QWR doped devices, the 

efficiency tended to decrease as the temperature decreased. The dramatic changes 

in the efficiency in the temperature range below 160-180 K can be correlated to the 

peaks observed in the DLTS spectra over the same temperature ranges (see Fig. 

6.13). Moreover, the above analysis of the DLTS and Laplace DLTS spectra 

demonstrates as well a reasonable correlation with the external quantum efficiency 

(EQE) study done by Kunets  et al. [14] on these devices at different temperatures. 

In their work, they correlated the lower solar conversion efficiency values in the 

QWR undoped devices compared to the PIN and QWR doped samples in the 

temperature range 160-240 K to their lower integrated EQE over the same 

temperature. This behaviour has been explained by measuring the GaAs EQE. The 

integrated GaAs EQE measurements showed an obvious U-shape trend as a 

function of temperature for QWR undoped devices, however, for the reference PIN 

devices the GaAs EQE characteristics were almost temperature independent. In this 

study [14], this behaviour can be associated to the electrically active traps E2
QWR

 

and E3
QWR

 since they were detected within the temperature ranges where the solar 

conversion efficiencies were low. Although the PIN and QWR undoped devices 
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have similar defects in terms of activation energy, the capture cross-sections of the 

QWR undoped devices are higher.  Therefore, these higher cross-sections of these 

defects could have more influence on the solar conversion efficiencies. However, 

a rapid increase of solar conversion efficiency and associated increase of the 

integrated EQE signal at low temperatures (T<~120K) observed in InGaAs QWR 

undoped devices [14] could be attributed to the incorporation of QWRs which 

introduce an intermediate energy band for enhanced energy harvesting and 

therefore enhanced efficiency. This level/band, E1QWR, was indeed detected by 

DLTS in the InGaAs QWR undoped samples. In the QWR doped devices, however, 

it was reported that the solar conversion efficiencies and integrated InGaAs EQE 

decrease at low temperatures (T<~120K). This behaviour could be attributed to the 

three traps E1
QWR_D

 to E3
QWR_D

 detected by DLTS. E2QWR_D has an energy 

comparable to the ionisation energy of Si as discussed above. E1QWR_D and 

E3QWR_D, which were not observed in the PIN or QWR undoped samples, could be 

also assigned to complexes involving Si atoms via delta-doping.  

 

6.4 CONCLUSION 

I-V, C-V, DLTS and Laplace-DLTS techniques were used to investigate the 

existence of defects in GaAs p-i-n solar cells incorporating undoped and doped 

intermediate band QWRs in the intrinsic region of the device junction. 

 Analysis of the J-V dependence showed that the QWRs-containing devices 

exhibited a clear peak of the local ideality factor at small forward biases at all 

temperature conditions, which might be caused by the charges captured at the 

QWRs-induced defect states. While under large forward biases, the temperature 

dependence of the ideality factor for all devices was well related to the effect of the 
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series resistance. In addition, the C-V measurements at T=20 K revealed plateaux 

in QWR undoped devices which were related to 2DEG or/and the carrier 

accumulation in the QWRs layer, and for the QWR doped devices the ith steps 

observed in the C-V plots were related to the depletion of the ith QWR layers in the 

devices. The efficiency and EQE characteristics obtained by Kunets et al. [14] at 

different temperatures correlated with the appearance of trap peaks observed in the 

DLTS and Laplace DLTS spectra at almost the same temperature ranges. An IB 

level/band with energy of ~10 meV detected by Laplace DLTS in QWR undoped 

devices was related to the ground state energy of InGaAs QWRs. From these 

results, it is concluded that the observed defects play an important role in the 

efficiency of QWRs IBSC. They also provide an essential understanding of the 

properties of these solar cell structures in order to enhance further their efficiencies. 
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CHAPTER 7: INVESTIGATION OF THE 

EFFECTS OF GAMMA RADIATION ON THE 

ELECTRICAL PROPERTIES OF DILUTE GaAs1-

xNx LAYERS GROWN BY MOLECULAR BEAM 

EPITAXY 

This Chapter reports the effect of gamma (γ-) irradiation on the electrical properties 

of dilute GaAsN epilayers having nitrogen concentrations ranging from 0.2 to 1.2% 

using Current - Voltage (I-V), Capacitance - Voltage (C-V), Deep Level Transient 

Spectroscopy (DLTS) and Laplace DLTS measurements in the temperature range 

from 10 K to 450 K. It is worth pointing out that these measurements are carried 

out a long time after the irradiation was preformed to ensure that post irradiation 

stability has been reached. The DLTS measurements revealed that after irradiation 

the number of traps is either decreased, remained constant, or new traps are created 

depending on the concentration of nitrogen. The origin of the defects present before 

and after irradiation are discussed and correlated. 

 

7.1 INTRODUCTION 

Dilute III-V nitride semiconductors present substantial reduction in their band gap 

when only a small number of nitrogen atoms is incorporated in their lattice. This 

band gap engineering, which allow the electronic and optical properties to be 

tailored [1], makes GaAsN a very attractive material for several applications such 

as multi-junction solar cells [2, 3], laser diodes [4, 5], and heterojunction bipolar 

transistors [6]. On the other hand, the presence of new nitrogen-related deep defects 

and shallow defects due the incorporation of nitrogen in GaAs has been observed 
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[7].  Nonetheless, a complete understanding of the origin of these defects has not 

yet been fully achieved [8].  

Recently, DLTS and Laplace DLTS techniques have been used to provide 

information about electron traps in dilute GaAsN  layers grown by Molecular Beam 

Epitaxy (MBE) on n+ GaAs substrates [9]. It was observed that few shallow and 

deep levels with activation energies ranging from 0.036 to 0.13 eV are introduced 

in samples containing nitrogen with concentration of 0.2% to 0.4%. More recently, 

B. Bouzazi et al. [8] employed DLTS to investigate the effect of electron irradiation 

and hydrogenation of GaAsN grown by chemical beam epitaxy on the main 

nitrogen-related nonradiative recombination center E1, with activation energy of 

0.33 eV below the bottom edge of the conduction band. Additionally, they 

suggested that the origin of this defect is related to the compensation of the tensile 

strain in the film caused by the small atomic size of N atom compared to that of As. 

They found that the density of E1 increases with increasing the fluency doses of 

electron irradiation. T. Hashizume and H. Hasegawa [10] reported the effect of 

gamma irradiation on the electron traps present in as-grown liquid encapsulated 

Czochralski GaAs.  In this study, they found that after irradiation the concentration 

of EL6 trap was reduced by a factor of 3-5, whereas the density of EL3 was 

increased about one order of magnitude. 

From the applications viewpoint, it is of importance to study the effect of irradiation 

on semiconductor-based devices such as metal-insulator/oxide-semiconductor, 

Schottky barrier diodes, solar cells and heterostructures, because they are used in 

satellites. Thus due to the radiation in space, considerable amount of lattice defects 

are induced in semiconductors and these defects cause degradation of the devices 

performance [11]. Additionally, the study of defects created by irradiation can 
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provide practical data to fabricate radiation-resistant devices. However, there are 

relatively few reports on the effects of gamma irradiation on the electrically active 

defects in GaAsN-based devices. Therefore, the intentional introduction of deep 

defects by gamma irradiation in dilute GaAsN layers can be useful for a better 

understanding of the behavior of nitrogen atoms in GaAs and their role in the traps 

formation and/or in the traps passivation. In this work we present experimental 

confirmation on the effect of gamma irradiation on post-irradiation stability (i.e. a 

long time after the exposure to radiation was preformed) using I-V, C-V, DLTS 

and Laplace DLTS measurements of dilute GaAsN epitaxial layers containing 

different nitrogen concentrations over a long period of time after the exposure of 

the devices to the high radiation dose. 

 

7.2 SAMPLE DETAILS  

In this study, GaAsN samples were grown on n+ GaAs substrates with nitrogen 

concentrations of 0.2%, 0.4%, 0.8% and 1.2% using MBE as reported in ref. [9]. 

The main growth parameters are: growth rate is 1 μm per hour and growth 

temperature is 500°C. As shown in Fig. 7.1 (a), the epitaxial layers consisted of 0.1 

μm of a thick buffer layer of GaAs heavily doped with Si (n = 2x1018 cm-3), 

followed by a 1 μm silicon doped GaAsN epilayer (n = 3x1016 cm-3).  

The samples were irradiated with a gamma cell Cobalt Irradiator (dose rate of 5.143 

KGy/hour) at a high dose of 50 kGy. After gamma irradiation the devices are 

processed in the form of circular mesas with different diameters for the electrical 

characterization as shown in Fig. 7.1 (b). Thermal evaporation of Ge/Au/Ni/Au is 

used to fabricate an Ohmic contact to the back side of the n+ GaAs substrates. This 

was followed by a thermal treatment at 370 °C for 60 sec in a rapid thermal 
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annealing system under a gas flow of 1% Hydrogen in Argon. Ti/Au circular 

Schottky contacts were then deposited by thermal evaporation on top of the doped 

epilayer.  

 

 

Fig. 7.1. (a) Devices structure of n-type MBE-grown GaAsN with different 

nitrogen compositions and (b) Photograph of samples mounted on TO5 header. 

 

7.3 RESULTS AND DISCUSSION 

In order to study the effect of gamma (γ-) irradiation on the electrical properties of 

dilute GaAsN with Nitrogen concentrations ranging from 0.2 to 1.2 %, I-V, C-V, 

DLTS and Laplace DLTS measurements were performed. 

 

7.3.1 I-V CHARACTERISTICS  

In order to investigate the effect of Gamma irradiation on the electrical properties 

of dilute GaAsN as a function of nitrogen concentration, I-V measurements at 

different temperatures were performed. Fig. 7.2 shows the current density–voltage 

(J–V) characteristics at room temperature of as-grown and irradiated GaAsN. All 

diodes exhibited a relatively low leakage current density. 

(b) (a) 

Ge/Au/Ni/Au (Ohmic Contacts) 

n+ GaAs Substrate 

~ 0.1µm buffer layer (Si: 2x1018 cm-3) 

1µm GaAsN (Si: 3x1016 cm-3) 

Ti/Au (Schottky Contacts) 
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It is worth pointing out that all as-grown samples exhibit lower values of the reverse 

current density compared to the irradiated samples, except for the sample with 0.8% 

nitrogen concentration (See Fig. 7.2 (c)). On the other hand, the irradiation effect 

was more pronounced in the sample with nitrogen content of 0.4%, as can be seen 

in Fig. 7.2 (b), where the leakage current increased by approximately four orders 

of magnitude. The I-V results indicate that there are two possibilities of such higher 

reverse current in the irradiated devices: (i) the radiation introduces extra defects 

which act as generation-recombination centers; (ii) radiation increases the 

concentration of major defects which contribute to the increase of the leakage 

current. The same observation of the increment of the leakage current due to 

irradiation dose has been already reported by Shailesh K. Khamari et al. [12] for 

GaAs p–i–n diodes subjected to different irradiation doses up to 50 kGy. They 

attributed these increments due to the increase of generation recombination centers. 

In the following section a detailed analysis will be presented to shed some light on 

the possibilities which are responsible for the increase of the leakage current when 

the samples are irradiated. 

As these devices are Schottky diodes, then their I-V curves may be described by 

the thermionic emission model with a series resistance (Rs) [13]: 

𝐼 = 𝐼𝑠 [𝑒𝑥𝑝 (
𝑞(𝑉 − 𝐼𝑅𝑠)

𝑛𝑘𝑇
) − 1]          (7.1)  

where q is the electronic charge, V is the applied voltage, k is the Boltzmann 

constant, n is the ideality factor, Is is the saturation current, and T is the absolute 

temperature in Kelvin. The values of n and Is are determined from the experimental 

data. The saturation current Is is given by: 

𝐼𝑠 = 𝐴𝐴∗∗𝑇2𝑒𝑥𝑝 (
−𝑞𝜙𝐵
𝑘𝑇

)          (7.2) 
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where A is the diode area and A** = 8.16 Acm-2 K-2 is the effective Richardson’s 

constant for n-GaAs, and 𝜙𝐵 is the barrier height [14]. 

 

 

Fig. 7.2. Room temperature semi-logarithmic plots of dark J-V characteristics of 

as-grown and irradiated samples (a) N = 0.2%, (b) N = 0.4%, (c) N = 0.8% and (d) 

N = 1.2%.  
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In order to improve the accuracy of the characteristics parameters (RS, IS, 𝜙𝐵 and 

n) of the devices, the method developed by Werner was used [15]. This method as 

explained in Chapter 4 involves plotting the conductance divided by current (G/I) 

versus conductance (G) as shown in Fig. 7.3 for the as-grown sample with N= 0.2% 

at room temperature. The Werner’s plot provides also important information about 

the interfacial oxide layers and/or pinning of the Fermi level. The linearity of the 

plots in our devices is an indication that they are not being affected by these two 

quantities, as can be seen in Fig. 7.3. 
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Fig. 7.3. G/I-G plot obtained from the I-V curve at room temperature for forward 

voltages for the as-grown sample with N= 0.2% (this plot was used to obtain the 

ideality factor n and series resistance Rs). 

 

Series resistance, barrier height, and ideality factors for all samples are extracted 

from the room temperature forward I-V characteristics, and these are summarized 

in Table 7.1. Figures 7.4 and 7.5 display the temperature dependence of the ideality 

factor and barrier height, respectively, as determined from the I–V characteristics 

for as-grown and irradiated samples with 0.2%, 0.4%, 0.8% and 1.2% nitrogen 

concentration over a temperature range from 205 K to 340 K.  
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Table 7.1. Room temperature experimental barrier height, series resistance (Rs) and 

ideality factor determined from I–V characteristics of as-grown and 50kGy gamma 

irradiated n-type MBE-grown GaAsN containing different nitrogen. 

Sample 0.2%  N 0.4% N 0.8% N 1.2% N 

As-

grown 

Irradiated 

As-

grown 

Irradiated 

As-

grown 

Irradiated 

As-

grown 

Irradiated 

n 1.12 1.4 1.05 2.1 1.1 1.2 1.1 1.45 

𝜙𝐵 

(eV) 

0.81 0.72 0.79 0.61 0.63 0.65 0.63 0.60 

Rs (Ω) 10 6.7 7.7 16.3 8.7 27.38 35 200 

 

All as-grown samples have room temperature ideality factors near unity as 

compared to the irradiated samples where n deviates from unity. Such a deviation 

of n from the unity usually indicates that the current mechanism is not only 

controlled by the thermionic emission effect but there are other effects that 

contribute to the conduction mechanism. Inhomogeneity of zero bias Schottky 

barrier height, series resistance, interface states, generation-recombination 

mechanism, image force Schottky barrier lowering, and the interfacial charges 

distributed non-uniformly are examples that cause the deviation from the 

thermionic emission theory [16-19].  In addition, as can be seen in Fig.7.4 and Fig. 

7.5, for all irradiated and as-grown samples with N = 0.2 %, 0.8 % and 1.2 % the 

experimental values of 𝜙𝐵 increase with an increase of temperature, while the 

experimental values of n decrease. However, all irradiated diodes still have larger 

ideality factors at all temperatures compared to as-grown diodes. Also, the 

irradiated devices with N=0.2% have lower ideality factor compared to the 
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irradiated diodes with N=1.2%. Besides, the irradiated diodes with N = 0.8% have 

lower ideality factor compared to the irradiated diode with N = 0.4%. 

 

 

Fig. 7.4. Temperature dependence of the experimental: ideality factor determined 

from I–V characteristics of as-grown and 50kGy gamma irradiated n-type MBE-

grown GaAsN with nitrogen concentrations of (a) 0.2% and 1.2%. and (b) 0.4% 

and 0.8%.  
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Fig. 7.5. Temperature dependence of the experimental barrier height determined 

from I–V characteristics of as-grown and 50kGy gamma irradiated n-type MBE-

grown GaAsN with nitrogen concentrations of (a) 0.2% and 1.2%. and (b) 0.4% 

and 0.8%. 
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technique. They attributed this drop to the reduction of the bandgap due to the 

incorporation of nitrogen.  Similar behavior of the reduction of the barrier height 

due to the irradiation effect is also observed in all our samples. The decrease of the 

barrier height for the irradiated samples with nitrogen concentrations of 0.2, 0.4, 

and 1.2% are 11, 23, and 5%, respectively (see Table 7.1). However, the barrier 

height for the irradiated samples with nitrogen concentration of 0.8% increased to 

about 6%. The relative change in the barrier height before and after irradiation is 

smaller for samples with N= 0.8 and 1.2% compared to samples with lower N%. 

This gives an indication that the devices with 0.8 % and 1.2 % of nitrogen are more 

resistant to radiation than devices with lower N concentration. Recent studies have 

shown that after ionizing irradiation the barrier height decreases, and this behavior 

can be correlated with the modification of the density of free carriers at the device 

interface induced by the gamma irradiation [21, 22].  

Fig. 7.5 (a) clearly depicts that the barrier height firstly increases with temperature 

up to ~270 K and then it varies slightly up to 340 K for both as grown and irradiated 

samples with N =0.2% and 1.2% concentrations.  Besides Fig. 7.5 (b) shows that 

for the temperature range from 265 K up to 340 K, the as-grown samples with N = 

0.8% have lower barrier height when compared to the irradiated diodes with N = 

0.8%. It is worth to mention that the reason of the increase of the barrier height 

after irradiation will be explained in DLTS section (7.3.3). Also from Fig. 7.5 (a-

b), it can be seen that the gamma irradiation reduces the barrier height for samples 

with nitrogen concentrations of 0.2%, 0.4%, and 1.2 % at all temperature ranges. 

This temperature variation of the barrier height and the ideality factor, the so-called 

the T0 anomaly [23], is usually observed in semiconductors-metal diodes. In 

general, to investigate this effect, nT versus T plot is established. If the slope of 
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such a graph is unity but the line does not go through the origin, then this provides 

a proof that the temperature dependence of the ideality factor has a T0 anomaly [23, 

24].  

Fig. 7.6 (b) shows the experimental nT versus T plot of as-grown GaAsN diodes 

with N=0.4%. From this plot a value of  T0  of 7.74 K  was obtained with a single 

slope of 1.02, and this suggests that the conduction mechanism may be governed 

by thermionic emission [25]. But after gamma ray irradiation, the experimental nT 

versus T plot, shown in Fig. 7.6 (b), displays two slopes and consequently two set 

of values for T0. In particular, (i) a slope of 1.4 (larger than unity) and T0 = 277.6 

K are obtained in the temperature range ≤200 K, which means that the ideality 

factor becomes temperature dependent while T0 is temperature independent and 

constant [23, 26], and (ii) a slope of 0.5 (smaller than unity) and T0 = 447.2 K are 

obtained in the temperature range >200 K, which  means that T0 is temperature 

dependent [26]. Also, Fig. 7.6 (a) and Fig. 7.6 (d) show that, as-grown GaAsN 

diodes have T0 =63.50K with slope of 1.07 and T0 = 35.24 K with slope of 0.99 for 

N = 0.2% and N = 1.2%, respectively. But for irradiated diodes with N = 0.2% the 

slope is larger than unity (1.4) and goes through the origin, which infers that the 

ideality factor becomes temperature independent [23, 26] when the samples are 

irradiated.  Furthermore, Fig. 7.6 (c) shows that both as-grown and irradiated diodes 

with N=0.8% have the same slope of 0.88 with T0 =69.16 K and T0 =92.27 K, 

respectively.  This effect is an indication of non-ideal thermionic emission [27]. For 

Au/n-GaAs Schottky diodes A. Tataroǧlu    et al. [28] observed an increase in 

ideality factor and a decrease in the barrier height when the  temperature is reduced 

and they attributed this effect to inhomogeneities of the Schottky barrier with 

Gaussian distribution at the metal/semiconductor interface. 
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Fig. 7.6. Experimental nT versus T plot of as-grown and 50kGy gamma irradiated 

n-type MBE-grown GaAsN with nitrogen concentrations of (a) 0.2%, (b) 0.4%, (c) 

0.8% and (d) 1.2% in the temperature range of 205–345 K.  
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Fig. 7.7 shows a linear relation between the experimental barrier height and the 

ideality factor at temperatures from 205 K to 295 K for irradiated samples with 

N=0.2% and from 205 K to 345 K for irradiated samples with N=0.4, 0.8 and 1.2%, 

respectively. This behavior is related to the lateral inhomogeneities of the barrier 

heights of the Schottky diodes [28]. This behavior is observed in all samples, 

although the curves are not perfectly linear. Normally, the incorporation of nitrogen 

into GaAs reduces the electron mobility and consequently increases barrier height 

inhomogeneities [29]. It is worth pointing out that the ideality factor for N= 0.8% 

is lower than the sample with N=0.2%. This could be due to the quality of device 

processing. 
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Fig. 7.7. Variation of the barrier height versus ideality factor of irradiated GaAsN 

(N = 0.2-1.2%) for temperatures ranging from 205 K to 345 K (The arrow indicates 

the direction of increasing temperature). 
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Fig. 7.8 illustrates the temperature dependence of the series resistance as 

determined from the I–V characteristics for as-grown and irradiated samples with 

0.2%, 0.4%, 0.8% and 1.2% nitrogen concentrations over a temperature range from 

205 K to 340 K. Normally, the series resistance affects the linearity of the ln(I)-V 

curve at adequately large applied voltages by significantly curving downwards the 

forward I-V plot. The diode series resistance is found to increase due to irradiation 

for samples with N=0.4, 0.8 and 1.2% as can be observed in Fig. 7.8. On the other 

hand, a decrease of the series resistance is observed for samples with N= 0.2%. 

This behaviour has only been reported  for p-type GaAs [30]. Furthermore, Rs for 

both as-grown and irradiated samples with large nitrogen concentration (N ≥ 0.8%) 

decreases with the increase of temperature. This could be explained by the fact that 

both n and the free charge carriers decrease with increasing temperature  [23]. 
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Fig. 7.8. Temperature dependence of the experimental series resistance (Rs), 

determined from I–V characteristics of as-grown and 50kGy gamma irradiated n-

type MBE-grown GaAsN with nitrogen concentrations of  (a) 0.2% and 1.2% and 

(b) 0.4% and 0.8%. 
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7.3.2 C-V CHARACTERISTICS  

In order to determine the background doping concentration of dilute GaAsN 

samples with different nitrogen concentrations, the capacitance-voltage (C-V) 

measurements have been carried out at 300 K using the Boonton 7200 capacitance 

meter which operates at a frequency of 1 MHz as shown in Fig. 7.9. It can be seen 

from this figure that after irradiation the capacitance values decreased in all samples 

which could possibly be attributed to two main factors associated with irradiation; 

(i) the change in dielectric constant at the metal semiconductor interface  or/and (ii) 

the reduction of net ionized dopant concentration [31-33].  
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Fig. 7.9. C/Area–V characteristics of as-grown and irradiated samples with 

different nitrogen compositions at a frequency of 1MHz. 
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Fig. 7.10. The plot of the capacitance of irradiated GaAsN (N = 1.2%) samples in 

the form of 1/C2 as a function of reverse bias voltage. 

 

Fig. 7.10 shows a typical 1/C2 versus reverse bias voltage plot obtained from the 

(C-V) data of an irradiated GaAsN sample with nitrogen concentration of N=1.2%. 

The doping concentrations for all samples were extracted from the slope of best fit 

of the plot of 1/C2 versus V at room temperature as described in Chapter 4 using 

Equation (4.26). The linear best-fit of the plot of 1/C2 versus V indicates the doping 

is uniform [13] over the bias range of -4V to 0V. The value of the doping 

concentration determined from the C-V measurements are used to calculate the trap 

concentration as described in Chapter 4 (Equation (4.42)). Fig. 7.11 shows the 

doping concentration variation with N content before and after irradiation. This 

figure indicates that the doping concentration for all samples decreases as a result 

of gamma irradiation. This reduction is normally related to the creation of defects 

upon irradiation. Thus, these defects trap conduction electrons and reduce the 

carrier concentration as well the capacitance values. 
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Fig. 7.11. The background concentration obtained from samples having different 

nitrogen contents. 

 

7.3.3 DLTS AND LAPLACE DLTS CHARACTERISTICS   

The DLTS measurements [34] were carried out on Schottky diodes to identify the 

electrically active defects created as a result of gamma irradiation. In addition, 

Laplace DLTS was used to separate the DLTS signals due to defects with closely 

spaced energy levels. The following experimental DLTS parameters are used: 

reverse bias VR = -4 V, filling pulse characteristics Vp = -0.5 V, filling pulse duration 

tp = 1 msec. The samples were scanned from 10 K up to 450 K. In Fig. 7.12 we 

present the DLTS spectra, before and after irradiation, for samples with different 

nitrogen concentrations. 

In a previous study, Shafi et al. [35] found for the same as-grown Schottky diodes 

that the number of electron defects decreases with increasing nitrogen content. In 

particular, they observed seven electron traps (A1 to A7) for diodes with N = 0.2%, 

four electron traps for both diodes with N = 0.4% (B1 to B4) and N = 0.8% (C1 to 
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C4) and three electron traps (D1 to D3) for diodes with N=1.2%, as listed in Table 

7.2.  

 

Fig. 7.12. Characteristic DLTS spectra of as-grown and irradiated samples with 

different nitrogen compositions obtained with reverse bias of -4V, filling pulse 

duration of 1 msec, Vp of -0.5V, and rate window of 50s-1.  
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After irradiation, it is clear from Fig. 7.12 that, depending on the concentration of 

nitrogen, the number of traps decreases, remain constant or new traps have been 

created. Fig. 7.13 shows the Laplace DLTS spectra for the irradiated samples with 

the highest nitrogen composition (N = 1.2%), which was resolved from a very broad 

peak detected by conventional DLTS over the temperature range ~170-340K. In 

fact, the Laplace DLTS in the irradiated samples revealed the presence of three 

electron traps for both diodes with N = 0.2% (AI1 to AI3) and N=0.4% (BI1 to BI3), 

four electron traps for N=0.8% (CI1 to CI4) and three electron traps for N=1.2% 

(DI1 to DI3). Their activation energies, capture cross-sections, and concentrations 

were obtained from Arrhenius plots as shown in Fig. 7.14 and are summarized in 

Table 7.2. It is worth pointing out that for samples with N= 0.2% and N= 0.4% we 

observed a decrease in the number of traps after irradiation, whereas for samples 

with N = 0.8% and N= 1.2 % the number of traps did not change. However, the 

capture cross-sections and concentrations of some defects changed by about two 

orders of magnitude. Thus one should consider both the capture cross-sections and 

concentrations of the traps before coming to real conclusion. 
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Fig. 7.13. Laplace DLTS spectra of the irradiated samples with N=1.2% taken at 

290K. The experimental conditions used were similar to those used for the standard 

DLTS scans. 
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Fig. 7.14. Arrhenius plots for as-grown and irradiated samples with different 

nitrogen compositions obtained with reverse bias of -4V, filling pulse duration of 

1 msec, Vp of -0.5V, and rate window of 50s-1.  
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Table 7.2. Summary of traps activation energies, capture cross-sections and 

concentrations for as-grown and irradiated samples. 

X (%) Trap label ET (eV) σn (cm2) Nt (cm-3) 

As-grown 0.2 % A1 0.036 ± 0.024 5.89 x 10-19 2.03 x 1015 

A2 0.13 ± 0.03 1.07 x 10-18 1.53 x 1014 

A3 0.28 ± 0.02 5.61 x 10-17 1.68 x 1014 

A4 0.35 ± 0.01 8.21 x 10-16 2.22 x 1015 

A5 0.43 ± 0.01 4.52 x 10-16 1.50 x 1014 

A6 0.51 ± 0.03 5.28 x 10-16 2.10 x 1014 

A7 0.81 ± 0.01 3.64 x 10-14 7.56 x 1014 

Irradiated 0.2 % AI1 0.340 ± 0.003 5.37 x 10-14 1.19 x 1015 

AI2 0.530 ± 0.002 9.93 x 10-14 3.44 x 1015 

AI3 0.700 ± 0.005 1.52 x 10-12 1.95 x 1016 

As-grown 0.4 % B1 0.045 ± 0.031 2.80 x 10-18 3.60 x 1015 

B2 0.37 ± 0.03 5.75 x 10-16 2.44 x 1014 

B3 0.53 ± 0.02 6.36 x 10-16 3.52 x 1014 

B4 0.82 ±0.02 1.02 x 10-14 5.07 x 1014 

Irradiated 0.4 % BI1 0.360 ± 0.003 1.74 x 10-14 1.25 x 1014 

BI2 0.640 ± 0.003 1.57 x 10-14 6.11 x 1013 

BI3 0.770 ± 0.003 5.45 x 10-15 1.53 x 1014 

As-grown  0.8 % C1 0.34 ± 0.07 2.63 x 10-16 1.86 x 1014 

C2 0.38 ± 0.03 4.24 x 10-16 3.51 x 1015 

C3 0.44 ± 0.09 7.41 x 10-16 6.97 x 1014 

C4 0.55 ± 0.01 5.51 x 10-16 5.82 x 1014 

Irradiated 0.8 % CI1 0.085 ± 0.003 1.76 x 10-20 1.83 x 1015 

CI2 0.35 ± 0.005 2.63 x 10-15 1.78 x 1016 

CI3 0.43 ± 0.008 1.21 x 10-15 4.30 x 1015 

CI4 0.72 ± 0.009 6.89 x 10-14 3.55 x 1015 

As-grown 1.2 % D1 0.35 2.01 x 10-17 1.69 x 1015 

D2 0.43 4.84 x 10-17 3.02x 1015 

D3 0.50 6.73 x 10-17 1.74 x 1015 

Irradiated 1.2 % DI1 0.340 ± 0.007 1.29 x 10-14 1.44 x 1015 

DI2 0.430 ± 0.002 2.72 x 10-17 1.40 x 1015 

DI3 0.540 ± 0.001 2.86 x 10-16 1.75 x 1015 
 

 

 

 

 



 

154 
 

0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

 

 
EN3

1.2%0.8%

0.4%
0.2%

 Electron traps in As Grown GaAsN

 Electron traps in Irradiated GaAsN

 Electron traps in As Grown GaAsN(N=0%)

 Electron traps in GaAs Ref. [33-36]

 CB BAC model

 VB 

VB

Nitrogen Concentration (%)

E
n

e
r
g

y
 (

e
V

)

EL2

M6
M5

M4

M3

M1

M0

CB

 

 

 

Fig. 7.15. Diagram showing the GaAsN bandgap as a function of nitrogen 

concentration. The electron traps energies, before and after irradiation as 

determined from the DLTS measurements, are also shown for each N composition. 

GaAs-like traps grown by MBE [36-39] is represented by the grey horizontal 

dashed lines. 

 

The identification of the origin of these deep level traps is slightly difficult because 

when incorporating different nitrogen concentrations into the GaAs host crystal, 

the energies of these traps are considerably modified. However, Kudrawiec et al. 

[36] suggested an assumption based on the band anti-crossing (BAC) model [37] 

in order to reduce such  effect.  They assumed that the downward shift of the 

conduction band edge with no change of the energy of the valence band edge, 

creates a reduction of the band gap when the N concentration increases. Such 

assumption can be also used for defects in GaAsN alloys with low nitrogen 
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concentration (e.g., N < 1.25%). In fact, as explained by Kudrawiec et al., the 

energy of the same defect in both GaAs and GaAsN alloys does not change relative 

to the valence band edge. Thus, as shown in Fig. 7.15, this supposition can be 

applied in this study to correlate the activation energies of the electron traps 

extracted from DLTS measurements for both as-grown and irradiated samples with 

different N percentages. Therefore, as the nitrogen concentration increases the 

activation energy of a specified electron trap should decreases with same amount 

of the reduction in the conduction band of GaAsN. This means that the energetic 

positions of the traps with the same origin should be located near a certain 

horizontal line.     

As illustrated in Fig. 7.15, the  solid blue line represents the conduction band (CB) 

minimum for GaAsN alloys which was estimated by the BAC model as a function 

of nitrogen concentration and redrawn from Fig. 2 in Ref. [38]. The valence band 

(VB) maximum of this alloy is adjusted to zero and illustrated as a black solid line. 

Also in Fig. 7.15 are included the activation energies of electron traps of as-grown 

and irradiated diodes relative to the edge of the CB.  Trap parameters for a control 

sample with N=0% is also shown with an activation energy of 0.76 eV, capture 

cross section of 5.15x10-14 cm2 and trap concentration of 2.85x1015 cm-3 [9]. 

Furthermore, the estimated energetic positions in GaNAs band gap of well-known 

GaAs-like traps reported previously in n-type GaAs grown by MBE [39-43] are 

plotted in Fig. 7.15 as horizontal dashed grey lines. These lines are illustrated to 

identify the relation between these traps and the electron traps in GaAsN. It is clear 

that the shallow traps (A1 and B1) that exist only in as-grown diodes with low N 

concentration (N ≤ 0.4 %) can be related to the well-known electron trap in GaAs, 

M0 (Ec-0.10 eV) [39]. After irradiation this trap was annihilated in both samples. 
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The A2 trap in the diode with N = 0.2%, has energy similar to the well-known M1 

(EC-0.21 eV) trap in n-GaAs trap [39], but under irradiation this trap was also 

annihilated. However, the M1 trap was observed in irradiated samples with higher 

nitrogen concentration (N=0.8%, CI1 trap) but with a concentration one order of 

magnitude higher than A2 trap concentration. Additionally,  the M1 trap is 

comparable to the low-energy EL10 trap in GaAs MBE grown samples [43] which 

was assigned to an arsenic vacancy (VAs) complex defect involving an impurity 

[39, 44]. The trap A3 is observed solely in as-grown samples with the lowest N 

concentration and as a result of irradiation it is annihilated. This trap can be 

assigned to M3 (EC-0.34 eV) [42] which has the same signature as trap EL6 [45]. 

The nature of EL6 is related to the complex defect involving arsenic antisite defect 

(AsGa) and arsenic vacancy (VAs) [45].  In addition, the traps A4, AI1, B2 and BI1 (~ 

EC- 0.43 eV) have the same activation energy as EN3 in GaAs [46, 47]. The EN3 

trap is only detected with lower nitrogen content (N ≤ 0.4%). After irradiation, the 

capture cross section increases about two orders of magnitude for both samples 

with N = 0.2% and N = 0.4%.  However, the trap concentrations decrease by a 

factor of two for the samples with N = 0.2% and 0.4% as a result of irradiation. 

Furthermore, the A5, C1, C2, CI2, D1 and DI1 traps are likely to correspond to the 

same level M4, whose activation energy varies widely in the range from EC-0.49 

eV to EC-0.55 eV [40] and has same origin as the level EL4. The EL4 level was 

also attributed to an arsenic vacancy (VAs) complex involving an impurity [44]. It 

is worth to note that this trap present in structures with higher concentration of N 

(N =1.2%) is not affected by irradiation while for structures with lower 

concentration, it is annihilated by irradiation.  In addition, the capture cross-section 

and concentration of the EL4 trap increases with irradiation. For example, the 
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diodes with N= 0.8% the capture cross section and concentration increase by one 

and two order of magnitude, respectively.   But for the  diodes with N= 1.2% the 

capture cross section increases by three orders of magnitude but its concentration  

remains almost unchanged. Thus the increase of the barrier height for the sample 

with N-concentration of 0.8% after irradiation could probably be due to the fact 

that traps C1 or C2 was annihilated, and an emerging a new defect (CI1) with lower 

energy and capture cross-section. A6, AI2, C3 and CI3 traps can be related to the M5 

level (EC-0.58 eV) [39]. Also this level has similar origin to EL3. This famous trap 

is commonly associated to the off-center substitutional oxygen on arsenic sites (oc-

OAs) [48]. It is worth taking into consideration that the capture cross section and 

concentration of this trap increased by one order of magnitude after irradiation. The 

deep level electron traps B3, D2 and DI2 are detected only in as-grown diodes with 

N = 0.4% and as-grown and irradiated samples with N=1.2%, respectively. These 

traps have approximately their activation energies close to the trap M6 (EC-0.62 

eV) [39]. M6 trap is typically observed in GaAs layers grown by MBE. In this 

study, M6 trap resists to irradiation in samples with higher nitrogen concentration 

(N= 1.2%) while for lower nitrogen concentration (N= 0.8%) this defect is 

annihilated when subjected to irradiation. Furthermore, the D2 and DI2 traps have 

lower capture cross section and higher concentrations (samples with N = 1.2%) 

compared to B3 (samples with N=0.4%). A7, AI3, B4, BI2, BI3, C4, CI4, D3 and DI3 

are the deepest traps observed consistently in all samples. These traps could be 

related to the famous EL2 trap in GaAs layers. This defect typically has an energy 

in the range of 0.70 eV to 0.85 eV [49] and its origin is assigned to the isolated 

arsenic antisite defect (AsGa) or complex defect involving AsGa and arsenic 

interstitial [50]. B4 defect is unique in the sense that both its capture cross section 
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and concentration decrease after irradiation (see BI3 parameters in Table 7.2), 

which is compared to the other EL2 traps in this study. Thus this reduction is 

probably indicating that the origin of EL2 is related to defects which may be easily 

created or decomposed by various surrounding conditions. On the other hand, if we 

sum the capture cross-sections of B1+B2+B3 ~ 9  10-16 cm2 (before irradiation) that 

is about two orders of magnitude lower than BI1 + BI2 ~ 3.2 10-14 cm2 (after 

irradiation).This behavior has strong effect on the obvious increment of the leakage 

current after irradiation in GaAsN with N = 0.4% (Fig. 7.2 (b)).  

M0, M1, M3, EN3, M4, M5 and M6 traps that have been identified in this work 

can be related indirectly with the incorporation of N atoms since they are not 

detected in the untreated control sample (N=0%). The solely trap found in this 

control sample has the same origin as EL2 trap. Thus, the only trap which can be 

directly associated with GaAs is EL2. However, EL2, EL3, EL6 and EN3 are also 

experimentally detected in GaAsN or GaInNAs structures [48, 51-54].   

 

7.4 CONCLUSION 

We have used I-V, C-V, DLTS and Laplace DLTS to investigate the effect of 

gamma irradiation in GaAsN samples grown by MBE with different nitrogen 

concentrations (0.2% to 1.2%). The I-V characteristics show that the deterioration 

of the electrical properties of GaAsN with nitrogen concentrations of 0.2, 0.4 and 

1.2% after irradiation could possibly be attributed to the increase of the 

concentration and/or capture cross-section values of major defects detected by 

DLTS and Laplace DLTS measurements. However, the samples with 0.8% 

nitrogen concentration exhibited higher resistance to γ-irradiation effect than other 

devices. Moreover, the C-V measurements at 1 MHz indicate that there is a slight 
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reduction in carrier concentration for all samples due to irradiation-induced defect. 

In addition, the DLTS and Laplace DLTS reveal close connection between the 

grown-in defects and the radiation-induced ones. The structures with higher 

concentration of N showed the best radiation resistance. 
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CHAPTER 8: ANALYSIS OF DEEP LEVEL 

DEFECTS IN GaN P-I-N DIODES AFTER BETA 

PARTICLE IRRADIATION GROWN BY METAL 

ORGANIC VAPOUR PHASE EPITAXY 

This Chapter reports the effect of beta particle irradiation (electron energy 0.54 

MeV) on the electrical properties of betavoltaic microbattery based on a GaN p–i–

n homojunction structure with the undoped layer (i-GaN) having thicknesses of 200 

nm and 600 nm. In addition, the impact of the irradiation on the formation of both 

shallow and deep energy level defects will be described. Current-Voltage (I-V), 

Capacitance-Voltage (C-V) and Deep Level Transient Spectroscopy (DLTS) 

measurements were performed on both as-grown and irradiated devices.  

 

8.1 INTRODUCTION 

In the last few decades, the micro-electro-mechanical system (MEMS) technology 

has been rapidly developed for use in the majority of electrical and mechanical 

devices such as sensors, actuators and biomedical devices in the size of millimeter 

to micrometer and even nanometer scale [1, 2]. MEMS technology requires small 

size and higher energy density power supplies to drive these devices. However, 

when the size of the power is reduced, the amount of stored energy goes down 

exponentially. Thus, the trade-off between size and power density of power 

supplies [2] is considered as a big challenge in MEMS technology to be employed 

for  portable and durable devices in both normal and extreme environments (i.e.  

high temperature and pressure, and in space and harsh environments). 

Consequently it is becoming very essential to develop power sources with high 
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energy density, light weight, insensitive to climate and temperature, and long life 

time compatible (for long-term applications) for use in MEMS technology [1]. 

Betavoltaic microbattery is one type of nuclear microbatteries that is considered to 

be a promising technology to satisfy these requirements [3].  

The operation principle of a betavoltaic microbattery is similar to that of a 

photovoltaic cell. In a photovoltaic cell, electron-hole pairs (EHPs) are generated 

when photons strike the semiconductor p-n junction causing an electrical current to 

flow. In betavoltaic cells, EHPs are generated when energetic beta electrons emitted 

from the radioactive source strike the p-n junction diode instead of photons causing 

an electrical current to flow. In comparison with a photon exciting an EHP, a beta 

particle can generate tens of thousands of EHPs. Along the beta particles moving 

trajectory, the carriers generated in the depletion region and the n or p region near 

the depletion boundary with a width less than the carrier diffusion length can be 

collected. As a result, the kinetic energy of the beta particles is harvested and 

converted into electrical energy.  

In 1954, Rappaport [4] reported the first semiconductor p-n betavoltaic cell  for 

conversion of nuclear radiation into electricity. Subsequently, a series of 

semiconductor materials such as silicon (Si), porous silicon, and silicon carbide 

(SiC) [4-8] have been investigated for betavoltaic microbatteries.  However, most 

of these fabricated devices have low current densities and energy conversion 

efficiencies, which are much lower than the expected ones. For example, Sun et al. 

[9] did not achieve a high enough current density in their betavoltaic cell diodes 

which consisted of a three-dimensional porous silicon irradiated with tritium 

sources. In 2006, Eiting et al. [8] achieved  high energy conversion efficiency in  

SiC-based betavoltaic cells irradiated with krypton-85 source. However, their 
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diodes degraded due to the creation of large amounts of defects in SiC. Theoretical 

analysis show that, when the band gap of a semiconductor increases, the efficiency 

of betavoltaic conversion increases [10]. Thus, the semiconductor GaN could be a 

more attractive material for betavoltaic microbattery owing to its wide band gap 

(3.4 eV) compared to Si (band gap of 1.12 eV) and SiC (band gap of 2.3–3.3 eV) 

[11]. 

It is well known that both optically and electrically active defects are introduced 

when semiconductor surfaces are exposed to energetic particles [12]. Thus, the 

effect of high energy radiation on the material properties of GaN has been studied 

by different groups. Linde et al. [13] found that, two broad photoluminescence 

bands were introduced in a 1 µm thick GaN/Al2O3 layer as a result of 2.5 MeV 

electrons irradiation. In Look et al. [14] experiment, GaN was irradiated with 0.7–

1.0 MeV electrons and from Hall measurements they detected a nitrogen vacancy 

at 0.07 eV below the conduction band of GaN. The charge trapping characteristics 

of electron irradiation induced defects have been reported by Fang et al. [15] using 

DLTS measurements. They found the creation of an electron defect labelled E, with 

a thermal activation energy of 0.18 eV. 

In this work, an experimental study is presented to examine the radiation damage 

of β-particles (electrons with energies less than ~1 MeV) in GaN p-i-n diodes 

grown by metal-organic vapour phase epitaxy (MOVPE) technique and their effect 

in the creation of both shallow and deep energy level defects. The defects induced 

in the devices can create deep level recombination centers in the depletion region 

and therefore decrease the collection rate of generated EHPs, reducing thereby the 

efficiency of betavoltaic battery. Moreover, the energy levels of the defect states in 

the bandgap were measured by using DLTS, a powerful tool for probing the defect 
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states of p-i-n junction diode structures [16] together with I-V and C-V 

measurements. 

 

8.2 SAMPLE DETAILS  

In this work, two GaN p-i-n structures with different thicknesses of the (i-GaN) 

undoped layer were investigated. The main motivation to use these structures is to 

investigate the change of efficiency of betavoltaic conversion as a result of 

changing the thickness of the i-GaN region. When the thickness of the i-GaN layer 

is varied, the amount of EHPs generation is expected also to change. Hence, the 

efficiency of betavoltaic conversion is affected [3]. Moreover, by changing the 

thickness of the i-GaN will allow us to study the depletion region of the GaN p-i-n 

junction in both i-side and p-side using DLTS measurements. 

An MOVPE system was used to grow the p-i-n GaN samples on 2 inch c-plane 

sapphire (Al2O3) substrates. Firstly, a   2 µm GaN nucleation layer was grown on 

sapphire substrate as a buffer layer to stop the propagation of defects arising from 

the lattice mismatch between sapphire and GaN epitaxial layers. This was followed 

by a 0.15 µm-thick Si heavily doped n-GaN layer with a doping concentration of 3 

× 1018 cm−3. Then, an intrinsic region of undoped GaN layer was grown with 

thickness of 0.2 µm and 0.6 µm for sample S1 and S2, respectively. Finally a 0.15 

μm thick Mg-doped p-GaN with a doping concentration of ~ 5 × 1017 cm-3 was 

grown to form the p-i-n device.   

The samples were irradiated by a 1 MBq 90Sr-90Y radioisotope (1 cm3 liquid source) 

contained into a flamed sealed glass ampoule (a maximum beta decay energy of 

546 keV) for one week. For the radioactive isotope 90Sr (electron energy 546 keV), 

the electron penetrates the whole layer of GaN (thickness < 1 µm). At this energy, 
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the path should be several mm into the GaN. The decay products 90Y at the balance 

with its parents (90Sr) will have a maximum energy of 2.28 MeV. The path will 

therefore be more even important. Fig. 8.1 shows the typical structure of the devices 

investigated in this work including details of the epitaxial layers. All device 

processing was carried out using standard semiconductor fabrication techniques 

that include photolithography, dry etching process to form the mesa structure, and 

metallization to fabricate the Ohmic contacts to the p and n-type layers of the GaN 

p-i-n diodes. The mesa etching was performed using an inductively coupled plasma 

(ICP) etching method. Prior to metal deposition, the samples were cleaned in HCl: 

HNO3 (3: 1) for 10 mins to remove the native gallium oxide. The p- and n-type 

Ohmic contact electrodes were Pd/Au (20 nm/120 nm) and Ti/Al/Au (10 nm/30 

nm/300 nm), respectively. These Ohmic contact electrodes were deposited by using 

an electron beam evaporation system with a base pressure lower than 1 x 10-7 Torr.  

Fig. 8.1 (c) shows a photograph of different-diameter mesa after processing. It is 

worth to mention that the samples growth and processing were done by S. 

Belahsene (National Centre for Scientific Research, France). 
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Fig. 8.1. Schematic diagram of the GaN p-i-n junction diode with (a) 0.2 µm 

undoped GaN layer (S1), (b) 0.6 µm undoped GaN layer (S2) and (c) Photograph 

of different-diameter mesa p-i-n diodes after processing. 

8.3 RESULTS AND DISCUSSION 

In order to study the effect of beta particle irradiation (electron energy 0.54 MeV) 

on the electrical properties of GaN p-i-n diodes I-V, C-V and DLTS measurements 

were performed. 

 

8.3.1 I-V MEASUREMENTS  

The room temperature dark current density (J)–voltage characteristics were 

measured for as-grown and irradiated S1 and S2 samples as illustrated in Fig. 8.2. 

From the J-V characteristics at room temperature, it is absolutely clear that the 

decrease of the thickness of the i-GaN region enhances the forward current density. 

However, the reverse current density is not affected by the change of the thickness. 

The reverse-bias leakage current at – 4 V is 0.09 A/cm2 for both samples S1 and 

S2. It was reported that the leakage current occurs through the volume of the device 

[17, 18]. 
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Fig. 8.2. Semi-logarithmic plots of dark J–V characteristics of as-grown and 

irradiated GaN p–i–n junction diodes with thicknesses of undoped layer of (a) 200 

nm (S1) and (b) 600 nm (S2) at room temperature. The diameter of the diodes is 

1000µm. 

 

The I–V characteristics of ideal diodes is normally described by the thermionic 

emission of conduction electrons [19]: 

𝐼 = 𝐼0 [𝑒𝑥𝑝 (
𝑞(𝑉 − 𝐼𝑅𝑠)

𝑛𝑘𝐵𝑇
) − 1]          (8.1)  
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where q is the electronic charge, V is the applied voltage, Rs  is series resistance, kB 

is the Boltzmann constant, n is the ideality factor, I0 is the saturation current, and T 

is the absolute temperature in Kelvin. The values of n and I0 are determined from 

the experimental data. The saturation current I0 is given by: 

𝐼0 = 𝐴𝐴∗∗𝑇2𝑒𝑥𝑝 (
−𝑞𝜙𝐵
𝑘𝐵𝑇

)          (8.2) 

where A is the diode area and 𝐴∗∗ is the effective Richardson’s constant for the 

semiconductor, and 𝜙𝐵 is the barrier height. 

The electrical properties of the diodes were determined by the method developed 

by Werner [20] as described in Chapter 4. This method includes plotting the 

conductance divided by current (G/I) versus conductance (G) as shown in Fig. 8.3 

for both S1 and S2 samples. 

The value of the ideality factor of S1 and S2 samples is n = 5.5 and n=5.4, 

respectively. These values are the same for both as-grown and irradiated samples. 

These fairly high ideality factors indicate that besides thermionic emission other 

mechanisms such as recombination, and tunnelling also contribute to the carriers 

transport.  

From the electrical point of view, the n values not altering much is an indication 

that β-particles irradiation is not causing the formation of recombination centres in 

GaN p-i-n samples. 
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Fig. 8.3. G/I-G plot obtained from the room temperature I-V curves at forward bias 

voltages for as-grown and irradiated GaN p–i–n diodes with the i-GaN layer having 

a thickness of (a) 200 nm (S1 samples) and (b) 600 nm (S2 samples).  
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8.3.2 C-V MEASUREMENTS 

The C-V measurements were performed at room temperature with a frequency of 

1 MHz for all GaN diodes as shown in Fig. 8.4. From this figure, it can been seen 

that the value of the capacitance for sample S2 reveales a small reduction as a result 

of the irradiation. On the other hand, the measurements of the capacitance for 

sample S1 exhibits a significant effect because of β-particles as clearly seen in Fig. 

8.4 (a). In particular, in the investigated bias range, a large variation of capacitance, 

in the order of 30 pF, is observed in the irradiated sample S1 compared with the as-

grown sample S1 where the variation is only 10 pF. The reduction of the 

capacitance values for samples S1 and S2 after irradiation could be attributed to the 

effects of carrier removal by the traps created in the depletion region. These traps 

reduce the concentration of free carriers by capturing them. 
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Fig. 8.4. Typical C-V characteristics at 1 MHz for as-grown and irradiated (a) S1 

and (b) S2 samples. 

 

Fig. 8.5 illustrates typical 1 /C2 versus bias voltage obtained from the (C-V) data of 

as-grown and irradiated S1samples. The relation between capacitance and voltage 

is given by equation (8.3) [21]: 

1

𝐶2
=

𝑑2

(𝜀𝑠𝜀0𝐴)2
+

2

𝑞𝜀𝑠𝜀0𝐴

Nd +Na 

Nd Na 
(Vbi − Vr )                          (8.3) 

where A is the diode area (cm2), d is the thickness of the undoped layer (cm), Vr is 

the applied bias (V), q is the electronic charge (C), εs is the permittivity (F.cm-1) of 
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GaN (9.5ε0), Vbi is the built-in voltage (V). Nd and Na represent the free electron 

and hole concentration (cm-3), respectively. The ratio of (Na.Nd/Na+Nd) was used 

to estimate the net free carrier concentrations which  were extracted from the slope 

of best fit of the plot of 1/C2 versus V at room temperature and the values are used 

to calculate the trap concentration as described in Chapter 4 (Equation (4.26)). It is 

worth pointing out that the linear best fit of the plot of 1/C2 versus V indicates that 

the doping is uniform [22] over the bias range of -4V to 0V. Based on the C-V data 

of Fig. 8.4 and Equation (8.3), the thickness of the undoped layer (i-GaN) of the p-

i-n junction is calculated for both as-grown and irradiated samples S1, and found 

to be 172 nm and 188 nm, respectively. These values agree well with the 200 nm i-

GaN thickness of sample S1 given in Fig. 8.1.  
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Fig. 8.5. Room temperature plot of 1/C2 as a function of reverse bias voltage for 

as-grown and irradiated S1 samples. 
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8.3.3 DLTS CHARACTERISTICS 

In order to elaborate further on the role of beta particle irradiation on the electrically 

active defects in betavoltaic microbattery based on a GaN p–i–n homojunction, 

DLTS experiments [23] were carried out at basing conditions of a reverse bias, VR 

= -0.5 V, with filling pulse height , VP= 0 V, and a filling pulse duration, tp =1 msec. 

Rate windows ranging from 5 to 2000 s-1 were used in these measurements. The 

samples were scanned from 10 K up to 450 K.   

Fig. 8.6 shows the DLTS spectra at a rate window of 500 s-1, before and after 

irradiation, for sample S2. From this spectra it can be seen that no minority trap is 

observed in these samples but two majority traps E1 and E2, and E1i and E2i are 

detected at temperatures 300 K and 400 K for as-grown and irradiated samples, 

respectively. Their activation energies, capture cross-sections, and concentrations 

were obtained from Arrhenius plots of ln (e/T2) versus 1000/T as shown in Fig. 8.7 

and are summarized in Table 6.1.  
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Fig. 8.6. DLTS spectra of as-grown and irradiated S2 samples obtained with reverse 

bias of -0.5V, Vp of 0V, filling pulse duration of 1 msec, and rate window of 500 s-

1. 
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In the case of sample S2, where the thickness of the undoped layer is 600nm, the i-

region layer of the p-i-n junction is not completely depleted. Although this layer is 

not intentionally doped, it contains excess free electrons. Thus, the positive signal 

indicates that the peaks are correlated with the emission of majority carriers 

(electron traps).  

 

2.2 2.4 2.6 2.8 3.0 3.2 3.4 3.6 3.8
-11

-10

-9

-8

-7

-6

-5

-4

-3

 

 

E2i

E1i

E1

1000/T

ln
(e

n
/T

2
)

 

 

 As-Grown

 Irradiated

E2

Sample S2

 

Fig. 8.7. Arrhenius plots of the electron traps depicted in Fig. 8.6 where the DLTS 

spectra were recorded for sample S2 with the following parameters: VR =- 0.5 V, 

VP = 0V and the duration of the filling pulse was tp= 1ms at rate window 500 s-1. 

 

From the electrical parameters of the traps of as-grown and irradiated S2 samples, 

displayed in Table 8.1, one can conclude that the similar activation energies derived 

from these plots confirm that they correspond to the same defect level.  In 

particular, it can be seen that the electron trap E1 with thermal activation energy 

0.63 eV in as-grown S2 sample is approximately the same as electron trap E1i with 

thermal activation energy 0.66 eV recorded in the irradiated S2 sample, and has 

possibly the same origin. These traps have signatures very close to the traps 
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commonly observed in undoped and Si doped GaN. The origin of this deep level is 

not clear and remains controversial [24, 25]. Generally, authors ascribed the nature 

of this trap either to a single defect (vacancy) or to VGa–ON complex [24-27]. Hasse 

et al. [28] have proposed that this level could be correlated to a native defect in 

GaN that is generated as a result of N implantation. Traps E2 and E2i, are 

comparable to the defect levels with activation energy of 0.76 eV reported by 

Asghar et. al. [26] and 0.78 eV reported by Auret et al. [29]. These defects were 

induced after the epitaxial n-GaN was irradiated by He ions with 5.4MeV. The 

nature of these defects is related to nitrogen-interstitials (Ni) formed as a result of 

the He-bombardment that creates a collisional cascade by displacement of nitrogen 

atoms from their original crystalline sites to interstitial position. In addition to that, 

these traps are also found in GaN grown under Ga-rich conditions [30] and not 

subjected to any irradiation.  Above all, the observed traps E2 and E2i in the as-

grown and irradiated samples which are identical in terms of activation energy (~ 

0.8 eV) could tentatively be attributed to nitrogen-interstitial (Ni).  Moreover, 

according to capture cross sections and concentrations values of traps detected in 

samples S2 shown in Table 8.1, one could infer that these traps are not modified by 

the relatively low energy irradiation used in our samples (0.54 MeV). Thus, there 

is weak effect of β-particle irradiation on S2 samples. 
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Table 8.1. Apparent activation energy, ET, capture cross section, σn, and trap 

concentration of the defects, Nt, observed in S1 and S2 as-grown and irradiated 

samples. The DLTS experimental conditions were: VR=-0.5V, VP=0V, and tp= 

1msec. 

Sample Trap label ET (eV) σn (cm2) Nt (cm-3) 

As-grown S1 H1 0.83 ± 0.07 7.29 x 10-15 8.09 x 1014 

Irradiated S1 H1i 0.89 ± 0.09 5.22 x 10-14 2.25 x 1014 

As-grown S2 E1 0.63 ± 0.02 1.47 x 10-13 1.21 x 1014 

E2 0.81 ± 0.05 4.72 x 10-14 2.82 x 1015 

Irradiated S2 E1i 0.66 ± 0.08 8.13 x 10-13 1.20 x 1014 

E2i 0.78 ± 0.09 2.95 x 10-14 2.40 x 1015 

 

Fig. 8.8 displays DLTS spectra of as-grown and irradiated S1 samples using similar 

DLTS experimental conditions as for S2 samples. In fact, the DLTS measurements 

in these samples revealed the presence of one positive and one negative peak before 

and after irradiation. It is worth taking into consideration that, the positive signal 

does not seem to be affected by the irradiation, whereas the negative signal is 

clearly modified and shift to lower temperature after irradiation. The majority traps 

labelled H1 and H1i are detected at high temperature (~ 400 K). However, the 

minority E3 and E3i traps are detected at low temperature (~ 150 K). In the case of 

S1 samples, the i-region of the p-i-n junction is completely depleted at - 0.5 V. 

Therefore, the active depletion region studied here is mainly on the p-type side. 

Thus, the positive peaks in DLTS correspond to hole traps (majority carriers), while 

the negative peaks correspond to electron traps (minority carriers) in S1 samples.  
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Fig. 8.8. DLTS spectra of as-grown and irradiated S1 samples obtained with reverse 

bias of -0.5V, Vp of 0V, tp=1 msec, and rate window of 500 s-1. 

 

The hole traps activation energies, capture cross-sections, and concentrations were 

obtained from Arrhenius plots of ln (e/T2) versus 1000/T as shown in Fig. 8.9 and 

summarized in Table 8.1.  
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Fig. 8.9. Arrhenius plots of the hole traps depicted in Fig. 8.8 where the DLTS 

spectra were recorded for S1 samples with the following parameters: VR =- 0.5 V, 

VP = 0V, and filling pulse tp= 1ms. 
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The hole traps of energy H1 ≈ 0.83 eV and H1i ≈ 0.89 eV are likely to correspond 

to the same trap reported by Emiroglu et al. [31] with energy of 0.87 eV. They 

assigned this trap to the [VGa-(ON)3] complex which involves gallium vacancies and 

oxygen impurity atoms. After irradiation, the capture cross section of this hole trap 

increases about one order of magnitude.  However, the concentration of this trap 

decreases about three times as a result of irradiation. Palmer et al. [32] stated that 

in order to displace gallium atoms, an electron beam energy higher than 0.7MeV is 

needed. In our study the samples were exposed to an electron beam energy of only 

0.54 MeV. This amount of energy should not generate more gallium vacancies. 

Regarding the negative peaks shown in Fig. 8.8 for both as-grown and irradiated 

samples, it can be clearly seen that these peaks are broad which is normally 

attributed to the existence of defect states spreading over a larger energy range [33]. 

Moreover, the Full Width at Half Maximum (FWHM) of these peaks are much 

larger than 0.1Tm (where Tm is the maximum peak intensity temperature) 

evidencing that multilevels are present rather than just a single defect [34].  The 

irradiated samples exhibit both a shift of the peak position and an increase of 

FWHM suggesting the creation of a defect with an activation energy very close to 

the one observed in the as-grown samples. Thus the characteristics of the defects 

E3 and E3i are difficult to determine. One way of avoiding this difficulty is to 

increase their signal to noise ratio by recording DLTS spectra with the lowest rate 

windows at different reverse biases. Normally the depletion region where trapping 

and de-trapping of charge carriers processes occur is controlled by applying 

different reverse biases. Fig. 8.10 displays DLTS spectra for irradiated S1 samples 

recorded with 200 s-1 at various reverse biases. 
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From Fig. 8.10, it can be seen that as the | VR | increases, the DLTS signal starts to 

show the presence of additional peaks confirming the existence of more than a 

single electron level. Since the peaks are very broad and not well-defined, high 

resolution Laplace DLTS [31] measurements are needed in order to shed some light 

on the analysis of these peaks. At this stage, a range of activation energies is 

estimated from the DLTS envelopes (in Fig. 8.10), rather than from the peaks 

shown in Fig. 8.8. The levels appearing between this envelop are very likely located 

in the energy range 0.06 - 0.08 eV below the conduction band. This range of 

activation energies is commonly observed in n-GaN grown by MBE and MOCVD. 

Normally these levels correspond to N vacancies (VN) [14, 35]. The theoretical 

study done by Van de Walle and Neugebauer [36] concluded that VN is a shallow 

donor. After β-particle irradiation for S1 samples, other unknown defects are 

created with activation energies in the range mentioned above. These new defects 

seem to be specific to the p-side of the structure. 
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Fig. 8.10. DLTS spectra recorded for irradiated S1 samples with the following 

parameters: VR= [-0.5 V; - 0.75 V; -1 V; - 2 V], VP = 0 V, and duration of the filling 

pulse tp= 1ms at rate window 200 s-1. 
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8.4 CONCLUSION 

In summary, the effect of 0.54 MeV electron irradiation is studied in GaN p-i-n 

diodes grown by MOVPE technique with the i-GaN region having thicknesses of 

200 and 600 nm using I-V, C-V and DLTS measurement techniques. From the I-V 

characteristics, although the reverse current density did not change when the 

thickness of i-GaN region increases, the forward current density decreases. 

Additionally, the β-particles irradiation has no effect on the measured I-V 

parameters for the tested samples. The C-V measurement indicated that the samples 

with lower thickness (S1) are affected noticeably by irradiation due to the creation 

of defects which capture the free carriers. The main finding of DLTS study is that 

the irradiation of GaN has no effect on the deep electron traps with activation 

energies ranging from 0.6 to 0.8 eV and deep hole trap at 0.8 eV. However, the 

DLTS measurements for irradiated samples with thinner iGaN layer (S1 samples) 

have shown that new shallow donor traps are created with activation energies 

ranging from 0.06 to 0.08 eV distributed very closely to each other making their 

analysis difficult.  
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CHAPTER 9: CONCLUSION AND FUTURE WORK 

This chapter summarises the research work carried out on the electrical active defects present 

in a variety of advanced semiconductor systems and devices, namely, GaAs-based intermediate 

band solar cells, GaAsN epilayers, and GaN-based betavoltaic microbattery. I-V, C-V, DLTS 

and Laplace DLTS characterization techniques were used to investigate these heterostructures. 

Future work suggestions also are covered in this chapter.  

 

9.1 CONCLUSION 

The existence of defects in a set of (311)A GaAs solar cell structures grown by MBE namely 

p-n (labelled PN, first reference sample), p-i-n (labelled PIN, second reference), undoped p-i-

n with InGaAs quantum wires (labelled QWR undoped) and Si 𝛿- doped p-i-n with InGaAs 

quantum wires (labelled QWR doped) have been investigated. In addition, trap states affecting 

the solar cell performance were probed by DLTS and Laplace DLTS. These measurements 

demonstrated a reasonable correlation with the efficiency and external quantum efficiency 

characteristics of the solar cells at different temperatures obtained by Kunets et al. [1], since 

they showed that the trap peaks are at almost the same temperature ranges where the efficiency 

and EQE characteristics changed as a function of temperature.  

Also in this thesis, the effect of gamma (γ-) irradiation on MBE grown dilute GaAsN epilayers 

containing nitrogen concentration in the range 0.2 – 1.2% have been studied. After irradiation 

DLTS measurements indicated that the number of traps either decreased, eradicated, remained 

constant, or new traps were created depending on the concentration of nitrogen. Furthermore, 

this investigation showed that the irradiation effect was more noticeable in the samples with 

nitrogen concentration of 0.2 and 0.4%. In addition, I-V, C-V and DLTS measurement 

techniques were used to investigate the effect of beta (β-) particle irradiation on the electrical 
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properties of betavoltaic microbatteries based on a GaN p–i–n homojunction with the undoped 

layer (i-GaN) having thicknesses of 200 nm and 600 nm. This study showed a noticeable effect 

of irradiation on the samples with lower thickness and was correlated to the creation of new 

defects. Overall, the results of this study showed that the defects affected significantly the 

electrical properties of different advanced semiconductor structures and devices.  

 

9.2 FUTURE WORK SUGGESTIONS 

According to the experimental results obtained in this thesis work, suggestions for further 

investigations are proposed in the following: 

(i) In order to understand further the effects of 𝛿- doping in InGaAs QWr IBSCs based 

nanostructures and as well as to study the IR-induced transition and capture 

processes, it would be more promising to fabricate and investigate this structure 

with various 𝛿- dopants levels.  Thus this will help determine the best 𝛿- dopants 

levels for the enhancement of the efficiency of QWr IBSCs.  

(ii) In case of γ-irradiated dilute GaAsN samples it will be worth to carry out a 

systematic study to investigate the effect of thermal annealing. This heat treatment 

process is well known to reduce the concentration of defects and/or annihilate 

completely defects. Therefore the electrical, optical and structural properties of the 

materials and devices will be improved.  

(iii) 63Ni could be a very interesting irradiation source to irradiate GaN samples. In view 

of device applications, a long term stability will be reached with the use of 63Ni 

irradiation source which is more suitable to betavoltaic applications, owing to its 

relatively benign radiation of 0.017 MeV and its long half-life of 100 years. It is 

worth pointing out that the reason behind the use of lower‐energy of beta emitting 

materials is to minimize long‐term damage to the energy collection device. 
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(iv) For the InGaAs QWr IBSCs and GaN betavoltaic microbattery p-i-n structures, it 

is worth performing further studies on simpler test structures such as Schottky 

diodes and p-n junctions, which provide easier identification of defects. Also this 

analysis will help to improve the quality of the material and understand the role of 

deep states on the performance of future devices based on these material systems. 

(v) Development of a new physical model to analyse the devices with fairly high 

ideality factors. 
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