Computational Studies of Pressure Distribution around a 5:1 Rectangular Section in Turbulent Flow
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ABSTRACT: This paper presents a numerical method based on a LES approach to modelling the unsteady flow around and the vortex-induced vibration (VIV) of a 5:1 rectangular cylinder in the smooth and turbulent flow. A fluid-structure interaction algorithm was also developed to model the aerodynamic behaviour of a half of the bridge deck in the bending and torsional modes. Results from the static and heaving simulations have validated the accuracy of the proposed computational method and revealed the important role of the motion-induced vortex during the lock-in and its interaction with the von Karman vortex. By introducing the bending motion on the bridge deck, some preliminary results of the bending simulation have indicated some distinct features including the variation of the surface pressure and the separation bubble in the spanwise direction which could promote the spanwise flow. The relative strength between the motion-induced vortex and the von Karman vortex was observed to vary across the spanwise length of the bridge deck, largely influencing the response of the bridge deck in the lock-in. The project will go on to investigate these features together with the surface pressure distribution and the pressure coherence and correlation structure in order to offer a quantitative explanation on the turbulence-induced effect on the VIV and torsional flutter of a 5:1 rectangular cylinder.
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1 INTRODUCTION

The rectangular cylinder has been considered as a simplified geometry of many structures in the built environment including the main section of a suspension bridge. It has been studied intensively among researchers to uncover important insights into the aeroelastic and aerodynamic responses of the bridge deck and to verify new methods of wind loading analysis. Different from the circular cylinder, the rectangular cylinder is characterised by the permanent separation point at the leading edge causing two unstable shear layers along surfaces of the body. Their properties are largely controlled by the aspect ratio (i.e. the ratio between the width and the depth of the cross section) and the Reynolds number [1][2][3][4]. More importantly, the interaction between the leading-edge shear layer and the von Karman vortex shed from trailing edge governs the aerodynamic responses [5][6]. Therefore, the rectangular cylinder is very prone to VIV, torsional flutter and classical flutter.

In this paper, the 5:1 rectangular cylinder is selected as a case study since it is considered as a basic bridge deck geometry. Previous wind tunnel experiments revealed that this section is classified into the category of intermittent reattachment flow where the aforementioned shear layer forms two separation bubbles which reattach at points very close the trailing edge [7][8]. This feature highlights the unsteadiness of the flow field around the cylinder. In addition, the variation of the Reynolds number was found to have a suppression effect on these bubbles. By promoting the Reynolds stress and turbulent entrainment, an increase in the Reynolds number leads to a reduction in the length of the separation bubble and a quick recovery of surface pressure [9]. The upstream turbulence was also found to produce similar effects on the separation bubble but to a higher degree. The turbulent wind significantly amplifies the suction peak and moves it upstream yielding a smaller separation bubble, an increased longitudinal curvature of the shear layer near the leading edge and earlier pressure recovery [10]. Further papers pointed out that the turbulence-induced effects on the pressure distribution around a 5:1 rectangular cylinder, including a decrease in the pressure correlation and coherent structures [11][12]. Later, the authors in [13] suggested that this alteration of the surface pressure is responsible for the damping effects of turbulence on flutter which was previously observed in [14]. Another review in [15] showed that increased turbulence produces a stabilising effect on the VIV of a 5:1 rectangular cylinder; however, a comprehensive explanation of the mechanism is still to be found.

The aeroelasticity and aerodynamic behaviour of the rectangular cylinder has also been investigated by the use of numerical methods. Initially, most numerical methods were based on the finite volume approach and the embedded computational codes
were self-developed by authors [16][17]. Due the complexity of the problem and the limitation of computational power, the spatial discretisation of the computational grid was coarse relative to current standards and the simulation was restricted to model the flow field around a 2D static cylinder only. Later, a lot of efforts have been devoted to the development of standard approaches to numerically solve the Navier-Stoke equations. Among of them, the two-equation Unsteady Reynolds-Averaged Navier-Stokes (URANS) models are the most commonly used due to their simplicity and self-completeness. There are the $k$-$\varepsilon$ and $k$-$\omega$ turbulence models with different versions; the former is less preferable in the application of the bridge aeroelasticity because it does not allow a direct integration to the wall through the boundary layer and over-predicts the turbulence kinetic energy at impingement on the wall [18]. On the other hand, the latter helps resolve these issues but its sensitivity to the free-stream turbulence was remarked in [19]. A solution therefore was proposed in [20] by using a blending function to assign the $k$-$\omega$ to the near wall region and the $k$-$\varepsilon$ in the remaining computational domain, which is called the Shear-stress-transport (SST) $k$-$\omega$ model. The suitability of this model was tested in [21] through a series of numerical examples of a dynamic cylinders where the flutter derivatives were used to quantify its aeroelasticity. The authors in [21] were able to estimate all 18 flutter derivatives reasonably agreeing with experimental results and reflecting the effect of the free stream turbulence. A 3D simulation was also performed and yielded results identical to the 2D simulation. This fact emphasises that an assumption of the isotropic turbulence is embedded in the URANS model; the 3D features of the flow field around the cylinder and especially in the wake therefore is not accurately captured.

With the development in computational technologies, 3D simulations which use the Large Eddy Simulation (LES) model have become more available. The basic idea of the LES model is that a spatial filtering function with a prescribed filtering length scale is used to separate the large eddies from the small ones. Most Computational Fluid Dynamics (CFD) codes use an implicit filtering function where the cell size is effectively the filtering length scale. The LES approach directly resolves the large eddies while the small eddies are modelled by the use of a sub-grid scale model which simulates the transportation of momentum and energy between eddies of different sizes. Currently the LES approach is mostly concentrated on investigating the complex flow field and surface pressure distribution around a static rectangular cylinder [22][23]. Their numerical results were in a good agreement with the wind tunnel tests regarding the coherent structure of the surface pressure and the effect of the afterbody length on the separation and reattachment characteristics of the flow. The LES approach was also coupled with a structural solver to model the fluid-structure interaction (FSI) of a 3D elastically supported rectangular cylinder at a low Reynolds number flow [24]. Despite differences in a comparison against the wind tunnel results, it highlighted the suitability of the LES model to capture the inherent unsteadiness in FSI problems. Also, the LES approach is capable to maintain the turbulence structure in the wake region in contrast to the over-dissipation of the URANS turbulence models. Later, the authors in [25] were able to apply this method to predict the effect of the free-stream turbulence on the aerodynamic behaviour of a static and elastically mounted 5:1 rectangular cylinder. Although the spanwise discretisation was coarse, the preliminary sets of results revealed the turbulence-induced effects as observed in wind tunnel experiments. The use of the LES approach is still limited in industrial application due to its computationally expensive near-wall treatments. In addition, as shown in [26], results of 3D LES simulations in the application of the bridge aeroelasticity are very susceptible to the level of discretisation in the spanwise direction.

In this project, utilising the High Performance Computer at the University of Nottingham, the aforementioned coupling approach between the LES model and the FSI solver is applied to simulate the aerodynamic and aeroelastic responses of a static and elastically supported 3D sectional rectangular cylinder of the 5:1 aspect ratio in the smooth and turbulent flow. In addition, a mode shape is embedded into the FSI solver in order to model responses of a half of the bridge deck. The comparison between these models will offer an explanatory discussion of emerging flow features in the spanwise direction and the turbulence-induced effect on the pressure distribution and aeroelastic responses.

2 DEFINITION OF THE FLUID PROBLEM

The unsteady flow around the rectangular cylinder is governed by the incompressible Navier-Stokes equations which are

$$\frac{\partial u_i}{\partial x_i} = 0,$$  \hspace{1cm} (1)

$$\frac{\partial}{\partial t} \rho u_i + \frac{\partial}{\partial x_j} \rho u_i u_j = -\frac{\partial p}{\partial x_i} + \frac{\partial}{\partial x_j} \left( \mu \frac{\partial u_i}{\partial x_j} \right),$$ \hspace{1cm} (2)

where $i$ and $j$ are the tensor notation denoting the components of displacement $x$ and velocity $u$ along the $x$, $y$ and $z$ direction. $\rho$, $p$ and $\mu$ are the fluid pressure, density and dynamic viscosity respectively. The turbulent flow is modelled in a frame of LES approach where the Navier-Stokes equations are spatially filtered by the cell size in an implicit manner. With the use of Boussinesq’s assumption to express the sub-grid stress tensor, the time-dependent filtered Navier-Stokes equation is written as
\[ \frac{\partial \tilde{u}_i}{\partial t} = 0, \]  
\[ \frac{\partial}{\partial t} \rho u_i + \frac{\partial}{\partial x_j} \rho u_i u_j - \frac{\partial \tilde{p}}{\partial x_i} = -\frac{\partial}{\partial x_j} \left( \mu + \mu_{SGS} \right) \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right). \]  

Here, \( \tilde{u} \) and \( \tilde{p} \) are the filtered velocity and pressure, \( \mu_{SGS} \) is the sub-grid scale (SGS) viscosity and it is modelled by the use of the conventional Smagorinsky SGS model. However, to avoid the overestimation of the Smagorinsky constant and to account for the effects of convection, diffusion, production and destruction on the SGS velocity scale [27], an additional transportation equation is embedded to determine the distribution of the kinetic energy of the SGS eddies, \( k_{SGS} \)

\[ \frac{\partial}{\partial t} \rho k_{SGS} + \frac{\partial}{\partial x_j} \rho k_{SGS} u_j = \frac{\partial}{\partial x_j} \left( \mu_{SGS} \frac{\partial k_{SGS}}{\partial x_j} \right) + 2 \mu_{SGS} \overline{S_{ij}} S_{ij} - C_e \frac{k_{SGS}^3}{\Delta}, \]

where \( \mu_{SGS} = \rho C_{SGS} \Delta (k_{SGS})^{1/2} \), the constants are set equal to \( C_e = 1.05 \) and \( C_{SGS} = 0.07 \) and \( \Delta \) is the characteristic length scale of the filter which is related to the mesh size and defined as the cubic root of the cell volume. In addition, to remove the over-dissipation of kinetic energy in the near-wall region, a filtered width \( \delta \) damped according to the van Driest approach is introduced as

\[ \delta = \min \left\{ \Delta, \frac{k}{C_\alpha} y \left( 1 - e^{-\frac{y^*}{A^*}} \right) \right\}, \]

where \( k = 0.4187 \) is the von Karman constant, \( C_\alpha = 0.158 \) and \( A^* = 26 \) are the van Driest constants and \( y \) and \( y^* \) is the normal distance and non-dimensional distance to the wall. In other words, in the near-wall region, the length scale of the filter is not essentially related to the mesh cell size; the minimum value between \( \Delta \) and the one obtained from the damping function in Equation 6 is locally adopted.

3 FLUID-STRUCTURE INTERACTION

The FSI problem in this project is modelled by the use of the Arbitrary Lagrangian-Eulerian (ALE) algorithm which helps eliminate the disadvantages of the conventional Lagrangian and Eulerian methods in modelling problems involving excessive distortions of continuum (either the fluid or structure)[28]. The ALE algorithm however introduces the convection effect due to the motion of the grids node which must be embedded into Equations 3 and 4 as

\[ \frac{\partial}{\partial t} \left( \tilde{u}_i - u_i \right) = 0, \]

\[ \frac{\partial}{\partial t} \rho u_i + \frac{\partial}{\partial x_j} \rho u_i u_j - \frac{\partial \tilde{p}}{\partial x_i} = -\frac{\partial}{\partial x_j} \left( \mu + \mu_{SGS} \right) \left( \frac{\partial \tilde{u}_i}{\partial x_j} + \frac{\partial \tilde{u}_j}{\partial x_i} \right). \]

where \( \tilde{u} \) is the velocity of the grid nodes.

3.1 Structural solver

The single-degree-of-freedom equation of motion of the bridge is expressed in the spatial and temporal domain with respect the coordinate system shown in Figure 1 as

\[ m \ddot{Z}(y,t) + c \dot{Z}(y,t) + kZ(y,t) = F(y,t), \]  

where \( m, c \) and \( k \) are the mass, damping coefficient and stiffness of the bridge, \( F(y,t) \) is the force acting on the bridge which is calculated by integrating the pressure and skin friction over the surface. \( Z(y,t) \), \( \dot{Z}(y,t) \) and \( \ddot{Z}(y,t) \) are the displacement, velocity and acceleration in the z direction of the material point locating at the y position at the time t. The modal superposition
method is used to solve Equation 9. Here only the first mode shape is taken into account which is \( \Phi_m(y) = \Phi_0 \sin[\pi/(2L_0) y] \); the modal amplitude \( \Phi_0 \) can be prescribed such that the generalised mass is equal to 1. Equation 9 is then transformed into

\[
\ddot{z}(t) + 2\omega_d \zeta \dot{z}(t) + \omega_n^2 z(t) = f(t),
\]

where \( f(t) \) is the generalised force acting on the bridge, \( \zeta \) and \( \omega_n \) is the damping ratio and the natural frequency of the first bending mode respectively. The first-order backward Euler method is applied to discretise and numerically solve Equation 10

\[
\ddot{z}(t_{n+1}) = f(t_n) - 2\omega_n \zeta \dot{z}(t_n) - \omega_n^2 z(t_n),
\]

\[
\dot{z}(t_{n+1}) = \dot{z}(t_n) + \ddot{z}(t_{n+1}) \Delta t,
\]

\[
z(t_{n+1}) = z(t_n) + \dot{z}(t_{n+1}) \Delta t.
\]

Here, \( \Delta t \) is the time-step size, \( f(t_n) \) is the generalised force acting on the bridge at the time step \( t_n \), \( z(t_n) \), \( \dot{z}(t_n) \) and \( \ddot{z}(t_n) \) are the generalised displacement, velocity and acceleration of the bridge deck at the time step \( t_n \) and \( z(t_{n+1}), \dot{z}(t_{n+1}) \) and \( \ddot{z}(t_{n+1}) \) are the generalised displacement, velocity and acceleration of the bridge deck at the time step \( t_{n+1} \). This proposed algorithm can also be used to simulate the first torsional modal response.

### 3.2 Dynamic mesh algorithm

Together with the use of the ALE algorithm to model the FSI problem, a dynamic mesh algorithm must be prescribed and implemented to accommodate the deformation of the bridge deck. The computational domain can be divided into 9 separated blocks as shown in Figure 2. Blocks 1 and 3 are rigid where all grid nodes are effectively fixed relative to the bridge. The other blocks are grouped into a buffer zone where cells are allowed to deform to facilitate the displacement of the bridge.

The algorithm to displace the grid nodes in the buffer zone is based on the linear spring algorithm proposed in [29]. Effectively, the edges of the mesh are modelled to behave like linear springs connecting mesh vertices; the stiffness of the springs is inversely proportional to the length of the edges. In addition, the grid nodes on the outer boundaries of the mesh are held fixed whereas the ones on the structures are fixed relatively to the moving boundary. Some disadvantages of the linear spring algorithm have been mentioned in the later papers; however, via some preliminary test, this approach is appropriate taking into account the fact that the displacement of the bridge deck is small compared to the cell size in the buffer zone.

### 3.3 Coupling schemes

In this project, the conventional serial staggered algorithm is applied to model the coupling between the fluid, structure and dynamic mesh. This method is illustrated in Figure 3; there are 4 steps involving which are:

1. Update the fluid mesh based on the new structural boundary,
2. Solve the Navier-Stokes equations and advance the fluid domain with the new boundary conditions,
3. Use the new fluid solutions to calculate the new loads acting on the structure,
4. Solve the structural equation with the new loads and advance the structural domain.

A number of reviews have pointed out the loose coupling problem of this algorithm which is responsible for its instability and the need of a small time-step size. Some improvements have been proposed but they can be overshadowed by an increase in the computational power. In fact, the authors in [30] have pointed out, if the numerical schemes solving the fluid governing equations are second-order, the stability of this scheme can be preserved without complicating the computational implementation and increasing the computational cost.

![Figure 1. Schematic diagram of the simulated bridge.](image)

**Figure 1.** Schematic diagram of the simulated bridge. \( L_o = 5B \) is the half of the span of the bridge deck.
4 APPLICATION

The computational studies were calculated using the open-source Computational Fluid Dynamics software OpenFOAM v2.2.2. The computational domain and boundary conditions are shown in Figure 4. A zero gradient condition for velocity and constant value of zero pressure were imposed on the outlet. As for the inlet, a non-zero $x$-component wind speed and a zero gradient condition for pressure were specified to simulate smooth flow. The turbulent field in this study was generated using the third-party software package LEMOS v.2.2.2, produced by researchers in Rostock University. This method uses an autocorrelation function defined using the prescribed turbulence length scale to compute the velocity distribution at random points on the inlet. The Lund's transformation is then implemented to correct the correlation as described by the distribution of Reynolds stresses [31]. In addition, the movingWallVelocity boundary condition was specified on the surface of the bridge to accurately capture a zero normal-to-wall velocity component particularly in dynamic simulations.

The length of the domain (in the $y$ direction) was $L = 3B$ for the 3D sectional model which was satisfied the requirement proposed by [32] and able to capture the 3D nature of the flow. On the other hand, the flexible model utilised $L = 7B$ to facilitate some deflection of the bridge deck. The fluid computational domain was discretised using a 3D hybrid hexahedral grid, where the grid was hybrid in the $x$-$z$ plane (Figure 5) and structured in the $y$ direction. A 6-layer structured grid was imposed around the bridge deck where the thickness of cells next to the model was $\Delta z/B \approx 2 \times 10^{-3}$ and grew by the ratio of 1.2. The constant discretisation in the along-wind direction was $\Delta x/B = 2 \Delta z/B$. The unstructured hexahedral grid was used for the remaining part of the $x$-$z$ plane. The 3D grid was constructed by projecting the 2D grid along the $y$ direction. Due to the current limitation of the computational energy, different values of the spanwise discretisation between the static and dynamic simulations were applied (Table 1); the 3D sectional model was used to perform the 3D static and heaving simulations while the 3D bending simulations were carried out on the 3D flexible model.

The pressure-velocity coupling was achieved by means of the PIMPLE algorithm, which is a merged PISO-SIMPLE solver. It performs two PISO loops which leads to better coupling between pressure and velocity and allows bigger time-steps and Courant numbers. The convection terms were discretised by the use of the limited linear; the second-order central differencing scheme was applied to the diffusion terms. The non-dimensional time-step $\Delta t' = \Delta t U/B$ ($\Delta t$ is the time-step and $U$ is the upstream wind speed) was set equal to $2 \times 10^{-3}$. Simulations were extended over 80 non-dimensional time-steps to obtain converged statistics and data in the further 120 non-dimensional time-steps was used to perform analysis.

<table>
<thead>
<tr>
<th>Table 1. Spanwise discretisation and number of cells applied in three different simulation.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation</td>
</tr>
<tr>
<td>3D static simulation</td>
</tr>
<tr>
<td>3D heaving simulation</td>
</tr>
<tr>
<td>3D bending simulation</td>
</tr>
</tbody>
</table>
4.1 Static simulations

The OpenFOAM’s solver pimpleFoam was used to simulate the flow around the 3D static sectional model. The model was tested at 3 different wind speeds, 1, 2 and 4 ms\(^{-1}\). At each wind speed, the surface pressure data was extracted at points shown in Figure 6. Each pressure sampling line included 19 measurement points separated by 0.04 m. There were 4 additional pressure sampling points located near the leading edge (red dots) and near the trailing edges (black dots) respectively. Simulations were repeated in the smooth flow and in three levels of incident turbulence.

4.2 Dynamic simulations

As for the 3D heaving simulation, the coupling procedure between the OpenFOAM’s solver pimpleDyMFoam and the mass-damper-spring equation was utilised to simulate the aerodynamic responses of the bridge deck. In here, the mode shape equation is set as \( \Phi_n(y) = 1 \), i.e. the 3D sectional model behaved like a rigid body having a mass \( m = 6.56 \text{ kg} \). The damping ratio of the structure was prescribed to be \( \zeta = 0.01 \). The natural frequency of the heaving mode is \( f_{nh} = 1.2 \text{ Hz} \). The model was restrained so that it could respond in one of three different modes: heaving only, pitching only and heaving and pitching. The wind speed was increased from 0.5 to 2.5 ms\(^{-1}\); at each wind speed, the heaving and/or pitching responses and the pressure distribution were measured.
As for the 3D bending simulation, a mode shape $\Phi_1(y)$ with the modal amplitude $\Phi_2 = 0.363$ is used. Due to the relative displacement between the high-$y$ and low-$y$ patches, the symmetryPlane boundary condition must be applied on them instead of the cyclic condition as in the simulations of the 3D sectional model. With the length of the domain specified in this study, the effect due to the symmetryPlane boundary condition could be minimised and half of the first bending and torsional modes were simulated. The mass per unit length $\bar{m}$ is set to be $4.73 \text{ kg m}^{-1}$, which was equivalent to the 3D sectional model. A similar damping ratio $\zeta = 0.01$ and natural frequency of the bending mode $f_{bd} = 1.2 \text{ Hz}$ were applied. The surface pressure distribution was measured to identify the effect of flow in the spanwise direction on the pressure distribution and aerodynamic behaviour of the bridge deck. Dynamic simulations were also conducted in the smooth flow and in three levels of incident turbulence.

5 RESULTS AND DISCUSSION

5.1 Static simulations

Selected integral parameters at three different Reynolds numbers are summarised in Table 2. $C_D$ and $C_L$ are the time-averaged drag and lift coefficients respectively (using $B$ as the characteristic length scale); $C'_L$ is the standard deviation of the time variation of the lift coefficient; $St$ is the Strouhal number defined from the spectral analysis of the lift coefficient. Except for $C_L$, the comparison showed a good agreement between the current numerical studies and wind tunnel tests. There was approximately a 30% difference in $C'_L$ at the Reynolds number of 27000 which could be due to the short length of lift coefficient time series. The numerical studies predicted negative values of $C_L$, which was also reported on other LES simulations [26]. An isosurface of the $Q$-criteria value, $Q = 0.1 \text{ s}^{-1}$, of the flow field is shown in Figure 7, which illustrates that the scale of vortices in the bottom half of the wake was bigger than that in the top half. This difference implied larger suction on the bottom surface of the bridge deck, resulting in the negative lift force. One possible reason for this discrepancy is the slight asymmetry between the top and bottom halves of the unstructured grid regarding the cell density and cell size, which may lead to the fact that the flow is resolved differently on either side of the bridge deck.

The surface pressure distribution at the Reynolds number of 6700 was analysed and compared against selected wind tunnel tests. In Figure 8, the pressure correlation from the current studies shows a reasonable agreement with the wind tunnel results, especially at the downstream location; the difference could be partly due to the effects of the Reynolds number. Both sets of results showed the pressure was more correlated at the downstream position, i.e. inside the separation bubble, compared to the upstream position, i.e. around the reattachment points. It implied the flow field inside the separation bubble was dominated by 2D flow features due to the separation point at the leading edge; on the other hand, the flow field was more intermittent where the reattachment occurred.

<table>
<thead>
<tr>
<th>Current studies</th>
<th>Re</th>
<th>$St$</th>
<th>$C_D$</th>
<th>$C_L$</th>
<th>$C'_L$</th>
</tr>
</thead>
<tbody>
<tr>
<td>6700</td>
<td>0.608</td>
<td>0.241</td>
<td>-0.056</td>
<td>0.081</td>
<td></td>
</tr>
<tr>
<td>13000</td>
<td>0.600</td>
<td>0.206</td>
<td>-0.059</td>
<td>0.075</td>
<td></td>
</tr>
<tr>
<td>27000</td>
<td>0.609</td>
<td>0.206</td>
<td>-0.063</td>
<td>0.059</td>
<td></td>
</tr>
</tbody>
</table>

The spanwise coherence of pressure was also calculated and compared against the wind tunnel tests of [12]. Despite the difference in the Reynolds number, the results of this numerical study and the wind tunnel study shared some common characteristics, as shown in Figure 9. At all positions, the maximum coherence of pressure corresponded to the von Karman vortex shedding frequency. Near the leading edge, although the maximum coherence value slightly reduced with an increase in the spanwise separation, it was still maintained around 0.9. However, at the downstream locations, the maximum coherence value was 0.8 and it decreased more quickly. These results indicated the reattachment point was characterised by 3D flow features and poor pressure correlation, while the separation bubble was dominated by more structured flow in the spanwise direction.
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The good agreement of integral coefficient, flow structure and surface pressure distribution between the current studies and selected wind tunnel studies highlights the appropriateness and accuracy of the proposed numerical approach in modelling the unsteady flow around the 5:1 rectangular cylinder. The use of the unstructured grid, however, could be an issue since the symmetry of the computational domain was not completely satisfied, which might cause the asymmetric flow structure in the wake and a negative lift force.

5.2 Heaving simulations

The response of the 3D sectional model in the heaving mode is characterised by two peaks as can be seen in Figure 10(a). The first peak occurred at the reduced wind speed $U_r = 0.83$; the magnitude of this peak was a lot smaller than the second one which was observed at $U_r = 1.67$. These two peaks correspond to the lock-in where the vortex shedding frequency is locked into the natural frequency of the structure as shown in Figure 10(b). Here the root-mean-squared displacement was normalised by the depth $D$ of the section; frequency values are normalised by the natural frequency $f_{nh}$ of the heaving mode of the structure.

It was noticed the onset reduced velocity of the first peak was equal to a half of that of the second peak; this relationship was discussed in [5] and related to a difference in the flow field around the section which is clearly illustrated via the contour plots of
$Q$-criteria value, $Q = 0.1 \text{ ms}^{-1}$, on the mid-span plane during the lock-in. At $U_r = 1.17$ when the section reached the maximum displacement in the first peak, Figure 11 showed there were two vortices alternatively being formed on either side of the section. Their arrival at the trailing edge was synchronised with the motion of the section. On the other hand, when the section was at the maximum displacement in the second peak, there was only one vortex alternatively shed from the leading edge as shown in Figure 12.

In Figure 10(b), the shedding frequency of the von Karman vortex obtained from the static simulation was also included. It showed the vortex shedding frequency outside the lock-in did not well agree with the prediction obtained from the static simulation, which could be due to different levels of spanwise discretisation. The LES approach with an implicit filtering method is known to be very susceptible to the geometry of cells in the computational domain. The use of the coarse spanwise discretisation could imply large SGS viscosity and a distortion of the geometry of eddies.

The surface pressure distribution were measured on the top and bottom surfaces of the section at three different spanwise positions which were the mid-span position $y/D = 0$ and on either side of the mid span $y/D = \pm 1.15$. The results obtained during the lock-in were compared against those before and after the lock-in to reveal the variation of the flow field around the section. Implied from Figure 13, during the lock-in, the separation bubble was seen to be shorter leading to quicker recovery of pressure near the trailing edge. The shear layer reattached to the surface at the point of $s/D = 2.5$ when the section is in the lock-in; outside the lock-in, the reattachment point was found to be around $s/D = 3.25$. The reattachment point was estimated as the midpoint between the points corresponding to the minimum of $C_P$ and the maximum of $C_f$. Also, in the lock-in, the motion of the section amplified the strength of the separation bubble which can be seen via an increase in the suction peak and in fluctuation of the pressure around the reattachment point. It is also noticed that outside the lock-in i.e. when the displacement of the section was small, there was a slight difference in pressure distribution between the top and bottom surfaces which could be resulted from an asymmetry mesh density between the top and bottom halves of the domain as being discussed in Section 5.1.

The pressure correlation was calculated from the pressure data obtained from two arrays of 27 sampling points separated by a gap of 0.05 m. One array was located at $\Delta x/H = 0.09$ from the leading edge while the other was at $\Delta x/H = 0.41$. Despite the effect of the cyclic boundary condition which led to an increase in the pressure correlation from $\Delta y/H = 10$, the pressure correlation curves approach to a non-zero asymptote, which implies there was a portion of flow that was perfectly correlated in the spanwise direction (Figure 14). Overall, the fully correlated portion was lower near the trailing edge, highlighting the unsteadiness of the flow around the reattachment point. During the lock-in, the pressure correlation was higher; the correlation curve approached the value of 0.5 compared to approximately 0.1 - 0.4 before and after the lock-in. Therefore, the lock-in of the 5:1 rectangular cylinder was accompanied by highly correlated flow features on the side surfaces, which was produced by the motion-induced vortex shed from the leading edge. Interestingly, a significantly high pressure correlation was observed near the trailing edge, indicating the appearance of some physical phenomenon along the spanwise length which could be the mitigation of the motion-induced vortex due the von Karman vortex.

Figure 10. Heaving response of the 3D sectional model (a) and a comparison between the vortex shedding frequency and the oscillation frequency (b).
5.3 Bending simulations

A bending simulation using the 3D flexible model was carried out at the reduced wind speed of 2.5 which was in the lock-in; some results regarding the pressure distribution and the spectra of velocity in the wake have been obtained and highlighted the difference between the 3D sectional and flexible models.

The surface pressure distribution was calculated at the top and bottom surfaces of the model at three different spanwise positions $y/B = 0, 1.66$ and 5. The first position was correspondent to the static end of the bridge deck while the maximum displacement occurred at the furthest point. The results are summarised in Figure 15; the variation in the geometry of the separation bubble in the spanwise direction was recognised. From the static end to the end having the maximum displacement, the reattachment point was observed to be shifted upstream accompanied by a quicker pressure recovery. In addition, larger pressure fluctuation was seen around the reattachment point, which could be seen on the contour plots of $C_P$ and $C_P'^2$ in Figures 16 and 17.

In addition, the velocity in the wake at these spanwise positions and at a distance of $2B$ behind the bridge deck was measured. The results obtained from the spectral analysis of the $z$-component velocity are showed in Figure 18. At the static end, the von Karman vortex was the dominant flow feature in the wake which was identified via the presence of the peak A at the shedding frequency of the von Karman vortex (1.6 Hz) in Figure 18(a). On the other hand, the dominant peak B in the velocity spectrum at the other end was correspondent to the frequency of the oscillation (1.2Hz), which indicates the main flow feature around this end was driven by the motion of the bridge. The peak C represents the appearance of the von Karman vortex but it was very weak. The differences in the flow field around the bridge deck and in the wake between the two ends could be visible via the contour plots of the $Q$-criteria value as shown in Figures 19 and 20; large motion-induced vortices were formed on the side surfaces of the bridge deck and the 2S vortex mode was observed in the wake where the maximum displacement occurred.

Some preliminary results of the bending simulation have highlighted the importance of simulating a full bridge or in this case a half of the bridge. The appearance and interaction between the motion-induced vortex and the von Karman vortex was present as being observed in the heaving simulation. However, their relative strength varied in the spanwise direction due to the bending motion of the bridge deck which effectively made one end of the model to be in the lock-in while the opposite end is stationary. Also, the difference in the surface pressure distribution between spanwise positions could promote spanwise flow features. Therefore, the mitigation level of the motion-induced vortex induced by the von Karman vortex could not be constant along the spanwise length. This factor could largely affect the behaviour of the bridge deck in the lock-in, especially in the turbulent wind whose effects on the interaction of the motion-induced vortex and von Karman vortex is still in controversial.
Figure 13. Distribution of the time-averaged pressure coefficient $C_p$ and the standard deviation of time varying of the pressure coefficient $C_p'$ along the top and bottom surfaces at three spanwise positions before the lock in (a)(d), during the lock-in (b)(e) and after the lock in (c)(f). The distance $s$ is measured from the leading edge.
Figure 14. Pressure correlation near the leading edge $\Delta x/H = 0.09$ (left column) and near the trailing edge $\Delta x/H = 0.41$ (right column) before the lock in (a)(d), during the lock-in (b)(e) and after the lock in (c)(f).
Figure 15. Distribution of $C_P$ and $C_P'$ along the top and bottom surfaces at three spanwise positions.

Figure 16. Contour plot of $C_P$ on the top surface. The wind speed is vertical upward; the static end is on the right.

Figure 17. Contour plot of the variance of time varying of the pressure coefficient $C_P'$ on the top surface. The wind speed is vertical upward; the static end is on the right.

Figure 18. Spectra of velocity measured at a distance $2B$ behind the bridge deck and at the static end (a) and at the end having the maximum displacement (b).
6 CONCLUSION AND FUTURE WORK

The results obtained from the static and dynamic simulations in the smooth flow have indicated the appropriateness of the proposed numerical including a coupling between the LES approach and FSI algorithm to model the unsteady flow around and the aerodynamic response of a 5:1 rectangular cylinder. As for the VIV, two peak responses were observed at different reduced wind speeds, which illustrated different flow structure around the cylinder. During the lock-in, high pressure correlation was observed around the trailing edge, indicating the presence of a physical phenomenon across the spanwise length of the bridge deck. It could be the mitigation of the motion-induced vortex induced by the von Karman vortex. The interaction between the motion-induced vortex and the von Karman vortex was observed in both heaving and bending simulations. However, by introducing the bending motion on the 3D flexible model, a number of distinct features were noticed, including the variation of surface pressure distribution in the spanwise direction which could induce some spanwise flow features. In addition, the relative strength between the von Karman vortex and the motion-induced vortex varied along the spanwise length which could essentially influence the mitigation level on the motion-induced vortex. These features could largely affect the response of the bridge deck in the lock-in particularly in the turbulent wind.

In the future, further simulations will be carried out to investigate the effects of turbulence on force coefficients and the pressure distribution around the static section. In addition, the dynamic responses of the 3D sectional model will be simulated at different turbulence intensities. The bending and torsional motions of the 3D flexible model in the smooth and turbulent flow will be further investigated. The surface pressure will be studied to identify the appearance of the flow in the spanwise direction and to offer a quantitative explanation on the turbulence-induced effects on the VIV and torsional flutter of a 5:1 rectangular cylinder.
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