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Abstract—Apprenticeship learning occurs via observations while an expert is in action. A hyper-heuristic is a search method or a learning mechanism that controls a set of low level heuristics or combines different heuristic components to generate heuristics for solving a given computationally hard problem. In this study, we investigate into a novel apprenticeship-learning-based approach which is used to automatically generate a hyper-heuristic for vehicle routing. This approach itself can be considered as a hyper-heuristic which operates in a train and test fashion. A state-of-the-art hyper-heuristic is chosen as an expert which is the winner of a previous hyper-heuristic competition. Trained on small vehicle routing instances, the learning approach yields various classifiers, each capturing different actions that the expert hyper-heuristic performs during the search process. Those classifiers are then used to produce a hyper-heuristic which is potentially capable of generalizing the actions of the expert hyper-heuristic while solving the unseen instances. The experimental results on vehicle routing using the Hyper-heuristic Flexible (HyFlex) framework shows that the apprenticeship-learning-based hyper-heuristic delivers an outstanding performance when compared to the expert and some other previously proposed hyper-heuristics.

I. INTRODUCTION

Hyper-heuristics are automated search methodologies that take the search process one level higher to the space of heuristics rather than dealing with solutions directly. A hyper-heuristic as a high level method combines some low level and often simpler heuristics (move operators) or heuristic components to solve a given problem. There is a growing number of studies into hyper-heuristics since the initial ideas have emerged in 1960s [1], [2], [3].

Hyper-heuristics can be classified into two groups: selection and generation hyper-heuristic [4]. The former selects a heuristic from a set of existing low level heuristics at each step of the search process. The latter, generates new heuristics from certain components. Depending on the feedback mechanism they employ, hyper-heuristics can be categorized into three groups: on-line learning, off-line learning and no learning (using no feedback). If a hyper-heuristic uses feedback to improve its performance while performing the search, it is an on-line learning hyper-heuristic. An off-line learning hyper-heuristic gets feedback, often using a set of training problem instances and learns prior to solving an unseen problem instance. More on hyper-heuristics can be found in [5].

In this paper, we describe a novel generation hyper-heuristic which automatically builds a generalized selection hyper-heuristic after a single training phase for solving a given class of instances. We use a machine learning approach based on apprenticeship learning [6] to classify the actions of an expert algorithm for heuristic selection and move acceptance based on each visited search state. The vehicle routing problem (VRP) is a well known combinatorial optimization problem that has been studied since 1959 [7]. Many different solution techniques have been proposed for many variants of this problem [8], [9], [10], [11]. The proposed approach is initially tested on the VRP domain consisting of two problem instance classes; Solomon and Gehring-Homberger using the HyFlex framework which is a software platform implemented with the main goal to support the hyper-heuristic research. The training phase takes a small duration of time on a selected problem instance as a representative of each instance class.

The paper is organized as follows. Section II provides an overview of some selected studies related to our work. An introduction to the framework and the VRP problem domain is given in Sections III and IV. This is followed by a detailed account of the apprenticeship learning framework proposed in this work in Section V. Experimental design and the results achieved through these experiments are covered in Sections VI and VII. Finally, conclusive remarks are provided in Section VIII.

II. RELATED WORK

Machine learning has been a crucial component in the design of effective hyper-heuristics. In a previous work, [12], apprenticeship learning (AL) technique was used to generalize hyper-heuristics in the Bin-Packing domain. The AL method has a wide range of applications in control and robotics and is heavily based on Inverse Reinforcement Learning (IRL). Although we do not follow an IRL approach in our framework, our study is mainly inspired from the work in [6]. The main idea is to create an algorithm which learns what course of action to take, by simply watching a couple of other algorithms which perform well in various problem domains. That is, the algorithm learns the behaviour of an expert algorithm by constructing a dataset via recording its actions at each state of the search process. The classifier produced from this dataset is used to predict the best action at a given search state while dealing with an unseen problem instance. The AL-based approach in [12] was trained on small problem instances and was capable of generalizing the extracted knowledge to larger problem instances. The major drawback of the approach
proposed in [12] was that the definition of the search state was problem dependent. In this paper, although we test our approach on VRP, we provide a general problem domain independent state definition and investigate into whether an AL hyper-heuristic is able to perform similar (or better) than the expert algorithm on a given problem domain. Furthermore, we investigate various hyper-heuristic components from which expert knowledge can be extracted. This, in consequence, leads to an extensive modification to the approach which was proposed in [12].

There are some similar studies in which some sort of machine learning and/or expert intervention has been employed during the search. Perhaps the most relevant of these approaches is Interactive Evolutionary Algorithms (IEA) [13] where the human expert intervenes in the search process. Interactive models are proposed by IEA’s, in which collaboration between a specific evolutionary algorithm and human prevents the search from getting stuck in local optima [14]. In general, Interactive Evolutionary Algorithms (IEA) [13] have been method of choice in many experiments such as Evolutionary Robotics [15] and Computer Graphics [16].

Considering this study, a very similar approach has been considered in [17]. In [17] search states of a training scheduling problem are formulated as multi-labelled feature vectors. Based on these features, a classifier is trained and constructed which performs the heuristic selection tasks. Various classifying approaches, including the one which is used in this study, have been tested and their classification accuracies are compared to each other using a 10 fold validation approach. This work is different than ours in that it uses domain dependent feature design. Moreover, only heuristic selection task has been considered and move acceptance approaches are not included in the learning process. Also, the notion of expert is not used in [17]. This is natural since the study intends to find a heuristic subset which performs well under the hyper-heuristic approach for which the classifiers were trained. This is while our approach pursues an entirely different goal which is capturing the essential strategies which are employed by expert algorithm on different domains. Nevertheless, the work is extremely valuable since it provides us with performance capabilities of various classifiers, a knowledge which will be required in our future work regarding the apprenticeship learning framework.

The automated design of search methodologies that can solve computationally difficult problems is challenging. Genetic Programming (GP) is one of the commonly used general hyper-heuristics [18]. Some problem domains for which GP is used to construct either a heuristic or component of a solution method include job shop scheduling [19], 0/1 knapsack [20] and strip packing [21]. Drake et al. [22] used grammatical evolution to generate components of a variable neighbourhood search approach for solving VRP. A recent work in [23] provided an evolutionary approach based on gene expression programming to generate selection hyper-heuristic components for cross domain search. The approach uses a long training time. Also, it seems that the training is performed for each instance and thus the generated hyper-heuristic is not generalizable to unseen problem instances. Parameter tuning for each domain has been deemed necessary in [23] which lengthens the “training” time even further. Our method is different in that a considerably short training time is employed. Also, our proposed framework builds a generalized selection hyper-heuristic which is applicable to other unseen problem instances.

III. HYFLEX AND FIRST CROSS-DOMAIN HEURISTIC SEARCH CHALLENGE (CHESC 2011)

Hyper-heuristics Flexible Framework (HyFlex) [24] is an interface to support rapid development and comparison of various hyper/meta-heuristics across various problem domains. The HyFlex platform promotes the reusability of hyper-heuristic components. In this platform, hyper-heuristics are separated from the problem domain via a domain barrier [25] to promote the design and development of domain-independent automated search algorithms. Hence, only the information which is not specific to a domain, such as the number of heuristics and objective value of a solution, is allowed to pass through the domain barrier up to the hyper-heuristic level from the problem domain level (Figure 1). On the other hand, pieces of domain specific information, such as, representation and objective function are kept hidden from the high level search algorithm. The separation of domain from the hyper-heuristic level in the prescribed manner is considered to be necessary to increase the level of generality of hyper-heuristics, since this way the same approach can be applied to a problem even from another domain without requiring any change.

HyFlex v1.0, implemented in Java respecting the interface definition, was the platform of choice at a recent competition referred to as the Cross-domain Heuristic Search Challenge (CHESC 2011) 1. The CHESC 2011 competition aimed at determining the state-of-the-art selection hyper-heuristic judged by the median performance of the competing algorithms across thirty problem instances, five from each problem domain. Formula 1 scoring system was used to score the competing hyper-heuristics based on their median results over 31 runs for each instance. The top eight algorithms receive the scores of 10, 8, 6, 5, 4, 3, 2 or 1, respectively, depending on their rank on a specific instance. Remaining algorithms receive a score of 0. These scores are then accumulated to produce the overall score of each algorithm on all problem instances. The number of competitors during the final round of the competition was

1http://www.asap.cs.nott.ac.uk/external/chesc2011/
20. Moreover, a wide range of problem domains is covered in CHeSC 2011. Consequently, the results achieved in the competition along with the HyFlex v1.0 platform and the competing hyper-heuristics currently serve as a benchmark to compare the performance of novel selection hyper-heuristics.

The CHeSC 2011 problem domains include Boolean Satisfiability (SAT), One Dimensional Bin Packing (BP), Permutation Flow Shop (FS), Personnel Scheduling (PS), Travelling Salesman Problem (TSP) and Vehicle Routing Problem (VRP). Each domain provides a set of low level heuristics which are classified as mutation (MU), hill climbing (HC), ruin and re-create and crossover (XO) heuristics (operators). Each low level heuristic, depending on its nature (i.e. whether it is a mutational or a hill climbing operator) comes with an adjustable parameter. For instance, in mutational operators, the Intensity of Mutation (IoM) determines the extent of changes that the selected mutation operator yields on a solution. A high mutation intensity indicates wider range of new values that the solution can take, relevant to its current value. Lower values suggest a more conservative approach where changes are less influential. As for the Depth of Search of hill climbing operators, this value relates to the number of steps completed by the hill climbing heuristic. Higher values indicate that hill climbing approach searches more neighbourhoods for improvement. The top three selection hyper-heuristics that generalize well across the CHeSC 2011 problem domains are AdapHH [26], VNS-TW [27] and ML [28].

The winning algorithm of CHeSC 2011, Adaptive Hyper-Heuristic (AdapHH) is a multi-phase learning hyper-heuristic [26]. AdapHH adaptively determines the subset of low-level heuristics to apply at each phase. The duration with which each heuristic is applied is also dynamically determined during the search. The algorithm accepts only improving solutions in the absence of which the algorithm refuses to accept worsening solutions until no improvements are observed within an adaptively adjusted number of iterations. The parameters of each low-level heuristic are dynamically modified via a reinforcement learning method. This is while low-level heuristics are selected based on a quality index measure. This measure uses few weighted performance metrics to compute the quality index for each heuristic. Among these metrics are the number of new best solutions explored, the total improvement and worsening during the run and also the current phase and finally the remaining execution time. A heuristic with a quality index less than the average of the quality indexes of all the heuristics is excluded from the selection process in the corresponding phase. Using a Tabu style memory, the number of phases in which the heuristic is consecutively excluded is maintained. Whenever this number exceeds a threshold the heuristic gets excluded permanently. AdapHH also employs a relay hybridization with which effective pairs of heuristics which are applied consecutively are identified. AdapHH algorithm ranked first in Max-SAT, BP and TSP domains. It also ranked fifth and tenth in VRP and PS domains, respectively.

### IV. Vehicle Routing Problem

The Vehicle Routing Problem (VRP) is a combinatorial optimization problem with the main goal of addressing customer requirements using a fleet of vehicles [7]. The major challenge is to meet customer demands by using as few vehicles as possible while satisfying constraints such as vehicle capacity. There are many studies on different types of VRPs [8], [9], [10], [11]. In this paper, we deal with the VRP and use two classes of instances available in the HyFlex framework. These instances come with an extra constraint, namely, the time window constraint. To satisfy the time window constraint, the delivery of services to a customer must occur within a time window. Only then the produced solution would be considered valid.

Each vehicle starts and ends its journey from/to an initial location (the depot). The locations visited by the vehicle throughout its journey constitute the route which together with the number of vehicles used is subject to minimization efforts. Thus, the objective function can be described as:

$$f = c \times V + d$$  \hspace{1cm} (1)$$

where $V$ and $d$ are the number of vehicles and the distance respectively. The variable $c$ is the weight which is associated to the importance of the number of vehicles against the travelled distance. The initial value for $c$ is set to be 1000.

Various VRP instances are available in the HyFlex framework, all of which are taken either from Solomon dataset or the Gehring-Homberger libraries. These instances (enlisted in Table I) are distinguished by few distinctive problem instance features such as number of vehicles and their capacities. The instances also differ in the way customer locations are determined. The locations are determined uniformly at random (R) or by grouping them into clusters (C) or using a mixture of both methods (RC) while generating the instances.

Ten low level heuristics are implemented for the VRP domain in HyFlex. These heuristics can be grouped into four categories: Mutational (MU), crossover (XO), Ruin and Recreate (RR) and Hill Climbing (HC). The number of heuristics in each group is 3, 2, 2 and 3 respectively. Further documentation about the low level heuristics as well as the problem domain implementation can be found in [24].

### V. The Proposed Approach

The AL approach presented here has two phases. During the first phase, say training, the expert algorithm is run on a given instance for a limited amount of time. While searching, for each search state the actions of the expert algorithm are recorded. There are several actions of the expert algorithm

<table>
<thead>
<tr>
<th>Instance</th>
<th>name</th>
<th>no. vehicles</th>
<th>vehicle capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>Solomon/LC/LC107</td>
<td>25</td>
<td>1000</td>
</tr>
<tr>
<td>1</td>
<td>Solomon/LC/LC101</td>
<td>25</td>
<td>200</td>
</tr>
<tr>
<td>2</td>
<td>Solomon/LC/LC103</td>
<td>25</td>
<td>200</td>
</tr>
<tr>
<td>3</td>
<td>Solomon/LC/LC201</td>
<td>25</td>
<td>1000</td>
</tr>
<tr>
<td>4</td>
<td>Solomon/LC/LC106</td>
<td>25</td>
<td>200</td>
</tr>
<tr>
<td>5</td>
<td>Homberger/UC1-10-1</td>
<td>250</td>
<td>200</td>
</tr>
<tr>
<td>6</td>
<td>Homberger/RC/RC1-10-1</td>
<td>250</td>
<td>1000</td>
</tr>
<tr>
<td>7</td>
<td>Homberger/RC/RC1-10-1</td>
<td>250</td>
<td>200</td>
</tr>
<tr>
<td>8</td>
<td>Homberger/UC1-10-8</td>
<td>250</td>
<td>200</td>
</tr>
<tr>
<td>9</td>
<td>Homberger/RC/RC1-10-5</td>
<td>250</td>
<td>200</td>
</tr>
</tbody>
</table>
that we are interested in. For a given search state, we are investigating the following actions:

- The index of the heuristic which is selected.
- The value for the parameter Depth of Search (DoS), given the chosen heuristic is a hill climber.
- The value for the parameter Intensity of Mutation (IoM), given the chosen heuristic is a mutational heuristic.
- For each heuristic index, the condition under which the solution generated by that heuristic is accepted. These conditions are:
  - Worsening Accepted (WA): the quality of the solution accepted by the expert algorithm is lower than that of the current solution in the memory.
  - Equal Accepted (EA): The new solution offers no change in the current objective function value. Nevertheless, it is accepted by the expert.

While selection hyper-heuristics accept all improving moves, their acceptance methods differ in the way they handle non-improving solutions from each heuristic. Depending on their policy, for a specific type of heuristic they sometimes accept a worsening solution while reject similar cases for some other heuristics. Capturing the acceptance mechanism of an expert algorithm for each heuristic separately is thus crucial in learning the overall behaviour of an expert algorithm.

In this study we represent each state of the search by a feature vector. This feature vector which defines the search state, can be used to determine the best course of action upon the reception of necessary feedback from the search space. The feedback available to a hyper-heuristic in the HyFlex framework is limited to the objective function value obtained after applying a selected heuristic. This is a consequence of having the domain barrier between the problem domain and the hyper-heuristic (Fig.1). Although the objective function value alone may not be very much useful when discerning between various states, the recent history of achieved objective function values might help us to produce a good level of discrimination between states.

Given that, \( \delta_t = f_t - f_{t-1} \) where \( f_t \) and \( f_{t-1} \) are objective function values achieved in iterations \( t \) and \( t-1 \) respectively, the value \( \delta_t \) describes the change in the objective function value at iteration/time \( t \). Consequently, for all the datasets, a state is defined as \( \pi = \{ h_{\text{previous}}, \delta_1, \delta_{t-1}, \ldots, \delta_{t-n} \} \) where \( h_{\text{previous}} \) is the index of the heuristic which was called before the last heuristic selection. Except the first feature in the state vector, all features are normalized by the maximum \( \delta \) value achieved during the search.

In the first dataset, the action which the state feature vector refers to is \( a_t \in h = \{ h_0, \ldots, h_k \} \) where \( h \) is the set of all available low level heuristics with a cardinality of \( k \). The action defined for the second and third datasets are the values for DoS and IoM parameters (in case the action is hill climbing or mutation respectively) chosen by the expert algorithm. In the remaining datasets, each describing the acceptance method for a heuristic index, the action is defined as \( a_t \in h = \{ \text{EA, WA} \} \) where EA and WA are described above.

Having determined the necessary state/action definitions, we can now use our expert algorithm to extract features and their corresponding actions for each search state. During training, we run the expert algorithm \( (\pi_e) \) once, on a single instance. While running, expert features, \( \phi_t^{\pi_e} \), are extracted for each state of the search \( (t) \). This state is then inserted into various datasets which are being built and labelled according to the action which each dataset is representing (next heuristic index, DoS and IoM value and acceptance conditions of the state). Moreover, the data entries for all the datasets are collected only if the expert algorithm accepts the solution provided by the heuristic it has selected. At the end of each run, for an expert algorithm \( \pi_e \) we will have \( |h| + 3 \) demonstration datasets (Eq.2).

\[
\begin{align*}
D_{\pi_e}^{heu} &= \{ (\phi_t^{\pi_e}, a_t) | \pi_e \} \quad a_t \in h \\
D_{\pi_e}^{DoS} &= \{ (\phi_t^{\pi_e}, a_t) | \pi_e \} \quad a_t \in [0, 1] \\
D_{\pi_e}^{IoM} &= \{ (\phi_t^{\pi_e}, a_t) | \pi_e \} \quad a_t \in [0, 1] \\
D_{\pi_e}^{hk} &= \{ (\phi_t^{\pi_e}, a_t) | \pi_e \} \quad a_t \in \{ \text{EA, WA} \} \text{ for } k = 0 \cdots |h|
\end{align*}
\] (2)

The actions in datasets \( D_{\pi_e}^{heu} \) and \( D_{\pi_e}^{hk} \) are nominal while the actions in datasets \( D_{\pi_e}^{DoS} \) and \( D_{\pi_e}^{IoM} \) are real numbers between 0 and 1. For all the datasets with nominal actions, we employ a C4.5 algorithm to construct a decision tree for each dataset. The C4.5 algorithm [29] is a supervised learning algorithm which constructs the decision tree based on information entropy. While constructing the tree, at each node, the C4.5 algorithm decides on the feature which most effectively divides the training sample into one class or another. For \( D_{\pi_e}^{DoS} \) and \( D_{\pi_e}^{IoM} \) linear regression is used to predict the real values of the depth of search and intensity of mutation [30].

The procedure above creates an automated machine which will be referred to as the Apprenticeship Learning-based Hyper-Heuristic (ALHH) or \( \pi_{\text{ALHH}} \) throughout the text. The ALHH, thus, consists of \( |h| + 3 \) classifiers where each of these classifiers are assigned to a different task. These tasks include Heuristic selection, DoS/IoM parameter value prediction and decision making for each heuristic on whether to accept or reject the recently produced solution. After constructing the classifiers, the classifier trained for heuristic selection is cross-validated on the training dataset to determine the accuracy of it’s classifying abilities. This is estimated by counting the number of instances which are classified incorrectly. This number, when normalized by the total number of training instances, results in an error rate \( \epsilon \).

The second phase consists of applying what has been learned during the training to unseen instances. When applied to an unseen problem instance, for a given search state, the
heuristic prediction decision tree is consulted only with a probability equal to $1 - \epsilon$. Otherwise, a random heuristic is selected. Either way, regardless of the heuristic selection mechanism, the acceptance decision tree corresponding to the selected heuristic is consulted to determine whether the newly produced solution should be accepted or not. Also, prior to the acceptance checking, and in case the selected heuristic is hill climbing/mutational, the DoS/IoM regression machine is consulted to determine the value for the parameter DoS/IoM. This procedure continues until the maximum time allowed ($T_{\text{max}}$) is reached. It is worth mentioning that, except the heuristic selection classifier, the accuracy rate of cross-validation of all other classifiers are above 90%. In contrast to these classifiers, the accuracy rate achieved after cross-validating the heuristics selection classifier is around 65%.

Note that, few iterations (10) of random heuristic selection combined with IE acceptance criteria is run prior to the main search phase to avoid infinite values for $\delta$. Also, as was done during the training, during the search phase, all $\delta$ feature values in each search state are normalized by dividing the value to the maximum $\delta$ value which has been achieved so far during the search.

The framework described above is different from the work in [12] in that the state definition is formulated as problem domain independent. Also, the actions of an expert hyper-heuristic are of different natures. While heuristic selection procedure decides on a heuristic index, the move acceptance component of the expert decides on whether to accept or to reject the new solution provided by this heuristic. Moreover, this decision varies for different types of heuristics. Thus, in contrast to the work in [12] where a single dataset sufficed to describe all the actions of a single expert, here, different datasets are built for different actions that an expert is capable of executing. Also, due to the experimental nature of this study, and in contrast to the work in [12], only one expert (instead of multiple experts) is employed. This allows us to purely investigate the capabilities of AL scheme.

VI. EXPERIMENTAL RESULTS

A. Experimental Design

The experiments are performed on an Intel i7 Windows 7 machine (3.6 GHz) with 16 GB RAM. This computer was given 438 seconds (corresponding to 600 nominal seconds on the competition machine) as the maximum time allowed per instance for each run by the benchmarking tool provided by the CHeSC 2011 organizers. The training is performed on a single instance of each class of instances once, using one tenth of the time allocated to each run by the benchmarking tool. The learned/generated selection hyper-heuristic is applied on that instance during the remaining time to complete the run plus another 30 runs on the same instance. This generated hyper-heuristic is also run 31 times on all other instances. This is to ensure that any comparison to other CHeSC 2011 competitors is fair.

In order to investigate the feasibility of employing apprenticeship learning method of [12] in a hyper-heuristic framework, in this study, we use only one expert. The expert algorithm employed in our study is the AdapHH algorithm, the winning algorithm of the CHeSC 2011 competition. A brief description of this approach is given in Section III. Throughout this paper we will refer to this algorithm using terms such as the expert, AdapHH or $\pi_e$, interchangeably.

During our experiment, rather than extending our previous work [12] to a cross-domain level, we are interested in seeing if the AL approach is able to (at least) mimic a given expert hyper-heuristic on a single problem domain. This initial study gives us further insights and illustrates the challenges that lie ahead of transferring our framework to a cross-domain level which is the next step in our research. Therefore, ALHH is once trained on a single instance of each problem class (Solomon/Gehring-Homberger) and applied on all the instances of the same class. To be precise, the arbitrarily chosen instances of 0 and 5 are used for training the ALHH on Solomon and Gehring-Homberger instance classes, respectively. Once the algorithm has been trained on instance 0 of the Solomon class, it is applied on instances 0 — 4. A similar approach has been followed for the instances belonging to the Gehring-Homberger instances.

Applying the algorithm on the instance on which the training was performed would have an extra confirmatory role as to how successful the training has been. The stochastic nature of the expert algorithm renders such a decision plausible. Moreover, the training is only continued for a fraction of the time (10% of $T_{\text{max}}$) allocated to a single run on the selected instance. Hence, the training time is chosen to be substantially shorter than the maximum allowed time to avoid the dataset to grow large (which consequently would slow the ALHH down). Also, many adaptive algorithms tend to favour some heuristics/parameter values after having been adapted to the problem instance. A long training time would then create an increasingly unbalanced dataset with some actions over-represented.

VII. RESULTS

The results of this experiment is shown in Table II. On both problem classes, ALHH ($\pi_\text{ALHH}$) follows the expert algorithm (AdapHH or $\pi_e$) closely in terms of performance. For a number of instances the apprentice algorithm even manages to outperform the expert algorithm in terms of the average and/or the best performance. This is interesting since applying apprenticeship learning on problems in the field of robotics almost never results in an apprentice agent (robot) which outperforms its human instructor. In robotics, the expertise of the human demonstrator does not include the trial and errors which the expert has gone through while learning the task. In our case however, the data collected during the training session also includes these trial and errors made by the expert. From such a perspective, this achievement is expected to some extent. However, this is achieved despite working on datasets which include failures of the expert as well as its successes. The claim that the expert algorithm (AdapHH) has had wrong decisions is valid for there are other algorithms which performed better than AdapHH on the VRP domain (AdapHH ranked fifth in the VRP domain). This is one of the main reasons why the VRP domain has been chosen for this study. Nevertheless, ALHH outperforming its expert, AdapHH, only confirms the success of the learning mechanism. Moreover, the better performance is observed on instances other than the ones ALHH is trained on. This indicates the ability of the proposed ALHH framework.
in generalizing the actions of the expert to unseen problems of different sizes, a promising sign encouraging us to research on cross-domain capabilities of the proposed framework.

The success of the apprenticeship learning approach in capturing the strategies used by the expert is further demonstrated in Fig.2. In most cases the performances of both algorithms are very close. This claim is verified through applying the Wilcoxon signed rank test which determines how close the performance of the two algorithms on 31 runs of each instance are. The results of this test is shown in Table III. On 3 out of 5 Solomon instances the performance of the two algorithms have no statistically significant difference. This is also the case on 4 out of 5 Homberger instances. On 2 Solomon instances AdapHH performs significantly better than ALHH. On the other hand, on one Homberger instance ALHH outperforms the expert in a statistically significant manner. On equal number of instances (3 out of 5 instances) on each problem class, ALHH performs either slightly or significantly better than the expert algorithm. In the overall, ALHH performs similar to the expert algorithm on most of instances regardless of the problem class in a satisfying fashion. This also indicates that transferring the apprenticeship learning framework to a cross domain level would be straightforward, a claim which is yet to be verified in our future works.

When the performance of ALHH is compared to the competing algorithms of the CheSc 2011 competitions, it is interestingly ranked first with a score of 30 (Fig.3, Table II). This shows that on majority of instances, the apprentice hyper-heuristic maintained a good performance, even better than the expert algorithm which ranked fifth on this domain. This is despite the fact that, on 3 instances, the median performance of ALHH (based on ranking is done in the CheSc 2011 competition) is worse than the P-Hunter[31] algorithm which was ranked first in this domain. While P-Hunter secures the first rank on instances 1 and 2, it fails to perform in a similar fashion on other instances. It is well outperformed on instances 6 and 9 by ALHH (and some other competing algorithms). This comparison shows that the apprentice algorithm has a stable behaviour regarding various instances of the problem domains it is exposed to.

The ALHH is also compared to another approach which is proposed recently (Table II). The approach in [32], proposes an algorithm which is based on Iterated Local Search (ILS). Out of three variants proposed by the authors in [32], the variant named AdOr-ILS is shown to have a superior performance on 9 out of 10 VRP instances in HyFlex. Thus, AdOr-ILS is chosen for further comparison in which it is outperformed substantially by the ALHH on all the instances.

Finally, regarding the hyper-heuristic proposed in [23], it makes use of a long training time as well as an extensive tuning process. This is in contrast to ALHH in which the training time is very short and considered (for a fair comparison) while evaluating the performance of the algorithm. Thus, comparing ALHH (and those approaches in Table II) to the method in [23] would not be fair and therefore this performance comparison has been discarded.

<table>
<thead>
<tr>
<th>Instances</th>
<th>Solomon</th>
<th>P-Hunter</th>
<th>AdOr-ILS</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>µ</td>
<td>σ</td>
<td>µ</td>
</tr>
<tr>
<td>AdapHH (πₐ)</td>
<td>min</td>
<td>5492.0</td>
<td>med</td>
</tr>
<tr>
<td></td>
<td>median</td>
<td>20657.6</td>
<td>13349.9</td>
</tr>
<tr>
<td></td>
<td>σ</td>
<td>5273.5</td>
<td>193.8</td>
</tr>
<tr>
<td>Apprentice (πₐ)</td>
<td>min</td>
<td>4178.8</td>
<td>med</td>
</tr>
<tr>
<td></td>
<td>median</td>
<td>20653.3</td>
<td>12385.5</td>
</tr>
<tr>
<td></td>
<td>σ</td>
<td>12277.0</td>
<td>310.9</td>
</tr>
</tbody>
</table>

Table II: The performance of ALHH on each CheSc 2011 instance in the VRP domain over 31 runs. µ and σ are the mean and standard deviation of objective function values. Comparing ALHH to AdapHH, the bold entries correspond to the algorithm with a better average performance and underlined italic entries refer to the algorithm which produces the best (min) result. Entries with a ‘<’ value represent non-competition instances.

VIII. Conclusions

In this study, an apprenticeship learning based method is investigated for automatically designing a search methodology. The proposed approach observes various actions of a state-of-the-art hyper-heuristic as an expert for vehicle routing using the HyFlex framework. Various classifiers are constructed representing different components of a selection hyper-heuristic, such as, the acceptance method for each low level heuristic and domain level. VARIOUS CLASSIFIERS ARE CONSTRUCTED REPRESENTING DIFFERENT COMPONENTS OF A SELECTION HYPER-HEURISTIC, SUCH AS, THE ACCEPTANCE METHOD FOR EACH LOW LEVEL HEURISTIC AND HEURISTIC SELECTION METHOD. THE AUTOMATED SEARCH METHOD WHICH BUILDS THE SELECTION HYPER-HEURISTIC VIA CLASSIFIERS IS ITSELF A GENERATION HYPER-HEURISTIC.

At the end, the generated hyper-heuristic turns out to be indeed capable of successfully generalizing the actions of the expert while solving the unseen problem instances. It outperforms not only the expert, but also some other previously proposed selection hyper-heuristics in many occasions on the
HyFlex VRP instances. Achieving such promising results, exceedingly encourages us to extend our work and take it to a cross-domain level, where potentially training consists of few instances from each problem domain and testing is performed on all available instances in HyFlex.

REFERENCES


