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Abstract

Heuristics, metaheuristics and hyper-heuristics are search methodologies which have been preferred by many researchers and practitioners for solving computationally hard combinatorial optimisation problems, whenever the exact methods fail to produce high quality solutions in a reasonable amount of time. In this thesis, we introduce an advanced machine learning technique, namely, tensor analysis, into the field of heuristic optimisation. We show how the relevant data should be collected in tensorial form, analyzed and used during the search process. Four case studies are presented to illustrate the capability of single and multi-episode tensor analysis processing data with high and low abstraction levels for improving heuristic optimisation. A single episode tensor analysis using data at a high abstraction level is employed to improve an iterated multi-stage hyper-heuristic for cross-domain heuristic search. The empirical results across six different problem domains from a hyper-heuristic benchmark show that significant overall performance improvement is possible. A similar approach embedding a multi-episode tensor analysis is applied to the nurse rostering problem and evaluated on a benchmark of a diverse collection of instances, obtained from different hospitals across the world. The empirical results indicate the success of the tensor-based hyper-heuristic, improving upon the best-known solutions for four particular instances. Genetic algorithm is a nature inspired metaheuristic which uses a population of multiple interacting solutions during the search. Mutation is the key variation operator in a genetic algorithm and adjusts the diversity in a population throughout the evolutionary process. Often, a fixed mutation probability is used to perturb the value at each locus, representing a unique component of a given solution. A single episode tensor analysis using data with a low abstraction level is applied to an online bin packing problem, generating locus dependent mutation probabilities. The tensor approach improves the performance of a standard genetic algorithm on almost all instances, significantly. A multi-episode tensor analysis using data with a low abstraction level is embedded into multi-agent cooperative search approach. The empirical results once again show the success of the proposed approach on a benchmark of flow shop problem instances as compared to the approach which does not make use of tensor analysis. The tensor analysis can handle the data with different levels of abstraction leading to a learning approach which can be used within different types of heuristic optimisation methods based on different underlying design philosophies, indeed improving their overall performance.
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Chapter 1

Introduction

Heuristics have been used as rule-of-thumb approaches to solve computationally difficult optimisation problems, since exact methods often fail to produce solutions with a reasonable quality in a reasonable amount of time. Throughout the time, numerous heuristics have been designed and successfully applied to particular problems. It has been observed that different heuristics have different performances on different problem domains or even on different instances from the same problem domain.

Metaheuristics are search methodologies that provide guidelines for heuristic optimisation [8]. Once implemented and tailored for a specific problem domain or even a specific class of instances in a domain, metaheuristics similar to heuristics often cannot be reused and applied to another domain or even a different class of instances in some cases. In other words, they often lack generality. Another issue is that they come with a set of parameters which often influences their performance, hence they require tuning which is a time consuming and costly process. Generality, re-usability, simplicity and solution quality are among the few peculiarities required in a powerful high level search method.

In order to achieve a higher level of generality, automated intelligent search methodologies, namely hyper-heuristics have emerged [9–17]. High level hyper-heuristics operate on the space of low level heuristics which operate on the solutions. This indirect operation is usually achieved by devising a method to control/manage/mix or even generate low level heuristics through a domain barrier (Figure 1.1). No problem domain specific information flow is allowed from the domain level to the hyper-heuristic level during the whole search process. Hyper-heuristics can either select/manage a set of fixed heuristics or generate new heuristics to solve a given problem. The former is referred to as selection hyper-heuristics and the latter as generation hyper-heuristics. Also, depending on the way they handle the feedback from the search process, they can be grouped into learning and no learning methods [13]. A selection hyper-heuristic has two main components:
heuristic selection method and move acceptance method. The heuristic selection method
decides which low level heuristic to apply to the solution in hand at each search step,
creating a new solution. Then the move acceptance method is used to decide whether
the old solution should be replaced by the new one or not.

Figure 1.1: Domain barrier in hyper-heuristics [1].

Ideally, hyper-heuristics are designed to be general in the area of application, simple in
design and off-the-shelf when it comes to re-usability. Furthermore, to increase their
generality, they incorporate automated features which enables them to adapt to the
difficulties of uncharted territory. This being the ideal case, there is still a huge chasm
between where hyper-heuristics stand today and the ideal point. This is not to say
that hyper-heuristics have achieved little. These algorithms have met some of the ex-
pectations with respect to generality. However, much needs to be done and a long way
should be covered in order to bring hyper-heuristics to an ideal point. Improvement
in generality and re-usability without compromising the quality of solutions achieved is
imperative if one’s goal is achieving the ideal hyper-heuristic.

One way to deal with the problem of generality in (hyper-/meta) heuristics is to consider
using machine learning techniques. Machine learning is the science of learning useful
rules and recognising hidden patterns from example data [18, 19]. These examples are
either presented as data or are acquired from direct interaction with the environment,
leading to offline and online variants of machine learning algorithms respectively. Of-
fline machine learning techniques use training algorithms to mine the data for hidden
patterns. This is while online algorithms build up a generalized model gradually as they
interact with the environment they are inhabiting. Furthermore, supervised and un-
supervised training approaches are possible. In supervised machine learning, example
data is accompanied by the desired output for each decision point. The desired output
is usually provided by a human expert which is why the approach is called supervised
learning. In case such supervision is missing, the task of learning is un-supervised. The
patterns/rules discovered by machine learning algorithms are powerful in describing the
data. They can be used as state-action mappers by choosing the right action in various unseen decision points. They can also be used as classifiers to group new arriving data to their respective classes. The predictive power of machine learning techniques has enabled researchers to solve a variety of challenging problems such as face recognition \cite{20}, natural language processing \cite{21} and bioinformatics \cite{22} among others.

Search algorithms can greatly benefit from machine learning approaches and their generalisation power. Patterns extracted by machine learning algorithms can be used to further refine the operations of the search algorithm and improve its performance. Since machine learning approaches build generalizable models of the data provided to them, search algorithms can use this general model and apply it to a wider range of problems and their instances. This way, one could expect higher levels of generality from the search algorithms. Different ways exist to combine search methods and machine learning approaches. In cases where data can be gathered from the performance of the search algorithm, this data can be presented in supervised or unsupervised form to the machine learning algorithm. The learning procedure can then extract hidden patterns and useful rules and pass it over to the search algorithm which in turn uses this information to refine its operations. One such cycle is referred to as a learning episode. Repeating this cycle leads to a multiple episode learning system.

Combining search algorithms and machine learning can also be approached from a memetic computing point of view. Memetic computing is an umbrella term for algorithms with various components where there is interaction between the components \cite{23, 24}. The notion of memes as a unit of cultural transmission is interpreted as search strategy in Memetic Algorithms \cite{25}. A learning (hyper-/meta) heuristic can also be perceived as a memetic computing algorithm. Considering various components of a selection hyper-heuristic, they constantly interact with one another while the learning mechanism uses these interactions to continuously generate new guidelines using which the algorithm improves its performance. Memetic computing is a general term and is not exclusive to population-based approaches where a pool of candidate solutions is used during the search. In fact, efficient single point memetic computing algorithms which use one candidate solution only have been introduced \cite{24, 26, 27}.

Data abstraction level can have a determining impact on the performance of a machine learning algorithm both in terms of accuracy and expressiveness. Data is regarded as highly abstract whenever it has a simple structure and/or the amount of detail it contains is small. Conversely, the presence of complexities, concrete structures and a high amount of details in data decreases its abstraction level. Such data is considered to have low level of abstraction \cite{28}. Depending on the level of abstraction in data, the performance of a machine learning algorithm may vary. Highly abstract data are
often easy to model, though, the model is not necessarily very accurate. The accuracy in prediction depends on what features the data contains and whether these features have good discriminative properties. The output of a given machine learning method on abstract data is also expected to be fairly understandable. Data with low abstraction level is hard to model, however, more complexity in such data leads to more general models with high predictive power given a proper choice of the learning technique and efficient training procedure. The output of the learning algorithm is also expected to be complex and thus hard to interpret. This is not to say that abstract data are useless or that one should only consider non-abstract data for learning purposes. On the contrary, abstract data can be very useful whence the data features are carefully designed and the data is properly collected.

Different search algorithms utilize different design paradigms. Some algorithms (such as hyper-heuristics) are high level methods and use abstract information to perform the search. Some hyper-heuristic frameworks use a conceptual domain barrier. This domain barrier restricts the flow of information from the search space to the high level strategy. Often, this information only contains the objective function value along with the indices and types of low level heuristics available for a given problem domain. Thus, the information using which the hyper-heuristics performs the search are minimal. Consequently, the trace the hyper-heuristic leaves behind also contains minimal information and can be regarded as highly abstract data. There are also hyper-heuristic algorithms which do not use the domain barrier concept [29]. These hyper-heuristics re-formulate the representation of the candidate solution in form of heuristics. Thus, low level heuristics in these cases have more information on the solution space compared to the hyper-heuristics which use the domain barrier. However, they still don’t deal with the solution space directly. Naturally, the trace left behind by these hyper-heuristics is less abstract. Finally, there are domain specific metaheuristics which search directly in the solution space. The data provided by these algorithms is rich as it contains the solutions themselves and is not abstract. Abstraction levels in data produced by various algorithms using different design perspectives is illustrated in Figure 1.2(a).

Thus, while embedding machine learning algorithms in search methodologies, one needs to consider certain criteria. The machine learning should be able to extract useful patterns from various domains with very different natures. The models generated by the learning technique should have a reasonably high level of generality and reduce the frequency of training for new and unseen problem instances/domains. It also needs to improve upon the performance of the heuristic it is attached to. Finally, the machine learning approach should be able to deal with various levels of data abstraction if it would be considered as a fitting learning technique for a wide range of search and optimisation algorithms.
1.1 Research Motivation and Contributions

Using machine learning techniques to improve the performance of search algorithms is not a new strategy. Several studies have been conducted on the role of machine learning in improving the performance of search algorithms [30–35]. However, they suffer from few drawbacks and usually fail to satisfy crucial criteria. Some of these algorithms lack sufficient generality, high performance, agility and in some cases originality and novelty. Working on domain independent data and operating on data with different levels of abstraction are also important issues which are usually ignored.

In this study, we introduce an advanced machine learning technique, namely, tensor analysis, into the field of heuristic optimisation. This is the first time that tensor analysis is used in heuristic optimisation. Tensor analysis approaches use data in form of multi-dimensional arrays and collecting data in this form can sometimes be difficult. The data discussed here is collected from the search history produced by running a given (hyper-/meta) heuristic for a short amount of time. In this study, we show how this trace data is collected in a tensorial form. We also provide guidelines as to how to analyze this data and interpret the results. Moreover, we show how to use the results and embed the tensor analysis approach in various heuristic optimisation algorithms. To show the efficiency of the proposed approach, different case studies with different optimisation methods has been considered in our experiments. Both single and multiple learning episodes have been considered with data of different levels of abstraction to show that the proposed approach is capable of producing good quality results in different conditions. Figure 1.2(b) shows the relation between different approaches proposed in this study and the data abstraction level. The circles beside each method is the order in which they will be described later.

A single episode tensor analysis using data with a high abstraction level is utilized to improve a multi-stage hyper-heuristic for cross-domain heuristic search. The empirical results using the Hyper-heuristic Flexible (HyFlex) framework [36] on six different problem domains show that significant performance improvement is possible [37]. The problem domains in HyFlex include Bin Packing (BP), Satisfiability (Max-SAT), Personnel Scheduling (PS), Flow-shop Scheduling (FS), Vehicle Routing Problem (VRP) and the Travelling Salesman Problem (TSP). Our results suggest that the proposed approach is powerful and capable of producing high quality solutions. Interestingly, it was observed that, tensor analysis, when interpreted correctly, transforms the underlying hyper-heuristic into an iterated local search algorithm [38–40] where the candidate solution is periodically subjected to intensification followed by diversification. This can also be seen as a memetic computing approach in which a good analysis on the correlation
between low level heuristics has been made and a good balance between intensifying and diversifying operations is achieved.

Encouraged by the previous results, in order to investigate whether the proposed approach is capable of extracting useful pattern continuously, we shifted our focus towards the multi-episode performance of the proposed approach. A similar approach embedding a multi-episode tensor analysis is applied to the nurse rostering problem. This approach is evaluated on a well-known nurse rostering benchmark consisting of a diverse collection of instances obtained from different hospitals across the world. The empirical results indicate the success of the tensor-based hyper-heuristic, improving upon the best-known solutions for four particular instances.

Moving to lower levels of data abstraction, the tensor analysis approach is embedded in a genetic algorithm framework. Genetic algorithm is a well-known population-based metaheuristic, inspired from biological evolution, which uses multiple candidate solutions during the search process. Mutation in a genetic algorithm is the key variation operator adjusting the diversity in a population throughout the evolutionary process. Often, a fixed mutation probability is used to perturb the value of a gene (locus), representing a component of a solution. The genetic algorithm framework considered here is a hyper-heuristic algorithm which dismisses the usage of the domain barrier concept. Instead, the framework re-formulates the representation of the candidate solutions in form of ranking heuristics. Therefore, the data provided to the tensor analysis approach has a lower abstraction level compared to the data acquired from the HyFlex framework. However, the level of abstraction is higher than metaheuristics as the genetic algorithm still doesn’t search in the solution space directly. A multiple episode tensor analysis using data with a low abstraction level is applied to an online bin packing problem, generating locus dependent mutation probabilities. The empirical results show that the tensor approach improves the performance of a standard Genetic Algorithm on almost all instances, significantly [41].

Finally, a multi-episode tensor analysis using data with a low abstraction level is embedded into multi-agent cooperative search approach. Unlike former optimisation frameworks considered earlier, the multi-agent approach searches directly in the solution space providing data with the lowest level of abstraction possible. The empirical results once again shows the success of the proposed approach on a benchmark of flow shop problem instances.

As a conclusion, the tensor analysis approach is powerful in that it generates high quality solutions. It also is capable of operating on a wide range of problems, exhibiting cross-domain performance and requires short training time. Moreover, it can handle data from various ends of the abstraction spectrum leading to an approach that can be embedded
Figure 1.2: (a) algorithms with different underlying design philosophies produce data with different levels of abstraction (b) the machine learning methodology proposed in this study has been integrated to various heuristic optimisation methods and therefore on data with different abstraction levels.

within different types of heuristic optimisation methods with different underlying design philosophies and indeed improve their performance (Figure 1.2(b)).

1.2 Structure of Thesis

The thesis is structured as follows:

- Chapter 1 introduces the thesis topic and relevant concepts.
• **Chapter 2** provides the background and literature survey. A detailed discussion on metaheuristics and hyper-heuristics is provided in this section. Also, since the methodology used here heavily relies on machine learning, basic data science concepts and details of advanced methods used in this work are covered in this section.

• **Chapter 3** introduces a tensor-based hyper-heuristic for cross-domain heuristic search. An extensive set of experiments has been conducted across thirty problem instances from six different domains of a benchmark. A report of the results from those experiments along with analytic discussions regarding the proposed approach is given in this section.

• **Chapter 4** investigates the usefulness of multiple learning episodes at each run of a heuristic optimisation method, unlike the previously proposed approach which uses a single learning episode. Can the proposed approach extract new patterns in subsequent episodes? An extensive discussion on the experimental results, described in this section, reflects on these questions and shows that the proposed approach is indeed powerful and capable of pattern detection as the search state changes.

• **Chapter 5** Unlike the studies in Chapters 3 and 4 where the focus was on selection hyper-heuristics, in this chapter, generation hyper-heuristics and the role of tensor analysis in improving the performance of such hyper-heuristics are considered. The tensor learning is used to detect patterns indicating mutation probabilities for each locus of a chromosome in the genetic algorithm. The experimental result of the proposed approach shows that, similar to selection hyper-heuristics, the tensor learning approach can improve the performance of the the generation hyper-heuristic significantly.

• **Chapter 6** focuses on the idea of using tensor analysis with a massive extension. The framework discussed in previous chapters is extended to a distributed agent-based learning system. Agents which use different metaheuristics during the search construct tensorial data and the proposed method is used to extract patterns from the experience of various agents, each using different search policies.

• **Chapter 7** presents the conclusions of the research outcome and points out some future research directions.
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Chapter 2

Background

This chapter provides an overview of the basic concepts in heuristic optimisation. Moreover, an in-depth description of the methodologies used in this study, together with related scientific literature review is given.

2.1 Metaheuristics

Pearl [46] defined heuristic as an intelligent search strategy for computer problem solving. In the field of optimisation problems, a heuristic can be considered as an educated guess or a ‘rule of thumb’ search method for finding a reasonable solution within a reasonable time. In many application areas, exact methods might fail to provide a solution to a given computationally hard problem. Although the heuristic algorithms are designed to speed up the process of discovering a high quality solution, there is no guarantee for achieving optimality. Heuristics are often problem-dependent methods that work well for an instance of a problem and may or may not be used to solve another instance of another problem or even the same problem.

The term metaheuristic was first used by Glover [47] to describe Tabu Search and has recently been defined in [8] as “a high-level problem-independent algorithmic framework that provides a set of guidelines or strategies to develop heuristic optimisation algorithms.”. Metaheuristics can be broadly classified into population-based metaheuristics, also called multi-point metaheuristics, and single-solution metaheuristics, also called single-point metaheuristics. The population-based metaheuristics, such as, Evolutionary Algorithms [48], consist of a collection of individual solutions which are maintained in a population while the single-solution metaheuristics, such as, Tabu Search [47], differ from population-based in that they improve and maintain a single solution. The
capabilities of exploration (diversification), being able to jump to the other regions of the search space and exploitation (intensification), being able to perform local search within a limited region using accumulated experience, and maintaining the balance in between them are crucial for a metaheuristic, influencing its performance. Different metaheuristics have different ways of maintaining that balance.

There is a slight confusion about metaheuristics being problem domain independent or specific. The confusion arises from the fact that the “implementation” of a relevant heuristic optimisation algorithm is also often referred to as using the same name for the metaheuristic “framework”. The framework is applicable across different domains, however the implementation of a metaheuristic is domain specific. For example, the implementation of tabu search for bin packing problem cannot be used for solving the traveling salesman problem. Metaheuristics (i.e., their implementations) have to be tailored for a specific problem domain and often, they are successful in obtaining high quality solutions for that domain. However, metaheuristics being a subset of heuristics come with no guarantee for the optimality of the obtained solutions. Moreover, they cannot be used for solving an instance from another problem domain. The maintenance of metaheuristics could be costly requiring expert intervention. Even a slight modification in the description of the problem could require maintenance. Almost all metaheuristics have parameters and their performance could be sensitive to the setting of those parameters. There are automated parameter tuning methods, such as F-race \cite{f-race}, REVAC \cite{revac} and ParamILS \cite{paramils} to overcome this issue. The parameter tuning process increases the overall computation time of an approach while searching for a high quality solution to a given problem instance. However, there could be a trade-off and a higher quality solutions could be obtained for a given problem in the expense of spending more time on tuning. A selected set of well known metaheuristics, including Iterated Local Search and some Evolutionary Algorithms are briefly described in the following sections.

2.1.1 Iterated Local Search

Iterated Local Search (ILS) \cite{ils} can be considered as a modification to local search (hill climbing) methods. Local search methods are a relatively simple class of metaheuristics, based on the concept of locality between candidate solutions for a given problem. A typical local search algorithm moves through the search space from one solution to another within a neighbourhood, where a neighbour is defined as any state that can be reached from the current solution through some modification. In the case that a local search method will only move from one solution to another when that move results in some improvement with respect to a particular objective function, it is referred to as hill climbing. In cases where no improving neighbours are available, the local search/hill
climbing method can get stuck in local optima. ILS is designed to remedy this shortcoming [38]. The ILS method (Algorithm 1) operates iteratively by applying local search (lines 2 and 5) to a given solution followed by perturbing the solution (line 4). After each cycle of local search and perturbation, the new solution and the old solution are checked against an acceptance criteria which ultimately decides whether to accept the new solution or to continue from the old solution (line 6). Thus, ILS performs a search in the space of local optima and in doing so, it maintains a balance between intensification and diversification during the search.

**Algorithm 1: Iterated Local Search (adopted from [38])**

1. $s_0 \leftarrow$ generate initial solution;
2. $s^* \leftarrow$ localSearch($s_0$);
3. **while** not termination **do**
4.   $s' \leftarrow$ perturbation($s^*, \text{history}$);
5.   $s'' \leftarrow$ localSearch($s'$);
6.   $s^* \leftarrow$ acceptanceCriterion($s^*, s'', \text{history}$);
7. **end**

Ever since its introduction, ILS has been applied on a wide range of problems such as Capacitated Vehicle Routing Problem [52], Scheduling Problem [53], Aircraft Landing Problem [54], Quadratic Assignment Problem [55] and Team Orienteering Problem [56]. Moreover, numerous variants of the ILS approach including hybridisation with other methods has emerged during the time. In [57], a variant of the ILS approach is proposed, in which instead of a single perturbation and a single local search heuristic, several operators of each type are available. At each perturbation stage, the proposed variant selects a perturbation operator at random and applies it. This is while, in the local search stage, all available local search operators are applied in sequence so that one local search heuristic operates on the solution created by applying the local search heuristic before it. This framework was applied in a cross-domain fashion on a range of problem domains (Bin Packing, Permutation Flowshop and Personnel Scheduling) and produced high quality results. In a later work [58], this ILS variant was modified to cater for more adaptiveness and the integration of the extreme value-based adaptive operator selection strategy which uses credit assignment [59]. The new variant was tested on a range of well-known Capacitated Vehicle Routing Problem instances and produced good results. A multi-start ILS combined with Mixed Integer Linear Programming was proposed in [60] to solve a real-world periodic vehicle routing problem with time window. In [61] the ILS algorithm is hybridized with the Variable Neighbourhood Descent as the search engine.

A detailed account of the ILS approach, more variants and application areas can be
found in [38]. However, what is interesting (a point also confirmed in [38]) is that, meta-
heuristics which incorporate local search heuristics at some point in the algorithm can
be considered as iterated local search. In other words, these metaheuristics, iteratively,
generate some solution which is passed to a local search heuristic to exploit the solution
in its neighbouring area. Whether this is performed in periodic intervals or in an irreg-
ular manner does not change the fact that what such metaheuristic is essentially doing
is a form of iterated local search.

2.1.2 Evolutionary Algorithm

Evolutionary algorithms are a class of search techniques inspired from the natural process
of evolution. Genetic Algorithms [62] (GAs) form a subclass of evolutionary algorithms,
which, as illustrated in Algorithm 2, iteratively modifies a population of solutions from
one generation (i.e., iteration) to the next via the use of mutation and crossover op-
erators, perturbing a solution or recombining multiple solutions, respectively. Better
candidate solutions have a higher chance to undergo crossover. At each generation, the
old solutions get replaced by new solutions based on their fitness values, indicating the
quality of solutions with respect to an evaluation (objective) function.

Algorithm 2: Genetic Algorithm

1. $t \leftarrow 0$;
2. $P(t) \leftarrow$ initialize population;
3. evaluate population $P(t)$;
4. while not termination do
   5. $P_{P}(t) \leftarrow P(t).selectParents();$
   6. $P_{C}(t) \leftarrow reproduction(P_{P}(t));$
   7. mutate($P_{C}(t));$
   8. evaluate($P_{C}(t));$
   9. $P(t + 1) \leftarrow buildNextGenerationFrom(P_{C}(t), P(t));$
10. $t \leftarrow t + 1$;
11. end

Memetic Algorithms (MA) were introduced by Moscato [25] as a set of evolutionary
algorithms that make heavy use of hill climbing. The term meme refers to a piece of
know-how or an instruction unit which is transmissible and replicable. A simple MA in-
troduces a local search phase into a Genetic Algorithm after crossover and mutation have
been performed during the evolutionary process (Algorithm 3). Since their emergence,
MAs and subsequent variants of MAs have been applied to a wide variety of prob-
lems including: educational timetabling [63–67], multi-objective optimisation problems
[68, 69], permutation flow shop scheduling [70], protein folding [71], quadratic assign-
ment problem [72] drug therapies [73], and the travelling salesman problem [74, 75]. In
addition to the application of MAs to solve practical optimisation problems, a number of studies have sought to understand the concepts underpinning MAs and the behaviour of memes [76]. Indeed the performance of an MA has been observed to be strongly linked to the choice of local search mechanism used [77]. For the interested reader, a comprehensive survey of Memetic Algorithms is offered by Neri et al. [23].

In addition to the traditional MAs which combine evolution and local search, a separate branch of adaptive MAs which use multiple memes emerged [78]. A subset of adaptive MAs evolve memes as part of the genotype for each individual in a population. Such algorithms are usually referred to as self-adaptive or Multi-meme Memetic Algorithms (MMAs) [79] and transfer memes from one generation to the next using inheritance mechanisms. Generally an MMA will contain individuals made up of both genetic and memetic material, with memes co-evolved during evolution. Özcan et al. [80] implemented two adaptive MAs as hyper-heuristics for cross-domain heuristic search.

Algorithm 3: Memetic Algorithm

MAs are special cases of a broader concept in computational intelligence, namely, Memetic Computing (MC) [81, 82]. Currently, memetic computation serves as an umbrella term which includes any methodology which consists of several interacting components. Furthermore, the notion of memetic computing is not exclusive to population-based methods [24, 26, 27]. Single point search methods which operate on one candidate solution only are also covered by the concept of memetic computation. Subsequently, in a learning single point heuristic which learns patterns/rules from the search environment to improve its performance, the extracted patterns are memes which are passed to other components of the heuristic to make decision making more efficient.
2.2 Hyper-heuristics

Hyper-heuristics have emerged as effective and efficient methodologies for solving hard computational problems [10]. They perform search over the space formed by a set of low level heuristics, rather than solutions directly [15]. Burke et al. [13] defined a hyper-heuristic as “a search method or learning mechanism for selecting or generating heuristics to solve computational search problems”. Hyper-heuristics are not allowed to access problem domain specific information. It is assumed that there is a conceptual barrier between the hyper-heuristic level and problem domain where the low level heuristics, solution representation, etc. reside. This specific feature gives hyper-heuristics an advantage of being more general than the existing search methods, since the same hyper-heuristic methodology can be reused for solving problem instances even from different domains. A hyper-heuristic either selects from a set of available low level heuristics or generates new heuristics from components of existing low level heuristics to solve a problem, leading to a distinction between selection and generation hyper-heuristic, respectively [13]. Also, depending on the availability of feedback from the search process, hyper-heuristics can be categorized as learning and no-learning. Learning hyper-heuristics can be further categorized into online and offline methodologies depending on the nature of the feedback. Online hyper-heuristics learn while solving a problem whereas offline hyper-heuristics process collected data gathered from training instances prior to solving the problem. Many researchers and practitioners have been progressively involved in hyper-heuristic studies for solving difficult real world combinatorial optimisation problems ranging from channel assignment to production scheduling (Table 2.1). More on hyper-heuristics can be found in [11, 15, 83].

<table>
<thead>
<tr>
<th>Problem Domain [Reference]</th>
<th>Problem Domain [Reference]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Channel assignment [84]</td>
<td>Job shop scheduling [9]</td>
</tr>
<tr>
<td>Component placement sequencing [85]</td>
<td>Sales summit scheduling [1]</td>
</tr>
<tr>
<td>Examination timetabling [86]</td>
<td>Space allocation [87]</td>
</tr>
<tr>
<td>Nurse rostering [88]</td>
<td>University course timetabling [88]</td>
</tr>
<tr>
<td>Orc quest, logistics domain [89]</td>
<td>Vehicle routing problems [90]</td>
</tr>
<tr>
<td>Packing [91]</td>
<td>Production scheduling [92]</td>
</tr>
</tbody>
</table>

2.2.1 Selection Hyper-heuristics

A selection hyper-heuristic has two main components: heuristic selection and move acceptance methods. While the task of the heuristic selection is to choose a low level heuristic at each decision point, the move acceptance method accepts or rejects the
resultant solution produced after the application of the chosen heuristic to the solution in hand. This decision requires measurement of the quality of a given solution using an objective (evaluation, fitness, cost, or penalty) function. Over the years, many heuristic selection and move acceptance methods have been proposed. The following sections provide a review of these techniques, though, a comprehensive survey on hyper-heuristics including their components can be found in [11, 15].

2.2.1.1 Heuristic Selection and Move Acceptance Methodologies

In this section, we describe some of the basic and well known heuristic selection approaches. [93, 94] are the earliest studies testing simple heuristic selection methods as a selection hyper-heuristic component. One of the most basic and preliminary approaches to select low level heuristics is the Simple Random (SR) approach requiring no learning at all. In SR, heuristics are chosen and applied (once) at random. Alternatively, when the randomly selected heuristic is applied repeatedly until the point in which no improvement is achieved, the heuristic selection mechanism is Random Gradient. Also, when all low level heuristics are applied and the one producing the best result is chosen at each iteration, the selection mechanism is said to be greedy. The heuristic selection mechanisms discussed so far do not employ learning. There are also many selection mechanisms which incorporate learning mechanisms. Choice Function (CF) [93, 95, 96] is one of the learning heuristic selection mechanisms which has been shown to perform well. This method is a score-based approach in which heuristics are adaptively ranked based on a composite score. The composite score itself is based on few criteria such as: the individual performance profile of the heuristic, the performance profile of the heuristic combined with other heuristics and the time elapsed since the last call to the heuristic. The first two components of the scoring system emphasise on the recent performance while the last component has a diversifying effect on the search.

In [89], a Reinforcement Learning (RL) approach has been introduced for heuristic selection. Weights are assigned to heuristics and the selection process takes weight values into consideration to favour some heuristics to others. In [88], the RL approach is hybridized with Tabu Search (TS) where the tabu list of heuristics which are temporarily excluded from the search process is kept and used. In [97] a selection hyper-heuristic based on Particle Swarm Optimisation was proposed to solve the resource provisioning-based scheduling in grid environment. [98] proposed a selection hyper-heuristics based on the Ant Colony Optimisation algorithm to schedule intercell transfers in cellular manufacturing systems. There are numerous other heuristic selection mechanisms. Interested reader can refer to [11] for further detail.
As for the move acceptance component, currently, there are two types of move acceptance methods: *deterministic* and *non-deterministic* [11]. The deterministic move acceptance methods make the same decision (as for acceptance/rejection of the solution provided by a heuristic) irrespective of the decision point. In contrast to deterministic move acceptance, non-deterministic acceptance strategies incorporate some level of randomness resulting in different decisions for the same decision point. The non-deterministic move acceptance methods almost always are parametric, utilising parameters such as time or current iteration.

Initial studies on selection hyper-heuristics focused on some simple move acceptance methods, such as Improvement Only (IO) [93], Improvement and Equal (IE) [99] and Naive Acceptance (NA) [57, 93]. The IO acceptance criteria only accepts solutions which offer an improvement in the current objective value. The IE method accepts all solutions which result in objective value improvement. It also accepts solutions which do not change the current objective value. Both IO and IE strategies are deterministic strategies. The NA strategy is a non-deterministic approach which accepts all improving and equal solutions by default and worsening solutions with a fixed probability of $\alpha$. Although there are more elaborate move acceptance methods, for example, Monte-Carlo based move acceptance strategy [85], Simulated Annealing [100], Late Acceptance [101], there is strong empirical evidence that combining simple components under a selection hyper-heuristic framework with the right low level heuristics could still yield an improved performance. [102] shows that the performance of a selection hyper-heuristic could vary if the set of low level heuristics change, as expected. [103] describes the runner up approach at a high school timetabling competition, which uses SR as heuristic selection and a move acceptance method with 3 different threshold value settings. Moreover, there are experimental and theoretical studies showing that mixing move acceptance can yield improved performance [104–106]. More sophisticated acceptance algorithms can be found in the scientific literature [11].

### 2.2.2 Generation Hyper-heuristics

Genetic Programming (GP) is one of the most commonly used techniques to generate hyper-heuristics [107–110]. Some problem domains for which GP is used to construct either a heuristic or component of a solution method include job shop scheduling [111], 0/1 knapsack [112], uncapacitated examination timetabling [113], satisfiability problem [114] and strip packing [115]. Drake et al. [116] used grammatical evolution to generate components of a variable neighbourhood search approach for solving vehicle routing.
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Problem. A recent work in [117] provided an evolutionary approach based on gene expression programming to generate selection hyper-heuristic components for cross domain search.

Another emerging approach in generation hyper-heuristics is the use of data mining techniques to automatically generate new effective heuristics. In [45], apprenticeship learning (AL) technique was used to generalize hyper-heuristics in the Bin-Packing domain (see Chapter 5 for details). The AL method has a wide range of applications in control and robotics and is heavily based on Inverse Reinforcement Learning (IRL)[118]. Inspired by the IRL approach, the main idea in [45] is to create an algorithm which learns what course of action to take, by simply watching a couple of other algorithms which perform well in various problem domains. That is, the algorithm learns the behaviour of an expert algorithm by constructing a dataset via recording the actions of experts at each state of the search process. The classifier produced from this dataset is used to predict the best action at a given search state while dealing with an unseen problem instance. The AL-based approach in [45] was trained on small problem instances and was capable of generalising the extracted knowledge to larger problem instances. The major drawback of the approach proposed in [45] was that the definition of the search state was problem dependent.

In a later study [42], the work in [45] was extended by providing a general, problem domain independent state definition. The authors also investigated whether an AL hyper-heuristic is able to perform similar (or better) than the expert algorithm on a given problem domain. Furthermore, various hyper-heuristic components from which expert knowledge can be extracted were analysed. The modified framework was applied to various instances of the vehicle routing problem and it was observed that the generated AL hyper-heuristic is able to outperform the expert on the majority of instances exhibiting an impressive performance.

In [35] Learning Classifier Systems (LCS) are used to generate hyper-heuristics which solve Constraint Satisfaction Problem (CSP). LCS are adaptive rule-based systems which automatically generate a set of rules from the data [119]. Therefore, the LCS is trained in an offline manner on a set of training instances and necessary rules are generated. This rule set is then used as a selection hyper-heuristic to decide which heuristic to choose at each step of the search. The result of applying the proposed framework on various CSP test instances showed that the proposed approach provides reasonably good solutions which are competent with some of the well-known algorithms in the field.

Also, in [120], an evolutionary process is used to evolve back propagation neural networks which in turn predicts which heuristics to use at each search step. The generated neural network is hence a selection hyper-heuristic and the evolutionary process creating this
neural network is considered to be a generation hyper-heuristic. The proposed framework is designed for CSP problem instances. For each new problem instance a new neural network has to be trained (offline). The work in [35] and [120] was later modified to generate selection hyper-heuristics using logistic regression [34].

2.2.3 Hyper-heuristics Flexible Framework (HyFlex)

Hyper-heuristics Flexible Framework (HyFlex) [36] is an interface to support rapid development and comparison of various (hyper-/meta) heuristics across various problem domains. The HyFlex platform promotes the reusability of hyper-heuristic components. In HyFlex, hyper-heuristics are separated from the problem domain via a domain barrier [1] to promote domain-independent automated search algorithms. Hence, problem domain independent information, such as the number of heuristics and objective value of a solution, is allowed to pass through the domain barrier to the hyper-heuristic level (Figure 2.1). On the other hand, pieces of problem dependent information, such as, problem representation and objective function are kept hidden from the higher level search algorithm. Restricting the type of information available to the hyper-heuristic to a domain independent nature is considered to be necessary to increase the level of generality of a hyper-heuristic over multiple problem domains. This way the same approach can be applied to a problem from another domain without requiring any domain expert knowledge or intervention.

Figure 2.1: A selection hyper-heuristic framework [1].
HyFlex v1.0 is implemented in Java respecting the interface definition and was the platform of choice at a recent competition referred to as the Cross-domain Heuristic Search Challenge (CHeSC 2011) \(^1\). The CHeSC 2011 competition aimed at determining the state-of-the-art selection hyper-heuristic judged by the median performance of the competing algorithms across thirty problem instances, five for each problem domain. Formula 1 scoring system is used to assess the performance of hyper-heuristics over problem domains. In formula 1 scoring system, for each instance, the top eight competing algorithms receive scores of 10, 8, 6, 5, 4, 3, 2 or 1 depending on their rank on a specific instance. Remaining algorithms receive a score of 0. These scores are then accumulated to produce the overall score of each algorithm on all problem instances. The competing algorithms are then ranked according to their overall score. The number of competitors during the final round of the competition was 20. Moreover, a wide range of problem domains is covered in CHeSC 2011. Consequently, the results achieved in the competition along with the HyFlex v1.0 platform and the competing hyper-heuristics currently serve as a benchmark to compare the performance of novel selection hyper-heuristics.

The CHeSC 2011 problem domains include Boolean Satisfiability (SAT), One Dimensional Bin Packing (BP), Permutation Flow Shop (FS), Personnel Scheduling (PS), Travelling Salesman Problem (TSP) and Vehicle Routing Problem (VRP). Each domain provides a set of low level heuristics which are classified as mutation (MU), local search (LS)(also referred to as hill climbing), Ruin and Re-create (RR) and crossover (XO) heuristics (operators). Each low level heuristic, depending on its nature (i.e. whether it is a mutational or a local search operator) comes with an adjustable parameter. For instance, in mutational operators, the mutation density determines the extent of changes that the selected mutation operator yields on a solution. A high mutation density indicates wider range of new values that the solution can take, relevant to its current value. Lower values suggest a more conservative approach where changes are less influential. As for the depth of local search operators, this value relates to the number of steps completed by the local search heuristic. Higher values indicate that local search approach searches more neighbourhoods for improvement. Table 2.2 summarizes the low level heuristics for each domain of CHeSC 2011 and groups them according to their type (e.g. MU, RR, XO and LS).

The description of each competing hyper-heuristic can be reached from the CHeSC 2011 website. The ranking of twenty CHeSC 2011 participants is provided in Table 2.3. The top three selection hyper-heuristics that generalize well across the CHeSC 2011 problem domains are multi-stage approaches of AdapHH \([121]\), VNS-TW \([122]\) and ML \([123]\).

\(^1\)http://www.asap.cs.nott.ac.uk/external/chesc2011/
Table 2.2: The number of different types of low level heuristics \{mutation (MU), ruin and re-create heuristics (RR), crossover (XO) and local search (LS)\} used in each CHeSC 2011 problem domain.

<table>
<thead>
<tr>
<th>Domain</th>
<th>MU</th>
<th>RR</th>
<th>XO</th>
<th>LS</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>6</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>BP</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>8</td>
</tr>
<tr>
<td>PS</td>
<td>1</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>12</td>
</tr>
<tr>
<td>PFS</td>
<td>5</td>
<td>2</td>
<td>4</td>
<td>4</td>
<td>15</td>
</tr>
<tr>
<td>TSP</td>
<td>5</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>VRP</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>10</td>
</tr>
</tbody>
</table>

Table 2.3: Rank of each hyper-heuristic (denoted as HH) competed in CHeSC 2011 with respect to their Formula 1 scores.

<table>
<thead>
<tr>
<th>Rank</th>
<th>HH</th>
<th>Score</th>
<th>Rank</th>
<th>HH</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AdapHH</td>
<td>121</td>
<td>11</td>
<td>ACO-HH</td>
<td>124</td>
</tr>
<tr>
<td>2</td>
<td>VNS-TW</td>
<td>122</td>
<td>12</td>
<td>GenHive</td>
<td>125</td>
</tr>
<tr>
<td>3</td>
<td>ML</td>
<td>123</td>
<td>13</td>
<td>DynILS</td>
<td>126</td>
</tr>
<tr>
<td>4</td>
<td>PHUNTER</td>
<td>127</td>
<td>14</td>
<td>SA-ILS</td>
<td>N/A</td>
</tr>
<tr>
<td>5</td>
<td>EPH</td>
<td>128</td>
<td>15</td>
<td>XCJ</td>
<td>N/A</td>
</tr>
<tr>
<td>6</td>
<td>HAHA</td>
<td>129</td>
<td>16</td>
<td>AVERG-Nep</td>
<td>130</td>
</tr>
<tr>
<td>7</td>
<td>NAHH</td>
<td>131</td>
<td>17</td>
<td>GISS</td>
<td>132</td>
</tr>
<tr>
<td>8</td>
<td>ISEA</td>
<td>133</td>
<td>18</td>
<td>SelfSearch</td>
<td>134</td>
</tr>
<tr>
<td>9</td>
<td>KSATS-HH</td>
<td>135</td>
<td>19</td>
<td>MCHH-S</td>
<td>136</td>
</tr>
<tr>
<td>10</td>
<td>HAEA</td>
<td>137</td>
<td>20</td>
<td>Ant-Q</td>
<td>138</td>
</tr>
</tbody>
</table>

The winning algorithm, AdapHH is a multi-phase learning hyper-heuristic [121]. AdapHH adaptively determines the subset of low-level heuristics to apply at each phase. The duration with which each heuristic is applied is also dynamically determined during the search. The algorithm accepts only improving solutions in the absence of which the algorithm refuses to accept worsening solutions until no improvements are observed within an adaptively adjusted number of iterations. The parameters of each low-level heuristic are dynamically modified via a reinforcement learning method. This is while low-level heuristics are selected based on a quality index measure. This measure uses few weighted performance metrics to compute the quality index for each heuristic. Among these metrics are the number of new best solutions explored, the total improvement and worsening during the run and also the current phase and finally the remaining execution time. A heuristic with a quality index less than the average of the quality indexes of all the heuristics is excluded from the selection process in the corresponding phase. Using a tabu style memory, the number of phases in which the heuristic is consecutively excluded is maintained. Whenever this number exceeds a threshold the heuristic gets excluded.
permanently. AdapHH also employs a relay hybridisation with which effective pairs of heuristics which are applied consecutively are identified.

The hyper-heuristic algorithm which ranked the second in the competition, VNS-TW [122], is a two phase algorithm. The first phase consists of applying mutational or ruin and recreate type of low-level heuristics to a population of initial solutions. Subsequently, all the local search heuristics are applied until no more improvements are observed. In the next phase, the algorithm shifts from a population-based method into a single solution approach in which the best solution achieved in the first phase is used. Iteratively, A circular priority queue of mutational heuristics is formed based on the severity of changes that they imply. Subsequent to the application of heuristics a local search is applied. This approach was ranked first in the Personnel Scheduling problem domain and second in the overall.

The third ranking hyper-heuristic which is proposed in [123], namely ML, relies explicitly on intensification and diversification components during the search process. A solution is generated initially which goes through a diversification stage by the application of a mutational or ruin-recreate low-level heuristic. The solution achieved at this stage is then subjected to a local search heuristic for further improvement. The local search heuristic is applied until no further improvements can be achieved. The acceptance mechanism, accepts improving solutions as well as the cases where the solution has not improved over the last 120 iterations.

The PHunter hyper-heuristic [127] was the algorithm which ranked fourth in the CHeSC 2011 competitions. PHunter imitates the actions of a traditional pearl hunter. In the PHunter algorithm the low level heuristics are grouped as either local search (intensifier heuristics) or non-local search. The former imitates the diving behaviour of a pearl hunter while the latter is equivalent to the resurfacing behaviour of the pearl hunter following a change in the search area for another dive. Furthermore, dives (local search) are grouped into shallow and deep dives. A shallow dive is a local search with low depth of search parameter value while a deep dive assigns higher values to the parameter depth of search. Also, a tabu list is employed to enlist undesired intensification and diversification moves. The PHunter algorithm determines portfolios for categorized low level heuristics by training and using a C4.5 decision tree [139]. It then uses these portfolios in various conditions where each condition is estimated through an adaptation stage at the beginning of the search. The search procedure is based on repeated intensification and diversification and can generally be described as a type of Iterated Local Search (ILS).

The remaining hyper-heuristics in Table 2.3 employ a variety of interesting concepts. The hyper-heuristic proposed in [128] which is based on Evolutionary Programming
with Co-evolution, simultaneously evolves population of both solutions and heuristics. The HAHA algorithm \cite{129} is an interesting hyper-heuristic which repeatedly switches between single-point and population-based search strategies. The algorithm is an online learning hyper-heuristic with embedded adaptation mechanism to guide the selection of low level heuristics. In contrast to other CHeSC 2011 contestants, the hyper-heuristic proposed in \cite{131} uses a non-adaptive method by discarding the dominated heuristics in tuning procedure. This pre-processing step results in a fixed (non-adaptive) algorithm schemata which is used to solve all the instances. The ISEA algorithm \cite{133} uses Evolutionary Algorithm to guide an Iterated Local Search through the search landscape. The Hybrid Adaptive Evolutionary Algorithm (HAEA) \cite{137} takes a probabilistic approach to adapt the likelihood of selecting and applying low level heuristics as the search makes progress. The algorithm proposed in \cite{135} combines Simulated Annealing, Tabu Search and Reinforcement Learning to construct a hyper-heuristic. Heuristics are chosen from a tabu list while simulated annealing is used as the acceptance methodology. Reinforcement learning has been used in the sense that heuristics with good performance are rewarded during the search. In \cite{124} Ant Colony Optimisation has been used as the higher level strategy to select low level heuristics. The hyper-heuristics in \cite{125} uses a five phase approach based on the Genetic Hive algorithm. The core of the algorithm repeatedly performs intensification, stagnation and diversification steps throughout the search. The hyper-heuristic in \cite{126} proposes the use of Dynamic Iterated Local Search to adaptively adjust the intensity of the mutation operator within a hyper-heuristic which is based on ILS. The study in \cite{130} proposes a hyper-heuristic (AVEG-Nep) which is based on reinforcement learning. In heuristics research community, it is usually said that a (hyper-/meta) heuristic uses reinforcement learning whenever a rewarding scheme is used to reward well performing components of the algorithm. However, in machine learning and robotics community where this algorithm was invented and later modified, only having a rewarding scheme does not suffice to consider the algorithm as a member of reinforcement learning group of algorithms. The standard definition and formulation of this popular and powerful approach is given in \cite{140}. The AVEG-Nep hyper-heuristic stays loyal to this formulation and can be considered as a real reinforcement learning-based hyper-heuristic. The algorithm proposed in \cite{132} uses a generic iterated simulated annealing method as the higher level strategy to select low level heuristics and decide whether or not to accept the outcome. In the hyper-heuristic proposed in \cite{134} self search is used to decide on the selection of the next heuristic during the search. This decision is based on a variety measures: variation in quality of solutions, application time, frequency of applying each heuristic and the number of times a low level heuristic fails to yield a difference in the quality of the current solution. The algorithm proposed in \cite{136} assumes that heuristic selection follows a Markov chain which models the probability of moving from one low level heuristic to another. This model is then used as a core
decision making mechanism for heuristic selection throughout the search. Finally, the hyper-heuristic proposed in [138] is an agent-based system which combines Ant Colony Optimisation algorithm with a reinforcement scheme. The Ant-Q algorithm is a constructive hyper-heuristic which aims at building a good sequence of low level heuristics to be applied on the problem instance.

Following the competition, the hyper-heuristics community started to recognize the CHeSC 2011 competition results as a benchmark for evaluating the performance and generality level of a selection hyper-heuristic. There is a growing number of studies evaluating the performances of new selection hyper-heuristics on the CHeSC 2011 benchmark. [141] tested a variant of choice function hyper-heuristic over the CHeSC 2011 benchmark. An adaptive neighbourhood iterated local search is proposed and applied on HyFlex problem domains [142, 143]. In [144], an iterated local search method is tested on HyFlex problem domains. [145] evaluated variants of late acceptance-based selection hyper-heuristics on the CHeSC 2011 benchmark and points out the best configuration for the late acceptance strategy which accepts the current solution if its quality is better than the quality of a solution obtained from a certain number of iterations ago.

HyFlex was later extended in [44] where it was modified to cater for new problem domains, more instances and accommodate batch processing of problem instances by lifting the per-instance time constraint. Instead of considering a time cap for each instance and each run, an overall time limit was introduced leaving hyper-heuristics free to decide on how much of the overall time they would spend on a given instance. The new version (HyFlex v1.1 as opposed to HyFlex v1.0 which was used in CHeSC 2011) was the framework of choice for the Second Cross-Domain Heuristic Challenge (CHeSC 2014). The public problem instances considered in this new challenge were chosen from: Boolean Satisfiability (SAT), One Dimensional Bin Packing (BP), Permutation Flow Shop (FS) and Personnel Scheduling (PS) problems. The hidden instances used in the competition were chosen from: Personnel Scheduling, Multi-dimensional Knapsack and Vehicle Routing problems. The competition consisted of two different tracks: single and multi-threaded.

### 2.3 Machine Learning

Machine learning is the science of learning useful rules and recognising hidden patterns from example data [18, 19]. These examples are either presented as data or are acquired from direct interaction with the environment, leading to offline and online variants of machine learning algorithms respectively. Offline machine learning techniques use training algorithms to mine the data for hidden patterns. This is while online algorithms
build up a generalized model gradually as they interact with the environment they are inhabiting. Furthermore, supervised, semi-supervised and un-supervised training approaches are possible. In supervised machine learning, example data is accompanied by the desired output for each decision point while in unsupervised learning desired output is not provided. Semi-supervised techniques have access to the desired output during the training only.

Machine learning techniques can be considered as efficient theory-based heuristics, however, they use some sort of probabilistic, statistic or derivative information/inference to produce predictive models [18, 19]. Perhaps the most evident difference between machine learning techniques and other heuristics (such as metaheuristics and evolutionary algorithms) is that rather than trying to optimize a given objective function (which is the case in most heuristics) they instead build a model of the objective function using statistical, probabilistic or gradient methods. (Semi-) Supervised approaches tend to do this using example data provided to them in training while unsupervised methods usually draw inference from the data without considering a desired output. Moreover, (hyper-/meta)heuristics can also be considered and used for machine learning, however, this is out of scope of this study.

Traditionally, a supervision dataset contains records of data where each record is a vector consisted of feature values which describe the attributes of a decision point. The desired output (also called label, decision or action) given for each record is usually provided by human experts (hence the term supervised). Data labels describe a class label, an action to be taken or a desired value for the given record (decision point). A dataset in supervised learning can thus be formulated as in the following equation.

\[ D = \{(\phi^i, a_i)\}, \quad i = 1 \cdots N \quad (2.1) \]

where \( D \) denotes the dataset which is a set of \( N \) feature records/vectors \( (\phi^i) \) and their respective action labels \( (a_i) \). A feature vector, is a vector of length \( r \) where \( r \) is the number of features in a given dataset. Unlike supervised learning, in un-supervised learning, feature vectors are not labelled. Thus, a dataset prepared for an un-supervised learning method can be expressed with the following equation.

\[ D = \{(\phi^i)\}, \quad i = 1 \cdots N \quad (2.2) \]

Features and labels can take their values from real or integer numbers or even have nominal values. Given a dataset, depending on the existence of record labels, supervised or un-supervised training algorithms can be chosen and applied on the data. However,
prior to training, data is usually split into training and test datasets. The former is used to build a predictive model which is then applied on the latter to evaluate the accuracy of the built model. The training is where the learning occurs and the output of the training algorithm is a model which describes the data in a generalized manner. The resulting model can have various applications depending on the data and objective of the training algorithms. When the goal is classification, the model is used to assign each unseen data record to the right class label. In case the objective is sequential decision making, given that a training algorithm which properly fits this purpose is chosen (i.e. Q-Learning), the model can be used as a state-action mapper which decides what to do next given an unseen state. In summary, the predictive power of machine learning techniques has enabled researchers to solve a variety of challenging problems such as face recognition [20], natural language processing [21] and bioinformatics [22] among others. In what follows, a description of machine learning methods used in this study is provided.

### 2.3.1 k-means clustering

The k-means algorithm is an un-supervised machine learning method which partitions the data into \( k \) mutually exclusive clusters where \( k \) is given a priori. It partitions the example data such that records confined in each cluster are as close as possible to one another (minimum within cluster distance) while being as far from records in other clusters as possible (maximum between clusters distance). Several metrics can be used to measure the distance. Some popular distance metrics are Euclidean distance and cosine similarity [18]. Each cluster is identified by a central point referred to as cluster centroid. Centroids are simply the mean of the feature values of the records in the cluster. Hence, centroids have the same dimension as each record of the example data (i.e. both have a length of \( r \)).

Having a dataset \( D \) (as in Equation 2.2), the k-means algorithm partitions the data into \( k \) clusters using the following equation to minimize the within cluster distance for all the points \( j \) in each cluster.

\[
\arg\min_C \sum_{j=1}^{k} \sum_{i \in c_j} (||\phi^i_j - \phi^c_j||)^2
\]  

(2.3)

where \( C = \{c_1, c_2, \cdots c_k\} \) is the set of all cluster centroids, the \( j \)th centroid is denoted by \( c_j \) and \( \phi^c_j \) is its feature vector. The algorithm which actually achieves this is based on Expectation-Maximisation for which a pseudo code is given in Algorithm 4.
Algorithm 4: The k-means clustering algorithm.

1. Initialize cluster centroids to random points $\phi^{c_1}, \phi^{c_2}, \ldots, \phi^{c_k} \in \mathbb{R}^r$;
2. while not converged do
3.   for (each record $i = 1 \ldots N$ in the dataset) do
4.     assign record $i$ to cluster with centroid $c_j$ where $c_j \leftarrow \arg\min c_j \|\phi^i - \phi^{c_j}\|^2$;
5.   end
6.  for (each centroid $j = 1 \ldots k$) do
7.     $\phi^{c_j} = \frac{\sum_{i=1}^{N} 1\{i \in c_j\} \phi^i}{\sum_{i=1}^{N} 1\{i \in c_j\}}$;
8.  end
9. end

In Algorithm 4, first cluster centroids are randomly initialized (line 1). Then each feature vector $\phi^i$ is assigned to the closest cluster represented by the centroid point $c_j$ (line 3 to 5). The distance metric here is the Euclidean distance (i.e. $\|\phi^i - \phi^{c_j}\|$). In the subsequent step, the coordinates of the centroids are updated. The notation $1\{i \in c_j\}$ is a check which determines whether the record $i$ belongs to cluster $c_j$. Thus, the numerator of the fraction in line 7, is the sum of feature values of the records belonging to cluster $c_j$ and the denominator is the count of these records. The resulting value is hence the centroid feature values/coordinates.

2.3.2 Learning from demonstration

Learning from Demonstration (LfD) is the task of learning a policy from demonstration data provided by an expert. This technique is also referred to as Apprenticeship Learning (AL), imitation learning, learning by watching or programming by demonstration [118]. Throughout this study, we will refer to this technique as apprenticeship learning. In the recent years, the focus of the study on AL has been mainly in the field of robotics and control where a robot learns a task from the demonstrations provided by a human expert. The ever increasing presence of the robots in environments where the end-users are not experts in robotics, control or programming makes useful utilisation of robotic facilities a hard task which requires constant robotic-expert intervention. AL techniques are introduced to simplify the interaction of non-robotics-experts with robots. Employing AL techniques, the end-user will not have to be a robotic-expert in order to construct an engineered and efficient control algorithm for the robot. AL is a technique in which an agent learns a task, policy, model of a system or a set of rules from demonstrations provided by a human demonstrator which is referred to as the expert. The term expert refers to the end-user of the robot/agent with sufficient knowledge in the field in which the robot/agent is supposed to operate and it does not refer to an expert in robotics,
algorithm design or programming. It is assumed that the actions of the expert reflect the optimum policy, an assumption which may not always be true.

The demonstration dataset is precisely as in Equation 2.1 where the features describe a state for each time unit and the label is the action chosen by the expert at that time unit. The dataset transfers expert’s knowledge to the agent. What distinguishes apprenticeship learning from other supervised learning methods though is that in apprenticeship learning an explicit reward function or criteria is not used. That is, the robot/agent learns to imitate a complicated task and the data presented to the task is highly abstract (like welding a car’s roof in case of industrial robots) [118]. Once the dataset is provided various machine learning techniques such as Inverse Reinforcement Learning[118], Gaussian Mixture Models [146], Confidence-Based Learning [147] and Dogged Learning [148] can be used to act as a state-action mapper for the robot/agent.

There is no reason why the same cannot be done in heuristic optimisation. There are some algorithms which serve as state-of-the-art algorithm and have high performances in a number of problem domains. These algorithms can be viewed as experts in the context of apprenticeship learning. Furthermore, more than one expert can be employed where each expert has high performance in at least one problem domain different than other experts. Data could be collected from the trace of these experts on the problem instances they are good at. It is expected that, similar to expert data in robotics, the collected data is highly abstract. A generalized model can be built using this data, resulting in a learned machine which theoretically could perform at least as good as the experts on all the problem domains. In this study, the feasibility of this theory has been put to test. In the coming sections a report of these trials is given. Also, the challenges encountered during experiments are presented.

2.3.3 Tensor Analysis

Many problems produce data of a nature which is best described and represented in high dimensional data structures. However, for the sake of simplicity, the dimensionality of data is often deliberately reduced. For instance, in face recognition, the set of images of various individuals constitutes a three dimensional data structure where the first two dimensions are the $x$ and $y$ coordinates of each pixel in each image and the third dimension is the length of the dataset. This is while, in classical face recognition (like the eigenface method), each face image is reduced to a vector by concatenating the pixel rows of the image. Consequently, the dataset, which is 3D (or maybe higher) in nature, is reduced to a 2D dataset for further processing. However, [149] shows that by sticking to the original dimensionality of the data and representing the dataset as a $3^{rd}$-order
tensor, better results are achieved in terms of the recognition rate. This is due to the fact that collapsing the naturally 3D data into a matrix results in loss of information regarding the dependencies, correlation and useful redundancies in the feature space [150]. On the other hand, representing the data in its natural high dimensional form helps with preserving the latent structures in the data. Employing tensor analysis tools helps in capturing those latent relationships ([151], [152]). A good example of this is given in [153] where the goal is to classify specific human actions (such as waving hands, running and juggling) in a set of videos. Each instance in the dataset is a video containing one of the desired actions performed by a human actor. Each video in itself is three dimensional. That is, video frames are stacked one after another to form a three dimensional data structure (or a 3\textsuperscript{rd}−order tensor). Video tensors of a specific action are then concatenated to one another resulting in a three dimensional corpora representing the given action (each video is a three dimensional array, hence, concatenating them will also result in another three dimensional array). Having a tensor for each action available in the dataset, [153] used tensor analysis to classify human actions in unseen videos and detect body part motions most associated to each action automatically.

Similar applications have been registered in various research areas such as hand written digit recognition [154], image compression [155], object recognition [156], gait recognition [157], Electroencephalogram (EEG) classification [158], Anomaly detection in streaming data [159], dimensionality reduction [150], tag recommendation systems [160] and Link Prediction on web data [161].

Tensor decomposition (a.k.a tensor factorisation) is used to detect latent relationships between various modes of data. The reason why factorisation works in this context and is able to extract latent relationships between various modes of data lies in the elegant mechanism with which it deals with high dimensional datasets. Tensor factorisation merges information from various dimensions of data by generalising matrix Singular Value Decomposition (SVD) to higher dimensions and applying it to all modes of data [171]. Several factorisation methods exists in the literature. Higher Order SVD (HOSVD) [162], Tucker decomposition [163], Parallel Factor (a.k.a PARAFAC or CANDECOMP or CP) [164] and Non-negative Tensor Factorisation (NTF) [165] are among numerous factorisation methods proposed by researchers. Tucker decomposition has applications in data compression [166], dimensionality reduction [149] and noise removal [167] among others. Also CP decomposition has been used for noise removal and data compression [168]. In addition, it has a wide range of applications in many scientific areas such as Data Mining [169] and telecommunications [170]. There are few other factorisation methods which mainly originate from CP and/or Tucker methods. Each of these methods (such as INDSCAL, PARAFAC2 and PARATUCK2) are widely known in specific fields such as chemometrics or statistics. For more details on these methods
the reader is referred to [171]. Also, the studies in [172] and [173] provide very detailed comparison between factorisation methods.

2.3.3.1 Notation and Preliminaries

_Tensors_ are multidimensional arrays and the _order_ of a tensor indicates its dimensionality. Each dimension of a tensor is referred to as a _mode_. In our notation, following [171], a boldface Euler script letter, boldface capital letter and boldface lower-case letter denote a tensor (e.g., $\mathcal{T}$), matrix (e.g., $M$) and vector (e.g., $v$), respectively. The entries of tensors, matrices and vectors (and scalar values in general) are indexed by italic lower-case letters. For example, the $(p,q,r)$ entry of a $3^{rd}$-order (three dimensional) tensor $\mathcal{T}$ is denoted as $t_{pqr}$. Also, the $n$th element in a sequence is denoted by a superscript in parenthesis. For instance, $A(n)$ denotes the $n$th matrix in a sequence of matrices.

Please note that, in this study, we only deal with $3^{rd}$-order tensors and all definitions and discussions are based on this assumption.

Tensor analysis involves a huge amount of indexing. Carelessness in dealing with indexes can lead to serious computation errors and undesired results. Luckily, there exists a convention using which the perils of indexing errors can be diminished. One of the most frequent practices in tensorial operations is extracting sub-data from tensor. This is useful both during the construction of the tensor and analysing it. Tensor sub-data can have the form of a sub-tensor or a sub-array. Since tensors have multiple dimensions, there are more than one way to access this sort of sub-data. Subtensors and subarrays are achieved by fixing a subset of indices. For example, given a $3^{rd}$-order tensor $\mathcal{T}$ and fixing the second and third indices, one can extract _fibers_ of the tensor (Figure 2.2(a)).

Since the sub-array being extracted is corresponding to the first index (first mode) the vector $t_{qr}$ is referred to as the mode-1 fiber. Similarly $t_{pr}$ and $t_{pq}$ are mode-2 and mode-3 fibers (figures 2.2(b) and 2.2(c)). Moving a step higher, one can extract _slices_ of a tensor by fixing only one index. For example, fixing the first index results in a matrix $T_p$ which is called the horizontal slice (Figure 2.2(d)). Lateral ($T_{qr}$, Figure 2.2(e)) and frontal ($T_{:r}$, Figure 2.2(f)) slices can be achieved in similar fashion.

Apart from indexing methods, several tensorial operations exist which are frequently used in tensor-based analytic approaches. Covering all of these operations is out of the scope of this thesis as they are not directly used here. However, here we explain a relevant operation which is used during the factorisation procedure.

Tensor _matricisation_ is a procedure to transform a tensor to a matrix. It is also known as _unfolding_ and _flattering_. Similar to indexing operations, there are many ways to
matricize a tensor. However, the only way relevant to this thesis is the mode-$n$ matricisation approach. Given a tensor $\mathcal{T}$, its mode-$n$ matricisation is denoted by $\mathbf{T}_{(n)}$ which arranges the mode-$n$ fibers of the tensor to be the columns of the resulting matrix. That is, the tensor element indexed as $(i_1, i_2, i_3)$ maps to the $(i_n, j)$ element in the resulting matrix where

$$j = 1 + \sum_{k=1, k \neq n}^{3} (i_k - 1)J_k \quad \text{with} \quad J_k = \prod_{m=1, m \neq n}^{k-1} I_m$$

(2.4)

This operation can be clarified better through an example. Suppose that $\mathcal{T} \in \mathbb{R}^{3 \times 4 \times 2}$ is a 3rd-order tensor with the following two frontal slices:

$$\mathbf{T}_{::1} = \begin{bmatrix} 1 & 2 & 3 & 4 \\ 5 & 6 & 7 & 8 \\ 9 & 10 & 11 & 12 \end{bmatrix}, \quad \mathbf{T}_{::2} = \begin{bmatrix} 13 & 14 & 15 & 16 \\ 17 & 18 & 19 & 20 \\ 21 & 22 & 23 & 24 \end{bmatrix}$$
Then, the following are matricisation of \( \mathcal{T} \) in the first, second and the third modes respectively:

\[
\mathbf{T}_{(1)} = \begin{bmatrix} 1 & 2 & 3 & 4 & 13 & 14 & 15 & 16 \\ 5 & 6 & 7 & 8 & 17 & 18 & 19 & 20 \\ 9 & 10 & 11 & 12 & 21 & 22 & 23 & 24 \end{bmatrix}
\]

\[
\mathbf{T}_{(2)} = \begin{bmatrix} 1 & 5 & 9 & 13 & 17 & 21 \\ 2 & 6 & 10 & 14 & 18 & 22 \\ 3 & 7 & 11 & 15 & 19 & 23 \\ 4 & 8 & 12 & 16 & 20 & 24 \end{bmatrix}
\]

\[
\mathbf{T}_{(3)} = \begin{bmatrix} 1 & 5 & 9 & 2 & 6 & 10 & 3 & 7 & 11 & 4 & 8 & 12 \\ 13 & 17 & 21 & 14 & 18 & 22 & 15 & 19 & 23 & 16 & 20 & 24 \end{bmatrix}
\]

Another useful tensorial operation is multiplication which includes tensor-tensor, tensor-matrix and tensor-vector multiplications. Though quite similar in principle, tensor multiplication can be much more complex than matrix/vector multiplication. There are various ways of multiplying tensor with other tensors of similar or different orders, however, here we only discuss the n-mode matrix product of a tensor which is the only multiplication operation directly relevant to this study. Given a \( N^{th} \)-order tensor \( \mathcal{T} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N} \) and a matrix \( \mathbf{M} \in \mathbb{R}^{J \times I_n} \), the n-mode multiplication (denoted by \( \mathcal{T} \times_n \mathbf{M} \)) results in a \( N^{th} \)-order tensor \( I_1 \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_N \). The resulting tensor can be expressed as in the following equation element wise.

\[
(\mathcal{T} \times_n \mathbf{M})_{i_1,\ldots,i_{n-1},j_1,\ldots,j_N} = \sum_{i_n=1}^{I_n} t_{i_1,\ldots,i_{n-1},i_n} m_{j_i} \tag{2.5}
\]

For instance, given the tensor \( \mathcal{T} \) in the example above and the matrix \( \mathbf{M} \) below:

\[
\mathbf{M} = \begin{bmatrix} 1 & 3 & 5 \\ 2 & 4 & 6 \end{bmatrix}
\]

The multiplication of tensor \( \mathcal{T} \) and matrix \( \mathbf{M} \) on the first mode \( (\mathcal{T} \times_1 \mathbf{M}) \) results in a new tensor \( \mathcal{Y} \) with the following two frontal slices respectively:

\[
\mathcal{Y}_{:,1} = \begin{bmatrix} 61 & 70 & 79 & 88 \\ 76 & 88 & 100 & 112 \end{bmatrix}
\]
One of the operators used in tensor calculations (particularly during factorisation) is the Khatri-Rao product ([174] and [171]). Where matrices $A \in \mathbb{R}^{I \times K}$ and $B \in \mathbb{R}^{J \times K}$ are given, their Khatri-Rao product (denoted by $A \odot B$) is a matrix of size $(IJ) \times K$ defined by:

$$A \odot B = [a_1 \otimes b_1 \ a_2 \otimes b_2 \ \cdots \ a_K \otimes b_K]$$

(2.6)

where $\otimes$ is the Kronecker product. An example of the Kronecker product of two vectors $\mathbf{a}$ and $\mathbf{b}$ is given below.

$$\mathbf{a} \otimes \mathbf{b} = \mathbf{ab}^T = \begin{bmatrix} a_1 \\ a_2 \\ a_3 \\ a_4 \end{bmatrix} \begin{bmatrix} b_1 & b_2 & b_3 \end{bmatrix} = \begin{bmatrix} a_1b_1 & a_1b_2 & a_1b_3 \\ a_2b_1 & a_2b_2 & a_2b_3 \\ a_3b_1 & a_3b_2 & a_3b_3 \\ a_4b_1 & a_4b_2 & a_4b_3 \end{bmatrix}$$

Further practical examples of the operators mentioned above and description of many other operators can be found in [175] and [171].

The operation widely used to extract the latent relationship between various modes of data is factorising (decomposing) the tensor into its basic factors. Basic factors are then used in different ways depending on the objective of the algorithm. The tensor decomposition methods are mainly generalisations of the Singular Value Decomposition (SVD) to higher dimensions. Higher Order SVD (HOSVD) [162], Tucker decomposition [163], Parallel Factor (a.k.a PARAFAC or CANDECOMP or CP) [164] and Non-negative Tensor Factorisation (NTF) [165] are among numerous factorisation methods proposed by researchers. A description of the two most popular factorisation methods, namely, the CP factorisation approach and the Tucker method is given in the following sections.

### 2.3.3.2 CP Factorisation

Assume that we have a $3^{rd}$-order tensor denoted by $\mathcal{T}$ with a size $P \times Q \times R$. CP decomposition utilizes the Alternating Least Square (ALS) algorithm [176, 177] (Algorithm 5), in which tensor $\mathcal{T}$ is approximated by another tensor $\tilde{\mathcal{T}}$ as in Equation 2.7.
\[ \hat{T} = \sum_{k=1}^{K} \lambda_k a_k \circ b_k \circ c_k \]  

(2.7)

\( \lambda_k \in \mathbb{R}_+, \ a_k \in \mathbb{R}^P, \ b_k \in \mathbb{R}^Q \) and \( c_k \in \mathbb{R}^R \) for \( k = 1 \cdots K \), where \( K \) is the number of desired components. Each summand \((\lambda_k a_k \circ b_k \circ c_k)\) is called a component while the individual vectors are called factors (Figure 2.3). \( \lambda_k \) is the weight of the \( k \)th component achieved by normalizing the vectors \( a_k, b_k \) and \( c_k \). Most tensor toolboxes (including the Matlab Tensor Toolbox [206] used in this study) sort the resulting components in decreasing order of their weights.

Note that “\( \circ \)” is the outer product operator. The outer product of three vectors produces a \( 3^{rd} \)-order tensor. For instance, given \( K = 1 \), Equation 2.7 reduces to \( \hat{T} = \lambda a \circ b \circ c \), in which \( \hat{T} \) is a \( 3^{rd} \)-order tensor which is obtained by the outer product of three vectors \( a, b \) and \( c \). Subsequently, each tensor entry, denoted as \( \hat{t}_{pqr} \) is computed through a simple multiplication like \( a_pb_qc_r \).

**Figure 2.3:** Factorising a tensor to \( K \) components.

The outer product \( a_k \circ b_k \) in Equation 2.7 quantifies the relationship between the object pairs, i.e., score values indicating the “level of interaction” between object pairs in component \( k \) [171]. The purpose of the ALS algorithm is to minimize the error difference between the original tensor and the estimated tensor, denoted as \( \varepsilon \) as follows:

\[ \varepsilon = \frac{1}{2} \| T - \hat{T} \|_F^2 \]  

(2.8)

where the subscript \( F \) refers to the Frobenious norm. That is:

\[ \| T - \hat{T} \|_F^2 = \sum_{p=1}^{P} \sum_{q=1}^{Q} \sum_{r=1}^{R} (t_{pqr} - \hat{t}_{pqr})^2 \]  

(2.9)

The ALS algorithm (Algorithm 5) operates as follows. The algorithm takes a tensor and the desired number of components as input (lines 1 and 2). The algorithm can also be provided with a maximum number of iteration (line 3), though, modern ALS algorithms rarely need this input as they terminate the loop whenever there is no more
Algorithm 5: The Alternating Least Square algorithm - CP decomposition of a $3^{rd}$-order tensor

1. In: $T \in \mathbb{R}^{P \times Q \times R}$ (the tensor to be factorized);
2. In: $K$ (number of desired components);
3. In: $M$ (number of iterations);
4. $A^{(0)} \in \mathbb{R}^{P \times K}, B^{(0)} \in \mathbb{R}^{Q \times K}, C^{(0)} \in \mathbb{R}^{R \times K}$ ← Initial guess;
5. for $(i = 1 \cdots M)$ do
   6. $A^{(i+1)} \leftarrow T^{(1)}/(C^{(i)} \odot B^{(i)})^T$ (solving least square to update $A$);
   7. $B^{(i+1)} \leftarrow T^{(2)}/(C^{(i)} \odot A^{(i+1)})^T$ (solving least square to update $B$);
   8. $C^{(i+1)} \leftarrow T^{(3)}/(B^{(i+1)} \odot A^{(i+1)})^T$ (solving least square to update $C$);
   9. normalize columns of $A^{(i+1)}, B^{(i+1)}$ and $C^{(i+1)}$ (storing norms as $\lambda$);
10. end
11. return $\lambda, A^M, B^M, C^M$

Improvement in the approximation error (Eq. 2.8). The algorithm then generates initial guesses for the three factor matrices $A^{(0)}$, $B^{(0)}$ and $C^{(0)}$. Starting from these initial guesses, the ALS algorithm fixes $B$ and $C$ and solves for $A$ (line 6) where $T^{(1)}$ is the mode-1 matricisation (definition: Section 2.3.3.1) of the given tensor and the solution to the least square problem is expressed by the following equation:

$$A^{i+1} = \arg\min_{\hat{A} \in \mathbb{R}^{P \times K}} \| T^{(1)} - \hat{A}(C^i \odot B^i)^T \|_F^2 \quad (2.10)$$

Subsequently, the algorithm fixes the updated $A^{i+1}$ and the existing $C$ matrices to update the matrix $B$ (line 7) with improved values where these values are achieved by solving the least square problem given in Equation 2.11.

$$B^{i+1} = \arg\min_{\hat{B} \in \mathbb{R}^{Q \times K}} \| T^{(2)} - \hat{B}(C^i \odot A^{i+1})^T \|_F^2 \quad (2.11)$$

Similar to the last two steps, updated $A^{i+1}$ and $B^{i+1}$ are fixed and used to solve the least square problem in Equation 2.12 to generate an updated $C^{i+1}$ (line 8).

$$C^{i+1} = \arg\min_{\hat{C} \in \mathbb{R}^{R \times K}} \| T^{(3)} - \hat{C}(B^{i+1} \odot A^{i+1})^T \|_F^2 \quad (2.12)$$

This cycle continues until some convergence criterion is met or the maximum number of iterations is reached. At each iteration the factor vectors of each factor matrix are normalized to length 1 vectors and the weight of each factor is inserted into its corresponding location in the weight vectors $\lambda$. 
After applying the factorisation method, in addition to the CP model, a measure of how well the original data is described by the factorized tensor can be obtained. This measure (model fitness), denoted as $\phi$, is computed using the following equation:

$$\phi = 1 - \frac{||T - \hat{T}||_F}{||T||_F}$$

(2.13)

where the value $\phi$ is in the range $[0, 1]$. The $\phi$ value is an indicator which shows how close the approximated tensor is to the original data. In other words, it measures the proportion of the original data represented in the approximated tensor $\hat{T}$. A perfect factorisation (where $T = \hat{T}$) results in $\phi = 1$, while a poor factorisation results in $\phi = 0$, hence as the $\phi$ value increases, so does the factorisation accuracy. More on tensor decompositions and their applications can be found in [171].

As well as representing data in a concise and more generalizable manner which is immune to data anomalies (such as missing data), tensor factorisation methods offer additional interesting utilities. Those methods allow partitioning of the data into a set of more comprehensible sub-data which can be of specific use depending on the application according to various criteria. For example, in the field of computer vision, [178] and [153] separately show that factorisation of a 3rd-order tensor of a video sequence results in some interesting basic factors. These basic factors reveal the location and functionality of human body parts which move synchronously.

### 2.3.3.3 Tucker Factorisation

Tucker decomposition was first introduced in [163], [179] and [180] and is a generalisation of the CP method with few modifications. Tucker decomposition is a higher order PCA and has it’s applications in data compression [166], dimensionality reduction [149] and noise removal [167]. Unlike CP factorisation in which factorising a 3rd-order tensor results in vectors as basic factors of each component, in the Tucker approach, decomposition of a 3rd-order tensor results in a core tensor ($\mathcal{G}$) which is transformed by a matrix along each mode of the data (Figure 2.4). Thus, using Tucker decomposition method, a 3rd-order tensor $T$ of size $P \times Q \times R$ is approximated by the tensor $\hat{T}$ as in the following equation.

$$\hat{T} = \mathcal{G} \times_1 A \times_2 B \times_3 C = \sum_{p=1}^{P} \sum_{q=1}^{Q} \sum_{r=1}^{R} g_{pqr} a_p \circ b_q \circ c_r$$

(2.14)
where $\times_n$ refers to multiplication along mode $n$ (definition: Section 2.3.3.1). $A \in \mathbb{R}^{I \times P}$, $B \in \mathbb{R}^{J \times Q}$ and $A \in \mathbb{R}^{K \times R}$ are factor matrices and can be thought of as the principal component in each mode. The entries of the core tensor $G \in \mathbb{R}^{I \times J \times K}$, say $g_{ijk}$, represent the level of interaction between different principal components.

![Figure 2.4: Factorising a tensor using the Tucker decomposition method.](image)

### 2.3.3.4 Tucker vs. CP Decomposition

Perhaps the best way to compare the two popular factorisation approaches is to contrast their approximations of the original tensor. Contrasting Eq. 2.7 (CP) with Eq. 2.14 (Tucker), it is evident that the former provides a simple to understand approximation of the tensor. The CP factorisation produces three basic factors whereas the Tucker decomposition includes a core tensor ($G$) which is difficult to understand and interpret. On the other hand, an interesting property of the CP decomposition method is that its unique (under mild conditions) [171]. That is, the rank one tensors achieved (i.e. each tensor in the right hand side of the Eq. 2.7) are the only possible combination that sum up to the original tensor. This is while the Tucker decomposition does not provide a unique approximation of the original tensor.

In our study, as we shall see in future sections, we use tensor analysis for ranking and partitioning purposes. Thus, uniqueness of the basic factors is a most crucial condition. Moreover, compared to Tucker decomposition, CP factorisation produces easy to interpret basic factors. This is particularly desirable in the context of heuristics. Some applications (such as video, speech and text) produce easy-to-understand contents because there is a certain semantic concept naturally associated with the data. This is not the case in the data produced by hyper-heuristics. Therefore, it is very desirable to choose a decomposition method which offers some level of simplicity in the process of interpreting the basic factors. Therefore, we have chosen to use the CP decomposition as the method to factorize tensors in this study.
2.4 Machine Learning Improved Heuristic Optimisation

Using machine learning techniques to improve the performance of search algorithms is not a new strategy. In continuous optimisation where the variables in objective function take real numbers as values, machine learning approaches have been used to influence certain aspects of the optimisation algorithm. The learning can be applied in different ways influencing different components of the evolutionary algorithms such as population initialisation [181, 182] (using orthogonal experimental design and opposition-based learning respectively), modelling objective function [183] (using artificial neural networks), reducing number of function evaluations [184] (using Gaussian processes and surrogate models), problem scale reduction [185] (using principal component analysis), problem structure learning [186] (using Bayesian networks), parameter adaptation [187] (using cluster analysis) and operator adaptation [188] (using reinforcement learning respectively). More about integrating machine learning methods in optimisation algorithms in continuous domain can be found in [189].

In this study however, we focus on combinatorial (discrete) optimisation where the variables of the objective function take on discrete values. Optimisation algorithms in discrete domain have also considered using machine learning to improve their performance [30–35, 190, 191]. However, compared to the continuous domain, the number of studies in this area is a lot less. Although previous studies are certainly valuable introducing a very powerful technique in heuristic optimisation, and provide insights which have led to the work presented in this dissertation, they usually suffer from few drawbacks and fail to satisfy some of the criteria enlisted below.

- **Generality**: Often, machine learning algorithms are combined with heuristics to improve their performance on a sub-class of instances of a single problem domain. While this may achieve a satisfying result for a particular study there is no evidence of sufficient generality over various problem domains.

- **Domain Independent Data**: Data used for various machine learning algorithms are usually domain dependent [32, 120]. It is not clear if the same approach can be used when the dataset evolves even if the problem stays the same. It seems that in most cases, the learning algorithm changes as the data changes. For instance, following the sequence of research in [34, 35, 120]) it is clear that the mining technique needs revision when the problem/data changes. This on its own is not a deficiency and the studies in [34, 35, 120] present valuable conclusions which encourages us to choose the right technique in our approach.
- **Performance**: Sometimes, a machine learning technique is embedded into the heuristic optimisation process, however, it does not perform well at all [130, 136]. Looking at the lowest ranking hyper-heuristics of the CHeSC 2011 competition in Table 2.3 it becomes clear that some of the most well-known machine learning algorithms such as Reinforcement Learning or Markov Decision Processes fail to provide hyper-heuristics with a reasonably good level of adaptation. These algorithms are by no means considered as weak methodologies in the pattern recognition community. In fact, they are very powerful and numerous studies exist in the literature to prove this point and illustrate their popularity.

- **Agility**: Training episodes usually take a considerable time and even sometimes mixed with parameter tuning [117]. Long training scenarios most often result in more accurate predictive systems for the problem instances used in the training stage. However, this in turn can lead to over-fitting and a poor performance on unseen problem instances. Also, long training periods are not useful in real-time problems where a quick sub-optimal solution is preferred to a better solution achieved after a long run time.

- **Originality**: In some cases, the claim is that a specific machine learning approach is used, however, the learning methodology is over-simplified to the point that it no longer resembles/follows the original learning method. As an example, the study in [192] proposed a hyper-heuristic which uses reinforcement learning for adaptation. What the algorithm really does however, is simply exhibiting a greedy behaviour with respect to some rewarding scheme. Reinforcement learning in its true form can be found in [18] and compared to what has been proposed.

- **Data Abstraction Levels**: Machine learning algorithms used in the context of heuristics optimisation are not applied to data with various levels of abstraction. This is useful since it shows the flexibility of the learning approach. An off-the-shelf learning approach which can be integrated in a wide variety of heuristic optimisation methods regardless of their underlying design philosophy and improve their performance should be more appreciated than scattered use of different methods in different optimisation algorithms.

- **Novelty**: There are various novel and high performance machine learning approaches in the literature with very interesting properties. For example, apart from the technique which is used in this study for the first time, interesting advanced machine learning methods such as Conditional Random Fields [193], Deep Learning [194] and Deep Reinforcement Learning [195] could be investigated. Machine learning algorithms are getting smarter and more efficient every day. It would be scientifically interesting to use these new methods along with classical
mining techniques to see whether interesting patterns which were previously unknown exist. Most of the optimisation algorithms to date, rarely use these novel methods and often opt for the classical approaches.

A proper integration of machine learning approaches with heuristic optimisation techniques, should consider all of the above mentioned criteria and ideally satisfy them all. To further clarify these issues a review on the heuristic optimisation approaches which use machine learning at some stage during the search is given here.

In one of the rare studies where authors have tested their learning optimisation approach on multiple domains, [30] proposes an offline learning method to construct rules using which the algorithm escapes local optima. In order to construct the dataset, first, a set of randomly chosen local optima points are considered. The following procedure is then followed for each point \( A \) in the set of randomly chosen local optima points. For each local optima \( A \), close local optima points \( B \) are chosen. The proximity is calculated using the Euclidean distance metric between two points and a distance threshold is used to select close local optima for each given point. Subsequently, pairs in the form of \((A, B)\) are constructed for each local optima \( A \) and points \( B \) which are close to \( A \). If the value of the objective function value improves when moving from \( A \) to \( B \), then the pair \((A, B)\) is regarded as an improving pair. Otherwise, it is labelled as a non-improving pair. Furthermore, if the number of local optima points close to \( A \) are less than a given lower bound then the point \( A \) is discarded all together. The reason for this strategy is that a local optima with few local optima in it’s proximity does not offer much clue as to how to escape it. Constructing all the pairs for each given local optima results in a paired dataset. The learning process, based on binary classification approach, is formulated as a mathematical programming problem which outputs a set of guiding rules. Using these rules, the algorithm is guided to escape a local optimum in unseen problem instances. The experiments on two problems, namely, Constrained Task Allocation Problem and the matrix bandwidth minimisation problem show that by using the learned rules, a simple tabu search algorithm achieves competitive results compared to the state-of-the-art approaches in both problem domains.

In [31] several classification approaches are used to mine the trace of a Peckish hyper-heuristic [196] on instances of the training scheduling problem [197], [198]. The extracted knowledge is then tested on other runs of the same problem domain. The training set consists of several domain dependent features (domain barrier is not considered here) and is multi-labelled. The classifiers considered in this study are either variants of decision trees or associative classification algorithms. More specifically Partial Decision Trees (PART) [199], the RIPPER algorithm [200], Classification Based on Associations (CBA) approach [201], Multi-class Classification based on Association Rules (MCAR) [202]
algorithm and Multi-class Multi-label Associative Classification (MMAC) approach \cite{203} are compared to each other. The results show that the MMAC approach performed best due to its acknowledgement of multiple class values per dataset record. Furthermore, it was observed that the decision tree approach constructs trees with unnecessary branches. The authors claim that this unnecessary branching is related to the unbalanced nature of their dataset. Also, it is not clear why a multi-label classification problem has been subjected to approaches such as decision trees while methods specifically designed for this sort of data could be considered and compared to the method proposed by the authors.

In \cite{32} heuristic policies are learned using a reinforcement learning algorithm. That is, the bin packing problem is re-formulated as a temporal difference learning scheme \cite{18}. A state description is provided for both online and offline bin packing problems. A value function representing the average performance of the learned heuristic over the problem domain is approximated using temporal difference learning. The experimental results show that this algorithm, though not very powerful when compared to some well known methods, produces good quality solutions.

In \cite{33} machine learning is used to generate \textit{behavioural search drivers} for a Genetic Programming (GP) method. It has been argued in this study that conventional fitness function in GP does not necessarily provide an ideal guidance. Instead, it has been proposed to use machine learning to complement the guidance provided by the fitness function. To this effect, a synthesized training dataset is produced. In order to produce the dataset synthetic program trees are generated. A simple random walk (using simple mutations) is applied to the tree which is assumed to be the optimal solution. Applying the random walk results in moving away from the original program tree. After the random walk is finished, the resulting tree is vectorized. This vector which naturally describes the program behaviour is treated as a feature vector and is added to the dataset. The label of the feature vector is the distance between the tree (which the feature vector represents) and the initial tree which is the expected output. Note that the label represents the expected number of steps to reach the optimal solution from the tree achieved after the random walk. The C4.5 algorithm \cite{139} is applied on the dataset resulting in a classifier. The properties of the classifier is then used to define the behavioural fitness of unseen program trees. The experimental results show that the behavioural guidance achieves its objective.

Machine learning enhanced heuristics have also been considered for Constrained Satisfaction Problems (CSP). In a series of studies, Learning Classifier Systems (LCS) \cite{35}, back propagation neural networks citeOrtiz-BaylissTRC11 and logistic regression \cite{34} are separately used to generate selection hyper-heuristic for CSP.
2.5 Summary

In this section, definitions, basic concepts and explanation regarding the techniques which have been used throughout this study were covered. This paves the way for studying the role of tensor analysis in heuristic optimisation. The first such application of tensor learning in the field of heuristic research is thus presented in the next chapter where tensor analysis is used to improve the performance of a simple hyper-heuristic.
Chapter 3

A Tensor-based Selection Hyper-heuristic for Cross-domain Heuristic Search

The search history formed by a heuristic, metaheuristic or hyper-heuristic methodology constitutes a multi-dimensional data. For example, when populations of several generations of individuals in a Genetic Algorithm (GA) are put together, the emerging structure representing the solutions and associated objective values changing in time is a third order tensor. Similarly, the interaction between low level heuristics as well as the interaction between those low level heuristics and the acceptance criteria under a selection hyper-heuristic framework are a couple of examples of various modes of functionality in a tensor representing the search history. This chapter represents a method which captures the trail of a hyper-heuristic in the form of a third order tensor and analyzes it to detect the latent relationship between low level heuristics and the hyper-heuristic. A multi-stage hyper-heuristic is then built which uses these latent patterns to perform search on various instances of several problem domains taken from the HyFlex framework.

The data captured from the hyper-heuristic is highly abstract and is constructed using indexes of low level heuristics chosen by the underlying selection hyper-heuristic and the objective function values achieved during the search. Complex structures such as candidate solution representation and neighbourhood information are thus missing. During discussions on the experimental results we will show that the proposed method is able to deal with high level of abstraction in data and extract useful patterns using which the performance of a very primitive and simple hyper-heuristic is significantly improved.
3.1 Introduction

Many adaptive (hyper-/meta) heuristics make use of their search history to construct models which are used to improve their performance. Algorithms such as reinforcement-based hyper-heuristics or hyper-heuristics embedding late acceptance or tabu search components are few examples. The performance of such algorithms is usually confined with memory restrictions. Moreover, the memory often contains raw data, such as objective values or visited states and those components ignoring the hidden clues and information regarding the choices that influences the overall performance of the approach in hand.

In this chapter, a tensor-based selection hyper-heuristic is proposed. In the proposed approach, we represent the trail of a selection hyper-heuristic as a 3rd order tensor to represent the search history of a hyper-heuristic. The first two modes of the tensor are indexes of subsequent low level heuristics selected by the underlying hyper-heuristic while the third mode is the time. Having such a tensor filled with the data acquired from running the hyper-heuristic for a short time and decomposing it, hopefully reveals the indices of low level heuristics which are performing well with the underlying hyper-heuristic and acceptance criteria. This is very similar to what has been done in human action recognition in videos using tensor analysis [153], except that, instead of examining the video of human body motion and looking for different body parts moving in harmony, we records the trace of a hyper-heuristic (body motion) and look for low level heuristics (body parts) performing harmoniously. Naturally, our ultimate goal is to exploit this knowledge for improving the search process.

Tensor analysis is performed during the search process to detect the latent relationships between the low level heuristics and the hyper-heuristic itself. The feedback is used to partition the set of low level heuristics into two equal subsets where heuristics in each subset are associated with a separate move acceptance method. Then a multi-stage hyper-heuristic combining a random heuristic selection with two simple move acceptance methods is formed. While solving a given problem instance, heuristics are allowed to operate only in conjunction with the corresponding move acceptance method at each alternating stage. This overall search process can be considered as a generalized and a non-standard version of the iterated local search [204] approach in which the search process switches back and forth between diversification and intensification stages. More importantly, the heuristics (operators) used at each stage are fixed before each run on a given problem instance via the use of tensors. To the best of our knowledge, this is the first time tensor analysis of the space of heuristics is used as a data science approach to improve the performance of a selection hyper-heuristic in the prescribed manner.
The empirical results across six different problem domains from the HyFlex benchmark indicate the success of the proposed hyper-heuristic mixing different acceptance methods.

3.2 Proposed Approach

The low level heuristics in HyFlex are divided into four groups as described in Section 2.2.3. The heuristics belonging to the mutational (MU), ruin-recreate (RR) and local search (LS) groups are unary operators requiring a single operand. This is while, the crossover operators have two operands requiring two candidate solutions to produce a new solution. In order to maintain simplicity as well as coping with the single point search nature of our framework, crossover operators are ignored in this chapter and MU, RR and LS low level heuristics are employed. The set of all available heuristics (except crossover operators) for a given problem domain is denoted by a lower-case bold and italic letter $h$ throughout this section. Moreover, from now on, we refer to our framework as Tensor-Based Hybrid Acceptance Hyper-heuristic (TeBHA-HH) which consists of five consecutive phases: (i) noise elimination (ii) tensor construction, (iii) tensor factorisation, (iv) tensor analysis, and (v) hybrid acceptance as illustrated in Figure 3.1. The noise elimination filters out a group of low level heuristics from $h$ and then a tensor is constructed using the remaining set of low level heuristics, denoted as $h^\sim$. After tensor factorisation, sub-data describing the latent relation between low level heuristics is extracted. This information is used to divide the low level heuristics into two partitions: $h_{NA}$, $h_{IE}$. Each partition is then associated with a move acceptance method, that is naive move acceptance with $\alpha = 0.5$ (NA) or improving and equal moves (IE) respectively. This is equivalent to employing two selection hyper-heuristics, Simple Random-Naive move acceptance (SR-NA) and Simple Random-Improving and Equal (SR-IE). Each selection hyper-heuristic is invoked in a round-robin fashion for a fixed duration of time ($t_s$) using only the low level heuristics associated with the move acceptance component of the hyper-heuristic at work ($h_{NA}$ and $h_{IE}$, respectively) until the overall time limit ($T_{max}$) is reached. This whole process is repeated at each run while solving a given problem instance. All the problems dealt with in this chapter are minimising problems. A detailed description of each phase is given in the subsequent sections.

3.2.1 Noise Elimination

We model the trace of the hyper-heuristic as a tensor dataset and factorize it to partition the heuristic space. Tensor representation gives us the power to analyse the latent relationship between heuristics. But this does not mean that any level and type of noise is welcome in the dataset. The noise in the dataset may even obscure the existing latent
structures. Thus, reducing the noise is a necessary step in constructing datasets. Under the selection hyper-heuristic framework in which low level heuristics are chosen randomly, if the heuristics of a certain type (e.g. mutation, ruin-recreate, etc) consistently generate highly worsening solutions, then such a heuristic group is considered as poor performing, causing partial re-starts which is often not a desirable behaviour. Hence, the tensor dataset produced while heuristics belonging to such a heuristic group are used can be considered noisy (noise is generally defined as undesired data) and that heuristic type can be treated as source of the noise. Thus, in our proposed approach, using the methodology explained below, we identify the heuristic group which causes noise at the start and eliminate it to create a less noisy dataset.

The type of noise happens to be very important in many data mining techniques and tensor factorisation is not an exception. CP factorisation method which is one of the most widely used factorisation algorithms, assumes a Gaussian type noise in the data. It has been shown that CP is very sensitive to non-Gaussian noise types \[205\]. In hyper-heuristics, change in the objective value after applying each heuristic follows a distribution which is very much dependent on the problem domain and the type of the heuristic, both of which are unknown to a hyper-heuristic and unlikely to follow a Gaussian distribution. To the best of our knowledge, while there are not many factorisation methods which deal with various types of noise in general, there is no method tailored for heuristics. Thus, it is crucial to reduce the noise as much as possible prior to any analysis of the data. This is precisely the aim of the first phase of our approach.

Excluding the crossover heuristics leaves us with three heuristic groups (MU, RR and LS). A holistic strategy is used in the noise elimination phase for getting rid of poor heuristics. An overall pre-processing time, denoted as \(t_p\) is allocated for this phase.
Except the LS group, applying heuristics belonging to all other groups may lead to worsening solutions. Hence, the worst of the two remaining heuristic groups (MU and RR) is excluded from the subsequent step of the experiment. In order to determine the group of low level heuristics to eliminate, SR-NA is run using the MU and LS low level heuristics for a duration of $t_p/2$, which is followed by another run using RR and LS low level heuristics for the same duration. Performing the pre-processing tests in this manner also captures the interaction between perturbative and local search heuristics under the proposed framework for improvement. During each run, the search process is initiated using the same candidate solution for a fair comparison. The quality of the solutions obtained during those two successive runs are then compared. Whichever group of low level heuristics generates the worst solution under the described framework gets eliminated. The remaining low level heuristics, denoted as $h^-$ is then fed into the subsequent phase for tensor construction.

### 3.2.2 Tensor Construction and Factorisation

We represent the trail of SR-NA as a 3$^{rd}$-order tensor $T \in \mathbb{R}^P \times \mathbb{R}^Q \times \mathbb{R}^R$ in this phase, where $P = Q = |h^-|$ is the number of available low level heuristics and $R = N$ represents the number of tensor frames collected in a given amount of time. Such a tensor is depicted in Figure 3.2. The tensor $T$ is a collection of two dimensional matrices $(M)$ which are referred to as tensor frames. Therefore each tensor frame is a frontal slice as in Figure 2.2(f). A tensor frame is a two dimensional matrix of heuristic indices. Column indices in a tensor frame represent the index of the current heuristic whereas row indices represent the index of the heuristic chosen and applied before the current heuristic.

![Figure 3.2: The tensor structure in TeBHA-HH. The black squares (also referred to as active entries) within a tensor frame highlight heuristic pairs invoked subsequently by the underlying hyper-heuristic.](image)

The tensor frame is filled with binary data as demonstrated in Algorithm 6. The bulk of the algorithm is the SR-NA hyper-heuristic (starting at the while loop in line 4).
Iteratively, a new heuristic is selected randomly (line 12) and applied to the problem instance (line 14). This action returns a new objective value $f_{\text{new}}$ which is used together with the old objective value $f_{\text{old}}$ to calculate the immediate change in the objective value ($\delta f$). The algorithm then checks if $\delta f > 0$ indicating improvement, in which case the solution is accepted. Otherwise, it is accepted with probability 0.5 (line 21). While accepting the solution, assuming that the indices of the current and previous heuristics are $h_{\text{current}}$ and $h_{\text{previous}}$ respectively, the tensor frame $M$ is updated symmetrically: $m_{h_{\text{previous}}, h_{\text{current}}} = 1$ and $m_{h_{\text{current}}, h_{\text{previous}}} = 1$. The frame entries with the value 1 are referred to as active entries. At the beginning of each iteration, the tensor frame $M$ is checked to see if the number of active entries in it has reached a given threshold of $\lfloor |h|/2 \rfloor$ (line 5). If so, the frame is appended to tensor and a new frame is initialized (lines 6 to 9). This whole process is repeated until a time limit is reached which the same amount of time allocated for the pre-processing phase; $t_p$ (line 4).

Algorithm 6: The tensor construction phase

1. In: $h = h^-$;
2. Initialize tensor frame $M$ to 0;
3. $\text{counter} = 0$;
4. while $t < t_p$ do
5.   if $\text{counter} = \lfloor |h|/2 \rfloor$ then
6.     append $M$ to $\mathcal{T}$;
7.     set frame label to $\Delta f$;
8.     Initialize tensor frame $M$ to 0;
9.     $\text{counter} = 0$;
10. end
11. $h_{\text{previous}} = h_{\text{current}}$;
12. $h_{\text{current}} = \text{selectHeuristic}(h)$;
13. $f_{\text{current}} = f_{\text{new}}$;
14. $f_{\text{new}} = \text{applyHeuristic}(h_{\text{current}})$;
15. $\delta f = f_{\text{current}} - f_{\text{new}}$;
16. if $\delta f > 0$ then
17.     $m_{h_{\text{previous}}, h_{\text{current}}} = 1$;
18.     $\text{counter} + +$;
19. else
20.   if probability $> 0.5$ then
21.     $m_{h_{\text{previous}}, h_{\text{current}}} = 1$;
22.     if $\delta f = 0$ then
23.       $m_{h_{\text{current}}, h_{\text{previous}}} = 1$;
24.     end
25.     $\text{counter} + +$;
26. end
27. end
28.

While appending a frame to the tensor, each tensor frame is labelled by the $\Delta f$ it yields,
where $\Delta_f$ is the overall change in objective value caused during the construction of the frame. $\Delta_f$ is different from $\delta_f$ in the sense that the former measures the change in objective value inflicted by the collective application of active heuristic indexes inside a frame. The latter is the immediate change in objective value caused by applying a single heuristic. In other words, in a frame with a total of $|h|/2$ active entries (heuristic calls), $\Delta_f$ is calculated according to the following equation.

$$\Delta_f = \sum_{i=1}^{|h|/2} \delta_{fi}$$

(3.1)

The aforementioned process constructs an initial tensor which contains all the tensor frames. However, we certainly do want to emphasize on intra-frame correlations as well. That is why, after constructing the initial tensor, the tensor frames are scanned for consecutive frames of positive labels ($\Delta_f > 0$). In other words, a tensor frame is chosen and put in the final tensor only if it has a positive label and has at least one subsequent frame with a positive label. The final tensor is then factorized using the CP decomposition to the basic frame ($K = 1$ in Equation 2.7). The following section illustrates how the basic frame is used in our approach.

It is worth mentioning that the design of the tensor frames in this section is not the only possible one. Indeed, numerous other designs, including non-binary values for frame entries and different ways of associating search semantics with each mode of the tensor are possible. The influence of these design issues can (and perhaps should) be studied. However, since this work is the first to introduce tensor analysis to the field of heuristic optimisation, rather than dealing with design issues, we are more interested in investigating the effects that this learning technique has in improving the performance of a (hyper-/meta) heuristic. As such, we leave investigation of different tensor designs and their implications in heuristic optimisation to a different study in a future time.

### 3.2.3 Tensor Analysis: Interpreting The Basic Frame

Following the tensor factorisation process, the tensor is decomposed into basic factors. $K = 1$ in our case, thus, the Equation 2.7 reduces to the following equation:

$$\hat{T} = \lambda \mathbf{a} \circ \mathbf{b} \circ \mathbf{c}$$

(3.2)

The outer product in the form $\mathbf{a} \circ \mathbf{b}$ produces a basic frame which is a matrix. Assume that, in line with our approach, we have constructed a tensor from the data obtained
from the hyper-heuristic search for a given problem instance in a given domain which comes with 8 low level heuristics, 6 of them being mutation and 2 of them being local search heuristics. Moreover, the factorisation of the tensor produces a basic frame as illustrated in Figure 3.3. The values inside the basic frame are the scores of each pair of low level heuristics when applied together. Since we are interested in pairs of heuristics which perform well together, we locate the pair which has the maximum value/score. In this example, the pair \((LS_0, LS_1)\) performs the best since the score for that pair is the highest. We regard these two heuristics as operators which perform well with the NA acceptance mechanism under the selection hyper-heuristic framework. The heuristics in the column index of this maximum pair (denoted by \(y\) in Algorithm 7) are then sorted (line 8 in Algorithm 7) to determine a ranking between the heuristics. Since heuristics \(LS_0\) and \(LS_1\) are already the maximising pair, they are considered to be the top two elements of this list. In the basic frame of Figure 3.3 the sorted list is then \((LS_0, LS_1, MU_3, MU_2, MU_5, MU_4, MU_1, MU_0)\). The top/first \(\lceil |h|/2 \rceil\) elements of this list is then selected as those heuristics which perform well under NA acceptance mechanism \((h_{NA})\). The remaining low level heuristics including the eliminated heuristics (e.g., RR heuristics) are associated with IE \((h_{IE})\). The pseudo-code for partitioning is given in line 9 of Algorithm 7.

![Figure 3.3](image)

**Figure 3.3:** A sample basic frame. Each axis of the frame represents heuristic indexes. Higher scoring pairs of heuristics are darker in color.

### 3.2.4 Final Phase: Hybrid Acceptance

Selection hyper-heuristics have been designed mainly in two ways: ones which require the nature of low level heuristics to be known, while the others discard that information. For example, VNS-TW \([122]\) and ML \([123]\) assume that whether a given low level heuristic is mutational (or ruin-recreate) or local search is known, since they use only the relevant heuristics to be invoked at different parts of those algorithms. On the other hand, AdapHH \([121]\) operated without requiring that information. Our hyper-heuristic
approach is of former type. Additionally, we ignore the crossover heuristics as many of the other previously proposed hyper-heuristics.

In our approach, we have considered a multi-stage selection hyper-heuristic which uses simple random heuristic selection and hybridizes the move acceptance methods, namely NA and IE (lines 10-27 of Algorithm 7). These selection hyper-heuristic components with no learning are chosen simply to evaluate the strength of the tensor-based approach as a machine learning technique under the proposed framework. This is the first time the proposed approach has been used in heuristic search as a component of a selection hyper-heuristic. In this phase, the best solution found so far is improved further using the proposed hyper-heuristic which switches between SR-NA and SR-IE. Since the same simple random heuristic selection method is used at all times, the proposed selection hyper-heuristic, in a way, hybridizes the move acceptance methods under the multi-stage framework. Each acceptance method is given the same amount of time; \( t_s \) to run. SR-NA operates using \( h_{NA} \), while SR-IE operates using \( h_{IE} \) as the low level heuristics. This search process continues until the time allocated to the overall hyper-heuristic (Algorithm 7) expires.

There are many cases showing that explicitly enforcing diversification (exploration) and intensification (exploitation) works in heuristic search. For example, there are many applications indicating the success of iterated local search (ILS) [204] and memetic algorithms (MAs) [78, 82]. Those metaheuristic approaches explicitly enforce the successive use of mutational and local search heuristics/operators in an attempt to balance diversification and intensification processes. The choice of NA and IE is also motivated by the reason that under the proposed framework, SR-NA can be considered as a component allowing diversification, while SR-IE focuses on intensification. Similar to ILS and MAs, the proposed approach also explicitly maintains the balance between diversification and intensification with the differences that SR-NA and SR-IE is employed in stages (not at each iteration) for a fixed period of time during the search process and the best subset of heuristics/operators that interact well to be used in a stage is determined through learning by the use of tensor analysis. Putting low level heuristics performing poorly with SR-NA under SR-IE somewhat ensures that those low level heuristics cause no harm misleading the overall search process.

### 3.3 Experimental Results

The experiments are performed on an Intel i7 Windows 7 machine (3.6 GHz) with 16 GB RAM. This computer was given 438 seconds (corresponding to 600 nominal seconds on the competition machine) as the maximum time allowed (\( T_{\text{max}} \)) per instance by the
Algorithm 7: Tensor-Based Hyper-heuristic with Hybrid Acceptance Strategy

1 let $h$ be the set of all low level heuristics;
2 let $t$ be the time elapsed so far;
3 $h_x^- = \text{exclude XO heuristics};$
4 $h^- = \text{preProcessing}(tp, h_x^-);$  
5 $\mathcal{T} = \text{constructTensor}(tp, h^-);$
6 $a, b, c = \text{CP}(\mathcal{T}, K = 1), B = a \circ b;$
7 $y = \max(B);$  
8 $h_s = \text{sort}(\{B_i = 1:|h^-|, y\});$
9 $h_{NA} = (h_s)_{i=1:|h^-|/2}, h_{IE} = h_x^- - h_{NA};$
10 while $t < T_{\max}$ do
11     if $\text{acceptance} = \text{NA}$ then
12         $h = \text{selectRandomHeuristic}(h_{NA});$
13     else
14         $h = \text{selectRandomHeuristic}(h_{IE});$
15     end
16     $s_{\text{new}}, f_{\text{new}} = \text{applyHeuristic}(h, s_{\text{current}});$  
17     $\delta = f_{\text{old}} - f_{\text{new}};$
18     updateBest($\delta, f_{\text{new}});$
19     if $\text{acceptanceTimer} \geq t_s$ then
20         toggle acceptance mechanism;
21     end
22     if $\text{switch} = \text{true}$ then
23         $s_{\text{new}}, s_{\text{old}} = \text{NA}(s_{\text{new}}, f_{\text{new}}, s_{\text{current}}, f_{\text{current}});$  
24     else
25         $s_{\text{new}}, s_{\text{old}} = \text{IE}(s_{\text{new}}, f_{\text{new}}, s_{\text{current}}, f_{\text{current}});$  
26     end
27 end

benchmarking tool provided by the CHeSC 2011 organizers. This is to ensure a fair comparison between various algorithms. We used the Matlab Tensor Toolbox [206] \(^1\) for tensor operations. The HyFlex, as well as the implementation of our framework is in Java. Hence, subsequent to tensor construction phase, Matlab is called from within Java to perform the factorisation task. Throughout the chapter, whenever a specific setting of the TeBHA-HH framework is applied to a problem instance, the same experiment is repeated for 31 times, unless mentioned otherwise.

3.3.1 Experimental Design

One of the advantages of the TeBHA-HH framework is that it has considerably few parameters. To be more precise there are two parameters governing the performance of our tensor-based hybrid acceptance approach. The first parameter is the time allocated to pre-processing and tensor construction phases. This time boundary is equal

\(^1\)http://www.sandia.gov/~tgkolda/TensorToolbox/
for both phases and is denoted as $t_p$. The second parameter is the time allowed to an acceptance mechanism in the final phase. During the final phase, the proposed selection hyper-heuristic switches between the two move acceptance methods (and their respective heuristic groups). Each move acceptance method is allowed to be in charge of solution acceptance for a specific time which is the second parameter and is denoted as $t_s$.

Note that all our experiments are conducted on the set of instances provided by CHeSC 2011 organizers during the final round of the competition. HyFlex contains more than a dozen of instances per problem domain. However, during the competitions 5 instances per domain were utilized. These are the set of instances which were employed in this chapter.

A preliminary set of experiments are performed in order to show the need for the noise elimination phase and more importantly to evaluate the performance of Automatic Noise Elimination (AUNE) in relation to the factorisation process fixing $t_p$ and $t_s$ values. This preliminary experiment along with experiments involving evaluation of various values of parameters $t_p$ and $t_s$ are only conducted on the first instance of each problem domain. After this initial round of tests in which the best performing values for the parameters of the framework are determined, a second experiment, including all the competition instances is conducted and the results are compared to that of the CHeSC 2011 competitors. Regarding the parameter $t_p$, values 15, 30 and 60 seconds are tested. For $t_s$, values $nil$ (0), 500, 1000 and 1500 milliseconds are experimented.

### 3.3.2 Pre-processing Time

The experiments in this section concentrates on the impact of the time ($t_p$) given to the first two phases (noise elimination and tensor construction) on the performance of the overall approach. During the first phase in all of the runs, the $RR$ group of heuristics have been identified as source of noise for Max-SAT and VRP instances. This is while, $MU$ has been identified as source of noise for BP, FS and TSP instances. As for the PS domain, due to small number of frames collected (which is a result of slow speed of heuristics in this domain), nearly half of the time $RR$ has been identified as the source of noise. In the remaining runs $MU$ group of heuristics are excluded as noise. Our experiments show that for a given instance, the outcome of the first phase is persistently similar for different values of $t_p$.

The $t_p$ value also determines the number of tensor frames recorded during the tensor construction phase. Hence, we would like to investigate how many tensor frames are adequate in the second phase. We expect that an adequate number of frames would result in a stable partitioning of the heuristic space regardless of how many times the
algorithm is run on a given instance. As mentioned in Section 3.3.1, three values (15, 30 and 60 seconds) are considered. Rather than knowing how the framework performs in the maximum allowed time, we are interested to know whether different values for \( t_p \) result in tremendously different heuristic subsets at the end of the first phase. Thus, in this stage of experiments, for a given value of \( t_p \), we run the first two phases only. That is, for a given value of \( t_p \) we run the simple noise elimination algorithm. Subsequently, we construct the tensor for a given instance. At the end of these first two phases, the contents of \( h_{NA} \) and \( h_{IE} \) are recorded. We do this for 100 runs for each instance. At the end of the runs for a given instance, a histogram of the selected heuristics is constructed. The histograms belonging to a specific instance and achieved for various values of \( t_p \) are then compared to each other. Figures 3.4 compare the histograms of three different \( t_p \) values for the first instances of the 6 problem domains in HyFlex.

The histograms show the number of times a given heuristic is chosen as \( h_{NA} \) or \( h_{IE} \) within the runs. For instance, looking at the histograms corresponding to the Max-SAT problem (Figures 3.4(a), 3.4(b) and 3.4(c)), one could notice that the heuristic \( LS1 \) is always selected as \( h_{NA} \) in all the 100 runs. This is while \( RR0 \) is always assigned to \( h_{IE} \). The remaining heuristics are assigned to both sets although there is a bias towards \( h_{NA} \) in case of heuristics \( MU2, MU3 \) and \( MU5 \). A similar bias towards \( h_{IE} \) is observable for heuristics \( MU0, MU1, MU4 \) and \( LS0 \). This shows that the tensor analysis together with noise elimination adapts its decision based on the search history for some heuristics while for some other heuristics definite decisions are made. This adaptation is indeed based on several reasons. For one thing, some heuristics perform very similar to each other leading to similar traces. This is while, their performance patterns, though similar to each other, varies in each run. Moreover, there is an indication that there is no unique optimal subgroups of low level heuristics under a given acceptance mechanism and hyper-heuristic. There indeed might exists several such subgroups. For instance, there are two (slightly) different NA subgroups \( (h_{NA} = \{MU2, MU5, LS0, LS1\} \) and \( h_{NA} = \{MU2, MU3, LS0, LS1\} \) for the Max-SAT problem domain which result in the optimal solution \( (f = 0) \). This is strong evidence supporting our argument about the existence of more than one useful subgroups of low level heuristics. Thus, it only makes sense if the factorisation method, having several good options (heuristic subsets), chooses various heuristic subsets in various runs.

Interestingly, \( RR0 \) and \( LS1 \) are diversifying and intensifying heuristics respectively. Assigning \( RR0 \) to \( h_{IE} \) means that the algorithm usually chooses diversifying operations that actually improves the solution. A tendency to such assignments is observable for other problem instances, though not as strict as it is for BP and Max-SAT problem domains. While this seems to be a very conservative approach towards the diversifying
Figure 3.4: Histograms of heuristics selected as $h_{NA}$ and $h_{IE}$ for various $t_p$ values across all CHeSC 2011 problem domains.
heuristics, as we will see later in this section, it often results in a *good* balance between intensification and diversification during the search.

In summary, the histograms show that the partitioning of the heuristic space is more or less the same regardless of the time allocated to $t_p$ for a given problem instance. This pattern is observable across all CHeSC 2011 problem domains as illustrated in Figure 3.4. Longer run experiments, in which all the phases of the algorithm are included and the framework is allowed to run until the maximum allowed time is reached, confirms the conclusion that TeBHA-HH is not too sensitive to the value chosen for $t_p$. In Figure 3.5 a comparison between the three values for $t_p$ is shown. The asterisk highlights the average performance. A comparison based on the average values shows that $t_p = 30$ is slightly better than other values.

Additionally, to quantify and evaluate the effectiveness of the proposed noise elimination strategy, we have performed further experiments and investigated into four possible scenarios/strategies for noise elimination: i) Automatic Noise Elimination (AUNE) (as described in Section 3.2) ii) No Noise Elimination (NONE) in which the first phase of our algorithm is entirely ignored iii) RR-LS in which ruin and recreate and Local Search heuristics only are participated in tensor construction and iv) MU-LS where mutation and local search heuristics are considered in tensor construction. Each scenario is tested on all CHeSC 2011 instances and during those experiments $t_p$ is fixed as 30 seconds. After performing the factorisation, the $\phi$ value (Equation 2.13) is calculated for each instance at each run. Figure 3.6 provides the performance comparison of different noise elimination strategies based on the $\phi$ values averaged over 31 runs for each instance. It is desirable that the $\phi$ value, which expresses the model fitness, to be maximized in these experiments. Apart from the PS and FS domains, our automatic noise elimination scheme (AUNE) delivers the best $\phi$ for all other instances from the rest of the four domains. In three out of five FS instances, AUNE performs the best with respect to the model fitness. However, AUNE seems to be under-performing in the PS domain. The reason for this specific case is that the heuristics in this domain are extremely slow and the designated value(s) for $t_p$ does not give the algorithm sufficient time to identify the source of noise properly and consistently. This is also the reason for the almost random partitioning of the heuristic space (figures 3.4(g), 3.4(h) and 3.4(i)). The low running speed of low level heuristics leads to a low number of collected tensor frames at the end of the second phase (tensor construction). Without enough information the factorisation method is unable to deliver useful and consistent partitioning of the heuristic space (like in other domains). That is why, the histograms belonging to the PS domain in Figure 3.4 demonstrate a half-half distribution of heuristics to $h_{NA}$ and $h_{IE}$ heuristic sets. Nevertheless, the overall results presented in this section supports the necessity of the noise elimination step and illustrates the success of the proposed simple strategy.
3.3.3 Switch Time

The value assigned to $t_s$ determines the frequency based on which the framework switches from one acceptance mechanism to another during the search process in the final phase. Four values: nil, 500, 1000 and 1500 milliseconds have been considered in our experiments. For $t_s = \text{nil}$, randomly chosen low level heuristic determines the move acceptance method to be employed at each step. If the selected heuristic is a member of $h_{NA}$ or $h_{IE}$, NA or IE is used for move acceptance, respectively. The value for $t_p$ is fixed at 30 seconds and AUNE is used for noise elimination during all switch time experiments.

Figure 3.5: Comparing the performance of TeBHA-HH on the first instance of various domains for different values of $t_p$. The asterisk sign on each box plot is the mean of 31 runs.
Chapter 3. A Tensor-based Selection Hyper-heuristic for Cross-domain Heuristic Search

A comparison between various values considered for $t_s$ is given in Figure 3.7. Judging by the average performance (shown by an asterisk on each box), $t_s = 500$ msec performs slightly better than other values. Figure 3.8 shows the impact of the time allocated for the final phase on two sample problem domains and the efficiency that early decision making brings. $t_s = nil$ is also under performing. Similar phenomena are observed in the other problem domains.

Figure 3.6: Comparing the model fitness in factorisation, $\phi$ (y axis of each plot), for various noise elimination strategies. Higher $\phi$ values are desirable. The x-axis is the ID of each instance from the given CHeSC 2011 domain.
3.3.4 Experiments on the CHeSC 2011 Domains

After fixing the values for parameters $t_p$ and $t_s$ to best achieved values (30 seconds and 500 milliseconds, respectively) and using AUNE for noise elimination, we run another round of experiments testing the algorithm on all CHeSC 2011 instances. Table 3.1 summarises the results obtained using TeBHA-HH. The performance of the proposed hyper-heuristic is then compared to that of the two building block algorithms, namely SR-NA and SR-IE. Also, the current state-of-the-art algorithm, AdapHH [121] is included in the comparisons. Table 3.2 provides the details of the average performance.
Figure 3.8: Average objective function value progress plots on the (a) BP and (b) VRP instances for three different values of $t_s$ where $t_p = 30$ sec.

The interesting aspect of TeBHA-HH is that, generally speaking, it uses a hyper-heuristic based on random heuristic selection, decomposes the low level heuristics into two subsets and again applies the same hyper-heuristic using two simple move acceptance methods.
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Table 3.1: The performance of the TeBHA-HH framework on each CHeSC 2011 instance over 31 runs, where \( \mu \) and \( \sigma \) are the mean and standard deviation of objective values. The bold entries show the best produced results compared to those announced in the CHeSC 2011 competition.

<table>
<thead>
<tr>
<th>Problem</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAT</td>
<td>( \mu ): 1.9</td>
<td>4.0</td>
<td>1.3</td>
<td>3.8</td>
<td>7.4</td>
</tr>
<tr>
<td></td>
<td>min: 0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>( \sigma ): 2.3</td>
<td>3.5</td>
<td>1.0</td>
<td>3.0</td>
<td>0.8</td>
</tr>
<tr>
<td>BP</td>
<td>( \mu ): 0.0116</td>
<td>0.0086</td>
<td>0.0107</td>
<td>0.1087</td>
<td>0.0173</td>
</tr>
<tr>
<td></td>
<td>min: <strong>0.0083</strong></td>
<td>0.0035</td>
<td>0.0058</td>
<td>0.1083</td>
<td>0.0114</td>
</tr>
<tr>
<td></td>
<td>( \sigma ): 0.0013</td>
<td>0.0032</td>
<td>0.0027</td>
<td>0.0007</td>
<td>0.0069</td>
</tr>
<tr>
<td>PS</td>
<td>( \mu ): 20.8</td>
<td>9618.1</td>
<td>3241.8</td>
<td>1611.2</td>
<td>349.1</td>
</tr>
<tr>
<td></td>
<td>min: 13</td>
<td>9355</td>
<td>3141</td>
<td>1458</td>
<td>310</td>
</tr>
<tr>
<td></td>
<td>( \sigma ): 4.3</td>
<td>129.5</td>
<td>59.7</td>
<td>101.2</td>
<td>23.9</td>
</tr>
<tr>
<td>FS</td>
<td>( \mu ): 6310.9</td>
<td>26922.2</td>
<td>6372.5</td>
<td>11491.3</td>
<td>26716.2</td>
</tr>
<tr>
<td></td>
<td>min: 6289</td>
<td>26875</td>
<td>6364</td>
<td>11468</td>
<td>26606</td>
</tr>
<tr>
<td></td>
<td>( \sigma ): 11.3</td>
<td>27.1</td>
<td>5.8</td>
<td>16.1</td>
<td>37.5</td>
</tr>
<tr>
<td>VRP</td>
<td>( \mu ): 59960.6</td>
<td>13367.9</td>
<td>148318.6</td>
<td>20862.3</td>
<td>147540.2</td>
</tr>
<tr>
<td></td>
<td>min: <strong>57715.2</strong></td>
<td>13297.9</td>
<td>143904.5</td>
<td>20656.2</td>
<td>145672.5</td>
</tr>
<tr>
<td></td>
<td>( \sigma ): 30.7</td>
<td>5.3</td>
<td>44.8</td>
<td>20.0</td>
<td>31.1</td>
</tr>
<tr>
<td>TSP</td>
<td>( \mu ): 48274.2</td>
<td>20799913.7</td>
<td>6874.7</td>
<td>66812.4</td>
<td>53392.0</td>
</tr>
<tr>
<td></td>
<td>min: 48194.9</td>
<td><strong>20657952.5</strong></td>
<td>6851.1</td>
<td>66074.7</td>
<td>52661.2</td>
</tr>
<tr>
<td></td>
<td>( \sigma ): 6.9</td>
<td>442.1</td>
<td>3.2</td>
<td>17.5</td>
<td>25.7</td>
</tr>
</tbody>
</table>

Despite this, the TeBHA-HH manages to perform significantly better than its building blocks of SR-IE and SR-NA as illustrated in Figure 3.9 on all almost all domains. The same behaviour is observed across the rest of the CHeSC 2011 instances.

3.3.4.1 Performance comparison to the competing algorithms of CHeSC 2011

The results obtained from the experiments as described in the previous section, are then compared to the results achieved by all CHeSC 2011 contestants. We used the Formula 1 scoring system provided by the organizers to determine the rank of our hyper-heuristic among all other competitors. Table 3.3 provides the ranking of all CHeSC 2011 hyper-heuristics including ours. Since Ant-Q received a score of 0, that hyper-heuristic is ignored. The details of ranking per domain, and the succeeding/preceding algorithms are shown in Figure 3.10. The TeBHA-HH ranks first in Max-SAT and VRP domains. It ranks 2nd in BP and 3rd in PS domains while it’s ranking on the TSP domain is 4th. Our algorithm gained no score on the FS domain (a score of 0 equal to 10 other algorithms). Overall, TeBHA-HH ranks the second with a total score of 148 after AdapHH. As it is
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Table 3.2: Average performance comparison of TeBHA-HH to AdapHH, the winning hyper-heuristic of CHeSC 2011 for each instance. Wilcoxon signed rank test is performed as a statistical test on the objective values obtained over 31 runs from TeBHA-HH and AdapHH. \( \leq (\prec) \) denotes that TeBHA-HH performs slightly (significantly) better than AdapHH (within a confidence interval of 95%), while \( \geq (\succ) \) indicates vice versa. The last column shows the number of instances for which the algorithm on each side of ”/” has performed better.

<table>
<thead>
<tr>
<th>Instances</th>
<th>Problem</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>TeBHA-HH/AdapHH</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max-SAT</td>
<td>(\prec) (\prec) (\leq) (\leq) (\leq)</td>
<td>5/0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BP</td>
<td>(\succ) (\succ) (\succ) (\succ)</td>
<td>1/4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PS</td>
<td>(\prec) (\leq) (\prec) (\leq) (\succ)</td>
<td>4/1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FS</td>
<td>(\succ) (\succ) (\succ) (\succ)</td>
<td>0/5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VRP</td>
<td>(\prec) (\leq) (\succ) (\succ) (\succ)</td>
<td>2/3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TSP</td>
<td>(\succ) (\geq) (\succ) (\geq)</td>
<td>0/5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.3: Ranking of the TeBHA-HH among the selection hyper-heuristics that were competed in CHeSC 2011 with respect to their Formula 1 scores.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Name</th>
<th>Score</th>
<th>Rank</th>
<th>Name</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AdaptHH</td>
<td>162.83</td>
<td>11</td>
<td>HAEA</td>
<td>45</td>
</tr>
<tr>
<td>2</td>
<td>TeBHA-HH</td>
<td>148</td>
<td>12</td>
<td>ACO-HH</td>
<td>37</td>
</tr>
<tr>
<td>3</td>
<td>VNS-TW</td>
<td>118.83</td>
<td>13</td>
<td>Gen-Hive</td>
<td>32.5</td>
</tr>
<tr>
<td>4</td>
<td>ML</td>
<td>117.5</td>
<td>14</td>
<td>DynILS</td>
<td>22</td>
</tr>
<tr>
<td>5</td>
<td>P-Hunter</td>
<td>84.75</td>
<td>15</td>
<td>SA-ILS</td>
<td>18.75</td>
</tr>
<tr>
<td>6</td>
<td>EPH</td>
<td>83.25</td>
<td>16</td>
<td>AVEG-Nep</td>
<td>18.5</td>
</tr>
<tr>
<td>7</td>
<td>NAHH</td>
<td>68.5</td>
<td>17</td>
<td>XCJ</td>
<td>17.5</td>
</tr>
<tr>
<td>8</td>
<td>HAHA</td>
<td>65.58</td>
<td>18</td>
<td>GISS</td>
<td>13.25</td>
</tr>
<tr>
<td>9</td>
<td>ISEA</td>
<td>62.5</td>
<td>19</td>
<td>MCHH-S</td>
<td>3.25</td>
</tr>
<tr>
<td>10</td>
<td>KSATS-HH</td>
<td>52</td>
<td>20</td>
<td>Self Search</td>
<td>3</td>
</tr>
</tbody>
</table>

3.3.4.2 An Analysis of TeBHA-HH

In this section, an analysis of the TeBHA-HH algorithm is performed to gain some insight into its behaviour during the search process. The objective value progress plots in almost all cases look the same, hence we have chosen an instance of the BP problem from CHeSC 2011 for which the TeBHA-HH demonstrates a good performance, while it consistently produces the same heuristic space partitioning in the tensor analysis stage. It is clear...
Chapter 3. *A Tensor-based Selection Hyper-heuristic for Cross-domain Heuristic Search*

Figure 3.9: Box plots of objective values (y axis) over 31 runs for the TeBHA-HH with AdapHH, SR-NA and SR-IE hyper-heuristics on a sample instance from each CHeSC 2011 problem domain.

From Figure 3.4(e) that heuristics $MU_1$ and $LS_1$ are always assigned to the set $h_{NA}$ while the rest of the heuristics (excluding the crossover heuristics) are assigned to the set $h_{IE}$. In each previous experiment, we run our algorithm on the BP instance for 31 runs. The plot in Figure 3.11(a) shows how the average objective value changes (decreases) in time during the search process. We have divided the progress of the algorithm into 3 distinct stages which represent the early, medium and late stages of the search, respectively (not to be confused with algorithm phases/stages, this is simply dividing the run-time into 3 periods). Figure 3.11(b) shows a close-up of the same plot achieved for a single run within the early stage. The dark rectangle shapes correspond to the times when naive
acceptance is in charge. It is obvious that an extensive diversification process takes place in the vicinity of the current objective value when NA is at work. It also seems that during the time when the IE acceptance mechanism is in charge, intensification is in order. This leads to the conclusion that the hybrid acceptance scheme approximates the actions of a higher level iterated local search while maintaining a balance between intensification and diversification. This is in-line with extracting domain independent domain knowledge as discussed in [207] where the knowledge encapsulates the heuristic indexes assigned to each acceptance mechanism. We have seen in Section 3.3.3 that the value $t_s = 500$ msec, results in slightly better objective function values, especially when compared to $t_s = nil$. The analysis given here clarifies this issue. When $t_s = nil$, less time remains for both diversification and intensification processes, hence leading to a poor interaction/balance between the two acceptance mechanisms.

Furthermore, regardless of the type of acceptance mechanism, the algorithm manages to update the best values as is shown in Figure 3.11(c). The share of each heuristic in updating the best-so-far solution is also demonstrated in Figure 3.11(c). Interestingly,
while the local search heuristic $LS_1$ is responsible for most of improvements when NA is at work, a mutation operator ($MU_1$) increasingly produces most of the improvements when IE is operational. In a way, hyper-heuristic using IE operates like a random mutation local search.

![Graphs](image)

**Figure 3.11:** The interaction between NA and IE acceptance mechanisms: (a) The search process is divided into three sections, (b) a close-up look on the behaviour of the hybrid acceptance mechanism within the first section in (a), (c) the share of each acceptance mechanism in the overall performance stage-by-stage.

### 3.4 Summary

Machine learning is an extremely important component of the adaptive search methodologies, such as hyper-heuristics. The use of a learning mechanism becomes even more crucial considering that hyper-heuristics aim to “raise the level of generality” by their design and implementation which is expected be applicable to different problem domains, rather than a single domain. Reinforcement learning, learning automata, genetic programming and classifier systems are some of the online and offline learning techniques that have been used within or as hyper-heuristics [11]. In this chapter, we have introduced a novel selection hyper-heuristic embedding a tensor-based approach as a machine learning technique and combining random heuristic selection with the naive (NA), and improving and equal (IE) move acceptance methods. The tensor-based approaches have
been successfully applied in other areas of research, such as computer vision [149], but they have never been used in heuristic search, previously.

In the proposed approach, tensors represent the interaction between low level heuristics in time under a certain selection hyper-heuristic framework. Then the gained knowledge is used to improve the overall search process later by hybridising move acceptance methods in relation to the low level heuristics. In order to be able to evaluate the behaviour of the proposed approach, we have ensured that the building blocks of the framework are in their simplest forms. For example, the default settings for the HyFlex low level heuristics are used and NA and IE are employed as move acceptance components. Nevertheless, the proposed tensor-based framework proved to be very powerful demonstrating an outstanding performance. Using NA and IE move acceptance in a multi-stage manner switching between them enforces diversification and intensification balance. Despite all the simplicity of its components, our hyper-heuristic ranked the second among the contestants of the CHeSC 2011 across six problem domains, even beating the average and best performance of the winning approach in some problem instances, particularly from bin packing, maximum satisfiability and the vehicle routing problem.

The approach which was presented in this chapter consists of a single episode of learning. A learning episode is the process of collecting the data, analysing it and applying the results of the analysis step to the search. Extending the proposed approach into a multi-episode learning system will further clarify whether or not the learning mechanism is capable of detecting useful patterns in the long term. Furthermore, there are several acceptance criteria available in the literature (as discussed in Section 2.2.1.1). However, the approach proposed here can only consider one acceptance criteria to construct a tensor. Given the number of different acceptance methods available from the literature, it seems necessary to extend the approach and enable it to consider more than one method. Based on these reasons, in the next chapter, we present a modified variant of the tensor-based approach which caters for multiple acceptance criteria and apply it to instances of the Nurse Rostering problem instances in a multiple episode fashion.
Chapter 4
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The approach proposed in Chapter 3 used a single episode of learning to extract patterns and achieved very good results. In this chapter we investigate whether the proposed approach is capable of extracting good results continuously. That is, we conduct multiple episode experiments during long runs to see if the proposed approach extracts useful patterns throughout the time. The benefits of this property is discussed further in this chapter. Apart from investigating the multi episode behaviour of the proposed approach, extensions to the original approach have been proposed here which enable the algorithm to embrace a virtually infinite number of acceptance criteria. Also, it has been shown here that the tensor-based approach can also be used to tune the parameters of heuristics. The abstraction level in data is precisely as it was in Chapter 3 and is considered to be high.

4.1 Introduction

Nurse rostering is a highly constrained scheduling problem which was proven to be NP-hard [208] in its simplified form. Solving a nurse rostering problem requires assignment of shifts to a set of nurses so that 1) the minimum staff requirements are fulfilled and 2) the nurses’ contracts are respected [209]. The problem can be represented as a constraint optimisation problem using 5-tuples consisting of set of nurses, days (periods) including the relevant information from the previous and upcoming schedule, shift types, skill types and constraints.
In this chapter, a tensor-based selection hyper-heuristic approach is employed to tackle the nurse rostering problem. The proposed framework (which is an extension to the framework described in Chapter 3) is a single point-based search algorithm which fits best in the online learning selection hyper-heuristic category, even if it is slightly different to the other online learning selection hyper-heuristics.

Our proposed approach consists of running the simple random heuristic selection strategy in four stages. In the first stage the acceptance mechanism is NA while in the second stage we use IE as acceptance mechanism. The trace of the hyper-heuristic in each stage is represented as a $3^{rd}$-order tensor. After each stage commences, the respective tensor is factorized which results in a score value associated to each heuristic. The space of heuristics is partitioned into two distinct sets, each representing a different acceptance mechanism (NA and IE respectively) and lower level heuristics associated to it. Subsequently, a hyper-heuristic is created which uses different acceptance methods in an interleaving manner, switching between acceptance methods periodically. In the third stage, the parameter values for heuristics is extracted by running the hybrid hyper-heuristic and collecting tensorial data similar to the first two stages. Subsequently, the hybrid hyper-heuristic equipped with heuristic parameter values is run for a specific time. The above mentioned procedure continues until the maximum allowed time is reached.

Compared to the method proposed in Chapter 3, the framework here has few modifications. First, the previous framework has been extended to accommodate for an arbitrary number of acceptance criteria to be involved in the framework. That is, in contrast to the work in Chapter 3 where tensor data was collected for one acceptance criteria and the space of heuristics was partitioned into two disjoint sets, in this chapter, data collection and tensor analysis is performed for each hyper-heuristic separately. Moreover, low level heuristics are partitioned dynamically, rather than only once which was the case in Chapter 3 where ten (nominal) minute runs were considered. Mining search data periodically allows us to investigate whether the framework is capable of extracting new knowledge as the search makes progress. This could be useful in a variety of applications (i.e. life-long learning as in [210], [211] and [212] or apprenticeship learning as in [45] and [42]). Finally, the framework here is different than the one proposed in Chapter 3 when parameter control for each low level heuristic is considered. While no parameter control was done in Chapter 3, in this chapter, parameters of each heuristic is tuned using tensor analysis. The good results achieved in this chapter shows that tensor analysis can also play a parameter control role.
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### 4.2 Nurse Rostering

In this section, we define the nurse rostering problem dealt with. Additionally, an overview of related work is provided.

#### 4.2.1 Problem Definition

The constraints in the nurse rostering problem can be grouped into two categories: (i) those that link two or more nurses and (ii) those that only apply to a single nurse. Constraints that fall into the first category include the cover (sometimes called demand) constraints. These are the constraints that ensure a minimum or maximum number of nurses are assigned to each shift on each day. They are also specified per skill/qualification levels in some instances. Another example of a constraint that would fall into this category would be constraints that ensure certain employees do or do not work together. Although these constraints do not appear in most benchmark instances (including those used here), they do occasionally appear in practice to model requirements such as training/supervision, carpooling, spreading expertise etc. The second group of constraints model the requirements on each nurse’s individual schedule. For example, the minimum and maximum number of hours worked, permissible shifts, shift rotation, vacation requests, permissible sequences of shifts, minimum rest time and so on.

In this chapter, our aim is to see whether any improvement is possible via the use of machine learning, particularly tensor analysis. We preferred using the benchmark provided at [213] as discussed in the next section. These benchmark instances are collected from a variety of workplaces across the world and as such have different requirements and constraints, particularly the constraints on each nurse’s individual schedule. This is because different organisations have different working regulations which have usually been defined by a combination of national laws, organisational and union requirements and worker preferences. To be able to model this variety, in [214] a regular expression constraint was used. Using this domain specific regular expression constraint allowed all the nurse specific constraints found in these benchmarks instances to be modelled. The model is given below.

**Sets**

- $E = \text{Employees to be scheduled, } e \in E$
- $T = \text{Shift types to be assigned, } t \in T$
- $D = \text{Days in the planning horizon, } d \in \{1, \cdots, |D|\}$
- $R_e = \text{Regular expressions for employee } e, r \in R_e$
\[ W_e = \text{Workload limits for employee } e, \ w \in W_e \]

**Parameters**

\[ r_{er}^{\text{max}} = \text{Maximum number of matches of regular expression } r \text{ in the work schedule of employee } e. \]
\[ r_{er}^{\text{min}} = \text{Minimum number of matches of regular expression } r \text{ in the work schedule of employee } e. \]
\[ a_{er} = \text{Weight associated with regular expression } r \text{ for employee } e. \]
\[ v_{ew}^{\text{max}} = \text{Maximum number of hours to be assigned to employee } e \text{ within the time period defined by workload limit } w. \]
\[ v_{ew}^{\text{min}} = \text{Minimum number of hours to be assigned to employee } e \text{ within the time period defined by workload limit } w. \]
\[ b_{ew} = \text{Weight associated with workload limit } w \text{ for employee } e. \]
\[ s_{td}^{\text{max}} = \text{Maximum number of shifts of type } t \text{ required on day } d. \]
\[ s_{td}^{\text{min}} = \text{Minimum number of shifts of type } t \text{ required on day } d. \]
\[ c_{td} = \text{Weight associated with the cover requirements of shift type } t \text{ on day } d. \]

**Variables**

\[ x_{etd} = 1 \text{ if employee } e \text{ is assigned shift type } t \text{ on day } d, \ 0 \text{ otherwise.} \]
\[ n_{er} = \text{The number of matches of regular expression } r \text{ in the work schedule of employee } e. \]
\[ p_{ew} = \text{The number of hours assigned to employee } e \text{ within the time period defined by workload limit } w. \]
\[ q_{td} = \text{The number of shifts of type } t \text{ assigned on day } d. \]

**Constraints**

Employees can be assigned only one shift per day.

\[ \sum_{t \in T} x_{etd} \leq 1, \ \forall e \in E, \ d \in D \quad (4.1) \]
Objective Function

\[ Min f(s) = \sum_{e \in E} \sum_{i=1}^{4} f_{e,i}(x) + \sum_{t \in T} \sum_{d \in D} \sum_{i=5}^{6} f_{t,d,i}(x) \] (4.2a)

where

\[ f_{e,1}(x) = \sum_{e \in R_e} \max \{0, (n_{er} - r^\text{max}_{er})a_{er}\} \] (4.2b)

\[ f_{e,2}(x) = \sum_{e \in R_e} \max \{0, (r^\text{min}_{er} - n_{er})a_{er}\} \] (4.2c)

\[ f_{e,3}(x) = \sum_{w \in W_e} \max \{0, (p_{ew} - v^\text{max}_{ew})b_{ew}\} \] (4.2d)

\[ f_{e,4}(x) = \sum_{w \in W_e} \max \{0, (v^\text{min}_{ew} - p_{ew})b_{ew}\} \] (4.2e)

\[ f_{e,5}(x) = \max \{0, (s^\text{min}_{td} - q_{td})c_{td}\} \] (4.2f)

\[ f_{e,6}(x) = \max \{0, (q_{td} - s^\text{max}_{td})c_{td}\} \] (4.2g)

To facilitate comparing results and to remove the difficulties in comparing infeasible solutions, the benchmark instances were designed with only one hard constraint 4.1 which is always possible to satisfy. Every other constraint is modelled as a soft constraint, meaning that it becomes part of the objective function. If in practice, in one of the instances, a soft constraint should really be regarded as a hard constraint then it was given a very high weight (the Big M method). The objective function is thus given in equation 4.2a. It consists of minimising the sum of equations 4.2b to 4.2g. Equations 4.2b and 4.2c ensure that as many of the regular expression constraints are satisfied as possible. These constraints model requirements on an individual nurse’s shift pattern. For example, constraints on the length of a sequence of consecutive working days, or constraints on the number of weekends worked, or the number of night shifts and so on. Equations 4.2d and 4.2e ensure that each nurse’s workload constraints are satisfied. For example, depending on the instance, there may be a minimum and maximum number of hours worked per week, or per four weeks, or per month or however the staff for that organisation are contracted. Finally, equations 4.2f and 4.2g represent the demand (sometimes called cover) constraints to ensure there are the required number of staff present during each shift. Again, depending upon the instance, there may be multiple demand curves for each shift to represent, for example, the minimum and maximum requirements as well as a preferred staffing level. The weights for the constraints are all instance specific because they represent the scheduling goals for different institutions.
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### Table 4.1

<table>
<thead>
<tr>
<th>Instance</th>
<th>Best Known No. of Staff</th>
<th>Shift Types No. of Shifts</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCV-A.12.2</td>
<td>1875</td>
<td>5 31</td>
<td>[127]</td>
</tr>
<tr>
<td>BCV-A.12.1</td>
<td>1294</td>
<td>5 31</td>
<td>[215]</td>
</tr>
<tr>
<td>CHILD-A2</td>
<td>1095</td>
<td>4 32</td>
<td>[127]</td>
</tr>
<tr>
<td>ERRVH-A</td>
<td>2135</td>
<td>8 48</td>
<td>[127]</td>
</tr>
<tr>
<td>ERRVH-B</td>
<td>3105</td>
<td>8 48</td>
<td>[127]</td>
</tr>
<tr>
<td>ERMGHB</td>
<td>1355</td>
<td>4 48</td>
<td>[127]</td>
</tr>
<tr>
<td>MER-A</td>
<td>8814</td>
<td>12 48</td>
<td>[127]</td>
</tr>
<tr>
<td>Valouxis-1</td>
<td>20</td>
<td>3 28</td>
<td>[216]</td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1.2</td>
<td>3 25 3 30</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1.1</td>
<td>3 25 3 30</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1</td>
<td>2 2 3 30</td>
<td>*</td>
<td></td>
</tr>
<tr>
<td>ORTEC01</td>
<td>270</td>
<td>4 31</td>
<td>[214]</td>
</tr>
<tr>
<td>ORTEC02</td>
<td>270</td>
<td>4 31</td>
<td>[214]</td>
</tr>
<tr>
<td>BCV-3.46.1</td>
<td>3280</td>
<td>3 26</td>
<td>[215]</td>
</tr>
</tbody>
</table>

Table 4.1: Instances of nurse rostering problem and their specifications (best known objective values corresponding to entries indicated by * are taken from private communication from Nobuo Inui, Kenta Maeda and Atsuko Ikegami).

#### 4.2.2 Related Work

There are various benchmarks for nurse rostering problems. In [213], a comprehensive benchmark is available where the latest best known results together with approaches yielding these results are available. The characteristics of the benchmark instances from [213] used in the experiments are summarized in Table 4.1.

There is a growing interest in challenges and the instances used during those challenges and resultant algorithms serve as a benchmark afterwards. The last nurse rostering competition was organised in 2010 [217] which consisted of three tracks where each track differed from others in maximum running time and size of instances. Many different algorithms have been proposed since then ([218], [219], [220] and etc). Since it has been observed that the previous challenge did not impose much difficulty for the competitors [214], other than developing a solution method in limited amount of time, a second challenge has been organised which is ongoing [221]. In the second nurse rostering competition, the nurse rostering problem is reformulated as a multi-stage problem with fewer constraints where a solver is expected to deal with consecutive series of time periods (weeks) and consider longer planning horizon.
In [214] a branch and price algorithm and an ejection chain method has been used for nurse rostering problem instances collected (from thirteen different countries) by the authors. Branch and price method is based on the branch and bound technique with the difference that each node of the tree is a linear programming relaxation and is solved through column generation. The column generation method consists of two parts: the restricted master problem and the pricing problem. The former is solved using a linear programming method while the latter is using a dynamic programming approach. Some of the latest results and best-known solutions regarding the instances is provided by this chapter. Also, a general problem modelling scheme has been proposed in [214] which is also adopted here due to its generality over many problem instances.

In [216] a generic two-phase variable neighbourhood approach has been proposed for nurse rostering problems. After determining the value of the parameters which govern the performance of the algorithm, a random population of candidate solutions is generated. In the first phase of the algorithm, assigning nurses to working days is handled. Subsequent to this phase, in the second phase, assigning nurses to shift types is dealt with. Though, the proposed approach has been applied to few publicly available instances, the chosen instances are significantly different from one another.

In [222] a method based on mixed integer linear programming is proposed to solve four of the instances also in [214] and [213], namely, ORTEC01, ORTEC02, GPost and GPost-B. The method is able to solve these instances to optimality very quickly. The idea of implied penalties has been introduced in this study. Employing implied penalties avoids accepting small improvements in the current rostering period at the expense of penalising larger penalties on the next rostering period.

In [223] the nurse rostering problem has been identified as an over-constrained one and it is modelled using soft global constraints. A variant of Variable Neighbourhood Search (VNS), namely VNS/LDS+CP [224], is used as a metaheuristic to solve the problem instances. The proposed approach has been tested on nine different instances (available in [213]). The experimental results show that the method is relatively successful, though the authors have suggested to use specific new heuristic for instances such as Ikegami to improve the performance of the algorithm.

In [225] a hybrid multi-objective model has been proposed to solve nurse rostering problems. The method is based on Integer Programming (IP) and Variable Neighbourhood Search (VNS). The IP method is used in the first phase of the algorithm to produce intermediary solutions considering all the hard constraints and a subset of soft constraints. The solution is further polished using the VNS method. The proposed approach is then applied to the ORTEC problem instances and compared to a commercial hybrid Genetic

1These instances as well as other nurse rostering instances can be found at [213]
Algorithm (GA) and a hybrid VNS [226]. The computational results show that the proposed approach outperforms both methods in terms of solution quality.

In [127], a hyper-heuristic method inspired by pearl hunting is proposed and applied to various nurse rostering instances. The proposed method is based on repeated intensification and diversification and can generally be described as a type of Iterated Local Search (ILS). Their experiment consists of running the algorithm on various instances for several times, where each run is 24 CPU hours long. The algorithm discovered 6 new best-known results.

Numerous other approaches have been proposed to solve the nurse rostering problem. In [227] a Scatter Search (SS) is proposed to tackle the nurse rostering problem. A shift sequence-based approach was proposed in [228]. In [229] the nurse rostering problem is modelled using 0-1 Goal Programming Model.

### 4.3 Proposed Approach

The proposed approach consists of the consecutive iteration of four stages as depicted in Algorithm 8 and Figure 4.1. In all stages, simple hyper-heuristic algorithms operating on top of a fixed set of low level heuristics (move operators) are used. Those low level heuristics are exactly the same low level heuristics implemented for the personnel scheduling problem domain [230] under the Hyper-heuristic Flexible Framework (HyFlex) v1.0 [36]. The low level heuristics in HyFlex are categorized into four groups: mutation (MU), ruin and re-create (RR), crossover (XO) and local search (LS). Consequently, one mutation operator is available for the nurse rostering problem domain which is denoted here by $MU_0$. This operator randomly un-assigns a number of shifts while keeping the resulting solution feasible. Three ruin and re-create heuristics are available which are denoted by $RR_0$, $RR_1$ and $RR_2$. These operators are based on the heuristics proposed in [226] and they operate by un-assigning all the shifts in one or more randomly chosen employees’ schedule followed by a rebuilding procedure. These operators differ in the size of the perturbation they cause in the solution. Five local search heuristics, denoted by $LS_0$, $LS_1$, $LS_2$, $LS_3$ and $LS_4$ are also used where the first three heuristics are hill climbers and the remaining two are based on variable depth search. Also, three different crossover heuristics are used which are denoted by $XO_0$, $XO_1$ and $XO_2$. The crossover operators are binary operators and applied to the current solution in hand and the best solution found so far (which is initially the first generated solution). More information on these heuristics can be found in [230].
During the first two stages (line 2 and 3), two different tensors are constructed. The tensor $T_{NA}$ is constructed by means of an SR-NA algorithm and tensor $T_{IE}$ is constructed from the data collected from running an SR-IE algorithm. At the end of the second stage (line 4 and 5), each tensor is subjected to factorisation to obtain basic frames ($B_{NA}$ and $B_{IE}$) and score values ($S_{NA}$ and $S_{IE}$) corresponding to each tensor. Using all the information we have on both tensors, the heuristic space is partitioned (line 6) to two distinct sets: $h_{NA}$ and $h_{IE}$. Subsequently, in the third stage, a hybrid algorithm is executed for a limited time ($t_p$) with random heuristic parameter values (depth of search and intensity of mutation). The hybrid algorithm consists of periodically switching between the two acceptance mechanisms NA and IE. Depending on the chosen acceptance method, the heuristics are chosen either from $h_{NA}$ or $h_{IE}$. In fact the hybrid algorithm is very similar to the algorithm in the final stage except that during the search process in this stage, the heuristic parameters are chosen randomly and a tensor using the heuristic parameter settings is constructed. Factorising this tensor and obtaining the basic frame (similar to what is done in previous steps) results in good parameter value settings for heuristics. Hence this stage can be considered as a parameter tuning phase for the heuristics. The final (fourth) stage consists of running the previous stage for a longer time ($3 \times t_p$) and assigning values achieved in the previous stage to heuristic parameters. After the time specified for the fourth stage is consumed, the algorithm starts over from stage one. This whole process continues until the maximum time allowed ($T_{max}$) for a given instance is reached. Figure 4.1 illustrates this process.

**Algorithm 8:** Tensor-based hyper-heuristic

```plaintext
while \( t < T_{max} \) do
  \( (T_{NA}) = \text{ConstructTensor}(h, \text{NA}, t_p); \)
  \( (T_{IE}) = \text{ConstructTensor}(h, \text{IE}, t_p); \)
  \( (B_{NA}, S_{NA}) = \text{Factorisation}(T_{NA}, h); \)
  \( (B_{IE}, S_{IE}) = \text{Factorisation}(T_{IE}, h); \)
  \( (h_{NA}, h_{IE}) = \text{Partitioning}(B_{NA}, B_{IE}, S_{NA}, S_{IE}); \)
  \( (P) = \text{ParameterTuning}(); \)
  Improvement($h_{NA}, h_{IE}, P, S_{NA}, S_{IE}$);
end
```
4.3.1 Tensor Analysis for Dynamic Low Level Heuristic Partitioning

During first and second stages, given an acceptance criteria (such as NA or IE), a hyper-heuristic with a simple random heuristic selection and the given acceptance methodology is executed. During the run, data, in the form of a tensor is collected. Hence the collected tensor data ($T_{NA}$ or $T_{IE}$ depending on the acceptance criteria) is a 3$^{rd}$-order tensor of size $\mathbb{R}^{|h|} \times \mathbb{R}^{|h|} \times \mathbb{R}^t$, where $|h|$ is the number of low level heuristics and $t$ represents the number of tensor frames collected in a given amount of time. Each tensor is a collection of two dimensional matrices ($M$) which are referred to as tensor frames. A tensor frame is a two dimensional matrix of heuristic indices. Column indices in a tensor frame represent the index of the current heuristic whereas row indices represent the index of the heuristic chosen and applied before the current heuristic. Algorithm 9 shows the tensor construction procedure.

The core of the algorithm is the SR selection hyper-heuristic (starting at the while loop in line 4) combined with the acceptance criteria which is given as input. Repeatedly, a new heuristic is selected at random (line 12) and is applied to the problem instance (line 14). The returned objective function value ($f_{new}$) is compared against the the old objective function value and the immediate change in objective function value is calculated as $\delta_f = f_{old} - f_{new}$. The method Accept (line 16) takes the $\delta_f$ value as input and returns a decision as to whether accept the new solution or reject it. In case the new solution is accepted , assuming that the indices of the current and previous heuristics are $h_{current}$ and $h_{previous}$ respectively, the tensor frame $M$ is updated symmetrically: $m_{h_{previous},h_{current}} = 1$ and $m_{h_{current},h_{previous}} = 1$. The tensor frame $M$ is only allowed to have $\lfloor |h|/2 \rfloor$ elements with a value of 1 (line 5). Whenever this threshold is reached the tensor frame is added to the tensor and a new frame is initialized (lines 6 to 9). Assuming that the objective function value before updating the frame for the first time is $f_{start}$ and assuming that the objective function value after the last update in the tensor frame is $f_{end}$, then the frame is labelled as $\Delta_f = f_{start} - f_{end}$ (line 7). In other word, the label of a frame ($\Delta_f$) is the overall change in the objective function value caused during the construction of the frame. $\Delta_f$ (given in Eq. 3.1) is different from $\delta_f$ in the sense that the former measures the change in objective value inflicted by the collective application of active heuristic indexes inside a frame. The latter is the immediate change in objective value caused by applying a single heuristic. This whole process is repeated until a time limit ($t_p$) is reached (line 4). This procedure, creates a tensor of binary data for a given acceptance method. In order to prepare the tensor for factorisation and increase the chances of gaining good patterns from the data, the frames of the constructed tensor are scanned for consecutive frames of positive labels($\Delta_f > 0$). Only these frames are kept in the tensor and all other frames are removed. This adds an extra emphasis on
intra-frame correlations which is important in discovering good patterns. The resulting tensor for each acceptance criteria is then fed to the factorisation procedure.

**Algorithm 9: The tensor construction phase**

1. In: \( h \), acceptance criteria, \( P \), \( t_p \);
2. Initialize tensor frame \( M \) to 0;
3. \( \text{counter} = 0; \)
4. while \( t < t_p \) do
   5. if \( \text{counter} = \lceil |h|/2 \rceil \) then
      6. append \( M \) to \( T \);
      7. set frame label to \( \Delta_f \);
      8. Initialize tensor frame \( M \) to 0;
      9. \( \text{counter} = 0; \)
   end
   10. \( h_{\text{previous}} = h_{\text{current}}; \)
   11. \( h_{\text{current}} = \text{selectHeuristic}(h); \)
   12. \( f_{\text{current}} = f_{\text{new}}; \)
   13. \( f_{\text{new}} = \text{applyHeuristic}(h_{\text{current}}); \)
   14. \( \delta_f = f_{\text{current}} - f_{\text{new}}; \)
   15. if \( \text{Accept}(\delta_f, \text{acceptance criteria}) \) then
      16. \( m_{h_{\text{previous}},h_{\text{current}}} = 1; \)
      17. \( m_{h_{\text{current}},h_{\text{previous}}} = 1; \)
      18. \( \text{counter} += 1; \)
   end
   21. end
22. Construct final tensor \( T \) from collected data;

In the factorisation stage, a tensor \( T \) is fed to the factorisation procedure (Algorithm 10). This could be \( T_{NA} \) or \( T_{IE} \) depending on who calls the factorisation procedure. Using the CP factorisation, basic factors of the input tensor \( T \) are obtained (line 2). Using these basic factors the basic frame \( B \) is computed (line 3). To obtain the basic frame, Equation 2.7 is used where \( K = 1 \) and basic factors \( a \) and \( b \) represent previous and current heuristic indexes respectively (Figure 4.2). The values in the basic frame quantify the relationship between the elements along each dimension (basic factor). To make use of the basic frame, the maximum entry is pinpointed and the column corresponding to this entry is sorted. This results in a vector \( S \) which contains the score values achieved for heuristics.

![Figure 4.2: Extracting the basic frame for \( K = 1 \) in Eq.2.7.](image-url)
The factorisation stage is applied to both $T_{NA}$ and $T_{IE}$ tensors. That is, the procedures tensor construction (Algorithm 9) and factorisation (Algorithm 10) are executed twice independently. Starting from an initial solution, first we execute the two procedures assuming NA as acceptance criteria. Consequently, we obtain a basic frame $B_{NA}$ and a set of score values $S_{NA}$. Following this, the two procedure (Algorithms 9 and 10) are executed assuming IE as acceptance criteria. This results in a basic frame $B_{IE}$ and score values $S_{IE}$. Consequently, for a given heuristic, there are two score values, one obtained from factorising $T_{NA}$ and the other obtained from factorising $T_{IE}$. The obtained score values are then fed into the partitioning procedure (Algorithm 11).

**Algorithm 10: Factorisation**

1. In: $T$, $h$
2. $a, b, c = CP(T, K = 1)$;
3. $B = a \circ b$;
4. $x, y = \max(B)$;
5. $S = \text{sort}(B_{i=1:|h|}, y)$ //Scores;

Algorithm 11 is used to partition the space of heuristics. In lines 2 and 3 of the algorithm, the two score values for a given heuristic are compared to one another. The heuristic is assigned to the set $h_{NA}$ if its score is higher (or equal) in the basic frame achieved from $T_{NA}$ (that is, if $S_{NA}(h) \geq S_{IE}(h)$). Otherwise it is assigned to $h_{IE}$. Note that, equal scores (say, $S_{NA}(h) = S_{IE}(h)$) rarely happens. At the end of this procedure, two distinct sets of heuristics, $h_{NA}$ and $h_{IE}$, are achieved where each group is associated to NA and IE acceptance methods respectively.

**Algorithm 11: Partitioning**

1. In: $B_{NA}, B_{IE}, S_{NA}, S_{IE}$;
2. $h_{NA} = \{ h \in h \mid S_{NA}(h) \geq S_{IE}(h) \}$;
3. $h_{IE} = \{ h \in h \mid S_{IE}(h) > S_{NA}(h) \}$;

### 4.3.2 Parameter Control via Tensor Analysis

The next two stages of the framework (Algorithm 12 and 13 respectively) are very similar. The only detail which distinguishes the two is that, the first stage (Algorithm 12) is run for a shorter time with randomly chosen heuristic parameter values. These values are chosen from the range $\{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8\}$ denoted by $p \in P$. Depending on the nature of a given heuristic (e.g. mutational/ruin-recreate or local search) the value of this parameter determines the degree to which the heuristic affects the candidate solution. For example, given a mutational heuristic, this parameter defines the intensity of mutation (e.g. the number of bits flipped), while in a local search heuristic, this
parameter determines the depth of search (e.g. the number of iterations the heuristic will run over a candidate solution). The goal in this section is to construct a tensor which contains selected heuristic parameter values per heuristic index. Factorising this tensor would then help in associating each heuristic with a parameter value. This is while the final stage of the algorithm (Algorithm 13) runs for a longer time and uses these parameter values for each heuristic instead of choosing them randomly. Despite their similarity, each stage is described in detail here to provide the readers with a clearer picture of the logic.

In Algorithm 12, the two sets of heuristics achieved in the previous stage together with their respective score values per heuristic are employed to run a hybrid acceptance hyper-heuristic. For the selected heuristic, a random parameter value is chosen and set (lines 11-12), the heuristic is applied and the relevant acceptance criteria is checked (lines 14-15). The heuristic selection is based on tournament selection. Depending on the tour size, few heuristics are chosen from the heuristic set corresponding to the acceptance mechanism and a heuristic with highest score (probability) is chosen and applied. In case of acceptance, the relevant frame entry is updated (line 16). Since this is a hybrid acceptance algorithm, each acceptance criteria has a budget which is expressed as the number of heuristic calls allocated to the acceptance method. If the acceptance criteria has used its budget, then a new random acceptance criteria is selected (lines 18-20). After continuing this process for a time $t_p$, the final tensor ($T_{param}$) is constructed from collected frames and factorized (exactly in the same manner as in Algorithm 9), the basic frame is computed and the parameter values are extracted as suggested in line 25.

### 4.3.3 Improvement Stage

In the next phase of the algorithm, the two sets of heuristics achieved in previous stages, together with their score and parameter values are employed to run a hybrid acceptance hyper-heuristic (Algorithm 13). Each acceptance method is given a budget in terms of the maximum number of heuristic calls it is allowed to perform ($\text{callCounter}$). Whenever, the acceptance method uses its budget, the algorithm switches to a randomly chosen acceptance method, resetting the budget (line 10-12). Depending on the acceptance criteria in charge, a heuristic is selected (using the tournament selection method discussed above) from the corresponding set (lines 2-5). For instance, if NA is in charge a heuristic is selected from $H_{NA}$. Later, depending on the nature of the heuristic (mutation, hill climbing or none) the parameter value of the heuristic is assigned (line 6) and the heuristic is applied (line 7). The achieved objective function value is then controlled for acceptance (line 9). This process continues until a time limit ($3 \times t_p$) is reached.
Algorithm 12: Parameter Control

1. In: $h, h_{NA}, h_{IE}$, $t_p$;
2. Initialize tensor frame $M$ to 0;
3. $counter = 0$;
4. while $t < t_p$ do
5.   if $counter = \lfloor |h|/2 \rfloor$ then
6.     append frame and initialize;
7.   if acceptance criteria = $NA$ then
8.     $h = \text{SelectHeuristic}(h_{NA})$;
9.   else
10.    $p_{current} = \text{rand}(\{0.1, 0.2, \ldots, 0.8\})$;
11.    $setHeuristicParameter(p_{current})$;
12.    $f_{current} = f_{new}$;
13.    $f_{new} = \text{ApplyHeuristic}(h_{current})$;
14.    if Acceptance($\delta_f$, acceptance criteria) then
15.       $m_{h,p} = 1$, $counter + +$;
16.    end
17.   if callCounter > $c$ then
18.      callCounter = 0;
19.      acceptance criteria = selectRandomAcceptance();
20.   end
21. Construct final tensor $T_{Param}$ from collected data;
22. $a, b, c = \text{CP}(T_{Param}, K = 1)$;
23. $B = a \circ b$;
24. $x, y = \max(B)$;
25. $P = \text{sort}(B_{i=1:|h|, y})$;

Algorithm 13: Improvement

1. while $t < (3 \times t_p)$ do
2.   if acceptance criteria = $NA$ then
3.     $h = \text{SelectHeuristic}(h_{NA})$;
4.   else
5.     $h = \text{SelectHeuristic}(h_{IE})$;
6.     $setHeuristicParameter(P(h))$;
7.     $f_{new} = \text{ApplyHeuristic}(h)$;
8.     $\delta_f = f_{current} - f_{new}$;
9.     Acceptance($\delta_f$, acceptance criteria);
10.    if callCounter > $c$ then
11.       callCounter = 0;
12.       acceptance criteria = selectRandomAcceptance();
13.    end
4.4 Experimental Results

4.4.1 Experimental Design

The algorithm proposed here is a multi-stage algorithm where in each stage data samples are collected from the search process in form of tensors. Various approaches can be considered for data collection. While each stage can collect the data and ignore those collected in previous corresponding stages the data collected from various (corresponding) stages can be appended to one another. The former data collection approach has the advantage that collected data reflect the current search status independent from previous search stages allowing the algorithm to focus on the current state. However, ignoring previous data means discarding the knowledge that could have been extracted from experience. In order to assess the two data collection approaches, we employ both data collection approaches. That is, two methods are investigated here, both using the same algorithm (as in Algorithm 7). The only difference between them is that one algorithm (TeBHH 1) the data collection phase of the algorithm ignores previously collected data and over-writes the dataset. In the second algorithm (TeBHH 2) the data collected at each stage is appended to those collected in the same previous stage. Please note that, this does not mean that the data collected in the third stage is appended to those collected in the second stage. Each stage maintains its own dataset and e.g. stage 2 appends its data to the dataset designated for the same stage index.

Regardless of the data collection strategy they employ, both TeBHH 1 and TeBHH 2 have three configurable parameters, namely, the time allocated for data collection phase \( t_p \), the budget allocated to each acceptance criterion (callCounter in Algorithm 13) and the tournament size (employed in Algorithms 12 and 13). For each variant, a range of values are considered. Values considered for the variable \( t_p \) are \{75, 125, 175\} seconds. For the call budget, values in \{\mid h\mid, 2 \times \mid h\mid, 3 \times \mid h\mid\} are considered. Also, three different tour sizes have been investigated: \{2, \frac{\mid h\mid}{2}, \mid h\mid\}. Each experiment performed with the proposed approach with each combination of those parameter values as the initial setting are indexed successively using the ordering as provided, starting from 1 denoting \( (75, \mid h\mid, 2) \) to 27 denoting \( (175, 3 \times \mid h\mid, \mid h\mid) \).

4.4.2 Selecting The Best Performing Parameter Setting

In order to determine the best performing parameter setting, each variant of the algorithm with a parameter value combination was run 10 times where each run terminates after two hours. Apart from detecting the best performing parameter configuration, we would like to know how sensitive the framework is with respect to the parameter settings.
Seven instances were chosen for these experiments which would hopefully cover and represent a whole range of available instances. The chosen instances are: BCV-A.12.1, BCV-A.12.2, CHILD-A2, ERRVH-A, ERRVH-B, Ikegami-3Shift-DATA1.2 and MER-A.

Figure 4.3 shows the results from these experiments for the TeBHH 1 variant. Although most of the configurations seem to achieve similar performances, there is no other parameter configuration which performs significantly better than the configuration with index 9 (for which \( t_p = 175 \) seconds, acceptance budget of \( 3 \times |h| \) and tournament size of 2) on any of the cases, which is confirmed via a Wilcoxon signed rank test. Ranking all configurations based on the average results across the instances shows that this configuration performs slightly better than the others in the overall. Therefore, these values are chosen for the TeBHH 1 variant. A similar analysis shows that the parameter configuration with index 4 (for which \( t_p = 75 \) seconds, acceptance budget of \( 2 \times |h| \) and tournament size of 2) is more suitable for the TeBHH 2 variant. It has been observed that tournament size of 2 is constantly a winner over the other values for tour size. The apparent conclusion is that both algorithms are very much sensitive to the value chosen for this parameter. Also, a shorter time for data collection in the TeBHH 2 variant makes sense, since it preserves the data collected in previous data collection sessions. The same is not true for TeBHH 1 which overwrites the old data in each stage. Thus, a longer data collection time in case of TeBHH 1 also makes sense. However, when the performance of variants with different data collection time values are compared, the emerging conclusion is that both algorithms are not very sensitive to the chosen value. A similar conclusion can be reached for the value of the acceptance budget.

4.4.3 Comparative Study

In the first round of experiments, an analysis is made as to compare the performance of the two proposed algorithms, namely, TeBHH 1 and TeBHH 2. The second column in Table 4.2 shows the result of this comparison. The statistical test, based on Wilcoxon signed rank test, reveals that, the performance disparity between the two algorithms can vary from one instance to another. For instance, TeBHH 1 outperforms TeBHH 2 on 3 instances significantly. This is while on 2 other instances the situation is the opposite. Also, on 9 instances there is no statistically significance difference between the performance of the two algorithms. This makes sense since the only difference between the two algorithms is the way the dataset is treated throughout the time. While TeBHH 1 overwrites the data with newly collected dataset, TeBHH 2 appends the new data to the old dataset. Thus, it is natural that TeBHH 2 performs similarly to TeBHH 1 since much of their collected data can be similar. Also, the heuristics on all nurse rostering
Figure 4.3: Parameter configuration experiments using TeBHH 1. Each value on the X axis represent the index of the parameter setting of the approach as described at the end of Section 4.4.1. The Y axis represents the objective function values.
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Table 4.2: Statistical Comparison between TeBHH 1, TeBHH 2 and their building block components (SRIE and SRNA). Wilcoxon signed rank test is performed as a statistical test on the objective function values obtained over 20 runs from both algorithms. Comparing algorithm $x$ versus $y$ ($x$ vs. $y$) $\geq$ ($>$) denotes that $x$ ($y$) performs slightly (significantly) better than the compared algorithm (within a confidence interval of 95%), while $\leq$ ($<$) indicates vice versa.

<table>
<thead>
<tr>
<th>Instance</th>
<th>TeBHH 1 vs TeBHH 2</th>
<th>TeBHH 1 vs SRNA</th>
<th>TeBHH 1 vs SRIE</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCV-A.12.2</td>
<td>$&lt;$</td>
<td></td>
<td>$&gt;$</td>
</tr>
<tr>
<td>BCV-A.12.1</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>CHILD-A2</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>ERRVH-A</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>ERRVH-B</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>ERMGH-B</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>MER-A</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>Valouxis-1</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1.2</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1.1</td>
<td>$&lt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1</td>
<td>$&lt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>ORTEC01</td>
<td>$&lt;$</td>
<td>$&lt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>ORTEC02</td>
<td>$&gt;$</td>
<td>$&lt;$</td>
<td>$&gt;$</td>
</tr>
<tr>
<td>BCV-3.46.1</td>
<td>$&lt;$</td>
<td>$&gt;$</td>
<td>$&gt;$</td>
</tr>
</tbody>
</table>

instances are quite slow and therefore there is a lack of data which is more the reason that the two algorithms perform similarly.

Overall, combining the entries in Table 4.2 and the minimum objective function value achieved by each algorithm (Table 4.3), it would be fair to say that TeBHH 1 performs slightly better than TeBHH 2. It is to say that it would be safer to refresh the dataset once in a while and handle the current search landscape independent from the experience achieved from other regions of the search landscape.

Subsequent to this conclusion another statistical experiment is conducted to compare the performance of the TeBHH 1 to its building block components, namely, SR-NA and SR-IE. The third and fourth columns in Table 4.2 shows that, given equal values as run time, TeBHH1 performs always better than the SR-IE hyper-heuristic. On only one instance, TeBHH 1 performs slightly (and not significantly) better. As for the comparison between TeBHH 1 and SR-NA, although TeBHH 1 still performs significantly better than SR-NA on the majority of instances, on ORTEC instances it performs very poorly.

The results of applying the two proposed algorithms on various nurse rostering instances is shown in Table 4.3. The two algorithms are also compared to various well-known
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<table>
<thead>
<tr>
<th>Instance</th>
<th>TeBHH 1</th>
<th>TeBHH 2</th>
<th>Time</th>
<th>Best Known</th>
<th>Time</th>
<th>Best Known</th>
</tr>
</thead>
<tbody>
<tr>
<td>BCV-A.12.2</td>
<td>1858</td>
<td>1844</td>
<td>9680</td>
<td>1875</td>
<td>86400</td>
<td></td>
</tr>
<tr>
<td>BCV-A.12.1</td>
<td>1270</td>
<td>1280</td>
<td>41443</td>
<td>1294</td>
<td>13914</td>
<td></td>
</tr>
<tr>
<td>CHILD-A2</td>
<td>1087</td>
<td>1089</td>
<td>8229</td>
<td>1095</td>
<td>86400</td>
<td></td>
</tr>
<tr>
<td>ERRVH-A</td>
<td>2118</td>
<td>2127</td>
<td>9175</td>
<td>2135</td>
<td>86400</td>
<td></td>
</tr>
<tr>
<td>ERRVH-B</td>
<td>3090</td>
<td>3095</td>
<td>10629</td>
<td>3105</td>
<td>86400</td>
<td></td>
</tr>
<tr>
<td>ERMGH-B</td>
<td>1217</td>
<td>1214</td>
<td>5</td>
<td>1355</td>
<td>86400</td>
<td></td>
</tr>
<tr>
<td>MER-A</td>
<td>8810</td>
<td>8779</td>
<td>22008</td>
<td>8814</td>
<td>86400</td>
<td></td>
</tr>
<tr>
<td>Valouxis-1</td>
<td>20</td>
<td>20</td>
<td>3184</td>
<td>20</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1.2</td>
<td>8</td>
<td>9</td>
<td>-</td>
<td>3</td>
<td>2820</td>
<td></td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1.1</td>
<td>6</td>
<td>8</td>
<td>-</td>
<td>3</td>
<td>2820</td>
<td></td>
</tr>
<tr>
<td>Ikegami-3Shift-DATA1</td>
<td>6</td>
<td>3</td>
<td>-</td>
<td>2</td>
<td>21600</td>
<td></td>
</tr>
<tr>
<td>ORTEC01</td>
<td>285</td>
<td>280</td>
<td>-</td>
<td>270</td>
<td>69</td>
<td></td>
</tr>
<tr>
<td>ORTEC02</td>
<td>290</td>
<td>290</td>
<td>-</td>
<td>270</td>
<td>105</td>
<td></td>
</tr>
<tr>
<td>BCV-3.46.1</td>
<td>3282</td>
<td>3283</td>
<td>-</td>
<td>3280</td>
<td>20704</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Comparison between the two proposed algorithms and various well-known (hyper-/meta)heuristics. The second and third columns contain the best objective function values achieved by TeBHH 1 and TeBHH 2 respectively. Fourth column gives the earliest time (seconds) among all the runs (20) in which the reported result has been achieved. Same quantities (minimum objective function values and earliest time it has been achieved) are also reported for compared algorithms in columns five and six.

algorithms. While some of these algorithms (like the one in [127]) are general-purpose search algorithms, some others are specifically designed to solve the given instance.

On the first seven instances in Table 4.3, both TeBHH 1 and TeBHH 2 outperform compared algorithms in terms of minimum objective function value. On the instance Valouxis-1, both algorithm can achieve the best known result (20), although much later than the state-of-the-art [216]. Similarly, on Ikegami and ORTEC instances as well as BCV-3.46.1, the state-of-the-art performs better. The algorithms which solve aforementioned instances are instance-specific and designed to solve a group of highly related instances, such as those in the Ikegami family. Overall, the two algorithms perform well on provided instances and produce new best known results for some of them (the first seven instances).

Figure 4.4 shows the distribution of heuristics to disjoint sets $h_{NA}$ and $h_{IE}$ throughout the 20 runs for some of the problem instances. Each run consists of up to 27 stages and in each stage, the set of heuristics is partitioned using tensor factorisation. The histograms in Figure 4.4 is built by counting the number of times a heuristic is associated with the NA and IE move acceptance methods throughout all the runs for a given instance. The histograms vary from one instance to another. The difference between histograms are sometimes minor (as it is between histograms of BCV-A.12.1 and BCV-A.12.2) and
sometimes major (as is the case for the instance MER-A compared to the rest). However, the common pattern among most of these partitions is that the heuristic MU0 has been equally associated to both sets. Although the framework clearly shows the tendency to assign heuristics more to the $h_{IA}$ set rather than $h_{NA}$, Ruin Recreate and Crossover heuristics are likelier to be assigned to $h_{NA}$ compared to local search heuristics. Since the heuristics in nurse rostering domain all deliver feasible solutions, it makes sense that the framework tries to increase the possibility of diversification by assigning diversifying heuristics to NA acceptance method.

During the improvement stage (Algorithm 13), the algorithm allocates a time budget to each acceptance method. Whenever this budget is consumed, the algorithm switches to a randomly chosen acceptance criteria. Since the tensor analysis is likelier to assign diversifying heuristics to $h_{NA}$ (keeping the intensifying heuristics in $h_{IE}$), it thus performs
similar to a higher level Iterated Local Search (ILS) algorithm where each intensification step is followed by a diversification one. That in turn results in continuous improvement of the solution as is confirmed in Figure 4.5 for TeBHH 1 and TeBHH 2 respectively.

The progress plots corresponding to TeBHH 1 and TeBHH 2 (Figure 4.5) show that on many instances (particularly on BCV-A.12.1, BCV-A.12.2 and ERMGH-B) both algorithms are rarely stuck in local optima. This is a good behaviour showing that given longer run times (similar to the experiments in [127]) there is a high likelihood that the algorithms proposed here provide better results with even lower objective function values.
4.5 Summary

Nurse rostering is a real-world NP-hard combinatorial optimisation problem. A hyper-heuristic approach which benefits from an advanced data science technique, namely, tensor analysis is proposed in this chapter to tackle a nurse rostering problem. The proposed approach embedding a tensor-based machine learning algorithm is tested on well-known benchmark problem instances collected from hospitals across the world. Two different remembering mechanisms, memory lengths are used within the learning algorithm. One of them remembers all relevant changes from the start of the search process, while the other one refreshes its memory every stage. The results indicate that ‘forgetting’ is slightly more useful than remembering all. Hence, a strategy that decides on the memory length adaptively would be of interest as a future work. In this chapter, the tensor-based hyper-heuristic with memory refresh generated new best solutions for four benchmark instances and a tie on one of the benchmark instance.

The proposed approach cycles through four stages continuously and periodically, employing machine learning in the first three stages to configure the algorithm to be used in the final stage. The final stage approach itself is an iterated bi-stage algorithm cycling through two successively invoked hyper-heuristics, namely SR-NA and SR-IE. Depending on the problem instance and even a trial, the nature of the low level heuristics allocated to each stage (hence the move acceptance) could change. However, experiments indicate that mutational heuristics often can get allocated to either of the hyper-heuristics. SR-NA allows worsening moves while SR-IE does not. Hence, the final stage component of the tensor-based hyper-heuristic acts as a high level Iterated Local Search algorithm [38], providing a neat balance between intensification and diversification using the appropriate low level heuristics which are determined automatically during the search process, resulting in continuous improvement in time. The overall approach is enabled to extract fresh knowledge periodically throughout the run time, which is an extremely desired behavior in life-long learning. Thus, the tensor-based hyper-heuristic proposed here can be considered in life-long learning applications.

So far, we have coupled the tensor learning approach to hyper-heuristics. Hyper-heuristics operate as high level decision making strategies and leave traces which are highly abstract. The experimental results in both this chapter and the previous chapter (Chapter 4) indicate that the proposed approach performs very well on highly abstract data. To continue with our assessment of this learning approach and decide whether or not tensor analysis can be applied to trace data with lower levels of abstraction, in the next chapter, it has been used to analyse the trace of a hyper-heuristic which is somewhat more detailed (and hence less abstract) compared to those extracted from the hyper-heuristics in this chapter as well as the previous chapter.
Chapter 5

A Tensor Analysis Improved Genetic Algorithm for Online Bin Packing

In this chapter, we move lower in data abstraction level. We use tensor analysis to mine the data collected from the trace of a standard genetic algorithm hyper-heuristic when applied to the one dimensional bin packing problem. Compared to the hyper-heuristics in previous chapters, the hyper-heuristic considered here has full access to the heuristic design. Indeed, the genetic algorithm hyper-heuristic evolves/generates heuristics rather than selecting available low level heuristics. The tensor analysis approach in this chapter is employed to extract useful patterns from heuristics generated by the hyper-heuristic. Thus, the amount of information available to the factorisation procedure is more compared to previous chapters and the tensorial data is lower in abstraction level. The patterns extracted by the hyper-heuristic are used to adjust mutation probabilities in the genetic algorithm.

5.1 Introduction

In many situations, decisions must be made despite lack of knowledge of the future allowing the computation of the full effects of the decisions. In such cases, it is usual to have some kind of heuristic ‘dispatch policy’ to make decisions. Usually, such heuristics are produced by an expert in a domain carefully designing some decision procedure. Often, even an expert requires a great deal of trial and error - though the errors are rarely reported, and so a misleading impression is given suggesting that creation of heuristics is not a time-consuming process. Of course, such difficulties are well-known,
and so there have been various attempts to automate the production of heuristics (e.g. for some recent work see [14, 15, 83]).

In [29], an approach for the automatic creation of heuristics is given that might be viewed as a form of parameter tuning [231], but applied with a much larger number of parameters than usually considered. The large number of parameters arise from a ‘brute force’ representation of the heuristic as a matrix covering the various potential decisions. That is, it defines a policy in terms of the ‘features’ available at each decision point. This is done in the style of an ‘index policy’ (e.g., [232]) in that each potential outcome is given a score separately of other outcomes and the largest score is selected.

In this chapter, we particularly study the well-known online bin-packing problem [233, 234], creating a policy that is based on using a (large) matrix\(^1\) of ‘heuristic scores’. The policy matrix can be viewed as a heuristic with many parameters. Alluding to this, the framework in [29] allows the use of an optimiser for ‘Creating Heuristics via Many Parameters’ (CHAMP) and online bin packing simulator that can be used as an evaluation function for a given policy on a given problem instance. Packing problem instances are specified in terms of a specified bin capacity and a stochastically generated sequence of item sizes taken from a specified range. For specific instance generators, good policies are found using a Genetic Algorithm (GA) as the optimiser under the CHAMP framework to search the space of matrices, with the matrix-based policies being evaluated directly by packing a (large) number of items.

In this chapter, we take the GA optimiser of the CHAMP framework as the basis to investigate the role of tensor analysis in heuristic optimisation. We propose the integration of the tensor analysis approach into the CHAMP framework to generate mutation probabilities for each locus of a chromosome, also referred to as individual, representing a candidate solution. In our approach, within the GA algorithm in CHAMP, the trail of high quality solutions, where each solution has a matrix form, is represented as a 3\(^{rd}\) order tensor. Factorising such a tensor reveals the latent relationship between various chromosome locations through identifying common subspaces of the solutions where mutation is more likely to succeed in producing better offspring. In addition to subspace learning, one would expect a powerful data mining approach to discover the related genes. Possession of such information should naturally result in having similar probability values for closely related genes. The experiments in this chapter show that tensor factorisation achieves this objective and identifies genes which should have similar mutation likelihoods due to their close relationship.

\(^1\)Here, the term ‘matrix’ is used as a convenience for a 2-d array; there is no implication of it being used for matrix/linear algebra
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The tensor analysis approach is applied to a range of bin packing problems and the results are compared to those achieved by the original CHAMP framework [29] and subsequent studies. In this chapter, first the one dimensional online bin packing problem and its instances are described in Section 5.2. Since the policy matrix representation of candidate solutions is used in the proposed approach, this representation is discussed in Section 5.3 followed by a description of the CHAMP framework in full detail in Section 5.4. Subsequent to these preliminaries, the tensor-based approach and the way it has been integrated to the CHAMP framework is described in Section 5.6. Experimental results and discussion are also provided in Sections 5.7 and 5.8.

5.2 Online Bin Packing Problem

In online one dimensional bin packing, each bin has a capacity $C > 1$ and each item size is a scalar in the range $[1, C]$. More specifically, each item can be chosen from the range $[s_{\text{min}}, s_{\text{max}}]$ where $s_{\text{min}} > 0$ and $s_{\text{max}} \leq C$. The items arrive sequentially, meaning that the current item has to be assigned to a bin before the size of the next item is revealed. A new empty bin is always available. That is, if an item is placed in the empty bin, it is referred to as an open bin and a new empty bin is created. Moreover, if the remaining space of an open bin is too small to take in any new item, then the bin is said to be closed.

The uniform bin packing instances produced by a parametrised stochastic generator are represented by the formalism: $\text{UBP}(C, s_{\text{min}}, s_{\text{max}}, N)$ (adopted from [29]) where $C$ is the bin capacity, $s_{\text{min}}$ and $s_{\text{max}}$ are minimum and maximum item sizes and $N$ is the total number of items. For example, $\text{UBP}(15, 5, 10, 10^5)$ is a random instance generator and represents a class of problem instances. Each problem instance is a sequence of $10^5$ integer values, each representing an item size drawn independently and uniformly at random from $\{5, 6, 7, 8, 9, 10\}$. The probability of drawing exactly the same instance using a predefined generator of $\text{UBP}(C, s_{\text{min}}, s_{\text{max}}, N)$ is $1/(s_{\text{max}} - s_{\text{min}} + 1)^N$, producing an extremely low value of $6^{-100000}$ for the example. Note that there are various available instances in the literature [235, 236], however, these instances are devised for offline bin packing algorithms and usually consist of a small number of items.

There are two primary ways of utilising random instance generators. A common usage is to create a generator and then generate around a few dozen instances which then become individual public benchmarks. Consequently, methods are tested by giving results on those individual benchmark instance. In our case, the aim is to create heuristics that perform well on average across all instances (where an instance is a long sequence of item sizes) from a given generator. (Hence, for example, we believe it would not serve any
useful purpose to place our specific training instance sequences on a website.) A related note is that it is important to distinguish two quite different meanings of ‘instance’: either a specific generator, or a specific sequence of items. An instance in the sense of a generator generally contains a Pseudo-Random Number Generator (PRNG) which needs be supplied with a seed in order to create an instance in the sense of a specific sequence of item sizes.

There are well established heuristics for this problem among which First Fit (FF), Best Fit (BF) and Worst Fit (WF) [237–239]. The FF heuristic tends to assign items to the first open bin which can afford to take the item. The BF heuristic looks for the bin with the least remaining space to which the current item can be assigned. Finally, WF assigns the item to the bin with the largest remaining space. Harmonic-based online bin packing algorithms [240, 241] provide a worst-case performance ratio better than the other heuristics. Assuming that the size of an item is a value in (0,1], the Harmonic algorithm partitions the interval (0,1] into non-uniform subintervals and each incoming item is packed into its category depending on its size. Integer valued item sizes can be normalised and converted into a value in (0,1] for the Harmonic algorithm.

Although we often refer to the choices for UBP as instances it should be remembered that they are instances of distributions and not instances of a specific sequence of items; the actual sequence is variable and depends on the seed given to the random number generator used within the item generator. That is, within the instance generator one can use different seed values to generate a different sequence of items each time the same UBP is generated. Indeed, this is the case when we test our approach as it will be seen in the coming sections.

There are various criteria with which the performance of a bin packing solution can be evaluated. Some of these are enlisted below.

**Bins-Used,** $B$: The number of bins that are used. $B$ is an integer value which tends to increase as larger number of items ($N$) are considered.

**Average-Fullness,** $F_{af}$: Considering that bin $t$ has a fullness equal to $f_t$, $t \in \{1,\ldots,B\}$ then $F_{af}$ is the value of the occupied space, averaged over the number of used bins. $F_{af} = 1/B \sum_t f_t$

**Average-Generic-Fullness,** $F_{gf}$: This value gives some insight into the variation of resulting fullness between bins. $F_{gf} = 1/B \sum_t f_t^2$

**Average-Perfection,** $F_{ap}$: This measure is an indication of how successful the heuristic is in packing the bins perfectly. $F_{ap} = 1/B \sum_{t,f_t=1} f_t$
In our study, average bin fullness ($F_{af}$) is considered as the fitness (evaluation/objective) function.

### 5.3 Policy Matrix Representation

A packing policy can be defined by a matrix of heuristic values (called policy matrix). That is, we have a matrix structure in which for each pair $(r,s)$ a score $W_{r,s}$ is provided which gives the priority of assigning the current item size $s$ to a remaining bin capacity $r$. Given such a matrix, our approach is to simply scan the remaining capacity of the existing feasible open bins and select the first one to which the highest score is assigned in the matrix (Algorithm 14). A feasible open bin is an open bin with enough space for the current item size, say $r \geq s$ and includes the always-available new empty bin. The integer scores are chosen from a specific range $W_{r,s} \in [w_{\text{min}}, w_{\text{max}}]$.

**Algorithm 14: Applying a policy matrix on a bin packing instance**

1. In : $W$ : score matrix;
2. for each arriving item size $s$ do
3.   maximumScore = 0;
4.   for each open bin $i$ in the list with remaining size $k$ do
5.     if $k > s$ then
6.       if $W_{k,s} > \text{maximumScore}$ then
7.         maximumScore = $W_{k,s}$;
8.         maximumIndex = $i$;
9.       end
10.  end
11.  assign the item to the bin maximumIndex;
12.  if maximumIndex is the empty bin then
13.     open a new empty bin and add to the list;
14.  end
15.  update the remaining capacity of maximumIndex by subtracting $s$ from it;
16.  if remaining capacity of maximumIndex is none then
17.     close the bin maximumIndex;
18.  end
19. end
20. end

It is clear that the policy matrix is a lower triangular matrix as elements corresponding to $s > r$ do not require a policy (such an assignment is simply not possible). Therefore, only some elements of the policy matrix which correspond to relevant cases for which a handling policy is required are considered. We refer to these elements as active entries while the rest are inactive elements. Inactive entries represent a pair of item size and remaining capacity which either can never occur or are irrelevant.
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The active entries along each column of the policy matrix represent a policy with respect to a specific item size and the scores in each column is independent from that of other columns as the policy for a certain item size can be quite different than that of other item sizes.

In order to further clarify how a policy matrix functions, an example is given here. The policy matrix in Figure 5.1 is evolved to solve packing instances generated by $UBP(15,5,10)$. Assume that, during the packing process, an item of size 5 arrives. This item size corresponds to the fifth column in the given policy matrix. The entries of this column represent the set of scores which are associated to each possible remaining bin capacity for the current item size. Assume that, currently, only bins with remaining capacities of 9 and 10 are open. As always, the empty bin is also available for item placement. The scores associated with remaining bin capacities 9 and 10 are 4 and 1 respectively. The empty bin has a score of 2. Since the bin with the remaining capacity 9 has the highest score, the item is placed in this bin.

In all policy matrices, the last row represents the scores assigned to the empty bin for different item sizes. Suppose that, in the previous example, the score associated to the empty bin is 7 (instead of 2 in Figure 5.1). In this case, the item would be no longer put in bin with remaining capacity 9. Instead it would be placed in the empty bin (bin with remaining capacity 15) and a new empty bin would be opened immediately.

Ties can occur and the tie breaking strategy employed here is first fit. As an example, assume that the arriving item has a size 8. Therefore, in order to determine which bin to choose for item placement, the scores in column 8 will be investigated. Assume that currently there are open bins with all possible remaining bin capacities as well as the always available empty bin. Scanning the scores, bins with remaining capacities 8 and 10 emerge as top scoring ones because they both have the highest score which is 7. However, due to the first fit tie breaking strategy, the first bin from the top is chosen and the item is put in the bin with remaining capacity 8.

5.4 A Framework for Creating Heuristics via Many Parameters (CHAMP)

A policy matrix represents a heuristic (scoring function). Changing even a single entry in a policy matrix creates a new heuristic potentially with a different performance. Assuming that each active entry of a policy matrix is a parameter of the heuristic, then a search is required to obtain the best setting for many parameters (in the order of $O(C^2)$).
Chapter 5. A Tensor Analysis Improved Genetic Algorithm for Online Bin Packing

In this chapter, we use the framework for creating heuristics via many parameters (CHAMP) consisting of two main components operating hand in hand: an optimizer and a simulator as illustrated in Figure 5.2. CHAMP separates the optimizer that will be creating the heuristics and searching for the best one from the simulator for generality, flexibility and extendibility purposes. The online bin packing simulator acts as an evaluation function and measures how good a given policy is on a given problem.

As is evident from Figure 5.2, policy matrices are evolved using a Genetic Algorithm (GA) as the optimizer component of the CHAMP framework. Each individual in the GA framework represents the active entries of the score matrix and therefore each gene carries an allele value in $[w_{\text{min}}, w_{\text{max}}]$. The population of these individuals undergoes the usual cyclic evolutionary process of selection, recombination, mutation and evaluation. Each individual is evaluated by applying it to the bin packing problem instance as was shown in Algorithm 14 and the fitness value is one (or more) of the measures in Section 5.2. The settings for the GA optimiser is given in Table 5.1.

The GA and the fitness evaluator communicate through the matrices; the GA saves an individual into a matrix and invokes the online bin packing program. The packing algorithm uses the matrix as a policy and evaluates its quality using an instance produced
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**Figure 5.1:** An example of a policy matrix for UBP(15, 5, 10)

**Figure 5.2:** CHAMP framework for the online bin packing problem.
Table 5.1: Standard GA parameter settings used during training

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>No. of iterations</td>
<td>200</td>
</tr>
<tr>
<td>Pop. size</td>
<td>[\lceil \frac{C}{2} \rceil ]</td>
</tr>
<tr>
<td>Selection</td>
<td>Tournament</td>
</tr>
<tr>
<td>Tour size</td>
<td>2</td>
</tr>
<tr>
<td>Crossover</td>
<td>Uniform</td>
</tr>
<tr>
<td>Crossover Probability</td>
<td>1.0</td>
</tr>
<tr>
<td>Mutation</td>
<td>Traditional</td>
</tr>
<tr>
<td>Mutation Rate</td>
<td>(1/\text{ChromosomeLength})</td>
</tr>
<tr>
<td>No. of trials</td>
<td>1</td>
</tr>
</tbody>
</table>

by the instance generator UBP\((C, s_{min}, s_{max}, 10^5)\). The total number of bins used while solving each training case is accumulated and then saved as the fitness of the individual into another file for GA to read from. The initial population is randomly generated unless it is mentioned otherwise and the training process continues until a maximum number of iterations is exceeded.

A hyper-heuristic operates at a domain-independent level and does not access problem specific information (e.g. see [15]), thus, the framework we use, as shown in Figure 5.2, follows the same structure. However, in contrast to the hyflex implementation of hyper-heuristics, here, the hyper-heuristic has access to the heuristic design. Therefore, the domain barrier is considered to be breached and the amount of information available to the higher level strategy is less abstract compared to the same in HyFlex. In this chapter, in contrast to the previous work [29], several instance generators for the one dimensional online bin packing problem have been considered for experiments and \(N\) is kept the same during training and testing phases. Moreover, several variants of the policy matrix evolution scheme has been considered each differing with others in the initialisation scheme, and the upper bound for score range \((w_{max})\).

5.5 Related Work on Policy Matrices

There is a growing interest on automating the design of heuristics (e.g. for some recent work see [14, 15]). In [29], a GA framework was proposed in which policy matrices as described above were evolved, resulting in automatic generation of heuristics in form of index policies. In addition to this original study, there has been a number of studies related to this topic. For example, in [242], an approach based on policy matrices was proposed for analysing the effect of the mutation operator in Genetic Programming (GP) in a regular run using online bin packing.
In [243] dimensionality reduction was considered for policy matrices in that they were derived from one dimensional vectors (say, policy vectors). Evolving policy vectors in a fashion similar to the evolution of policy matrices was shown to produce high quality solutions. In [244], policy matrices are seen as heuristics with many parameters and are approached from a parameter tuning perspective. The Irace package was used to tune policies during training. Trained policies were then tested on unseen instances with performances close to that of the GA framework and significantly better than the man-made heuristics. In this chapter, we use the same GA with the same settings as described in [29], however, we present a tensor-based approach for improving its performance via an adaptive locus-based mutation operator, instead of using a generic one.

5.5.1 Apprenticeship Learning for Generalising Heuristics Generated by CHAMP

In [45], Apprenticeship Learning (AL) method (as in Chapter 2.3.2) was proposed to increase the generality level of the CHAMP framework. Although the policy matrix approach in the CHAMP framework [29] was effective at generating heuristics with better performance than the standard ones, it had the drawback of directly only applying to a specific set of values for the bin capacity and range of item sizes. The AL method in [45] collects the data from applying a high quality heuristic generated by the CHAMP framework on small instances. The apprenticeship learning method (described in Section 2.3.2) is then used to build a generalisable model of the data. The model is then used as a packing policy (heuristic) on different, larger instances. The tensor-based approach proposed here is compared to the AL-based method. Also, the AL-based method is interesting considering that it generalises a hyper-heuristic using machine learning, similar to the tensor-based approach of this study. Therefore, it seems suitable to give a brief introduction to the AL-based approach in this section.

In the AL-based method, each search state can be seen and described as a feature set (as in Eq. 2.1 or 2.2) with which a generalized model can be constructed. In order to achieve a desirable performance, the extracted features should be instance independent. That is, they should not be dependent on the absolute values of the item size \( s \), bin capacity \( C \) and minimum or maximum item size \( s_{\text{min}} \) or \( s_{\text{max}} \), but rather to depend on relative sizes. Table 5.2 shows the list of considered features along with their formal and verbal descriptions. The features in Table 5.2 are extracted for each open bin on the arrival of each new item. In the dataset, each record is labelled as either 1 (if the bin is selected) or 0 (if the bin is rejected).
Table 5.2: Features of the search state. Note that the UBP instance defines the constants \( C, s_{\text{min}}, \) and \( s_{\text{max}} \) whereas the variables are \( s \) the current item size, and \( r \) the remaining capacity in the bin considered, and \( r' \) is simply \( r - s \).

<table>
<thead>
<tr>
<th>feature</th>
<th>description</th>
</tr>
</thead>
<tbody>
<tr>
<td>((s - s_{\text{min}})/(s_{\text{max}} - s_{\text{min}}))</td>
<td>normalized current item size</td>
</tr>
<tr>
<td>(r/C)</td>
<td>normalized remaining capacity of the current bin</td>
</tr>
<tr>
<td>(s/C)</td>
<td>ratio of item size to bin capacity</td>
</tr>
<tr>
<td>(s/r)</td>
<td>ratio of item size to the current bin’s remaining capacity</td>
</tr>
<tr>
<td>(r'/C)</td>
<td>normalized remaining capacity of the current bin after a feasible assignment</td>
</tr>
<tr>
<td>(r'/(s_{\text{max}} - s_{\text{min}}))</td>
<td>ratio of remaining capacity of the current bin after a feasible assignment to the range of item size</td>
</tr>
</tbody>
</table>

Having formulated the feature representation, it is now possible to use expert policies to extract features and their corresponding labels for each search state. That is, we assume that we are in possession of a set of \( n \) expert policies \( \{\pi_{e}^{1}, ..., \pi_{e}^{n}\} \) in one dimensional on-line bin packing problem domain. These expert policies are obtained by the policy generation method discussed in Section 5.4. Each expert policy corresponds to a certain UBP. We run each expert policy once, on its corresponding UBP for a certain and fixed number of items \( N = 10^5 \). While running, expert features, \( \phi_{e}^{t} \) given in Table 5.2, are extracted for each state of the search \((t)\). Here, \( \phi_{e}^{t} \) is a \( r \) dimensional vector of features where \( r \) is the number of features representing a search state. At the end of each run for a policy \( \pi_{e}^{i} \) we will have a set of demonstrations like:

\[
D_{\pi_{e}^{i}} = \{(\phi_{e}^{t}, a_{t})|\pi_{e}^{i}\} \tag{5.1}
\]

where \( a_{t} \) is the action at step \( t \). The demonstration sets for all training policies are then merged together to form a dataset.

\[
D = \bigcup_{i=1}^{n} D_{\pi_{e}^{i}} \tag{5.2}
\]

Having the feature vectors and their associated labels, we employ a k-means clustering algorithm (Section 2.3.1) to cluster the feature vectors of each class. The generated clusters constitute a generalised model of the actions of various expert heuristics.

For an unseen problem instance (a new, unseen UBP with different range of item sizes and bin capacity), at each state of the search, say, on the arrival of each new item, for each open bin, the state features are extracted \((\phi'_{e})\) and the closest matching centroid to the current feature vector in terms of cosine similarity is found. In case the centroid
has a label 1 the bin is selected for the item assignment according to a probability. The probability is chosen to be 0.99 and is considered to introduce randomness to the decision making process. Eq.5.3 illustrates the decision making mechanism of the generalized policy, given a feature vector for a bin and a set of centroids.

\[ \pi_g = \{ a_{x_j} \in \{0,1\} \mid \arg\min_j d(\phi_{x_j}, \phi^{t'}) , \phi_{x_j} \in \mathcal{D} \} \] (5.3)

Here, \( \pi_g \) is the generalized policy, the subscript \( x_j \) indicates the \( j \)th centroid obtained by the k-means clustering algorithm, \( a_{x_j} \) is the action (label) which is associated to the centroid \( j \) and \( d \) is the distance metric which is given in Eq.5.4.

\[ d(\phi_{x_j}, \phi^{t'}) = 1 - \frac{\sum_r \phi_{x_j} \cdot \phi^{t'} \cdot \sqrt{\sum_r \phi_{x_j}^2 \cdot \sqrt{\sum_r \phi^{t'}^2}}} \] (5.4)

5.6 Proposed Approach

There is a wide variety of population-based approaches, solving computationally hard problems, which are referred to as ‘knowledge-based’ evolutionary computation methods. Knowledge can be extracted and used in many ways in various stages of the evolutionary process. For instance, Knowledge-Based Genetic Algorithm (KBGA) [245] used problem domain knowledge to produce an initial population and guide the operators of a Genetic Algorithm (GA) using that knowledge at all the stages of the evolution. In [246] problem specific ‘knowledge’ was represented in form of ground facts and training examples of Horn clauses. This knowledge is exploited in a GA for inductive concept learning and is used in mutation and crossover operators to evolve populations of if-then rules. [247] employed prior problem specific ‘knowledge’ to generate locus level bias probabilities when selecting allele for crossover, resulting in a Knowledge-Based Nonuniform Crossover (KNUX). In [248], a mutation operator was designed based on knowledge capturing the distribution of candidate solutions in Extremal Optimisation context. This method was successfully applied to PID tuning. The approach proposed in [249] utilized rough set theory to explore hidden knowledge during the evolutionary process of a GA. The extracted knowledge is then used to partition the solution space into subspaces. Each subspace is searched using a separate GA. In this section, we use tensor analysis to extract problem specific knowledge using which mutation probabilities in the genetic algorithm of the CHAMP framework are enhanced/improved.

Evolutionary algorithms are among many approaches which produce high dimensional data. The search history formed by GA can be turned into multi-dimensional data in
a similar fashion to the search history of a hyper-heuristic as described in Chapters 3 and 4. For example, collecting high quality individuals (candidate solutions) from the populations in several successive generations while GA operates, naturally, yields a 3rd-order tensor, representing the changing individuals in time. Moreover, the candidate solution in the CHAMP framework are two dimensional matrices. Put together, these matrices naturally form a 3rd-order tensor. This is precisely what has been done here as is described below.

In the original framework [29], policy matrices are produced using GA in a train and test fashion. The evolutionary cycle is performed for a given stochastic sequence generator (UBP) resulting in a policy matrix for that UBP. At the beginning, a random population of policy matrices is generated. At each generation, mutation and crossover are applied to the individuals (policy matrices). Each individual representing a packing policy/heuristic is then handed over to a separate evaluator (bin packer) which applies the policy to a stream of items, returning the fitness ($F_{af}$) as feedback. The cycle of evolution continues until the stopping criterion is met. Our method modifies the training procedure as illustrated in Figure 5.3. During every 5 generations, a tensor ($T$) containing the top 20% individuals (policy matrices) is constructed and factorized into its basic factor, producing a basic frame. The elements of the basic frame are used as mutation probabilities for the next 5 generations from which a new tensor is constructed. Subsequent to training, the best individual is then tested on several unseen instances for evaluation. Throughout this chapter, the original CHAMP framework in [29] will simply be denoted by GA whereas the tensor-based variant proposed here will be denoted by GA+TA.

![Figure 5.3: The GA+TA framework](image)

The tensor $T$ has the size $C \times C \times R$ where $R$ is the number of the top 20% individuals and $C$ is the bin capacity as described in Section 5.2. The order according to which the policy matrices are put into the tensor is precisely the order in which they are generated by the GA framework. This tensor is then factorized where $K$ in Eq.2.7 is set to 1 resulting in a simplified expression of the factorisation (Equation 5.5). That is, the
original tensor $\mathcal{T}$ is approximated by $\mathcal{T}'$ as the following

$$\mathcal{T}' = \lambda \mathbf{a} \odot \mathbf{b} \odot \mathbf{c}$$  \hspace{1cm} (5.5)

where the length of the vectors $\mathbf{a}$, $\mathbf{b}$ and $\mathbf{c}$ are $C$, $C$ and $R$ respectively. As depicted in Figure 5.4, the outer product of vectors $\mathbf{a}$ and $\mathbf{b}$ results in a basic frame $\mathbf{B}$ which is exactly the shape of a policy matrix with the size $C \times C$ is used with $k = 1$ to produce $\mathbf{B}$). The difference between $\mathbf{B}$ and a policy matrix is that instead of containing integer score values in the range of $[w_{\text{min}}, w_{\text{max}}]$, it contains real values between 0 and 1. These values point towards regions in policy matrices where change of score values has been a common pattern among good quality matrices.

![Figure 5.4: Extracting the basic frame for $K = 1$ in Eq.2.7.](image)

Thus, the values in $\mathbf{B}$ are perceived as mutation probability of each locus for the next 5 generations. That is, during the next 5 generations, a gene indexed $(i, j)$ is mutated with a probability $\mathbf{B}(i, j)$. The initial mutation probabilities are fixed as $\frac{1}{\text{chromosomeLength}}$ for the first 5 generations. Data collection for tensor construction occurs at the same time when the generated basic frame $\mathbf{B}$ has been applied.

### 5.7 Experimental Results

#### 5.7.1 Experimental Design

The setting used for the GA framework is illustrated in Table 5.1. As discussed in Section 5.3, the scores in policy matrices are chosen from the range $[w_{\text{min}}, w_{\text{max}}]$. In our experiments $w_{\text{min}} = 1$ and $w_{\text{max}}$ is equal to the maximum number of active entries along the columns of the policy matrix (i.e. for the policy matrix in Figure 5.1, $w_{\text{max}} = 7$).

For tensor operations, Matlab Tensor Toolbox [206] has been used. The GA framework is implemented in the C language. In order to use the toolbox, the Matlab DeployTool has been used to generate an executable of the Matlab code. This executable is then called when necessary from the C code without a need to load the Matlab environment.

The approach proposed in this chapter is compared to the original CHAMP framework
and some of its recent extensions (discussed in Section 5.5). The experiments regarding the original GA framework have been repeated here (instead of using the results reported elsewhere) and the train-test conditions (seeding etc.) for both GA and GA+TA are the same.

5.7.2 Basic Frames: An Analysis

As discussed in Section 5.6, the GA+TA algorithm frequently constructs and factorizes a tensor of high quality candidate solutions. The factorisation process results in the basic frame which is used as a mutation probability. This section is dedicated to the analysis of these basic frames and the manner with which they evolve along side the main cycle of evolution.
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Figure 5.5 illustrates the gradual change in probabilities produced by tensor analysis throughout the generations. The instance generator on which the policies were trained in Figure 5.5 is $UBP(30, 4, 25)$. The basic frame generated after the first factorisation (Figure 5.5(a)) is notably less detailed compared to the ones generated in later generations. However, during the time, a common pattern seems to emerge. This pattern reveals that, for this UBP, good quality matrices tend to frequently change the score values corresponding to small item sizes and large remaining bin capacities. Thus, subjecting these locus to mutation more frequently would probably result in better packing performance.

Different UBP’s indicate different patterns though. For instance, Figure 5.6 shows one of the basic frames produced for the instance generator $UBP(40, 10, 20)$. Using this basic frame, the best policy matrix was found during training. The pattern here is certainly different from those in Figure 5.5 indicating a whole different group of items sizes and remaining bin capacities as the most frequently changing genes. It also is less focused and more disconnected compared to the basic frames in Figure 5.5(d).

A closer look at Figure 5.5 shows another interesting aspect of the generated basic frame. It seems that in addition to finding common changing locus in the chromosome, the basic frame also identifies groups of different genes with similar (if not equal) probabilities. In other words, basic frames seems to partition genes into groups (with no clear border) where genes within each group are related. This is no surprise and it is one of the achievements of the ALS algorithm. In Eq.5.5, the factor $a$ captures the gene patterns corresponding to bin remaining capacity while $b$ does the same for gene patterns concerning the item size. The factor $c$ captures the temporal profile of the patterns in the first two factors. Hence, our approach is able to detect recurring gene patterns along each dimension (remaining capacity and item size). Moreover, when constructing the tensor, only good quality solutions were allowed in the tensor. Thus, any pattern detected along each dimension is equally promising. The basic frame is calculated from the outer product of $a$ and $b$, combining the gene patterns related to each dimension of the tensor. It has been observed in many studies (such as [250] and [153]) that the basic frame quantifies the relationship between the elements of the two factors. Hence, the relationship between any gene pattern detected along the first and the second dimensions is scored in the basic frame. Thus, if there are regions with similar score values in the basic frame (as it is visible in both figures 5.5 and 5.6), the genes are considered to be related.

---

2Not to be confused with the scores in the policy matrix. The score here refers to the quantity achieved from the factorisation procedure.
5.7.3 Comparative Study

The experimental results show that our algorithm (GA+TA) outperforms the original GA framework on almost all instances significantly. A Wilcoxon sign rank test is performed to confirm this. Table 5.3 summarizes the results. The only instance generator on
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<table>
<thead>
<tr>
<th>Instance</th>
<th>GA [29]</th>
<th>vs</th>
<th>GA+TA</th>
<th>vs</th>
<th>AL [45]</th>
<th>BF</th>
<th>Harmonic</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBP(6, 2, 3)</td>
<td>99.99</td>
<td>=</td>
<td>99.99</td>
<td>-</td>
<td>-</td>
<td>92.29</td>
<td>-</td>
</tr>
<tr>
<td>UBP(15, 5, 10)</td>
<td>99.58</td>
<td>≤</td>
<td>99.62</td>
<td>-</td>
<td>-</td>
<td>99.62</td>
<td>74.24</td>
</tr>
<tr>
<td>UBP(20, 5, 10)</td>
<td>97.89</td>
<td>&lt; 98.28</td>
<td>&gt; 94.32</td>
<td>91.55</td>
<td>90.04</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBP(30, 4, 20)</td>
<td>99.09</td>
<td>&lt; 99.53</td>
<td>-</td>
<td>96.84</td>
<td>73.82</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBP(30, 4, 25)</td>
<td>98.39</td>
<td>&lt; 99.53</td>
<td>&gt; 97.69</td>
<td>98.38</td>
<td>74.21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBP(40, 10, 20)</td>
<td>96.08</td>
<td>&lt; 96.27</td>
<td>-</td>
<td>90.23</td>
<td>89.10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBP(60, 15, 25)</td>
<td>99.68</td>
<td>&gt; 99.47</td>
<td>&gt; 93.83</td>
<td>92.55</td>
<td>85.18</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBP(75, 10, 50)</td>
<td>98.27</td>
<td>&lt; 98.53</td>
<td>≥ 98.50</td>
<td>96.08</td>
<td>71.59</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBP(80, 10, 50)</td>
<td>98.07</td>
<td>&lt; 98.66</td>
<td>&gt; 98.17</td>
<td>96.39</td>
<td>72.96</td>
<td></td>
<td></td>
</tr>
<tr>
<td>UBP(150, 20, 100)</td>
<td>97.78</td>
<td>&lt; 98.22</td>
<td>≤ 98.32</td>
<td>95.82</td>
<td>71.97</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

which GA+TA seems to be under-performing is UBP(60, 15, 25). On all other instances, GA+TA outperforms the GA framework.

Our studies show that it is very hard to increase the performance of the GA algorithm even slightly. Nevertheless, the GA+TA algorithm has improved the performance substantially. One major reason that contributes to the success of the GA+TA algorithm is the representation. Tensor factorisation algorithms are designed for high dimensional data where it is expected that various dimensions of data are correlated. Perhaps the study in \[153\] is a very good example confirming this argument. Thus, matrix representation of packing policies prepares a suitable ground for analytic algorithms with an expectation of existing relations between various dimensions of data. The fact that the first dimension of a policy matrix is dedicated to remaining bin capacities and the second to item sizes fits very well to the factorisation algorithm. This is something which couldn’t be achieved if the policies were vectorized (as in \[45\]). Therefore, the representation matters and it has a great contribution to the performance of GA+TA. However, apart from representation, the strength of tensor analytic approaches has also a great impact on the performance. In previous study \[37\] introduced the use of these approaches in heuristic research for the first time. The impressive results achieved in this chapter confirms this and is encouragement for further research in transferring tensor analytic approaches to the field of (meta)heuristic optimisation.
5.8 Summary

An advanced machine learning technique (tensor analysis) is integrated into a GA framework [29] for solving an online bin packing problem. Online bin packing policies with matrix representation enables construction of a 3rd-order tensor as the high quality candidate solutions vary from one generation to another under the genetic operators in GA. This construction process is repeated periodically throughout the evolutionary process. At the end of each period, the obtained tensor is factorized into its basic factors. Then those basic factors are used to identify recurring gene patterns identifying the frequency with which genes are modified in high quality solutions. This information is directly used to set the mutation probability for each gene, accordingly. Our empirical experimental results show that the proposed tensor analysis approach is capable of adaptation at the gene level during the evolutionary process yielding a successful locus-based mutation operator. Furthermore, the results indicate that tensor analysis embedded into GA significantly improves the performance of the generic GA with standard mutation on almost all online bin packing instance classes used during the experiments. Since the data provided to the factorisation procedure is less abstract here (compared to those in Sections 3 and 4), we conclude that the tensor analysis approach is capable of handling data with lower abstraction levels. Finally, due to the multi-episode nature of the tensor learning in this chapter (as well as in the previous chapter), we can confirm that tensor analysis is capable of continuous pattern recognition in heuristic search algorithms.

Solution representation can perhaps be considered as data with lowest level of abstraction. So far in this study, the tensor frames consist of highly abstract data. In the next chapter, we will push the proposed approach to the limits by embedding it in an agent-based metaheuristic approach. The tensor frames will be the candidate solutions for the Flowshop Scheduling problem instances. Therefore, we subject our algorithm to data with the lowest possible level of abstraction. By performing the experiments in the next chapter we will have our algorithm tested on every possible range of data abstraction and heuristic design philosophy.
Chapter 6

A Tensor Approach for Agent Based Flow Shop Scheduling

In this chapter, the proposed approach is applied to the permutation flow shop scheduling problem under an agent-based framework. Multiple agents run in parallel each applying it’s own (meta)heuristic to a given problem instance. Time to time, one of the agents initiates a line of communication to the other agents asking for their best solutions. These solutions are appended to each other to form a third order tensor. The constructed tensor thus contains candidate solutions retrieved from the problem domain implementation and is considered to have a very low level of abstraction. The tensor is factorized and the emerging pattern is sent back to all the agents where each agent uses the pattern to construct a better solution.

6.1 Introduction

In this chapter, we use tensors for online learning in a multi-agent system to solve the permutation flow shop scheduling problem (PFSP). A multi-agent system provides means for cooperative search, in which (meta)heuristics are executed in parallel as agents with ability to share information at various points throughout the search process. The interest into cooperative search has been rising, considering that, nowadays, even home desktop computers have multiple processors enabling relevant technologies. For example agent-based approaches have been proposed to enable computer dead time be utilised to solve complex problems or used in grid computing environments [251, 252].

Cooperating metaheuristic systems have been proposed in various forms by [253–256]. Several frameworks have been proposed recently, incorporating meta-heuristics, as in
[255, 257, 258], or hyper-heuristics, as in Ouelhadj and Petrovic [259]. Also, Hachemi et al. [260] explore a general agent-based framework for solution integration where distributed systems use different heuristics to decompose and then solve a problem. Other studies have focused on swarm intelligence, such as, Aydin [261] and Khouadjia et al. [262].

In our multi-agent system based on the framework provided by Martin et al. [263, 264] for PFSP, each agent instantiates the well known NEH algorithm [4] and performs a search starting from a different point in the search space. During this process, each agent builds its own tensor from the incumbent solutions, which is then shared with the other agents. One agent then concatenates all the tensors received from the other agents and factorises it. A solution to a permutation flow shop scheduling problem is a tour formed of edges on a graph where each node is visited once. The resultant factor matrix is used to form a list of edges identified as likely to be members of an overall good solution to the problem in hand. Each agent then uses these edges to build new improved incumbent solutions. The process repeats until a stopping criteria is met and an overall best solution is found.

We tested this approach on the benchmarks of Taillard [265] and Vallada et al. [3], performing better than standard heuristics and delivering a competitive performance to the state-of-the-art. To the best of authors’ knowledge, this is the first time a tensor approach is used employing domain knowledge in heuristic optimisation as well as this being its first application in the context of agent-based distributed search.

This chapter is organised as follows. Section 6.2 overviews the permutation flow shop scheduling problem. Section 6.3 describes the proposed multi-agent system which embeds tensor analysis for solving the permutation flow shop scheduling problem. Section 6.4 discusses the details of the experiments and results. Finally, Section 6.5 provides our conclusions.

### 6.2 Permutation flow shop scheduling problem (PFSP)

In this section, we provide a formal description of the permutation flow shop scheduling problem (PFSP) and an overview of some recent studies on PFSP. Given a set of \( n \) jobs, \( J = \{1, \ldots, n\} \), available at a given time 0, and each to be processed on each of a set of \( m \) machines in the same order, \( M = \{1, \ldots, m\} \). A job \( j \in J \) requires a fixed but job-specific non-negative processing time \( p_{j,i} \) on each machine \( i \in M \). The objective of the PFSP is to minimise the makespan. That is, to minimise the completion time of the last job on the last machine \( C_{\max} \) [266]. A feasible schedule is hence uniquely represented by a
A solution can hence be represented, uniquely, by a permutation \( S = (\sigma_1, ..., \sigma_j, ..., \sigma_n) \), where \( \sigma_j \in J \) indicates the job in the \( j^{th} \) position. The completion time \( C_{\sigma_j, i} \) of job \( \sigma_j \) on machine \( i \) can be calculated using the following formulae:

\[
C_{\sigma_1, 1} = p_{\sigma_1, 1}
\]

\[
C_{\sigma_1, i} = C_{\sigma_1, i-1} + p_{\sigma_1, i}, \text{ where } i = 2, ..., m
\]

\[
C_{\sigma_j, i} = \max(C_{\sigma_j, i-1}, C_{\sigma_{j-1}, i}) + p_{\sigma_j, i},
\]

where \( i = 2, ..., m \), and \( j = 2, ..., n \)

\[
C_{\text{max}} = C_{\sigma_n, m}
\]

PFSP has received considerable attention by researchers with numerous papers being published since the introduction of the problem in mid fifties [268]. As such, in this brief review, we will concentrate on recent work. The readers can refer to the survey papers of [269–271] for an overview of the developments in the area and more.

One of the well known algorithm in the field of PFSP is the deterministic constructive heuristic of Nawaz et al. [4] often known simply as “NEH”. The algorithm comprises of two basic stages. In stage one an initial order of jobs is created with respect to an indicator value. While in stage two, a new solution is constructed iteratively by inserting jobs into a partial sequence according to the ordering of jobs in stage one until a new unique sequence of jobs is created. In more detail there are 3 steps to the algorithm:

1. Make a list of jobs in decreasing order based on the sums of their processing times on all the machines.

2. Take the first two jobs in the list and schedule in order to minimise the makespan of these two jobs as though this was the complete list.

3. For \( k \) jobs from \( k = 3 \) to \( n \) insert the \( k^{th} \) job at the place in the schedule that minimises the partial makespan among the \( k \) possible ones.

Taillard [272] introduced a significant improvements to the basic NEH algorithm making it faster and more efficient. It is often referred to as “NEHT” and is the version most commonly used in subsequent studies since it was first proposed. NEHT improves the complexity of all insertions in NEH by using a series of matrix calculations. NEHT seems to be the best-known polynomial time heuristic for flow shop scheduling problems. This
is a simple but powerful deterministic heuristic that was until recently one of the best-performing algorithms for PFSP \[269\]. Indeed, interestingly, those algorithms that now outperform NEHT still make use of many important features of this heuristic. Most of these new improving algorithms either try to change the way the initial jobs list of stage one is calculated and ordered, and/or, in stage two, change the criterion for choose jobs from the list.

One of the most important studies of the past few years was proposed by Ruiz and Stützle \[7\]. They proposed an iterated greedy (IG) search algorithm that generates a sequence of solutions by iterating over greedy constructive heuristics. They developed a two phased algorithm that iteratively removes jobs from an incumbent solution in the first destruction phase and in the second construction phase reinserts them into the solution using the famous NEH construction heuristic \[272\].

In the destruction phase \(d < n\) jobs are removed at random from an incumbent solution. This creates two partial lists one with the jobs removed and the list of removed jobs. Both lists retain their order with respect to the way the jobs were removed. In the construction phase the NEHT construction heuristic is used to re-insert the removed jobs into the remaining jobs list to create a new potential solution. Once the new solution has been constructed a local search heuristic based on the insertion neighbourhood heuristic of Osman and Potts \[273\] is used to further improve the solution. The acceptance criterion uses a Simulated Annealing like diversification strategy to make sure the algorithm does not get stuck in a local minimum. When a new potential solution is found that improves on the previous incumbent the new solution replaces the old one and the search repeats until the stopping criterion is reached.

Dong et al. \[5\] introduced improvement to both the initial and the construction stages of the NEHT heuristic and their heuristic is referred to as NEHD. In the first stage, rather than building the tardy job list as described for NEH, NEHD finds the average and standard deviation of processing times of jobs on each machine. The list is constructed in decreasing order based on these measures. NEHD also modifies the second stage of NEHT by developing a strategy for when there is more than one improving solution obtained by the construction technique of NEHT. Such ties are resolved by finding the solution that is most likely to increase the utilisation of each machine.

Zobolas et. al \[2\] introduced a hybrid approach. A constructive initialisation method based on a greedy randomised NEH is used to produce the initial population. This is then improved using a Genetic (memetic) Algorithm (GA) employing a variable neighbourhood search algorithm for intensification. The proposed approach also uses a restart technique where old solutions in the population are replaced with the solutions produced by the greedy randomised NEH algorithm.
Fernandez and Framinan [274] described a method for resolving the high number of ties between jobs when iteratively constructing a new schedule. This approach greatly improves the overall performance of the proposed algorithm. Juan et al. [275, 276] also made use of NEHT, creating a randomised variant of NEHT which chooses jobs for the ordered job list according to a biased random function.

A number of different types of metaheuristics have been proposed to tackle PFSP. Single point based search methods include Simulated Annealing (SA) [277], Tabu Search (TS) [278] and various hybrid meta-heuristics (e.g., [279]). A number of population based meta-heuristics have also been investigated recently, including Particle Swarm Optimisation (PSO) [280], evolutionary algorithms [281, 282], and Ant Colony Optimisation (ACO) [283]. Chen et al. [284] recently proposed a new search technique which uses NEHT to provide a good first best solution. They then analyse the search trajectory contained in that first solution to identify potential good and bad areas for further search. A construction heuristic is deployed to generate a population based on these trajectories which is further improved by filtering. If an improving solution is found the local best solution is updated. If there is no improvement a jump diversification strategy is applied.

In this chapter, we will show that collections of cooperating agents each executing a modified version of NEHT coupled with an online tensor-based learning mechanism can produce solutions that are, at least good, and in some cases better, than the current state-of-the-art.

### 6.3 Proposed Approach

Martin et al. [263, 264] proposed a multi-agent system where each agent is autonomous and communicates asynchronously and directly with each other. The system also features a learning mechanism where the agents share improving partial solutions. Each agent then uses a construction heuristic to generate new incumbent solutions from these partial solutions. The authors claim that their system is generic in that it can solve problems from different domains such as nurse rostering, permutation flow shop scheduling and vehicle routing. They claim further that cooperating agents perform better on the same problem than non-cooperating agents and that search results will improve if more agents are used. In this chapter, we propose a tensor learning system that identifies good partial solutions instead of the previous frequency based method [263] and focus on a single domain namely permutation flow shop scheduling problem (PFSP).
6.3.1 Cooperative search

The multi-agent system used in this study was described in great detail in Martin et al. [263]. Consequently, we will provide a general description of how the system works and will only go into greater detail where the two systems diverge.

The platform itself is built using the FIPA compliant [285] Java Agent Development Environment (JADE) [286]. JADE is both a set of libraries for developing agents as well as providing an agent execution environment.

The platform contains two types of agents, a launcher agent and a metaheuristic agent. In any search, there is one launcher agent while there will be many metaheuristic agents operating cooperatively. The launcher’s job is to read in a problem, parse it and send it to the metaheuristic agents for solving. When the metaheuristic agents have found a solution to a problem they will communicate the answer back to the launcher which then parses the result into a human readable format. The launcher also controls the number of times a problem instance will be solved.

The metaheuristic agents solve a given problem by cooperating with each other. This is achieved by using a selection of FIPA compliant interaction protocols [287]. These protocols represent many types of human communication behaviour such as asking someone for something or, telling someone about something. The agent-based system uses these communication protocols to allow the agents to cooperate with each other in order to solve complex optimisation problems.

Martin et al. [263] developed what amounts to a distributed metaheuristic with a pattern matching learning mechanism that all the metaheuristic agents participate in to solve a problem. One iteration of this distributed metaheuristic is called a “conversation”. During a conversation each of the agents can take on one of two roles where one agent takes on the role of initiator while the others take on the role of responders. These roles will change with each new conversation. In their chapter, Martin et al. [263] describe how they used a pattern matching system based on frequency of recurring pairs of elements in good solutions as their learning mechanism. These pairs are used by the metaheuristics instantiated by each agent to construct new incumbent solutions. However, here we use tensor online learning to identify good patterns rather than frequency of pairs of elements. Each conversation executes the following steps:

1. Each agent executes a modified version of NEHT (see Section 6.3.2);

2. Each agent saves up to the 20 best potential solutions and their make-span values from the NEHT execution phase;
3. Each agent converts these potential solutions into up to 20 lists of edges (pairs of solution elements) based on the order of each solution;

4. The responders each send their 20 best solutions to the initiator;

5. The initiator creates a tensor of size $P \times Q \times R$. The first two dimensions of the tensor are of size $n$, the number of jobs. The length of the tensor $R$ is then $20 \times a$, where $a$ is the number of agents;

6. The initiator factorises the tensor with a call to Matlab;

7. The initiator takes the basic frame, the result of the factorisation, and converts it into a list of good edges.

8. The initiator shares these good edges with the responders;

9. The initiator and responders use these edges to modify the job list used by NEHT;

10. The conversation repeats a given number of times (10 times in this study).

### 6.3.2 Metaheuristic agents

The (meta)heuristic executed by each agent is a modified version of a randomised version of NEHT as proposed by Juan et al. [275]. Essentially they introduced a biased random function for choosing jobs from the tardy jobs list described in step one of the NEH algorithm.

In our version, we do not use the biased random function and as such we use the standard deterministic NEHT. However, we modify the tardy jobs list itself by taking good edges that have been identified by the agents in step 7 of a conversation. We take the list of good edges and convert it into a unique ordered list of jobs maintaining the inherent order of the edges list. This list is compared with the tardy job list. The tardy list is then reordered so that the jobs in the good edge list are moved to the head of the tardy jobs list. This then influences the way NEHT constructs a new incumbent solution favouring our identified jobs. The reason for doing this is that good jobs as identified by the tensor learning will tend to be jobs that feature in good solutions. By putting them at the head of the list we favour them when a new incumbent solution is constructed.

### 6.3.3 Construction of tensors and tensor learning on PFSP

The tensor learning method is an reinforcement scheme. It is implemented in Matlab. Once the initiator has created the tensor for that conversation, it is written to file. The
Matlab executable is then called from the JAVA code and it reads in the tensor from file and executes the tensor factorisation algorithm. The resultant matrix called a basic frame is written to file, whereupon the JAVA code reads it in and executes the rest of the search algorithm. In the first conversation, the initiator receives all the best 20 solutions as lists of edges from each agent in the order they are received. It then creates a tensor of size $P \times Q \times R$, where $P, Q = n$ (number of jobs) and $R = 20 \times a$ (number of agents). This is achieved by creating an $n \times n$ adjacency matrix where 1 to $n$ rows and columns represent the ID number of each job. The value 1 is then entered if for a given edge $(x, y)$ $x$ represents the row number while $y$ is the column number. Zero is entered otherwise. In this way, a sparse tensor is created where each slice, called a frame, represents a single solution generated by the agents. Also each frame has a label associated with it which is the makespan of that solution. Some filtering takes place at this stage, the values of frame labels are averaged, those frames with labels higher than average are discarded. This is because in PFSP we are minimising the makespan. This procedure results in a tensor $T$. A copy of this tensor is stored after the first conversation which we will denote as $R$.

In each subsequent conversation, once a tensor has been generated by the initiator, the tensor $R$ is appended to the fully generated tensor. The worst half of this final tensor is then discarded, resulting a new tensor $T$. Once again, the better half of the tensor $T$ is stored as $R$. This cycle repeats until the maximum number of conversations is reached. By this procedure, the current tensor $T$ is reinforced by the contents of the tensor $R$ and represents the best improvement so far. In this way, good solutions are rewarded and preserved for later conversations.

Finally, the tensor is factorised by the Matlab code executing CP decomposition and the results are written into a matrix called the basic frame. This matrix is then read and treated as an adjacency matrix by the Java code. It is converted to a list of pairs or edges of a graph. This is achieved by taking the row and columns numbers and making a list of pairs according to the score values in the basic frame. These edges are put into order according to their basic frame score which represents their likelihood to be an element of a good solution. The initiator shares the best 10% of good edges with the other agents. Furthermore, it is this list that agents use to modify the NEHT tardy jobs list.

### 6.4 Computational Results

We will refer to the proposed multi-agent system embedding the tensor based online learning technique as TB-MACS, and MACS [263] for the previous version of the system.
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using a pattern matching mechanism instead. In this section, we provide the experimental results of applying our approach to the permutation flow shop scheduling problem instances from the benchmarks of Taillard [265] and Vallada et al. [3]. Throughout this section, we will follow the convention in permutation flow shop scheduling of describing benchmark instances by the number of jobs $n$ followed by the number of machines $m$. For example $500 \times 20$ describes a dataset where each instance in the set is made up of 500 manufacturing jobs and to be executed on 20 flow shop machines.

In the first part of this section, we discuss the parameter tuning experiments for tensor learning and then provide a performance comparison of TB-MACS to MACS on the Taillard instances under different number agent settings. Next we compare the performance of TB-MACS to MACS based on 16 agents using the benchmark instances of Vallada et al. [3]. Finally, the results from the proposed approach is compared to the previously proposed approaches. The experiments are all run on identical computers (Intel i7 Windows 7 machine -3.6 GHz- with 16 GB RAM). We have used the same settings for the multi-agent system as in Martin et al. [263]. Each agent executes for twelve CPU seconds in parallel before each conversation which occurs ten times.

We have used the relative percentage deviation (RPD), also referred to as %-gap as a performance indicator in our comparisons:

\[
RPD = \frac{\text{makespan}(\text{Method}_{sol}) - BKS}{BKS} \cdot 100,
\]

where $\text{makespan}(\text{Method}_{sol})$ refers to the makespan of the solution produced by our multi-agent system or by the state-of-the-art metaheuristics used in comparison with our system. BKS refers to the makespan of the best known solution or upper bound published by Taillard [265] and Vallada et al. [3]. We have performed the Wilcoxon signed rank test to evaluate the average performance of pair of given algorithms based on the RPD values obtained from multiple runs.

6.4.1 Parameter configuration of tensor learning

The value for the variable $K$ in Eq. 2.7 (number of desired components) should be provided to the factorisation procedure. In some studies, when tensor dimensions follow a specific structure, the value for $K$ can be estimated [171]. Some other studies use informed guesses to decide on the number of desired components [153]. This is possible when the data under consideration provides means to infer the number of components. For instance, consider a video dataset containing recorded human actions. Assume that we are interested in recognising actions related to the head and the torso of the person.
in the video. Furthermore, given that there are only 3 possible positions for the head and 2 for the torso, one can easily infer that $K = 5$ [171]. Some other applications [168], use arbitrarily large number of components and use a proportion of basic factors. That is, they discard all the basic frames with a weight ($\lambda$ in Eq. 2.7) lower than a selected threshold and reconstruct the tensor to produce noise free data.

The data we are dealing with, in this chapter, matches none of the applications above. Therefore, we need to determine this value experimentally. Furthermore, in cases where $K > 1$, a strategy should be devised to decide which component to use and send to other agents. In our approach, after the tensor factorisation, the basic frames are generated in the descending order of their weights ($\lambda$ in Eq. 2.7). That is, it is guaranteed that the first component has the maximum weight among all other components. The second component has the second largest weight and so on. Thus, a simple strategy would be to rely on the weight values and select the first component (which has the maximum weight). Another strategy would be to consider the trend of a basic frame. The trend of a given basic frame $k$ is the vector $c_k$ in Eq. 2.7. Assuming that basic frames contain good patterns and we only have to choose the best one, it makes sense to choose the basic frame with a dominant trend. To clarify this further, assume that $K = 2$ in Eq. 2.7 leaving us with two components. Hence we will have two basic frames after factorisation where each one has a trend vector denoted by $c_1$ and $c_2$ respectively. The length of both vectors $c_1$ and $c_2$ are equal. If, for the majority of points $i$, $c_{1i} > c_{2i}$, then we will consider $c_1$ to be the dominant trend. Please note that, a dominant trend does not mean better makespan values in candidate solutions represented in the tensor. Rather, it simply tells us how much the basic frame has been present in the original tensor. Naturally, given our assumption that basic frames contain good patterns, the basic frame with dominant trend could be a good choice since it dominates the original tensor more than other frames and is thus a more reliable choice. The assumption that basic frames contain good patterns is also a reasonable assumption given that the original tensor contains the better half of the combination of the solutions obtained from all the agents and the reinforcement frames (described in Section 6.3.3).

In addition to the value for $K$ and the selection strategy for basic frames, there is one more decision to be made (experimentally). We should decide how much of the basic frame should be used. The basic frame represents the outline of a good solution. Every edge in this solution outline is associated with a real valued score and we use these scores to generate a ranked list of all the edges. For small instance, ranking can be performed using all these scores because there are not many of them. In large instances however, given the small fraction of time provided to the agents to evaluate these scores, using all the scores may not be a wise decision. Top scores could be selected, based
on a threshold, and these scores could be utilised more effectively. We determine this threshold (denoted by $r$) experimentally.

We have set up an experiment to decide about the above mentioned strategies and parameter values. For the variable $K$ three values have been considered: \{1, 3, 5\}. To decide on which component to choose (in case $K > 1$) two strategies are tested. The first one, referred to as the fixed strategy always chooses the first component. In other words, the fixed strategy always chooses the basic frame with maximum weight ($\lambda$). The second strategy referred to as the dynamic strategy, chooses the basic frame with the maximum increasing trend. As for the threshold $r$ discussed in the previous paragraph we use three values: \{0.1, 0.5, 1.0\}. As an example, when $r = 0.1$, only the top 10% of the scores and their corresponding edges are passed to agents for usage. Four instances from the Talliard benchmark have been chosen for these initial experiments: tai051-50-20, tai081-100-20, tai085-100-20 and tai101-200-20. These instances are specifically chosen so as to ensure that every problem size in the spectrum of all the instances in this benchmark are presented. Furthermore, for each instance, 20 runs of experiments have been conducted for each of the 18 possible configurations. Also, four agents have been used to run these initial experiments as the parameters considered here are independent from the number of agents involved.

The results are illustrated in Figure 6.1. It is hard to draw a conclusion by judging the performance plots due to the slight variation in the average performance of different configurations. The average performance achieved by each configuration varies slightly in most of the cases. There is no single configuration which is better than the others with a statistically significant performance difference. The performance of each configuration across the four instances are ranked based on the tied rank method. The configuration which is the best among others on all the instances considering both mean and minimum makespan is the combination of $K = 1$ and $r = 0.1$. Since $K = 1$ we no longer concern ourselves with determining a strategy to select among basic frames (since there will only be one such frame after factorisation). Interestingly, this is in line with the experiments in Asta and Özcan\[37\]. The final tensor which is fed into the factorisation procedure consists of the frames (solutions) which have achieved better than mean makespan values, and so outcome of the configuration experiment makes sense. Unlike applications where data has desired and undesired content (which normally yields to $K > 1$), our data consists only of desired solutions. This means the choice of $K = 1$ is sensible.
Figure 6.1: The box plot of makespan values for each parameter configuration combining different values of $r$, $K$ and strategy for choosing a component from $K$. The median and mean values are indicated by a horizontal line and $\ast$, respectively, within each box.

6.4.2 Performance comparison of TB-MACS to MACS on the Talliard instances

After achieving the best configuration for the TB-MACS algorithm, we tested it on 12 arbitrarily chosen instances of the Talliard benchmark and compared its performance to MACS, which does not use tensor analysis. The results are summarised in Table 6.1 and 6.2. The proposed tensor based approach outperforms MACS on almost all instances (in terms of average and minimum performance). Moreover, it finds the optimum for the tai-055-50-20 in a run.

In Martin et al [263], the setting with 16 agents is always the winner compared to settings with fewer agents in terms of mean performance based on the RPD values averaged over 20 runs. Unlike [263], here, although the 16 agent framework still wins in the majority of instances, on some instances fewer number of agents perform better. The Wilcoxon signed rank test is conducted to assess whether or not the average results are significantly different from those of the original framework ([263]). The results of this
Table 6.1: Mean RPD values achieved by different number of agents (4, 8 and 16) by the TB-MACS and MACS approaches on the Taillard benchmark instances over 20 runs and their performance comparison to NEH and NEGAVNS [Zobolas et. al.[2]]. The best result is marked in bold style. The ‘vs’ columns highlights the results of the Wilcoxon signed rank test where > (<) means that TB-MACS is significantly better (worse) than MACS within a confidence interval of 95% for any given number of agents. Similarly, ≥ (≤) shows that TB-MACS performs slightly better (worse) than MACS (with no statistical significance) for any given number of agents.

<table>
<thead>
<tr>
<th>Number of Agents:</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance</td>
<td>BKS</td>
<td>NEH</td>
<td>NEGA VNS</td>
<td>4</td>
</tr>
<tr>
<td>tai051-50-20</td>
<td>3850</td>
<td>6.03%</td>
<td>0.77%</td>
<td>0.53%</td>
</tr>
<tr>
<td>tai055-50-20</td>
<td>3610</td>
<td>6.23%</td>
<td>1.03%</td>
<td>0.45%</td>
</tr>
<tr>
<td>tai081-100-20</td>
<td>6202</td>
<td>5.47%</td>
<td>1.63%</td>
<td>1.17%</td>
</tr>
<tr>
<td>tai085-100-20</td>
<td>6314</td>
<td>6.03%</td>
<td>1.57%</td>
<td>1.08%</td>
</tr>
<tr>
<td>tai091-200-10</td>
<td>10862</td>
<td>0.74%</td>
<td>0.24%</td>
<td>0.09%</td>
</tr>
<tr>
<td>tai095-200-10</td>
<td>10524</td>
<td>1.15%</td>
<td>0.03%</td>
<td>0.04%</td>
</tr>
<tr>
<td>tai101-200-20</td>
<td>11195</td>
<td>3.56%</td>
<td>1.34%</td>
<td>1.16%</td>
</tr>
<tr>
<td>tai105-200-20</td>
<td>11259</td>
<td>3.78%</td>
<td>1.04%</td>
<td>0.86%</td>
</tr>
<tr>
<td>tai106-200-20</td>
<td>11176</td>
<td>4.05%</td>
<td>1.11%</td>
<td>1.41%</td>
</tr>
<tr>
<td>tai111-500-20</td>
<td>26059</td>
<td>2.34%</td>
<td>0.73%</td>
<td>1.13%</td>
</tr>
<tr>
<td>tai115-500-20</td>
<td>26334</td>
<td>1.49%</td>
<td>0.82%</td>
<td>0.77%</td>
</tr>
<tr>
<td>tai116-500-20</td>
<td>26477</td>
<td>1.95%</td>
<td>0.49%</td>
<td>0.85%</td>
</tr>
</tbody>
</table>
Table 6.2: Best of run RPD values achieved for different number of agents on the Taillard benchmark instances over 20 runs. The lowest value for each instance is marked in bold.

<table>
<thead>
<tr>
<th>No. of Agents:</th>
<th>4</th>
<th>8</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instance</td>
<td>TB-MACS</td>
<td>MACS</td>
<td>TB-MACS</td>
</tr>
<tr>
<td>tai051-50-20</td>
<td>0.23%</td>
<td>0.55%</td>
<td>0.18%</td>
</tr>
<tr>
<td>tai055-50-20</td>
<td>0.25%</td>
<td>0.50%</td>
<td>0.19%</td>
</tr>
<tr>
<td>tai081-100-20</td>
<td><strong>0.87%</strong></td>
<td>1.26%</td>
<td>0.94%</td>
</tr>
<tr>
<td>tai085-100-20</td>
<td>0.89%</td>
<td>1.11%</td>
<td>0.76%</td>
</tr>
<tr>
<td>tai091-200-10</td>
<td>0.09%</td>
<td>0.09%</td>
<td>0.09%</td>
</tr>
<tr>
<td>tai101-200-20</td>
<td>0.96%</td>
<td>1.09%</td>
<td><strong>0.84%</strong></td>
</tr>
<tr>
<td>tai105-200-20</td>
<td><strong>0.69%</strong></td>
<td>0.89%</td>
<td><strong>0.69%</strong></td>
</tr>
<tr>
<td>tai106-200-20</td>
<td>1.26%</td>
<td>1.35%</td>
<td>1.22%</td>
</tr>
<tr>
<td>tai111-500-20</td>
<td>0.98%</td>
<td>0.88%</td>
<td>0.96%</td>
</tr>
<tr>
<td>tai115-500-20</td>
<td><strong>0.69%</strong></td>
<td>0.88%</td>
<td>0.62%</td>
</tr>
<tr>
<td>tai116-500-20</td>
<td>0.65%</td>
<td>0.56%</td>
<td>0.66%</td>
</tr>
</tbody>
</table>

The test as provided in Table 6.1 show that TB-MACS performs significantly better than the original framework on at least six (out of twelve) Taillard instances, regardless of the number of agents. The performance of TB-MACS is also compared to NEH and the hybrid approach of Zobolas et al. [2], denoted as NEHAVNS. TB-MACS outperforms NEH on all instances, while it delivers a better performance than at least on seven instances using any chosen number of agents in the overall. This shows that TB-MACS outperforms NEH on all instances.

Considering the instance tai095-200-10, the tensor based approach outperforms MACS, significantly when 4 agents are involved and slightly when 8 or 16 agents are involved. On the instance tai105-200-20, the tensor based approach outperforms the original framework significantly when 4 or 8 agents are used and slightly when 16 agents are used. Apart from these instances, on 3 (out of 12) instances the tensor based approach performs slightly better than the original framework for any given number of agents. In total, the TB-MACS approach outperforms the original framework (either significantly or slightly) on 10 out of 12 instances regardless of the number of agents.

In Figure 6.2, the temporal behaviour of the two algorithms have been compared against each other on the tai-051-50-20 instance. The TB-MACS algorithm using 16 agents improves the solution quality right until the end of the search. While for the same search the MACS algorithm gets stuck early on. A similar behaviour is observed on majority of the problem instances for which TB-MACS performs better.

TB-MACS is outperformed by MACS on two of the larger instances (tai-111-500-20 and tai-116-500-20). This is potentially because the proposed approach, gathers tensor frames consisting of good local optima achieved between the two conversations and looks for useful patterns in these local optima. Similar to the other data mining methods, the performance of the tensor analysis approach depends on the quality and the quantity of the data. In larger instances, achieving high quality data at the beginning of the search
Figure 6.2: The progress plot for TB-MACS and MACS using 16 agents while solving tai-051-50-20 from 20 runs. The horizontal axis corresponds to the time (in seconds) spent by an algorithm and the vertical axis shows the makespan.

may not be possible. Therefore, the factorisation method may experience difficulty in producing a good ranking. Moreover, as the size of the instances increases, so should the number of frames in the tensor. However, here, we have fixed the number of frames in the tensor. In other words, the size of the problem increases but the amount of data available to the factorisation method does not change. Thus, in larger instances (tai-111-500-20 and tai-116-500-20), the tensor analysis approach suffers from lack of data in terms of quantity and quality.

Figure 6.3 provides an illustration indicating how the aforementioned reasons affect the pattern extraction procedure. The images in the first column, correspond to basic frames constructed for the instance tai-051-50-20 after conversations 3, 5, 7 and 9 respectively (from left to right) using four agents. The images on the second column are basic frames achieved for the same conversations for the instance tai-116-500-20, again, using four agents. The two instances are respectively the smallest and the largest Talliard instances used in this chapter. They have been chosen deliberately to show the reasons behind the difference in the performance of the TB-MACS on small and large instances. Figure 6.3 shows that basic frames achieved for the small instance tai-051-50-20 throughout the conversations vary quite a lot. This means that for this instance, TB-MACS extracts new and different patterns at each conversation. This is indeed the way it should be, because as the search proceeds, one would expect that new local optima are found and they are likely to have a different solution structure. The existence and discovery of new optima makes each basic frame (pattern) different from the others. However, this is not the case for basic frames constructed for the larger instance (tai-116-500-20). The basic frames remain almost the same throughout the conversations, indicating that little or no new local optima has been detected. More data or a better underlying heuristic
would change the basic frames leading to gradually changing patterns similar to those achieved for the smaller instances.
6.4.3 Performance comparison of TB-MACS to MACS on the VRF Instances

Following the promising results achieved by the TB-MACS algorithm on Talliard instances, TB-MACS is also tested on the new hard large VRF benchmark instances from Vallada et al. [3]. We have performed the experiments using 16 agents in this part. The experiments are performed using each algorithm for once (one replicate) on each instance and RPD is computed for each dataset containing ten instance and then averaged. The results from the experiments are provided in Table 6.3. The performance comparison between TB-MACS and MACS shows that the TB-MACS method performs better than the MACS algorithm on the majority of instances with an overall mean RPD of 0.78% when compared to 0.95% across all instances. However, similar to the experiments in the previous section, as the size of the instances increases, the performance of the TB-MACS method deteriorates slightly. It appears that it is absolutely crucial to increase the size of the tensor data when the size of the instances increases. Nevertheless, the performance of the TB-MACS algorithm is impressive as it performs better than the MACS algorithm for 16 out of 24 datasets based on the mean RPD values.

They produce a similar result on $600 \times 20$ and $800 \times 60$. We can conclude from the overall results that the proposed tensor online learning approach is promising and it is indeed capable of improving the overall performance of the multi-agent optimisation system in the overall.

6.4.4 Performance comparison of TB-MACS and MACS to previously proposed methods

The focus of this chapter is to test the viability of using tensors as a machine learning technique directly classifying problem data. However, it is natural to want to know how the PFSP test results compare with the state-of-art algorithms in the field. In this section, we provide an indirect performance comparison between TB-MACS, MACS and other algorithms tested by [3] using the hard VRF benchmarks. In Tables 2 and 7 of Vallada et al. [3], they tested their hard VRF benchmarks with the best deterministic and stochastic algorithms in the literature. The deterministic algorithms were: NEH [4] and an improved NEH algorithm by Dong et al. [5], referred to as NEHD. The stochastic algorithms were a hybrid genetic algorithm (HGA) [6] and the iterated greedy algorithm (IG) [7]. The experiments are performed using each algorithm run once on each replicate of each instance (there are 10 replicates per instance, hence 10 runs per instance is performed) and RPD is computed for each dataset and then averaged. We did the same using MACS and TB-MACS and compare the mean RPD values from
Table 6.3: Mean RPD achieved for 16 agents on large instances provided in Vallada et al. [3] where only one replicate for each algorithm is run (VRF Hard Large benchmarks). The best average result in each row can be distinguished by the bold font. The ‘vs’ columns highlight the results of the Wilcoxon signed rank test where > (<) means that TB-MACS is significantly better (worse) than MACS within a confidence interval of 95%. Similarly, ≥ (≤) shows that TB-MACS performs slightly better (worse) than MACS (with no statistical significance). The performance of TB-MACS and MACS is also compared to the NEH [4], NEHD [5], HGA [6] and IG [7] algorithms.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>TB-MACS</th>
<th>vs</th>
<th>MACS</th>
<th>NEH</th>
<th>NEHD</th>
<th>HGA</th>
<th>IG</th>
</tr>
</thead>
<tbody>
<tr>
<td>100x20</td>
<td>0.24%</td>
<td>&gt;</td>
<td>0.51%</td>
<td>5.63%</td>
<td>5.25%</td>
<td>1.09%</td>
<td>0.94%</td>
</tr>
<tr>
<td>100x40</td>
<td>0.33%</td>
<td>&gt;</td>
<td>0.69%</td>
<td>5.44%</td>
<td>5.90%</td>
<td>1.14%</td>
<td>0.85%</td>
</tr>
<tr>
<td>100x60</td>
<td>0.33%</td>
<td>&gt;</td>
<td>0.67%</td>
<td>4.80%</td>
<td>4.51%</td>
<td>0.98%</td>
<td>0.89%</td>
</tr>
<tr>
<td>200x20</td>
<td>0.66%</td>
<td>≥</td>
<td>0.75%</td>
<td>4.24%</td>
<td>3.66%</td>
<td>1.07%</td>
<td>0.78%</td>
</tr>
<tr>
<td>200x40</td>
<td>0.70%</td>
<td>≥</td>
<td>1.07%</td>
<td>4.54%</td>
<td>4.34%</td>
<td>1.03%</td>
<td>1.06%</td>
</tr>
<tr>
<td>200x60</td>
<td>0.74%</td>
<td>≥</td>
<td>1.17%</td>
<td>4.61%</td>
<td>4.17%</td>
<td>1.07%</td>
<td>0.91%</td>
</tr>
<tr>
<td>300x20</td>
<td>0.46%</td>
<td>≥</td>
<td>0.66%</td>
<td>2.91%</td>
<td>2.38%</td>
<td>0.67%</td>
<td>0.49%</td>
</tr>
<tr>
<td>300x40</td>
<td>1.00%</td>
<td>&gt;</td>
<td>1.59%</td>
<td>4.06%</td>
<td>3.60%</td>
<td>1.05%</td>
<td>0.86%</td>
</tr>
<tr>
<td>300x60</td>
<td>1.15%</td>
<td>&gt;</td>
<td>1.75%</td>
<td>3.92%</td>
<td>3.84%</td>
<td>1.13%</td>
<td>0.82%</td>
</tr>
<tr>
<td>400x20</td>
<td>0.43%</td>
<td>≥</td>
<td>0.84%</td>
<td>2.42%</td>
<td>1.00%</td>
<td>0.53%</td>
<td>0.39%</td>
</tr>
<tr>
<td>400x40</td>
<td>1.17%</td>
<td>&gt;</td>
<td>1.39%</td>
<td>3.55%</td>
<td>3.08%</td>
<td>1.10%</td>
<td>0.87%</td>
</tr>
<tr>
<td>400x60</td>
<td>1.51%</td>
<td>≤</td>
<td>1.42%</td>
<td>3.70%</td>
<td>3.16%</td>
<td>1.13%</td>
<td>0.81%</td>
</tr>
<tr>
<td>500x20</td>
<td>0.47%</td>
<td>&gt;</td>
<td>0.69%</td>
<td>1.98%</td>
<td>1.62%</td>
<td>0.51%</td>
<td>0.36%</td>
</tr>
<tr>
<td>500x40</td>
<td>1.05%</td>
<td>&gt;</td>
<td>1.17%</td>
<td>3.24%</td>
<td>2.56%</td>
<td>1.05%</td>
<td>0.77%</td>
</tr>
<tr>
<td>500x60</td>
<td>1.35%</td>
<td>≤</td>
<td>1.32%</td>
<td>3.47%</td>
<td>3.01%</td>
<td>1.12%</td>
<td>0.95%</td>
</tr>
<tr>
<td>600x20</td>
<td>0.50%</td>
<td>≥</td>
<td>0.50%</td>
<td>1.75%</td>
<td>1.37%</td>
<td>0.40%</td>
<td>0.28%</td>
</tr>
<tr>
<td>600x40</td>
<td>1.08%</td>
<td>≤</td>
<td>1.07%</td>
<td>3.17%</td>
<td>2.48%</td>
<td>1.11%</td>
<td>0.85%</td>
</tr>
<tr>
<td>600x60</td>
<td>1.17%</td>
<td>≤</td>
<td>1.09%</td>
<td>2.99%</td>
<td>2.53%</td>
<td>1.09%</td>
<td>0.77%</td>
</tr>
<tr>
<td>700x20</td>
<td>0.43%</td>
<td>≥</td>
<td>0.49%</td>
<td>1.40%</td>
<td>0.94%</td>
<td>0.40%</td>
<td>0.30%</td>
</tr>
<tr>
<td>700x40</td>
<td>0.86%</td>
<td>≥</td>
<td>0.91%</td>
<td>2.85%</td>
<td>2.25%</td>
<td>1.02%</td>
<td>0.77%</td>
</tr>
<tr>
<td>700x60</td>
<td>0.98%</td>
<td>≥</td>
<td>0.93%</td>
<td>2.89%</td>
<td>2.35%</td>
<td>1.08%</td>
<td>0.87%</td>
</tr>
<tr>
<td>800x20</td>
<td>0.39%</td>
<td>≥</td>
<td>0.41%</td>
<td>1.32%</td>
<td>0.89%</td>
<td>0.33%</td>
<td>0.25%</td>
</tr>
<tr>
<td>800x40</td>
<td>0.83%</td>
<td>≥</td>
<td>0.79%</td>
<td>2.61%</td>
<td>2.02%</td>
<td>1.05%</td>
<td>0.78%</td>
</tr>
<tr>
<td>800x60</td>
<td>0.98%</td>
<td>≥</td>
<td>0.98%</td>
<td>2.74%</td>
<td>2.36%</td>
<td>1.24%</td>
<td>0.88%</td>
</tr>
<tr>
<td>Average</td>
<td>0.78%</td>
<td>≥</td>
<td>0.95%</td>
<td>3.34%</td>
<td>2.88%</td>
<td>0.93%</td>
<td>0.73%</td>
</tr>
</tbody>
</table>

all the algorithms in Table 6.3. We emphasise this is an indirect comparison between deterministic and stochastic algorithms, where the stopping conditions for TB-MACS and the other stochastic algorithms differ. There is currently no public Java based software library for tensor factorisation which can be included by TB-MACS. Hence, Matlab is used for tensor factorisation involving file reads and writes during the search process, immensely slowing down the execution of TB-MACS.

Given these caveats, TB-MACS performs well on the smaller instances 100×20 to 300×20 when compared to IG whereupon for the rest of the instances the IG algorithm performs better based on mean RPD as shown in Table 6.3. We explained the potential reason for this in Section 6.4.3 namely, that as the problem size increases so should the size of the tensor. TB-MACS outperforms the NEH and NEHD algorithms producing better results for all VRF instances. TB-MACS also performs better than HGA on sixteen (out of twenty four) datasets. They have a similar performance for 500 × 40. In the overall, TB-MACS achieves an average RPD value of 0.78% and delivers a competitive
performance when compared to IG which yields an average RPD value of 0.73% over 240 VRF instances.

6.5 Summary

In this chapter, we introduced a multi-agent system which embeds an online learning technique based on tensor analysis, applied to permutation flow shop scheduling. Each agent in the distributed system uses the NEHT heuristic to perform the search. The search trace of each agent is presented as a 3\textsuperscript{rd}—order tensor. Periodically, the tensors constructed by each agent are appended to each other and factorised. Useful patterns are extracted in form of graphs which outline the approximated structure of a good solution. This pattern is then shared between agents where it is used by each agent to guide the search towards better local optima.

The use of tensor analysis in heuristic optimisation was first discussed in Chapter 3 where it was applied to data collected from the trace of a hyper-heuristic. In subsequent chapters, the proposed tensor-based learning was embedded in various hyper-heuristics. These hyper-heuristics did not have access to solution representation and their trace data is considered as highly abstract. This chapter however, focuses on the opposite end of the spectrum of data abstraction levels. Unlike hyper-heuristics where search is performed in the space of heuristics, the heuristics in this chapter search in the space of candidate solutions and thus leave a trace which is richer in details and hence is less abstract. In this chapter, we have shown that the tensor analysis approach can use such data (with low abstraction level) to improve the underlying heuristic significantly on a variety of benchmark problem instances. Together with the results achieved in Chapters 3, 4 and 5, a clear conclusion is that, the tensor analysis approach can handle data with various levels of abstraction and is thus applicable to a wide range of search algorithms like metaheuristics and hyper-heuristics. Furthermore, the results in this chapter are testimony that tensor analysis approach can be embedded in distributed, multi-agent search algorithm and extract useful patterns. Finally, we have observed that curse of dimensionality is an issues as, having a fixed length for the tensor, the performance of the tensor-based learning mechanism deteriorates as the size of the problem instances increases.

Combining the impressive results achieved in this chapter as well as in previous chapters, it is now possible to confirm that the tensor analysis approach is capable of analysing trace data with various levels of abstraction. It is also possible to confirm that the
tensor analysis can be embedded in search algorithms with very different heuristic design philosophies. In the next chapter, more detail is given regarding these concluding remarks. Also, an outline of the future work will be provided.
Chapter 7

Conclusion

7.1 Summary of Work

Search methodologies (i.e., heuristics) are at the core of almost all decision support systems, particularly while dealing with combinatorial optimisation problems. The state-of-the-art systems are often tailored for a particular problem by the experts in the area. Such systems are generally very costly to build and maintain. Since they are custom-made, it is almost impossible to apply/reuse them to/in another problem domain. Even a slight change in the problem definition could require an expert intervention. Whenever exact methods fail, researchers and practitioners resort to heuristics which are ‘rule of thumb’ methods for solving a given problem. Designing intelligent heuristics with higher levels of generality has been the most important goal in heuristic optimisation community. Several design philosophies (such as hyper-heuristics and automated tuning of meta-heuristics) has been pursued over the years to achieve this goal.

In recent years, there has been a growing interest in employing machine learning methods to improve the performance of heuristic optimisation algorithms. Machine learning can be used to mine the data provided by a given heuristic to discover patterns. These patterns can be used as additional knowledge during the decision process/search. The data provided by heuristics differs when the underlying algorithm changes. That is, depending on the design philosophy, each heuristic leaves a trace which consists of different descriptive features and can have different levels of abstraction. A hyper-heuristic which operates using the domain barrier often produces data with high levels of abstraction. The features produced in such data are often simple and patterns easy to extract. However, the predictive power of such patterns can sometimes be low. On the other hand, a (meta)heuristic which directly searches in the space of candidate solutions leaves a trace...
which is rich in details and patterns are very hard to extract. However, such patterns are usually very descriptive and can have great predictive powers.

Tensor analysis is a very powerful data mining technique which has been widely employed in challenging problems such as natural language processing and face recognition. Instead of collapsing data to two dimensional datasets (as is usually the case in machine learning), in tensor analysis, the natural dimensionality of the data is preserved and represented as a tensor. Doing this protects the correlations between data variables which would otherwise be lost if the data were to be collapsed. Tensor factorisation is used to decompose these tensors to their basic factors. The pattern which describes the correlation between various modes of data can then be extracted from these factors.

In this study, the trace of a given (hyper-/meta) heuristic is represented as a 3rd-order tensor. After applying tensor factorisation to the collected data, basic frames are extracted. The basic frames are then used to guide the underlying heuristic optimisation approach throughout the search process with the goal of improving its overall performance.

The proposed approach has been applied on a wide range of problems using a variety of underlying (hyper-/meta) heuristics. Since learning can be done in single or multiple episodes, both learning approaches have been considered in this study. Furthermore, we have tested the flexibility of our method on data with various levels of abstraction.

7.2 Discussion and Remarks

Our experimental results show that, regardless of the design philosophy used for a given heuristic, the proposed approach can improve its performance significantly. We have tested our approach to mine the tensorial trace of a very simple hyper-heuristic in a single episode fashion (Chapter 3). We have used the extracted patterns and created a multi-stage hyper-heuristic which also uses very primitive components. Our experimental results show that the tensor-based hyper-heuristic improves the performance of the underlying algorithm significantly and achieves extraordinary cross-domain performance on the HyFlex benchmark. Furthermore, to analyse the multi-episode behaviour of the learning phase and to assess whether or not the proposed approach is capable of extracting useful patterns in longer run times, we have applied an extended version of the tensor-based approach to real-world instances of the Nurse Rostering Problem (Chapter 4). Our experiments show that the proposed approach performs very well and is capable of producing new best known solutions for several instances of the benchmark.
In other words, the tensor-based approach performs well in multi-episode training and is capable of extracting useful patterns continuously.

We also have applied the tensor approach to a GA-based hyper-heuristic (referred to as the CHAMP framework) which generated policies to solve one dimensional online bin packing problems (Chapter 5). Periodically, the trace of the GA algorithm is represented as a 3rd-order tensor and factorized to a basic factor. The contents of the basic factor is then used as an adaptation strategy which operates at the gene level during the evolutionary process and yields locus-based mutation probabilities. These probabilities are used as mutation probabilities for different loci of each individual. The tensor-based approach has been employed as a multiple episode approach where the learning of mutation probabilities occurs periodically. The experiments show that the tensor-based approach improves the performance of the GA framework significantly on almost all of the instances. The tensorial data provided by the GA is less abstract compared to the data provided by hyper-heuristics. In the latter case, the hyper-heuristic does not have access to the design of low level heuristics. As opposed to hyper-heuristics in Chapters 3 and 4, the CHAMP framework evolves and generates heuristics. Thus, the tensor analysis component has direct access to heuristic designs which are somewhat less abstract (compared to tensorial data in Chapters 3 and 4). The success of this algorithm shows that the tensor analysis approach can handle data with lower levels of abstraction. However, the data abstraction level can even be lower than the case with the CHAMP framework when moving from hyper-heuristics to metaheuristics where the search heuristics directly deal with candidate solutions.

To evaluate the tensor-based approach on the lowest possible level of data abstraction, it is integrated into a multi-agent system to solve Flow Shop Scheduling Problem. Several agents run in parallel each applying it’s own metaheuristic to a given problem instance. Search traces of all the agents are again represented as a 3rd-order tensor. Unlike hyper-heuristics, the contents of the tensor here are the candidate solutions. That is, the data is rich in details and low in abstraction levels. After factorisation, the emerging pattern is shared with all the agents which use the pattern to construct better solutions. Again the experimental results show that the proposed approach improves the underlying heuristic(s) significantly. Also, in contrast to hyper-heuristics in Chapters 3 and 4 where the tensor design was hard coded, in the case of metaheuristics, there is no need to design the structure of the tensor. A metaheuristic deals directly with candidate solution and each such solution is regarded as a tensor frame. In addition to simplifying the implementation, employing tensor analysis in metaheuristics has thus the advantage of high automation levels.
Of course, there are different machine learning techniques which can be (potentially) used instead of tensor analysis. Nevertheless, compared to those methods, tensor analysis has the advantage of being capable of operating at several levels of data abstraction with minor modifications to the algorithm design. Since many optimisation algorithms leave a high dimensional trace (third order or higher), it further makes sense to use tensor analysis to mine the trace data rather than representing this trace in two dimensions, as required by other existing machine learning techniques. However, tensor analysis is not the holy grail of machine learning techniques and it has its own disadvantages. As observed in Chapter 6, when the number of tensor frames is considerably small (relative to the problem size), the performance of the tensor learning approach could decrease. This is not specific to the problem and generally, tensor analytic approaches are very sensitive to the amount and the sparsity of the data provided to them. Moreover, tensor analysis in heuristic optimisation applications could introduce certain parameters which require tuning. For a good pattern recognition performance (e.g., discovery of latent structures in the data), the number of components ($K$ in Eq.2.7) should be specified manually. Regardless of the tensor structure (e.g. number of dimensions, contents and labels), the best number of components has to be determined prior to the application of tensor analysis to the problem (as in experiments of Chapter 6), which is a time-consuming process. Also, in cases where multiple learning episodes are necessary (as simulated in Chapter 4) the frequency and duration of each episode need to be specified.

The experiments in this study, show that the performance of the tensor-based approach proposed here is not very sensitive to the values of these parameters. This is partly due to the smart design of the tensors. That is, throughout this study, we have assigned labels to data frames and have only added a frame to the tensor if the frame label satisfies some quality-related criteria. For example, in Chapter 3, each data frame has a real-valued label. A frame is added to the tensor if its label and that of the frame next to it are both positive. This, somehow increases the likelihood that the content of the frame yields good changes during the search and renders the frame a promising one. That is why the value of $K$ is consistently 1 (determined either experimentally or manually) in all our work. However, developing a proper labelling strategy may not always be possible. In the absence of a proper labelling strategy or a criteria which determines the quality of the frames, one should experimentally determine the best value for $K$. There is no specific rule or guideline for the range of potential values for the parameter $K$ and it differs from a dataset to another. The same argument is valid for the frequency and duration of each learning episode in multiple episode version of the proposed approach. That is, there is no general rule using which the size of the data (e.g. number of tensor frames) can be determined. Therefore, the value for these parameters should be decided experimentally (for example, similar to experiments in Sections 3.3.1 and 4.4.1).
7.3 Summary of Contribution

As a conclusion, we have shown that tensor analysis can be coupled to a wide range of heuristic optimisation algorithms and contribute to their performance significantly. Furthermore, the experiments in this study shows that the tensor-based approach can handle data with various levels of abstraction and can thus be a reliable and flexible component of (hyper-/meta) heuristics. At this point, perhaps it would be best to have another look at quality measures mentioned in Section 2.4 (Chapter 2) to assess how much the approach proposed here satisfies these measures.

- **Generality**: As we have seen in Chapter 3, tensor analysis improves the generality level of the (very simple and primitive) underlying hyper-heuristic. The SR-NA hyper-heuristic performs worse than many CHeSC 2011 participants and is considered to be one of the simplest hyper-heuristics. Nevertheless, after embedding the tensor learning into the SR-NA hyper-heuristic, the resulting algorithm performed way better than the SR-NA and delivered high quality solutions across various domains. This indicates that the tensor-based hyper-heuristic has a good (or rather impressive) level of generality.

- **Domain Independent Data**: The proposed approach was tested on several domains, using both short and long run times as well as single and multiple episodes of data collection and analysis. Despite this rigorous testing, the algorithm exhibited a good performance compared to other methods (including the state-of-the-art) and improved the performance of the underlying (hyper-/meta) heuristic significantly in almost all the test scenarios. This is strong evidence that the proposed approach has a good capability in handling domain independent data.

- **Performance**: As mentioned before, many well-known machine learning algorithms have been applied to heuristic optimisation and performed poorly. Examples are Markov decision processes [136] and Reinforcement Learning [130]. Unlike these methods, the tensor analysis approach was applied, not only on the CHeSC 2011 instances but to a wider range of problems, and performed very well. Therefore, we can confirm that the proposed approach satisfies the performance criteria.

- **Agility**: The tensor analysis approach has two major bottlenecks: data collection and factorisation. The CP factorisation method (used throughout this study) is very quick. In the experiments conducted in this study, the time spent for factorisation is negligible (less than a couple of seconds) in all test scenarios. Furthermore, during our experiments we have not felt the need for long training/data collection times. Regardless of the problem domain under investigation, the duration of the
data collection for each learning episode throughout this study ranges between 30 seconds to four or five minutes at most. Moreover, the data collection occurs during the search and is hence online. Thus, the training time is fairly short and the proposed approach can be said to be an agile one. Of course more training (more data) may improve the performance. However, it is important to note that even with such short training times as in our study, the tensor analysis approach performs well.

- **Originality**: In our study, regarding the tensor analysis mechanism and tensorial representation, we did not make any over-simplifying assumptions. We did not alter the original method of factorisation and followed the same train/test standard as in computer vision, web mining, signal processing and etc. Following the standard formulation makes it easier to re-implement the proposed approach.

- **Data Abstraction Levels**: We started this study by applying the proposed approach on highly abstract data and we ended the study by applying it on the data with lowest possible level of abstraction. Along the way, the proposed approach was applied on data produced by various underlying (hyper-/meta) heuristics with very different design philosophies. The nature of the data to which the tensor analysis was exposed varied quite a lot throughout this study. In chapters 3 and 4, the data consisted of tensor frames where each frame contained the binary information regarding pairs of low level heuristics which have been applied consecutively. This data contains little information regarding the problem instances and is highly abstract. In Chapter 5, each tensor frame was a heuristic represented as a policy matrix and contained integer score values. Compared to the first two chapters, the tensorial data here was less abstract as it contained more detail about the heuristic design. This is while, the tensor frames in Chapter 6 were adjacency matrices which represented candidate solutions in form of graphs. That is, the tensorial data in this chapter had minimum level of abstraction as the underlying metaheuristic operated directly on the solution space. However, regardless of the level of abstraction in data, the tensor analysis managed to find useful patterns and improve the performance of the underlying (hyper-/meta) heuristic. This is strong evidence that the proposed approach is capable of handling data with various levels of abstraction.

- **Novelty**: This is the first time that tensor analysis has been considered for heuristic optimisation. However, there are a lot of various novel (machine learning) techniques in the literature which could be used in the field of heuristic optimisation. Part of the plan for our future work will focus on these methods to investigate
how much the field of heuristic optimisation can benefit from these highly advanced learning techniques.

All in all, our experiments show that heuristic optimisation algorithms can greatly benefit from tensor analysis.

7.4 Future Research Directions

This study has introduced the tensor learning approach in the field of heuristic optimisation. We have shown that tensor analysis can be very powerful in detecting useful patterns and be flexible at the same time. The promising results achieved here as well as in previous chapters shows that the tensor analysis approach is indeed an effective learning technique and that it warrants further research. In line with the work of Samorani and Laguna [30], there is mounting evidence that machine learning techniques can greatly contribute to heuristic optimisation and increase the generality level of metaheuristics, potentially making them applicable to multiple problem domains. Thus, there is a wide range of possible directions that should be explored to further benefit from the strengths of this data mining technique.

The field of tensor learning can be considered as a relatively new field of study. The literature related to tensor analysis approaches is growing every day and new methodologies are emerging frequently. Heuristic optimisation can benefit from these new techniques to achieve higher levels of performance and generality. That is, although factorisation does a good job in detecting hidden patterns in the data of this study, better techniques can be applied to tensorial data to detect these patterns. One such example is tensor clustering [288]. Moreover, there are numerous topics related to heuristic optimisation which are left untouched in this study. Machine learning in general and tensor analysis in particular can be considered to address a plethora of challenges in the field of heuristic optimisation. For instance, the role of this learning technique in improving the performance of various components in population-based approaches can be investigated. It is particularly interesting to conduct a study similar to what has been done in Chapter 5, to identify promising alleles for crossover. As discussed in Chapter 4, one of the goals of investigating the longer runs with multiple episodes of learning was to see whether the proposed approach is suitable for the life-long learning context. The good results achieved in the experimental study in that chapter shows that indeed this could be a possible research area. Another interesting application would be to hybridise tensor analysis with the apprenticeship learning approach (please refer to Section 2.3.2) to increase the generality level of a given (hyper-/meta) heuristic. Also, throughout this
study, decisions have been made regarding the design of the tensor such as number of
dimensions and the content of the tensor. Although these decisions ultimately lead to
good outcomes, other interesting tensor structures should be explored. For example,
instead of the adjacency matrices considered for tensor frames in Chapter 6 other inter-
esting graph representations could be tested. Moreover, some methods such as memetic
algorithms may leave a trace which has both a tensorial trace (genetic material) and
a non-tensorial trace (memetic material). This framework could be extended to ac-
commodate such trace data by using the Coupled Tensor Matrix Factorization [289]
approach.
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