The computational fluid dynamics modelling of the autorotation of square, flat plates
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**A B S T R A C T**

This paper examines the use of a coupled Computational Fluid Dynamics (CFD) – Rigid Body Dynamics (RBD) model to study the fixed-axis autorotation of a square flat plate. The calibration of the model against existing wind tunnel data is described. During the calibration, the CFD models were able to identify complex period autorotation rates, which were attributable to a mass eccentricity in the experimental plate. The predicted flow fields around the autorotating plates are found to be consistent with existing observations. In addition, the pressure coefficients from the wind tunnel and computational work were found to be in good agreement. By comparing these pressure distributions and the vortex shedding patterns at various stages through an autorotation cycle, it was possible to gain important insights into the flow structures that evolve around the plate. The CFD model is also compared against existing correlation functions that relate the mean tip speed ratio of the plate to the aspect ratio, thickness ratio and mass moment of inertia of the plate. Agreement is found to be good for aspect ratios of 1, but poor away from this value. However, other aspects of the numerical modelling are consistent with the correlations.
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1. Introduction

1.1. Autorotation

Autorotation is defined as the continuous rotation, in the absence of external power, of a body exposed to an air stream (Smith, 1971; Skews, 1990). The study of the theory of autorotation dates as far back as Maxwell (1854) who studied the rotation of falling cards and Riabouchinsky (1935) who introduced the term “autorotation”. Some authors (Riabouchinsky, 1935; Lugt, 1983) have indicated that “classical” autorotation can occur only if one or more stable positions exist at which the fluid flow exerts no torque on the resting body – otherwise the rotation is called “pseudo-autorotation”. The plates considered in the present work, because of the absence of significant aerodynamic torque at 0° or 90° angles of attack, satisfy the classical autorotation definition. No further distinction is made here between classical and pseudo–autorotation.

An object may rotate about any arbitrary axis, but two special cases have been the focus of existing literature on the subject of autorotation. These are autorotation about an axis parallel to the flow (e.g. horizontal axis wind turbines) and autorotation about an axis perpendicular to the flow (e.g. vertical axis wind turbines). The fundamental difference between
the two cases is essentially that while the rate of stable autorotation is constant for bodies autorotating about an axis parallel to the flow (provided the wake is fairly constant), the rate of autorotation for bodies autorotating about an axis perpendicular to the flow is periodic (Lugt, 1983).

While it is clear that asymmetric plates held about an axis perpendicular to the flow should autorotate, this is not the case for symmetrical plates. Consider the steady lift and moment coefficient as shown in Fig. 1. As the angle of attack, \( \alpha \), slowly increases, the lift force and torque increase until the plate begins to stall. At the stall point, these values decrease and eventually become insignificant when the plate is perpendicular to the flow. As the plate continues to rotate from 90° to 180°, the cycle is repeated with reversed sign on the moment and lift. Therefore assuming a quasi-steady behaviour (i.e. that the plate is rotating so slowly that the aerodynamic forces at a given angle of attack can be assumed to be the static plate equivalents), a symmetrical plate exposed to a steady air stream would be expected to experience equal accelerating and retarding torque during different halves of the cycle, resulting in a static plate at the stable \( \alpha = 90° \) position, with no autorotation.

Smith (1971) experimentally investigated the autorotation of symmetrical wings about a span-wise axis perpendicular to the flow. Smith observed that in practice, a wing released from rest at an angular position at which the flow was stalled would come to rest (after a number of oscillations) in a statically stable position with the wing perpendicular to the free stream. However, if the wing was released at a small enough initial angle of attack, \( \alpha_0 \), so that the flow was not stalled, the wing usually began autorotating with the final direction of rotation determined by the initial orientation. Smith also reported that the wing would not autorotate if its moment of inertia, \( I \), was too low. In this case it was unable to store enough angular momentum to pass through the stalled portion of its cycle, during which it received a retarding torque. Smith (1971) found autorotation to be sensitive to the Reynolds number. Other factors influencing the rate of autorotation about an axis perpendicular to the flow are plate thickness, plate aspect ratio, lift and drag coefficients and the moment of inertia (Lugt, 1983).

Fig. 2 shows the dimensions and orientation of the plate in all that follows. To account for the influence of plate thickness ratio, \( \tau = t/c \), and aspect ratio, \( A = b/c \), Iversen (1979) obtained the correlation functions for tip speed ratio (TSR), \( Y \), based on data from experiments by Bustamante and Stone (1969), Smith (1971) and Glaser and Northup (1971):

\[
Y = \frac{V}{U} = f_1(A)f_2(\tau),
\]

where \( V \) is the speed of the tip of the plate and \( U \) is the speed of the incoming air, while the functions \( f_1(A) \) and \( f_2(\tau) \) are defined as

\[
f_1(A) = \left\{ \left[ \frac{A}{2 + (4 + A^2)^{1/2}} \right] \left[ 2 - \left( \frac{A}{A + 0.595} \right)^{0.76} \right] \right\}^{2/3},
\]

for \( A > 0.595 \), and

\[
f_2(\tau) = \frac{1}{1 + \left[ 0.1836 \left( \frac{\tau}{0.76} \right)^{0.7} \right]^{1/2}}
\]

for \( \tau > 0.76 \).
\[ f_2(\tau) = \left( 0.329 \ln \left( \frac{1}{\tau} \right) - 0.0246 \ln \left( \frac{1}{\tau} \right)^2 \right) \].

The experiments upon which the correlations were derived involved plates of aspect ratios, \(0.25 \leq A \leq 4\), and thickness ratios, \(0.0054 \leq \tau \leq 0.5\). According to Iversen (1979), for plates with aspect ratio, \(A > 5\), the influence of \(A\) on TSR can be ignored. The thickness ratio was also found to have a negligible effect on TSR for values less than 0.01 (Lugt, 1983). Smith (1971) performed his experiments at near constant values of a moment of inertia parameter, \(K\), defined as

\[ K = \frac{I_{yy}}{\rho c^2 b} \],

where \(\rho\) is the density of the air. Now, the moment of inertia, \(I_{yy}\) for a flat plate, rotating about the y-axis as shown in Fig. 2, is

\[ I_{yy} = \rho_p \ c h t \left( \frac{c^2}{12} + \frac{t^2}{12} \right) \].

Fig. 3. Schematic flow pattern over autorotating wing at Re=90000 and non-dimensionalised wing rotation rate, \(S=\left(\frac{nL}{U_w}\right)=0.35\), where \(n\) is the rotation rate in Hz. (Smith, 1971).
where $\rho_p$ is the density of the plate. Substitution of Eq. (5) into Eq. (4), gives

$$K = \frac{1}{12} \frac{\rho_p}{\rho} \left( \frac{t}{c} + \frac{t^3}{C^3} \right).$$

which, when $\tau = \frac{t}{c} < 1$, results in

$$K \approx \frac{\tau}{12} \frac{\rho_p}{\rho},$$

which means that for a constant density, thin plate, $K$ and $\tau$ are essentially the same parameter.

In his experiments, Smith (1971) observed a distinctly different flow pattern during autorotation, compared to the flow over a static plate (Fig. 3). The main difference being that the wing stalled much later than in the static case and the flow reattached later to the lower surface. As a result of this delayed stall, in the first 90° cycle, positive lift and moment were increased while the negative lift and moment during the second half of the cycle were reduced by the delayed reattachment. The net driving torque created by this delayed stall phenomena gradually led to an increase in the wing’s angular velocity until a steady average angular velocity was reached at which the average torque was reduced to zero by aerodynamic damping effects.

Smith (1971) went on to speculate that there were two possible causes for the delayed stall. First, he argued that the boundary layer on the upper (suction) surface of the wing takes time to thicken and separate when the angle of attack is rapidly increasing, such that the wing can reach a higher angle of attack before it stalls. Second, the flow over the upper surface of a wing with a rapidly increasing angle of attack is accelerating – this reduces the adverse pressure gradient thereby delaying stall. It is this hysteresis in the lift, resulting from unsteady aerodynamic effects, that causes autorotation.

Bustamante and Stone (1969), Iversen (1979) and Smith (1971) suggested that these unsteady aerodynamic effects could themselves be attributed to the large vortex shed from the retreating face of the plate which then creates an aerodynamic torque supporting autorotation due to the low pressure at its core. The sketch in Fig. 4 from a smoke-tunnel photograph of streak lines around an autorotating plate (Yelmgren, 1966) shows this large vortex that remains attached and is eventually shed from the retreating face of a rotor while no similar vortex is visible from the advancing face.

In addition to experimental investigations of plate autorotation, a number of 2D numerical studies of plate autorotation about a horizontal axis perpendicular to the flow in a steady uniform flow have been carried out, including Lugt (1980), Seshadri et al. (2003), Mittal et al. (2004) and Andronov et al. (2007). These studies involve solving the 2D Navier–Stokes equations to obtain the unsteady flow field around an autorotating plate and the aerodynamic forces resulting. Early simulations by Lugt (1980) were compared against experiments by Skews (1990), showing good agreement.

Other 2D numerical studies have also recently been conducted with a focus on understanding the aerodynamics of related problems such as the motion of falling paper (Andersen et al., 2005; Jin and Xu, 2008) and the aerodynamics of insect flight Wang (2005). These studies focused on autorotation of high aspect ratio plates, exhibiting 2D motion, in low Reynolds number flow. The only low aspect ratio studies performed, such as Dong et al. (2006) and Taira and Colonius (2009), relate to the aerodynamics of plates undergoing prescribed rotations such as those involved in insect flight as opposed to the non-linear flow involved in autorotation.

1.2. The context for the present study

It has been established for some time that wind borne debris accounts for a large proportion of building envelope failures during severe storms (Minor, 1994). While the initial failure of roof tiles and cladding may be due to extreme pressures, it is the subsequent flight of this debris and its impact on downwind buildings that causes much subsequent envelope failure. This was seen clearly during the Birmingham Tornado in the UK in 2005 (Marshall and Robinson, 2006). Holmes (2010) refers to this wave of destruction as the “debris damage chain”, although it was first identified by Minor and Beason (1976) in relation to flying fragments of glass during wind storms. The seriousness of the problem of flying debris is brought into
clear focus by Katsura et al. (1992) who pointed out that 23% of the reported 63 fatalities during Typhoon Mireille which struck Japan in 1991 were caused by flying debris.

Tachikawa (1983) was one of the first to realise the importance of wind borne debris and presented both experimental data and analytical models in his paper. Following Tachikawa’s work, a large number of models, all of them analytical, have been developed to predict the trajectories of plates in high winds (Holmes, 2004; Baker, 2007; Richards et al., 2008; Kordi and Kopp, 2009). Based on the principle of conservation of the linear and angular momentum, these models have relied on experimentally derived static plate force coefficients, which have been modified with Magnus force coefficients in order to take into account the autorotation. While the Magnus effect used in these analytical force models does account for the mean lift coefficient caused by the plate’s autorotation, these models fail to account for the complex interactions that the plate makes with its wake, which have an effect on the fluctuating components of the force and moment coefficients.

The authors have already demonstrated (Kakimpa et al., 2010, 2012a,b) how fully coupled Computational Fluid Dynamics (CFD) and Rigid Body Dynamics (RBD) models can be used to study the flight of plate debris. The cases of static plates, forced rotating plates, autorotating plates and free-flight simulations were discussed in this paper. While important from the point of view of providing validation evidence for the CFD modelling, the static and forced rotation cases are of limited value when modelling the actual flight of debris. This paper concentrates purely on the autorotation case.

The numerical model used for the autorotation is described in Section 2, followed by, in Section 3, the validation of the model against the experimental findings of Martinez-Vazquez et al. (2010). This includes a demonstration of how the CFD predictions were able to offer insights into systematic experimental errors. Then, in Section 3.6, there follows a discussion of the complex flow fields seen during a cycle of autorotation and how these relate to the pressure, forces and moments acting on the plate. Finally, in Section 4, the validated model is used to revisit the correlation of Iversen (1979), Eqs. (1)–(3).

2. Numerical model

2.1. Coupled CFD–RBD model

As part of the larger project to model the free flight of debris, a six degree of freedom (6DOF) rigid body dynamics (RBD) solver was incorporated into the ANSYS Fluent (Version 12.1) software, via User-Defined Functions. This coupled CFD–RBD model is described in detail in Kakimpa et al. (2010). For fixed-axis autorotation, the RBD model essentially reduced to a single degree of freedom solver:

\[ I_{yy} \frac{d\omega_y}{dt} = M_y, \]

where \( I_{yy} \) is the mass moment of inertia, \( M_y \) is the applied aerodynamic torque and \( \omega_y \) is the angular velocity about the Y axis. The aerodynamic forces acting on the plate are computed from the static pressure and skin friction from the CFD solution and used to compute the aerodynamic torque, \( M_y \), about the plate’s geometric centre.

Unsteady Reynolds-Averaged Navier–Stokes (URANS) turbulence modelling was used throughout, together with a two-layer enhanced wall function approach. Large-Eddy Simulations (LES) would have been prohibitively expensive and second, URANS had proved accurate when modelling static and forced rotating plates in Kakimpa et al. (2010). The Realizable \( k-\varepsilon \) turbulence model (Shih et al., 1995) was identified during that study to be the most accurate of the various RANS variants for this application and its use was continued in the present work. Verification of the CFD simulations (mesh independence, differencing schemes, etc.) is not discussed herein but may be found in earlier studies (Kakimpa et al., 2010).

2.2. Mass eccentricity submodel

Mass eccentricity is a term used to refer to the offset of the plate’s centre of mass from the geometric centre of the plate. In most practical configurations, the axis of rotation corresponding to the plate’s geometric centre-line does not run through the plate’s centre of mass, generating an additional torque. A mass eccentricity model is incorporated in order to account for the effects of this additional eccentricity torque on the rotational motion of the plate.

Assuming a mass eccentricity error, \( e \), during autorotation the plate would experience an additional torque, \( T_e \), about its geometric centre line given by

\[ T_e = me g \sin \alpha_y, \]

where \( m \) is the mass of the plate, \( g \) is gravitational acceleration, and \( \alpha_y \) is angle of the plate about the Y axis. In addition, using the parallel-axis theory, the mass moment of inertia of the ideal plate, \( I_{yy} \), would be corrected according to

\[ I_{yy}^* = I_{yy} + me^2, \]

where \( I_{yy}^* \) is the corrected mass moment of inertia of the plate about the rotation axis.
2.3. Bearing friction submodel

Previous experimental studies of plate autorotation (Iversen, 1979; Martinez-Vazquez et al., 2010) had indicated a significant contribution of bearing friction to the autorotational results. A friction torque for each bearing, \( T_{\text{fric}} \), is included, in addition to the aerodynamic and mass eccentricity torques:

\[
T_{\text{fric}} = \frac{\omega}{\omega I} (0.5 \mu_r d) \sqrt{(mg - L)^2 + D^2},
\]

where \( L \) is the aerodynamic lift force, \( D \) is the aerodynamic drag force, \( \omega \) is the rotational speed about the axis of rotation, \( d \) is the bore diameter of the bearing block and \( \mu_r \) is the rolling friction coefficient of the bearing block. The friction torque is pre-multiplied by \( -\omega/\omega I \) so as to ensure that it always acts in the direction opposite to the plate’s instantaneous direction of rotation.

3. Model validation

3.1. Experimental details

A full treatment of the experiments conducted in the wind tunnel at The University of Auckland, New Zealand, is given in Martinez-Vazquez et al. (2010). A brief review is presented here in order to put the numerical modelling into context.

The test sheet was a piece of expanded polystyrene, 1 m square, 0.0254 m thick and weighed 2.7 kg. Twenty-four differential pressure transducers and associated data loggers were mounted inside the sheet as seen in Fig. 5(a). The differential pressure transducers were mounted with one pressure tap directly opposite the other on the reverse side of the sheet. During the autorotation experiments the sampling rate was set to 200 Hz, which approximates to a data sample every 2 s at the autorotation rates seen in the experiments.

In the wind tunnel, air was blown through a 3.5 m square nozzle towards an open area for testing at speeds of 5, 7.5 and 10 m s\(^{-1}\). Two frames held the sheet in place, with roller bearings to allow for the free rotation of the plate. The plate was released from an initial angle of attack of 15° to the horizontal to ensure the board entered autorotation. Only the last 30 s of each run were analyzed, once stable autorotation had established itself. The computation of forces and moments was
achieved by integrating the net pressure coefficients, found from the differential pressure transducers. An onboard gyroscope was used to calculate the instantaneous angular velocity of the plate.

3.2. Data analysis

There was evidence from the raw data of the moment coefficient, $C_M$, that the time series consisted of several harmonics. Fig. 6 shows a short segment of the moment coefficient for the raw and filtered experimental data for 5 m s$^{-1}$ case. To test this, the harmonics of $C_M$ were found using a Discrete Fourier Transform (DFT) algorithm based on Frigo and Johnson (1998). The DFT was used to compute the frequency domain representation of the experimental time-series. The raw experimental signal was first de-trended in order to remove any linear static components such as those due to average autorotational lift. Frequency filtering was then performed and the signal was then re-constructed as a complex-periodic signal using only the dominant harmonic frequencies. For a signal $x(t)$ containing a sequence $f_{xn}$ of uniformly spaced time measurements of non-dimensionalised moment coefficient, $C_M$, the exact equivalent of a discrete Fourier Transform, $X_n$, is computed as

$$X_k = \sum_{n=0}^{N-1} x_n e^{-i2\pi nk/N} \quad k = 0, 1, 2, \ldots (N-1),$$

where $N$ is the number of elements in the raw signal sequence.

The frequency, $f$, amplitude, $A$, and phase, $\phi$, are then obtained from the DFT, $X_n$, according to

$$f_i = \frac{i}{N\Delta t}, \quad A_i = \frac{2|X_n(i)|}{N}, \quad \phi_i = \arg(X_n(i))$$

The frequency–amplitude signal generated from the raw experimental data, shown in Fig. 7, shows that the raw signal is predominantly complex-periodic, consisting of five major harmonics whose frequencies are all integral multiples of the first harmonic frequency, $f_1 = 0.42$. Table 1 shows the amplitude, frequency and phase information for the harmonics.

The first peak corresponds to the frequency of rotation of the peak, $f_1 = 1/T$, where $T$ is the period of rotation. For the 5 m s$^{-1}$ case, Martinez-Vazquez et al. (2010) quote the period as 2.36 s, which gives a value of $f_1 = 0.424$, which is very close to those produced by the DFT here. The second peak corresponds to the vortex shedding phenomenon, which occurs twice in each cycle. The third, fourth and fifth harmonics were, at this point, unaccounted for but are accounted for by the (as yet unidentified) effects of mass eccentricity (see Section 3.5). Also, the five main peaks exhibit side lobes, normally associated with frequency leakage and the presence of which is governed either by the choice of window function or the length of the time series used.

Using the harmonic frequencies and their corresponding amplitude and phase information, a sine wave reconstruction of the original signal was computed. Given $n$ number of harmonics, in this case 5, each with a frequency, $f_i$, that has a corresponding amplitude $A_i$, and phase $\phi_i$, the filtered time-series $y$ was computed as a combination of $n$ sine waves

![Fig. 7. Frequency domain representations of raw and reconstructed time series of experimental moment coefficient, $C_M$.](image)

<table>
<thead>
<tr>
<th>Harmonic (Hz)</th>
<th>$f_1$</th>
<th>$f_2$</th>
<th>$f_3$</th>
<th>$f_4$</th>
<th>$f_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency</td>
<td>0.42</td>
<td>0.84</td>
<td>1.26</td>
<td>1.68</td>
<td>2.10</td>
</tr>
<tr>
<td>Amplitude</td>
<td>0.031</td>
<td>0.09</td>
<td>0.032</td>
<td>0.018</td>
<td>0.018</td>
</tr>
</tbody>
</table>
according to
\[ y = \sum_{i=1}^{n} A_i \sin(2\pi f_i t + \phi_i) \quad i = 0, 1, 2, \ldots, n, \]  

where \( t \) is the time. In addition to the raw data, Fig. 6 shows a segment of the complex periodic reconstruction of the signal using frequency and amplitude data from Table 1. Fig. 7 also shows the good agreement between the frequency representations of the raw experimental time signal and the reconstructed time signal.

3.3. The Auckland model

The Auckland domain is shown schematically in Fig. 8 and was designed to replicate the flow conditions within the wind Auckland wind tunnel as closely as possible. A rigid, spherical inner zone containing the plate is free to rotate. The outer zone is kept stationary throughout. The two zones are connected via a non-conformal sliding mesh interface – commonly used when modelling turbomachinery using CFD – which can be seen in Fig. 9. The mesh was entirely block-structured and consists of 291 000 cells, with boundary layers grown away from the walls of the plate.

A square, flat plate of mass, \( m \), 2.7 kg, side length, \( c, b \), 1 m and thickness, \( t \), 0.0254 m was used, with an initial angle of attack of 10°. The inlet was modelled as a constant velocity boundary while the outlets were modelled as constant pressure boundaries. At the inlet, 1% turbulence intensity and 0.02 m turbulence length scale were specified, corresponding to typical...
low turbulence wind tunnel values from ESDU (1970). Three cases were run with mean wind speeds, $U_w$, of 5.0 m s$^{-1}$, 7.5 m s$^{-1}$, and 10.0 m s$^{-1}$, corresponding directly to the wind speeds used in the experiments. Three outlet boundaries were required, corresponding to both the sides and the far section of the top boundary – the plate was mounted in an open working section. The inlet is a 3.5$c$ square while the test section is 15$c$ × 7$c$ × 3.5$c$. The plate’s axis of rotation is 5$c$ from the inlet and 1.2$c$ from the bottom wall. The top wall stretched for 8$c$ from the inlet before giving way to the top outflow boundary.

3.4. Calibration

As a preamble to the calibration process, it should be noted that a cuboid domain was initially used, with the plate far from the walls, with a low blockage ratio. Using this domain and the same set-up as just described, the CFD simulations produced a $C_M$, which had only two harmonics, each at more than double the frequencies seen experimentally in the Auckland wind tunnel. At this point, a number of possibilities for the lack of a complex harmonic response were considered:

- Poor representation of the Auckland wind tunnel geometry, particularly the absence of the floor close to the plate.
- Mass eccentricity effects due to the imperfect assembly of the instrumented plate.
- Bearing friction.

With the Auckland domain and a perfectly balanced, friction free plate, the CFD model predicted a shift in the angular velocity of the plate as compared with the Cuboid domain. The frequencies of the first two harmonics were reduced relative to the Cuboid domain and coincided more closely with those peaks for the raw and reconstructed data in Fig. 7. However, the third, fourth and fifth harmonics of Fig. 7 are missing from the Auckland domain simulations. The reduction in the angular speed of the plate for the Auckland domain was attributed largely to the asymmetry introduced into the flow field due to the close proximity of the floor to the plate.

3.5. Mass eccentricity

Using the Auckland domain, a submodel was incorporated into the RBD solver for the plate which would account for mass eccentricity. While the experimentalists had taken all possible steps to keep the mass distribution symmetrical within the instrumented plate, it was postulated that there was a degree of mass eccentricity, which would account for the missing harmonics of Fig. 7. The model used here is based on an assumption that in the experimental setup of the plate, small errors of up to 5% of the plate’s length may occur while positioning the plate’s centre of mass. Such errors would be expected due to the complexity of the data acquisition and plate mounting and support system used (Martinez-Vazquez et al., 2010).

The CFD simulations indicated that low values of mass eccentricity error of 0.02 m and 0.03 m have the effect of accelerating the plate through one half of its cycle, followed by a deceleration in the second half. For values of greater than 0.04 m, the eccentricity torque effectively prevents the plate from entering the autorotating state. Fig. 10 shows the time series of the computed moment coefficient, $C_M$, for eccentricity errors of 0.02, 0.03 and 0.04 m compared with the reconstructed experimental time series. In each case, the dominant frequency appears to be dependent on the eccentricity error. With an eccentricity error of 0.04 m, the time series shows a strikingly different pattern to the lower eccentricity errors. This is because at this size of error, the plate is only just capable of maintaining autorotation. Indeed, in Fig. 10, the envelope of the moment coefficient exhibits a beating pattern, which sees the amplitude of the moment coefficient falling to zero over periods.

In the frequency domain, Fig. 11 shows that a value of the mass eccentricity error of 0.03 m offers the closest match to the reconstructed experimental data in terms of both the number of harmonics present but also the frequencies of those harmonics. The frequency response of the case with mass eccentricity of 0.04 m is far from the reconstructed experimental data and again shows that the fine tuning of the mass eccentricity error is crucial to the success of this validation process.

![Fig. 10. Time series of computed moment coefficient, $C_M$, for different values of mass eccentricity.](image-url)
It was found that even with unphysically large values of bearing friction, there was an insignificant change in the response of the autorotating plate and so this was discounted as a source of the complex harmonic behaviour.

### 3.6. Surface pressures and flow features

With the Auckland domain and the mass eccentricity sub-model, the CFD model was compared against the large amounts of experimental surface pressure data that were available. The 24 differential pressure taps of Fig. 5 each measured the instantaneous differential (net) pressure between a point on the front of the plate and one at the same location on the rear of the plate. For purposes of comparison, the CFD model produced static pressure values at each of the 1600 faces on the front and rear faces of the plate. So, some manipulation was required to produce the differential pressures at the sensor locations. A normalisation is used to produce the net pressure coefficient:

\[
C_{NP} = \frac{P_{\text{front}}^i - P_{\text{rear}}^i}{0.5\rho U_w^2},
\]

where \(P_{\text{front}}^i\) is the static pressure on the front face at the position of the \(i\)th sensor and \(U_w\) is the wind speed. Fig. 12(a) shows the time series of the net pressure coefficient for the experiments and the CFD simulations, plot (b), at all the locations of the sensors for the case with a wind speed of 5 m s\(^{-1}\). Qualitatively, the two sets of time series data look similar, but it is not until a single cycle is analysed that the extent of the agreement is shown.

To this end, Fig. 13 shows the experimental data, which has been averaged over a larger number of cycles, compared with the CFD predictions of the normal pressure coefficient from a single cycle (each cycle is identical because of the deterministic nature of the simulations). This subset of sensor locations were chosen for the plot because they provide a subset that captures some of the more dominant fluid dynamics processes associated with autorotation. For example, sensors 1, 2, 3 are located close to the advancing (or retreating, depending on the position within the cycle) edge and could capture pressure effects associated with the retreating edge vortices.

Again, qualitatively, the results look similar but there are some sensors near the side edges of the plate (e.g. sensor 6), where the CFD simulations predict significantly larger peak pressures. This may be attributed to the inaccurate representation of vortex core pressure by the Unsteady Reynolds-Averaged Navier–Stokes (URANS) models, which do not resolve the flow structures but rather represent their gross statistical properties. Alternatively, these discrepancies might arise from the close proximity of the plate’s support frame in the experimental set-up, which may have disrupted the flow near these edges and weakened the large edge vortices.

The accurate prediction of the surface pressure distribution is crucial for making predictions about the flight of windborne debris. An accurate prediction of the surface pressure allows for an accurate prediction of the location of the centre of pressure and hence the aerodynamic torque acting on the plate. Figs. 14 and 15 show the numerical static pressure coefficient distributions:

\[
C_p = \frac{P}{0.5\rho U_w^2},
\]

on the front (windward) and rear (wake facing) faces of the plate – the nomenclature for a plate autorotating in the clockwise sense is shown in Fig. 2. It should be noted that the results presented here are for a stably autorotating plate and represent the instantaneous pressure coefficients at given angles of attack, \(\alpha_p\), during a single cycle.

Visualisation of the flows around the plate are challenging, but a useful quantity is the \(Q\)-value or \(Q\)-criterion. For incompressible flow the \(Q\)-value, an objective method of vortex identification proposed by Hunt et al. (1988), is computed as

\[
Q = \frac{1}{2} (|\Omega|^2 - |S|^2),
\]

where \(\Omega\) is the vorticity and \(S\) is the strain. Fig. 11 shows the frequency domain representation of CFD computed moment coefficient, \(C_m\), for various mass eccentricity values.
where

\[ \Omega = \frac{1}{2} \left[ \nabla U - (\nabla U)^T \right], \]

is the vorticity tensor and

\[ S = \frac{1}{2} \left[ \nabla U + (\nabla U)^T \right], \]

is the strain-rate tensor. The Q-criterion (Hunt et al., 1988) identifies a vortex as a region where \( Q > 0 \) such that flow swirl, represented by \( |\Omega| \), is more prominent than flow shear, represented by \( |S| \). This method of vortex identification has been preferred over vorticity magnitude since vorticity has been shown not to distinguish between pure shearing motions and the actual swirling motion of a vortex (Kolar, 2007). Fig. 16 should be used in conjunction with the two pressure plots, showing as it does both the orientation of the plate and the contours of the Q-value on a vertical plane through the centreline of the plate. In addition, Fig. 17(a) and (b) will be referred to in the following discussion – this figure shows that the Q=10 s^{-1} isosurface for the square plate used in the base case in Section 4. Although a slightly different set-up (a large rectangular domain and no mass eccentricity model), the flow field closely resembles that seen in the Auckland simulations.

On the front, windward face, a large, positive stagnation pressure is seen close to the advancing edge (bottom edge) of the face in Fig. 14, particularly for 30° < \( \alpha \) < 120°. At \( \alpha = 90° \), a central location for the stagnation point would be seen – in the autorotating case, the rotation of the plate means that the relative velocity of the plate to the wind increases near the advancing edge, resulting in the increased static pressure seen in this location (towards the bottom of Fig. 14(d), for example). At \( \alpha = 0° \), there is no negative pressure region for the rotating plate, which would be seen for a static plate where flow separation takes place at the sharp upstream corner of the plate.

Meanwhile on the rear, wake facing face (Fig. 15), the presence of tip (or, more sensibly with this aspect ratio, side) vortices manifests itself as areas of negative pressure along the side edges (left and right edges) of the face – particularly
when $30^\circ < \alpha_y < 90^\circ$. In particular, for the case $\alpha_y = 90^\circ$, Fig. 17(b) shows the presence of these tip vortices, which can be seen forming as the air flows around the vertical sides of the plate. (The wind is blowing from top right to bottom left, aligned with the $x$-axis, in all plots in Fig. 17.) Simultaneously at the retreating edge, another vortex is forming creating negative pressure regions close to the retreating edge (the top edge of the rear face). A retreating edge vortex can be seen developing in Fig. 17(b) and also in Fig. 16(b)–(e), until finally being shed in Fig. 16(f) for $\alpha = 150^\circ$. Further on still in the cycle, at $\alpha_y = 0^\circ (= 180^\circ)$, Fig. 17(a) shows the remnants of the retreating edge vortex as it moves away from the plate (interestingly still attached to the tip vortex tubes). Later still, the second retreating edge vortex in Fig. 17(b) is the one that was developed and shed in the previous cycle.

There are some similarities between the vortices of Fig. 16 and the sketch of Smith (1971) (Fig. 3). At $\alpha_y = 0^\circ$, the small vortices below the plate can be seen, but these appear to have disappeared in the CFD simulation when $\alpha_y = 30^\circ$, when Smith suggests they are still present. The other main feature, the retreating edge vortex is present in both studies. The numerical results indicate a thin, stretched vortex downstream of the advancing edge, which could be interpreted as the two or three smaller vortices that Smith has in this position.

The negative pressure from the wake flow structures, together with the positive stagnation pressure at the front of the plate create the positive net pressure distribution coefficient, is shown in Fig. 18. As illustrated in Fig. 18(a)–(d), for $0^\circ \leq \alpha_y \leq 90^\circ$ the net pressure in the top half of the plate is much greater than the net pressure in the bottom half, resulting in a positive accelerating torque. Beyond $\alpha_y \approx 90^\circ$ however, Fig. 18(e) and (f), the net pressure in the bottom half of the plate is greater than the net pressure in the top half of the plate, creating a decelerating torque. It is this balance of positive and negative torques during the various stages of the cycle that determines whether the plate will stably autorotate or not.
4. Iversen correlations

The correlations that were derived by Iversen (1979) have stood the test of time, albeit with very few researchers working in this area. By using the validated CFD–RBD model, this section investigates the validity of the correlations over a range of aspect ratios, thickness ratios and values of the moment of inertia parameter, $K$. A sensitivity study is used, centred around a base case, which will itself be described and analysed in detail.
4.1. Base case

The choice of parameters for the base case was based on the Auckland experiment setup. A new cuboid domain, however, was constructed to give the results the generality of a uniform cross-section wind tunnel. Here the same spherical inner region as used in the validation process was contained within a domain of dimensions $13.5c \times 7c \times 7c$.

Fig. 15. Contours of CFD predicted instantaneous pressure coefficients showing the distribution on the rear face at (a) $\alpha_y = 0^\circ$, (b) $\alpha_y = 30^\circ$, (c) $\alpha_y = 60^\circ$, (d) $\alpha_y = 90^\circ$, (e) $\alpha_y = 120^\circ$ and (f) $\alpha_y = 150^\circ$. 
with the centre of mass of the plate positioned 3.5c from the inlet, bottom, top and side boundaries. When the angle of attack, \( \alpha_y \), is \( \pm 90^\circ \), the blockage ratio is 2%. The bottom, top and side boundaries were modelled as smooth wall boundaries. The velocity inlet was given the same turbulence intensity and length scale as before.

The base case setup is listed in Table 2, where the associated non-dimensionalised parameters are also presented. The value of \( K \) is at the low end of those seen in the various sets of experiments that Iversen (1979) based his correlations on. The low value is due to the low density of the polystyrene plate as compared with the metal plates used in many of the experiments that Iversen (1979) analyzed.

All the cases described were run for a long enough period to allow them to reach a state of stable autorotation. This time varied according to the mass moment of inertia, \( I_{yy} \) of the plate and so was hard to predict accurately \textit{a priori} how long each run would require. So, some monitoring of the response of the angular velocity was required. Fig. 19 shows the response of \( \omega_y \) for the base case run. As can be seen from the figure, the stable autorotation is reached by the fourth cycle – here the time to stable autorotation is short because of the low mass moment of inertia of the base case plate. The other case shown in Fig. 19 is for a case with four times the density of the base case plate (hence its moment of inertia parameter, \( K = 4K_B \), where \( K_B \) is the base case moment of inertia parameter).

Once stable autorotation was reached, three complete cycles (between four of the peaks in Fig. 19) of the \( \omega_y \) response were used to find the mean value of the angular velocity, \( \bar{\omega}_y \), while the same three cycles were used to calculate the

---

**Fig. 16.** Contours of Q-value showing leading and trailing edge vortices in the wake of an autorotating plate at (a) \( \alpha_y = 0^\circ \), (b) \( \alpha_y = 30^\circ \), (c) \( \alpha_y = 60^\circ \), (d) \( \alpha_y = 90^\circ \), (e) \( \alpha_y = 120^\circ \) and (f) \( \alpha_y = 150^\circ \).
frequency of the variation of the $\omega_y$ signal:

$$\Omega_y = \frac{2\pi(n_p - 1)}{\Delta t(j_{np} - j_1)},$$

where $n_p$ is the number of peaks used (here 4), $\Delta t$ is the time step used in the CFD simulations and $j_1$ and $j_{np}$ are the integer locations of the first and $n_p^{th}$ peaks in the time signal. Since the plate goes through two cycles of vortex shedding every time it completes a full rotation, it is expected that $\Omega_y = 2\omega_y$, which is indeed that case for all cases investigated. For the base case, $\overline{\omega_y} = 3.11$ rad s$^{-1}$ and $\omega_y = 6.22$ rad s$^{-1}$.

Fig. 20 shows the variation of the angle of attack, angular velocity and the force and moment coefficients over one of these half rotations, for the base case. In the figure, the half cycle extends from the moment at which the angle of attack is $0^\circ$ round to when it is $180^\circ$. At the start of the cycle, the angular velocity is at a minimum, following on from a period of negative, decelerating moment at the end of the previous cycle, plot (d). Then, as the plate presents more of its surface area to the oncoming flow, the drag and lift forces (inferred from their coefficients) increase, resulting in a positive, accelerating moment acting on the plate, which itself peaks at approximately $45^\circ$ into the cycle. The plate’s angular momentum peaks at an angle of attack of approximately $90^\circ$, as the moment coefficient moves from positive to negative. This cycle then repeats as the plate passes through its starting position.

As seen previously in Section 3.6, Fig. 17(a) and (b) shows the $Q=10$ s$^{-1}$ isosurfaces for the base case plate at angles of attack of $0^\circ$ and $90^\circ$ respectively. In both plots, the vortex being shed from the retreating edge can be seen. Fig. 17(b) is at a point in the cycle just before the snapshot presented by Yelmgren (1966) in Fig. 4, albeit with the opposite sense of rotation. Here, the vortex is just forming on the retreating edge and the vortex from the previous cycle can be seen propagating
downstream. In Fig. 17(a) the vortex is still attached by two side vortex tubes. Also seen are two vortex “legs” which are caused by vortices being shed from the tips (or sides) of the plate and being carried downstream.

4.2. Sensitivity to moment of inertia parameter

While Iversen (1979) was able to produce and test the correlations of tip speed ratio, \( \gamma \), for aspect ratio and thickness ratio (Eqs. (2) and (3)), he was less committal in producing one for the moment of inertia parameter, \( K \). In his paper, it was

Fig. 18. Contours of CFD predicted instantaneous net pressure coefficients for (a) \( \alpha_y = 0^\circ \), (b) \( \alpha_y = 30^\circ \), (c) \( \alpha_y = 60^\circ \), (d) \( \alpha_y = 90^\circ \), (e) \( \alpha_y = 120^\circ \) and (f) \( \alpha_y = 150^\circ \).

While Iversen (1979) was able to produce and test the correlations of tip speed ratio, \( \gamma \), for aspect ratio and thickness ratio (Eqs. (2) and (3)), he was less committal in producing one for the moment of inertia parameter, \( K \). In his paper, it was
Table 2
Parameter set for the base case.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chord, $c$</td>
<td>1.0 m</td>
</tr>
<tr>
<td>Width, $b$</td>
<td>1.0 m</td>
</tr>
<tr>
<td>Thickness, $t$</td>
<td>0.0254 m</td>
</tr>
<tr>
<td>Density, $\rho_p$</td>
<td>106.3 kg m$^{-3}$</td>
</tr>
<tr>
<td>Mass moment of inertia, $I_{yy}$</td>
<td>0.225 kg m$^{2}$</td>
</tr>
<tr>
<td>Aspect ratio, $A$</td>
<td>1.0</td>
</tr>
<tr>
<td>Thickness ratio, $\tau$</td>
<td>0.0254</td>
</tr>
<tr>
<td>Mass moment of inertia, $I_{yy}$</td>
<td>0.1838</td>
</tr>
<tr>
<td>Inertia parameter, $K$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 19. Variation of the angular velocity, $\omega_y$, with time for the base case and for a case where the moment of inertia parameter is four times that of the base case.

Fig. 20. Variation of (a) the angle of attack, $\alpha_y$, with dimensionless time, $\tau^*$ and then (b) the angular velocity, $\omega_y$, (c) the drag and lift coefficients and (d) the moment coefficient with the angle of attack during a half rotation of the plate, in the base case configuration.
suggested that indeed,

\[ Y = f_1(A)f_2(\tau)f_3(K), \]  

(15)

but the experimental evidence was complicated, since many of the experiments used quite different experimental arrangements.

As mentioned earlier, the base case has a value of \( K \) that was towards the bottom of the range considered by Iversen. A series of simulations with increasing values of \( K \) were conducted, simply by increasing the density of plate above its base case value. Fig. 21 shows the variation of the mean, maximum and minimum values of \( Y \) with \( K \), in the style of Iversen's paper.\(^1\) There is clearly an asymptotic relationship here, with \( Y \) tending to some constant value for large \( K \). The variation in TSR during a cycle, as witnessed by the convergence of the maximum and minimum values, reduces as the moment of inertia of the plate increases. This is in agreement with Iversen's observations and those for the two simulations presented in Fig. 19, where the case with \( K = 4K_b \) has an increased mean angular velocity with reduced variation in that variable.

Although this was not known \textit{a priori}, the value of \( K \) used in the base case, \( K_B \), was just above what Iversen called, \( K_M \), the minimum value below which the inertia of the plate is not great enough to carry it through the retarding-moment portion of the cycle (\( \alpha_y > 90^\circ \) in Fig. 20(d)). Indeed, a reduction in \( K \) to half its base case value resulted in damped oscillations and ultimately a plate that stuck at an angle of attack of 90°, albeit with some minor oscillations back and forth.

The aspect and thickness ratios of the base case are in the centre of the range of values considered by Iversen when constructing his correlations. Therefore, making the assumption that Iversen's correlations for \( f_1 \) and \( f_2 \) hold, it is possible to plot \( Y/f_1f_2 \) against \( K \) in order to find a functional relationship for \( f_3 \). For the base case plate geometry, regardless of its density, \( f_1 = 0.4547 \) and \( f_2 = 0.8765 \), giving \( f_1f_2 = 0.3985 \). It was found that the function

\[ f_3(K) = a_K(1 - b_K \exp -c_K \sqrt{K}) \]  

(16)

with \( a_K = 0.9516 \), \( b_K = 1.0487 \) and \( c_K = 4.1307 \) and is used in Eq. (15) to produce the “Fit” curve in Fig. 21. If the CFD simulations were following Iversen’s correlations exactly, \( a_K \) would be unity – the fact that it differs from this slightly indicates some numerical error. However, when considering the experimental data spread in Iversen’s experimental database, this is an acceptable error.

4.3. Sensitivity to aspect ratio

In order to test the sensitivity of the simulations to aspect ratio, \( \tau = b/c \), three extra inner, spherical domains were built and meshed. The new plates had aspect ratios of 0.5, 0.33 and 0.2, based on a chord of 1 m. These could be rotated through 90° about the x axis to give three further aspect ratios of 2, 3 and 5. However, this meant that only the cases with \( A < 1 \) had the same thickness ratio, since the plates all had a thickness, \( t_y \), of 0.0254 m. Nonetheless, it seems reasonable to account for variations in the thickness ratio by assuming that Eq. (3) holds over the range under consideration.

Fig. 22 shows the variation of the tip speed ratio, \( Y \), with aspect ratio, \( A \), both according to the Iversen correlations, \( f_1(A)f_2(\tau) \) and for the numerical simulations. Two sets of results are shown, one set for the “Fixed density” plates, which had the low density of the base case plate. Due to this constant density, the value of \( K \) for \( A < 1 \) was 0.184, but increased when

\(^1\) The simulations produced a time-series of \( \omega_y \), from which the tip speed ratio is found as \( Y = \omega_y c/2u \).
A > 1 because the thickness ratio, \( \tau \), was not constant in this region. In order to isolate the results from a variation in \( K \), a second set of simulations were run with a fixed value of \( K = 0.735 \), which is still towards the lower end of the range considered by Iversen (1979).

In the range 0.5 < \( A < 2 \), the agreement with Iversen’s correlations is encouraging. When \( A > 1 \), the TSR predicted by the numerical simulations is significantly larger than Iversen would suggest. The discrepancy increases with aspect ratio. These plates are rotating at angular velocities an order of magnitude greater than the base case plate, which might explain some of the inaccuracy. However, the time step used in the simulations was reduced accordingly, so that the rotation per time step would be approximately constant for all simulations. Rather, the sources of difference when \( A > 1 \) could be due to the lack of bearing friction in the numerical simulations and the blockage ratio in the simulations, which was low compared with the experiments upon which Iversen’s correlations were based. Fig. 17(d) shows the Q-criterion for the \( A = 2.0 \) plate. Here the very distinct vortex structures of the base case, plot (a) in the figure, are not as clear. The retreating edge vortex is still discernable, but the edge vortices seem to have been wrapped up in this vortex.

When \( A < 1 \), the simulations again over-predict – by a factor of 1.5 for the very lowest aspect ratio considered. For these very slender plates, the vortices shed from around the long, chord-wise edges of the plate, may be interfering with the retreating edge vortex in a complex manner, which the numerical simulation is not capable of capturing accurately. There is not enough evidence here to suggest that Iversen’s correlations break down at these low aspect ratios. The aspect ratio correlation is shown to work very well against Glaser and Northup (1971), where \( K \approx 6 \) and \( \tau = 0.03125 \). A number of tests were conducted in this range of \( K \) and \( \tau \), but a similar trend was seen, with the tip speed ratio being higher than predicted...
outside the range, $0.5 < A < 2$. Fig. 17(c) shows the Q-criterion for the $A=0.5$ plate, which bears a close resemblance to the plot for the base case. The long, side edges ensure that vortices shed from these locations compete with the retreating edge vortex and are clearly visible. The quite different flow fields when $A < 1$ and $A > 1$ tend to confirm the shape of Iversen’s $f_1$ correlation, Eq. (2).

There is one anomalous point in Fig. 22 – for the low density plate with $A=0.33$, the TSR does not lie in the expected position between the values for $A=0.2$ and 0.5. This is because, for some unexplained reason, the variation in the angular velocity exhibits a complex period nature, Fig. 23 – something that none of the other cases in this sensitivity study exhibit.

### 4.4. Sensitivity to Reynolds number

Using the base case configuration, four more wind speeds of 0.1, 0.25, 1, 10 and 20 m s$^{-1}$ were simulated, corresponding to a range of chord Reynolds numbers from $6.9 \times 10^3$ to $1.4 \times 10^6$. Iversen used both “chord” and “thickness” Reynolds numbers, but here only the chord Reynolds number, $Re = \rho u c / \mu$, is considered because the thickness ratio at each wind speed is constant. The range of Reynolds numbers chosen corresponds to those seen with flying debris. It should be noted that during the initial acceleration phase of the debris flight, the Reynolds numbers will be towards the top end of the range
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**Fig. 24.** The variation of the tip speed ratio, $\Upsilon$, with the Reynolds number, $Re$, for aspect ratio, $A=1$, thickness ratio, $\tau = 0.0254$ and moment of inertia parameter, $K=0.1838$.
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**Fig. 25.** The variation of the drag, $C_D$, and lift, $C_L$, coefficients with the Reynolds number, $Re$, for aspect ratio, $A=1$, thickness ratio, $\tau = 0.0254$ and moment of inertia parameter, $K=0.1838$. 
considered here. As the plate approaches the wind speed, the Reynolds number, based on the relative velocity between the plate and the wind, will reduce, possibly by an order of magnitude.

For these plates with an aspect ratio of 1, with the \( f_3(K) \) correlation used, the Iversen correlations would predict \( \Upsilon = 0.31 \), which, from Fig. 24, is the asymptotic value as Re becomes large. This concurs with the conclusion of Iversen (1979) that the "tip speed ratio is relatively independent of the Reynolds number". For the lowest values of Re in this limited range, there is a rapid dropoff in tip speed ratio. Due to the low moment of inertia parameter of the base case plate, there is a large variation in angular velocity during each cycle (at all Reynolds numbers). However, for the lowest wind speed, \( u = 0.1 \text{ m s}^{-1} \), this means that the plate is almost becoming stationary at certain points in each cycle, which clearly will result in a quite different flow regime than at higher wind speeds. It could therefore be postulated that there will be a finite Reynolds number below which the plate will no longer autorotate. Iversen, however, did not discuss this eventually, possibly because the plates he was analysing all had much higher values of \( K \).

The mean drag, \( C_D \), and lift, \( C_L \), coefficients over four cycles are plotted against chord Reynolds number in Fig. 25. Again there is an asymptotic limit for both force coefficients as Re increases above \( 10^5 \). Iversen found a slight functional dependence of the drag coefficient on the chord Reynolds number, but this was subject to a good deal of experimental scatter. The values of \( C_D \) that Iversen quoted were between 0.8 and 1.2, so the values predicted by the simulations fall well within that range.

4.5. Sensitivity to thickness ratio

The robustness of Iversen's \( f_2(\tau) \) correlation was tested by creating four plates with thicknesses from 0.01 to 0.2 m. All other base case parameters were retained, except for the plate with \( \tau = 0.01 \) m, where the density had to be doubled to get the plate to autorotate. Fig. 26 shows that the values of \( \Upsilon \) predicted by Iversen (ie \( \Upsilon = f_1(A)f_2(\tau)f_3(K) \), with \( f_3(K) \) given by Eq. (16)) in comparison with the numerical predictions. For the thickest plate, there is some deviation from the value predicted by Iversen. A close inspection of Iversen’s data reveals a paucity of data above \( \tau = 0.1 \). The data above this value was calculated using the wind tunnel data of Glaser and Northup (1971) with a plate of aspect ratio, \( A = 0.5 \), and moment of inertia parameter, \( K \), in the range 1.3–32, well above the range used in the numerical simulations.

5. Conclusions

This paper demonstrates that it is possible to model a complex fluid–structure interaction, such as autorotation, using Reynolds–Averaged Navier–Stokes turbulence models. In particular, the use of Unsteady RANS turbulence models, coupled with a single degree of freedom solver, is indicated in this case, with predicted autorotation rates, moment coefficients and surface pressures comparing very well with experimental results. Indeed, the CFD modelling was able to identify a systematic error in the experimental approach, namely the inherent mass eccentricity of the instrumented plate used in the Auckland experiments. It has also been shown that the predicted pattern of vortex shedding around the plate is in agreement with earlier experiments.

Further, the comparison in the idealised case against the Iversen (1979) correlations shows that for the aspect ratio \( A = 1 \) plate the correlations are followed by the CFD simulations. It is only when the aspect ratio differs from unity that the performance of the CFD becomes poor. However, this may be due to the low density of the plates used throughout this study and the unknown blockage ratios of the experiments on which Iversen (1979) based his correlations. However, the
numerical models do produce good agreement with Iversen's findings when the thickness ratio and Reynolds number are varied for the square plates only.

The accuracy of the CFD modelling for the fixed axis autorotation, has given the research team greater confidence when applying similar techniques to the flight of wind-borne debris for flat, square plates.
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