
Access from the University of Nottingham repository:

Copyright and reuse:

The Nottingham ePrints service makes this work by researchers of the University of Nottingham available open access under the following conditions.

This article is made available under the University of Nottingham End User licence and may be reused according to the conditions of the licence. For more details see:
http://eprints.nottingham.ac.uk/end_user_agreement.pdf

For more information, please contact eprints@nottingham.ac.uk
COMPUTATIONAL STUDY OF KLANG VALLEY’S URBAN CLIMATOLOGY, AND URBANISATION OF PUTRAJAYA CITY, MALAYSIA

KENOBI ISIMA MORRIS, BEng.

Thesis submitted to the University of Nottingham for the degree of Doctor of Philosophy

APRIL 2016
AUTHOR’S DECLARATION

I hereby declare that I am the sole author of this thesis and have performed all of the work presented herein. I also declare that this work has not been submitted in any form for another degree at any other university or institution of tertiary education.

All information derived from published or unpublished works of others have been duly acknowledged in the text and provided in the list of references.

Kenobi Isima Morris

Signature .......................... Date: 20 April 2016
Abstract

Urbanisation is associated with physical modifications of land surfaces and climate of a given area. Studies of urbanisation effect on urban climate for Klang Valley region is below par. This research aims to bridge the gap by using a coupled Weather Research and Forecasting (WRF) model with the NOAH Land Surface Model (NOAH) and Urban Canopy Model (UCM) – WRF/NOAH/UCM to investigate the urban climatology of Klang Valley and the urbanisation of Putrajaya over a decade. In addition, evaluation of the garden city concept adopted in the development of Putrajaya city is also conducted. The model is first validated against a network of meteorological observations in the region to determine its suitability for urban climate investigations. Climatological variables (near-surface temperature, relative humidity, and wind speed) along with land use and land cover (LULC) changes; planetary boundary layer height (PBLH), and urban heat/cool islands (UHI/UCI) of the area are also investigated. The model evaluation shows good performance over the region. LULC changes demonstrates strong influence in thermal climatology variations. A mean maximum UHI intensity of ~4.2 ºC was observed in the urban canopy-layer of the Klang Valley.

Results reveal that urbanisation of Putrajaya leads to 2-m temperature increase at the rate of ~1.66 ºC per decade, with the area experiencing a mean UHI intensity of ~2.1 ºC per day. Other climatological variables vary accordingly with the urbanisation processes.

Evaluation of the garden city concept indicates that the adopted concept causes a reduction in 2-m air temperature of the Putrajaya area, amounting to ~0.53 ºC per day; with vegetation contributing more (~0.39 ºC) to the daily reduction relative to water bodies (~0.14 ºC). Location of the city in the tropics accustomed with high intensity of daily solar radiation masked the cooling potentials of the concept to some extent.
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Chapter 1

1 Introduction

1.1 Urbanisation

Urbanisation is the process by which rural communities grow and expand into urban cities, and by extension conurbation. The earliest reported record of urbanisation was the ancient city of Mesopotamia during the period 4300 – 3100 BCE (Mark 2014). It is induced by humans because of migration and strives for better living conditions and survival. The process of urbanisation is associated with changes in political, economic, social, and environmental dynamics (Davis 1955).

The world is currently confronted with the vague yet significant problems posed by urbanisation to the environment (Dodman 2009). Our environment is changing; urban cities lower atmospheres and water bodies are polluted (Satterthwaite 2009; Huang et al. 2013), canopy layer temperatures are on the rise (Jones et al. 2008; Qu et al. 2013), farm and agricultural lands are altered to urban forms (Winfield 1973; Zhou et al. 2004; Marcotullio et al. 2008; Schneider et al. 2009), increased energy consumption and emission (S. Wang et al. 2014), surface energy balance – especially sensible heat and precipitation are modified in urban areas thus, perturbation in spatial variability in thunderstorm occurrence (Lin et al. 2008; Shem & Shepherd 2009; Miao et al. 2010), increase in population density of urban areas resulting from rural and
peri-urban migration thereby exacerbating the pressure on the limited resources to sustain urban metabolism (Newman 1999; Kennedy et al. 2007; Kennedy et al. 2011). According to Pidwirny (2006) “climatologists have measured about up to 10% more rainfall in urban areas. This increase may be due to the combined effect of particulate air pollution and increased convectional uplift. Air pollution may enhance rainfall by increasing the number of condensation nuclei through the atmospheric addition of smoke and dust particles. The additional generation of heat within the city increases the number of convection currents over that surface. Convection is required to initiate the development of thunderstorms”. The impact of urbanisation is not only felt on the climatological and environmental perspectives but also in behavioural sense. Hence, urbanisation has been linked with altered human behaviour (Widodo 2012; Salleh et al. 2012). For instance, increased crime rate is reported in Soh's (2012) and Montoya (2015) modelling of the relationship between crime rate and urbanisation in the Netherlands.

The accompanying problems with urbanisation are speculated to escalate. In 2008, for the first time in human history, human population residing in urban areas was reported to exceed that in the rural areas, with projections for continual increase in urban residents (Heilig 2012; United Nations 2014). The noticed overshoot in urban population was predicted in 1955 by Davis (1955); where he states emphatically “that the process of urbanisation has moved rapidly in the entire world since 1800, and the peak is not yet in sight”. This increase in population is expected to come from developing countries such Brazil, China, Indonesia, India, Mexico and Nigeria (United Nations 2014).
Urbanisation rates vary globally relative to a country’s population. United States of America (USA) and the United Kingdom (UK) have higher urbanisation rates compared to other countries (New World Encyclopedia 2010). However, they have far less annual urban growth rates since a smaller proportion of their population still reside in the rural areas. Examples of cities that have experienced high growth rate in the last three decades include: Seoul, South Korea; Lagos, Nigeria; Beihai, China; Ghaziabad, India; Sana’a, Yemen; Kabul, Afghanistan; Bamako, Mali; and Dar es Salaam in Tanzania (Heilig & United Nations 2012).

Urbanisation in Malaysia started in earlier centuries before the arrival of the British colonial era (18\textsuperscript{th} century). Prior to the British era, urban settlement in the form of empire was mainly concentrated in the Melaka region that has already established kingdom and leadership (Hadi et al. 2011). During the British era, urban centres were primarily occupied by colonial masters and serve as administrative centres to administer law and order to sustain the exploitation of tin and rubber production, in addition to the provision of goods and services (Hadi et al. 2011). The British marked urbanisation in Malaysia was followed by the pseudo-urbanisation phase, characterised by rural youths (mostly male) migration to the urban centres to seek for limited jobs. This took place after the second World War (Hirschman 1976). The most prominent urbanisation transition witnessed in Malaysia was the outcome of the New Economic Policy (NEP), 1970 and subsequent developmental policies that follow the NEP, 1970. The growing extent of the mega-urban regions stretching from Bernam river basin on the Perak-Selangor border to the Linggi river basin bordering Negeri Sembilan (Gullick 2003) and Melaka, and the
further expansion of the Klang Valley (Yaakob et al. 2010; Masron et al. 2012).

Urbanisation in Malaysia is defined and gazetted by the Department of Statistics, and used in the Population Census of 1970, 1980, 1991, and 2000. It defines urban area as having a population of 10,000 or more and/or gazetted area with their adjoining built-up areas and combination of both areas having a total population of 10,000 or more (Malaysia Department of Statistics 2010). A study conducted by Masron et al. (2012) on the spatial distribution of urban cities in Malaysia using analysis of geographical information system (GIS) from 1957 - 2000, shows that there has been about 400% increase in urban settlement resulting from cities sprawling from existing urban cities to cities from pure vegetated areas such as the Putrajaya city (Moser 2010; Chin 2006; Morris et al. 2015b). Penang, Melaka, the Klang Valley (Kuala Lumpur, Shah Alam, Petaling Jaya, Subang Jaya, Putrajaya, Cheras, Kajang, Selayang Baru), Johor Baru, Ipoh, Negeri Seremban, Kuantan, George Town, etc., are some of the cities that have experienced tremendous urban expansion and increased population in the past 40 years (Department of Statistics Malaysia (DSM) 2010; Masron et al. 2012).

Industrialisation and urbanisation are intertwined in the case of Klang Valley expansion and continual urban growth. Rural Malays and Chinese migration to the Valley for better paychecks and living conditions triggered an extension of already developed urban cores in the region, such as Kuala Lumpur, especially in the 1970s (Choo & Taylor 1986). Most of the migrants could only afford to reside in the peripherals of the existing urban cores which prompt the development and further expansion of the peripherals (e.g., TTDI
Jaya in Shah Alam, Selangor, Kampung Haji Abdullah Hukom in Kuala Lumpur, and Subang Jaya in Selangor) to accommodate the migrating population into the region (Choo & Taylor 1986; Yusoff 2007).

The attitude of migrants opting to reside in outskirts and peripherals of cities caused a slowdown in the projected population of major Malaysian cities (Shuid 2004). For instance, Kuala Lumpur recorded 1.29 million population according to the 2000 population census, 0.9 million shortfalls of Kuala Lumpur Structure Plan 2000 initiated in 1984 (Dewan Bandaraya Kuala Lumpur 2000) projection. Shuid (2004) in his study on Urbanisation and housing in Kuala Lumpur City Centre opined that failure of Kuala to achieve projected population was not wholly due to rural migrants behaviour to reside in peripherals of the cities because of their prevailing economic situations but urban dwellers migrating to the city’s outskirt for cheaper and yet comfortable housing and living conditions.

Putrajaya, a city within the Klang Valley, on the other hand, could be described as a city without urban history (Kho & Low 1998; Chin 2006; Moser 2010; Morris et al. 2015a). Unlike other urban city resulting gradually as a result of human migration in search of good and healthy living conditions, industrialisation, proximity to seaports and other viable reasons to attract labour migration (Karl et al. 1988; Hill 1995; Yaakob et al. 2010), Putrajaya emergence was solely the idea of Dr. Tun Mahathir, former Prime Minister of Malaysia in the mid-1980s. He conceived an idea of building a city to represents Malaysia culture, pride, independence and departure from the colonial master and self-sufficiency (Moser 2010). This is reflected in the landmarks and Malay laden architectures that emblemise the city. In the early
1990s the then densely populated palm and rubber farm formerly part of the Selangor statutory control was seceded to the government to be the newly federal capital – administrative (Chin 2006). The nascent city in the late 1990s, however, metamorphosed to today’s celebrated garden and intelligent city. Its population has grown from less than 3000 in 1995 to approximately 70,000 as reported by the 2010 population census (Malaysia Department of Statistics 2010). Detail descriptions of the Putrajaya are given in Chapters 4 and 5 while the Klang Valley Chapter 3 of this report.

1.2 Urban climatology

Because of changes of natural land cover and soil surfaces, urban cities have a profound impact on the immediate overlying and surrounding atmosphere. Modifications in urban form have direct impacts on gaseous emission, alteration of thermal heating budget, urban heating, air pollution, urban boundary layer (UBL) modifications, water vapour availability, and materials that attend to human activities (urban metabolism) (Elgin & Oyvat 2013; Henderson & Venables 2009; Han et al. 2014; Kennedy et al. 2011). Urban climatology is the field of climatology that deals with urban effect on the immediate overlying, surrounding, and the atmosphere at large, and application of this knowledge to improve urban planning, design, provide guidelines for urbanisation and development to mitigate the associated problems of urbanisation. Urban climatology and meteorology are often interchanged in their usage. Though similar, they differ in temporal coverage. Urban climatology is not a standalone field as it incorporates aspects of many different fields ranging from meteorology, climatology, architecture, urban
design, air pollution science, biometeorology, and other related disciplines. It is noteworthy that each of these disciplines has its own established focus and developed distinct tools and methodologies suitable for their interests (Mills 2014; Hebbert 2014). Thus, most of the knowledge drawn from different disciplines that form the body of urban climatology is still fragmented and in its infancy stage with an effort to assimilate and put together a field of study with coherence in the process (Mills 2006; Mills 2014).

The fundamental motivation in the field of urban climatology is drawn from Albert Kratzer statement of purpose in his doctoral thesis – *Climate of Cities (Das Stadtklima)* (Kratzer 1956); “Only when we possess sufficient knowledge of the bright and dark sides of city climate are we in a position to use this information and to formulate a technique for city construction based on considerations of climate. Yet something is already accomplished when we realise that we do not have to accept city climate simply as a fact but can influence it”.

The scientific history of urban climatology can be traced to Luke Howard first publication on *The Climate of London* which contained continuous daily surface observations of London from 1801 (Howard 1818b), where he deduced the changing trend of London overlying thermal climate relative to its rural to the tune of $\sim 1.579 \, ^\circ$. Though the work could hardly be criticised because of the limited data and temporal coverage of the observations available, it is however not deterministic in its estimations of London (urban temperature, $T_U$) and suburbs (rural temperature, $T_R$) thermal variations ($\Delta T_{U-R}$) and non-representative of the cities but the vantage of London and the outside London where the stations were situated (Mills 2014). Howard’s work established the
premise of the difference that exists between urban and rural thermal climates resulting from differential urbanisation processes which could hardly be disputed. It was not until the early 1970s that Lowry (1977) developed an empirical approach and formulated the problems inherent in examining the urban effect on the overlying atmosphere. He identified three different components in any set of measurements; (1) the background climate, (2) the effects of the local climate, and (3) the effects of the local urbanisation.

$$\Delta T_{U-R} = T_U - T_R$$  
Eq. 1:1

In an ideal investigation of the urban effect on the thermal condition measured (Eq. 1:1), there should be continuous set observations prior to and after urbanisation processes, thus, the unique contribution of urban effect on the climatology could easily be identified and extracted. However, Howard’s pilot studies and most observational studies today (Howard 1818a; Howard 1820; Grimmond 2006; Mirzaei & Haghighat 2010; Arnfield 2003) are based on urban and rural sites designations in pre-existing urban and rural conditions. This, however, could hardly be avoided owing to the limitation in awareness of the urban effect on the local and regional weather and climate 40 – 60 years ago. Hence, observational study of the urban effect could be conducted and its impact estimated by accurately planning and designing the techniques to be used prior to the development of any city. For instance, the city of Putrajaya, Malaysia, could have served the best purpose since it was built from originally farm and agricultural lands.

Evolution of the approaches used in studying the urban climatology is classed here into two eras; prior to 1970s and after the 1970s. Prior to 1970s,
most of the studies done on the subject were in Central Europe within the context of landscape studies and microscale climatology (Mills 2014). For example, Geiger’s first publication on the subject “The climate near ground” which appeared in German language in 1927 but only published in English language during the mid-1960s (Geiger 1965; Gloyne & Geiger 1967). Geiger (1965) studies were followed by Kratzer (1956) comprehensive studies on the Climate of Cities published in German in 1937 and appeared in English in the late 1950s. Relatively, there were fewer studies on these topics elsewhere. A decade later, Balchin & Pye (1947), investigated the local effect (including that of towns) in Britain, Sundborg (1950) studied the urban heat island (UHI) around the city of Lund in Sweden with great effort to understand the effect at the city scale; Okita (1960) in Japan during winter to understand the wind speed variable and observe the urban effect across Asahikawa city, and Chandler’s work on Climate of London in 1965 and reprinted by Oke (2009) marked the urban climate evolving trend prior to the 1970s.

After the 1970s there shows a significant increased awareness of the urban effect on the city climate and a subsequent increase in number of investigators with changing perspectives (Mills 2014). This period is dominated by studies in the Anglo-American region populated by physical geographers and thus adoption of quantitative and systematic approaches to the research on urban climate. Examples of such studies are Myrup (1969); Oke (1973); Johnson et al. (1973); Lowry (1974); Terjung & Louie (1974); Terjung (1976); Oke (1976); Nunez & Oke (1977); Lowry (1977b); Oke (1981); Oke (1982); Arnfield (1982); and Oke (1984). The current state of urban climatology is dominated by numerical modelling of urban environment with
more dependence on computer processing power (Hebbert 2014). Improved computer power has caused improvements in the scale and sophistications of computer models, development of new models to accommodate microscale phenomena, urban surface (Chen et al. 2004), land cover descriptions (Chen et al. 1996; Mitchell et al. 2005), material properties and geometry and functions that defined different types of urban neighbourhood (Tewari et al. 2007; Chen et al. 2011; Wang et al. 2015). Furthermore, improvements in urban scale climatology due to computer modelling have been matched with developments in modelling hierarchy of climate scales (see Fig. 1:1); from global to regional, and to mesoscale, now capable of including the presence of cities to varying degrees, for example (Masson 2000; McCarthy et al. 2010; Gsella et al. 2014; Chen et al. 2014).

Table 1:1. Chronological evaluation of urban climate effect approaches (Mills (2014))

<table>
<thead>
<tr>
<th>Time period</th>
<th>Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1900</td>
<td>Observation and description of urban effects using conventional meteorological equipment (thermometers, hygrometers, etc.)</td>
</tr>
<tr>
<td>1960</td>
<td>Move toward measurement of 'process' variables – radiation, sensible and latent heat exchanges. The use of statistical methods to summarize and generalise results</td>
</tr>
<tr>
<td>1970</td>
<td>Application of conventional (micro-)meteorological theory to urban climates. Use of energy budget as a framework to explain the urban effect: Observation of process variables, radiation, estimated fluxes. Use of computer modelling techniques. More rigorous definition of urban ‘surface’, urban scales and observing urban effects</td>
</tr>
<tr>
<td>1980</td>
<td>Adoption of an experimental approach: Select common urban forms (streets become canyons). Use of scaled physical models and direct measurement of fluxes</td>
</tr>
<tr>
<td>1990</td>
<td>Relationships between real urban forms and climate effect: Urban field projects examined by research teams. Generalizations based on a range of settlements</td>
</tr>
<tr>
<td>2000</td>
<td>Development of realistic urban climate models. Employment of novel techniques for examining urban climate</td>
</tr>
</tbody>
</table>

Table 1:1 highlights and summarises development and approaches used in investigating the urban climate effects prior to and after the 1970s. While Fig. 1:1 shows the different climate spatial scales in urban climate studies. The urban boundary layer – the lower layer of the atmosphere in direct interactions with the earth surface (Stull 1988; Barlow 2014). This is another aspect of
urban climatology that has drawn considerable attention in recent times (e.g., Oke 1995; Arnfield 2003; Tong et al. 2005; Salamanca et al. 2011; Pichelli et al. 2014; Barlow et al. 2014; Barlow 2014). Fig. 1:1 describes and distinguishes between the three scales of effect and as well highlights the processes that dominate in each of these scales.

From the nascent stage and today growing interest in the field of urban climatology, tropical countries (especially Malaysia and Singapore) have seen little effort trying to understand the urban effect on local and region climates. Probably the first documented English published literature in the field of urban climatology in the tropics was Nieuwolt (1966) research on *The urban microclimate of Singapore* between 1964/65 followed by Sham Sani pioneering studies in Malaysia (Sani 1972; 1973; 1980; 1984b, 1986; 1990; 1991b; 1993; 1994; 1998). In 1972, Sani conducted a short-term (2 days) study to investigate the climate of Kuala Lumpur, Malaysia, and observed that the core was generally warmer and drier than the rural surroundings (Sani 1972). These findings were later confirmed by additional mobile measurements (Sani 1973). This gave rise to Sani continual interest and other related studies in urban climate of the region.
Fig. 1. Schematic of different climate scales and vertical layers found in urban areas (Oke 2006)

Summary of a decade research conducted in Malaysia from Sani (1972) pioneering investigation on the UHI of Kuala Lumpur is reported in Sani (1983). The investigation paved the way for future research (e.g., Sani 1984a, 1994, Ahmad et al. 2009, Ahmad et al. 2010, Ibrahim & Samah 2011, Elsayed 2012, Yusuf et al. 2014) in urban climate with emphasis on UHI formation around Kuala Lumpur. Further studies note increase in maximum UHI intensity (UHII) between 1972 and 1980 and reduced significance of wind speed in controlling night-time UHII (Sani 1990; Sani 1991a) relative to mid-latitude cities (Chow & Roth 2006). He argued that mindfulness of these findings in design and building of urban cities will reduce the resulting influence of urbanisation in the region (Sani 1991b).

Despite the few studies to understand the urban climate in the region (Klang Valley), most of which have been concentrated in the Kuala Lumpur axis with emphasis on UHI formation. As of the time of reporting, only three
studies (Chng et al. 2010; Tehrany et al. 2013; Shaharuddin et al. 2014) have been conducted on urban climate over the region with limited scope on the urban climatology. For instance, Chng et al. (2010) numerically investigate the impact of improved land use on MM5 predictions with latent effort on the climatological parameters of the region; Tehrany et al. (2013) on the other hand, used remote sensing approach to investigate variations in urban land use of the region on the land surface temperature; while Shaharuddin et al. (2014) study was on the impact of UHI on thermal comfort of Klang Valley. However, relative to urban climate studies over the Valley, there is proliferation of air pollution and air quality studies (e.g., Lodhi et al. 1997; Awang et al. 2000; Hashim et al. 2004; Azmi et al. 2010; Varikoden et al. 2011; Juneng et al. 2011a; Juneng et al. 2011b; Singh 2014; Ahamad et al. 2014; Jamhari et al. 2014; Rahman et al. 2015). The flooding of air quality and pollution studies is likely due to the consistent haze occurrence over the Valley’s atmosphere caused by transboundary transport of smoke resulting from bush burning within Malaysia and neighbouring countries (such as Indonesia and Thailand) (Othman et al. 2014; Ashfold et al. 2015). Deficiency in the investigation and understanding of the general urban climate of Klang Valley has necessitated the current study to bridge the knowledge gap. In this study, urban climate parameters not limited to air temperature are investigated.

1.3 Green city and garden city concept (GCC)

The quest for a better urban environment without environmental problems associated with urbanisation and industrialisation is one of the motivated factors for the adoption of sustainable urban planning. This has become
imperative due to different factors: urban inhabitants, government, and strong advocates from climatologists in the mid and late 20th century such as Helmut Landsberg in his famous and undying list of meteorological principles (Landsberg 1973) that must begin to penetrate the annals of planning process of urban environment. For instance, reduction in in-town automobile emissions; increase green space for evapotranspirational cooling and run-off reduction; halt in building on flood plains; not sacrificing shade trees for traffic flow; recognising urban heat as a potential health hazard; and mindfulness of aggravating the outdoor heat load through reliance on indoor air-conditioning (Landsberg 1973). These efforts result in the green concept integrated into city design and planning practices in use around the globe today as demonstrated in recent literature (Caruso et al. 2015; Haaland & van den Bosch 2015)

The garden city concept proposed by Sir Ebenezer Howard (Howard 1898) in 1898 was inspired by Edward Bellamy’s Utopian novel “Looking Backward: 2000 – 1887” (Bellamy 1888). It is an urban planning approach where cities are planned to be, self-contained communities surrounded by greenbelts, and containing carefully balanced residential areas, industry and agriculture (see Fig. 1:2). The concept has influenced some cities around the globe during the 20th centuries such as; Baldwin Hills Village in Los Angeles and Walkerville, Ontario, in Canada (New World Encyclopedia 2010). French Dakar city, Senegal (Bigon 2012); Chengdu, China (Zhao 2012) and the recently developed city of Putrajaya in Selangor, Malaysia (Moser 2010; Morris et al. 2015a; Morris 2016). Fig. 1:3 is an example of a street view of implemented GCC in Hertfordshire, England.
Fig. 1.2. Schematic of the garden city concept surrounded by other self-contained and functioned garden cities (Howard 1898)

Despite the growing popularity and adoption of the concept from its inception to today current strive for better urban environmental and climatic conditions, there is no existing scientific literature with dedicated studies on evaluation of the GCC in mitigating problems posed by urbanisation and industrialisation in cities, which is the primary objective of its adoption. Thus, the present study aims to evaluate the concept using the nascent tropical city of Putrajaya recently developed from a pure farm and agricultural lands, from 1995 to 2011 as a case study. The study also investigates individual contributions of some of the natural elements (water and greenery) integrated into the concept to the overall thermal performance of the garden city approach
in reducing the urban thermal conditions of Putrajaya. This is achieved by comparing the present urban climate of the city with other neighbouring tropical cities and numerically manipulating the land cover of the Putrajaya city to represent different scenarios that enable investigation of the different natural elements implemented during the development of the city.

Fig. 1.3. Housing at Letchworth garden city, Hertfordshire, England (TCPA 2011)

1.4 Objectives

1.4.1 Aim

To computationally study the urban climatology of Klang Valley and urbanisation of Putrajaya City, Malaysia.

1.4.2 Specific objectives

1. To evaluate Weather Research and Forecasting (WRF) model suitability for urban climate study in Klang Valley region.

2. To investigate the urban climate of Klang Valley using WRF.
3. To study the microclimate of Putrajaya city and investigate the existence of urban heat island in the city.

4. To investigate climate and environmental changes accompanying the urbanisation of Putrajaya.

5. To evaluate the effectiveness of the adopted garden city concept in the development of Putrajaya city to mitigate elevated thermal conditions associated with urbanisation; with emphasis on two natural elements (greenery and water body) integrated into the concept.

1.5  **Significance of the study**

1. Experimental and data collection cost which could linger into months and cost millions of dollars, as well as spatial coverage limitations inherent with *in-situ* studies, could be reduced by successful implementation of the coupled WRF/NOAH LSM/UCM models (freeware) in the area.

2. Findings of this study will help urban planners, designers, ecologists, environmental scientists, governmental and non-governmental bodies in proper planning, updating of current guidelines and design methods for building sustainable and livable urban cities.

3. The study will help economists make reliable decisions when embarking on green city projects.

4. The study outcomes will provide platforms for future urban climate research in the region.

5. Knowledge of spatial and temporal variations of UHI and solar intensity in the region are necessary for urban pedestrians.
6. Results of the study, especially on the garden city concept evaluation are necessary to justify the cost and sustainable aim of the Putrajaya City.

7. Spatial and temporal variations of a city thermal climate and boundary layer depth influence pollution dispersion greatly. Thus, readily available information is necessary should there be a need to model the spread of any outbreaks in the city. Here, the study findings will bridge this gap.

8. Findings of this study will help in urban and evolving cities planning, formulation of urban development strategies and evaluation of existing policies on urban development towards mitigation of urbanisation induced problems.

1.6 Thesis Outline

This thesis is structured into six independent yet intertwined chapters (see Fig. 1:4); with Chapter 1 and 2 serving as a prelude to Chapter 3, 4 and 5. Chapter 6 summarises and concludes the different conclusions of Chapter 3, 4, and 5. Each Chapter (3, 4, and 5) has a brief introduction and literature review pertaining to the subject being investigated fused under the heading “Introduction”. Methodology and numerical settings for each chapter are also highlighted with justification for each choice where necessary.

Chapter 1 gives an overview of relevant selected literature in the field of study, starting from a global scope to regional before narrowing to the area of interest. Finally, it highlights the objectives and significance of the study.
Chapter 2 introduces the different numerical techniques/models combined to conduct the research. In addition, statistical and other tools employed in this current study are also described in this chapter. Chapter 2 is concluded with brief descriptions of the investigation areas, research materials, and input data.

![Thesis flowchart](image-url)

**Fig. 1:4. Thesis flowchart; showing a graphical representation of the relationship and dependence among the different chapters**

Chapter 3 gives detailed physics and dynamics descriptions of the different models used, their coupling and numerical settings/parameterisations to represent the study location in the model. Coupled model (WRF/NOAH/UCM) evaluation and climatology of Klang Valley is also investigated here. This chapter is concluded by summarising the different investigation conducted herein.

Chapter 4 highlights the urbanisation of Putrajaya city and how the local climate has adapted to the surface and thermal changes that have taken place.
Model evaluation for the location is conducted as well as investigation on climatological parameters variations with the urbanisation processes with a final section concluding the chapter.

Chapter 5 details a computational evaluation of the garden city concept and some of the natural elements employed during the development of Putrajaya. PBLH, RH and urban heating variations with the different scenarios considered are also investigated in this chapter.

Finally, Chapter 6 concludes the different conclusions of the different chapters and with some suggestions on possible future studies in the region.
2 Methodology and analytical tools descriptions

Summary

This section of the report details the different techniques and tools adopted to achieve the set aims and objectives of this research. Weather Research and Forecasting (WRF) model, NOAH Land Surface model (NOAHLSM), and Urban Canopy Model (UCM) are used for the numerical integration, handling of land surface fluxes and account for urban roughness, drag, inhomogeneity, and land cover variations induced forcing, respectively. ArcGIS, WTOOLs, Google Earth Pro, and FORTRAN scripts are used for land use and land cover preparation and implementation, while NCAR Command Language (NCL), NetCDF4Excel, OriginPro, are used for data analysis and result presentations. Brief and concise information on the study locations are detailed in this section of the report.

2.1 WRF Pre-processing System (WPS)

The WRF Preprocessing System (WPS) is a set of programs (geogrid.exe, ungrib.exe, and metgrid.exe) whose collective role is to prepare input data to the real program for real-data simulations. Each of the programs performs distinctly one stage of the preparation: the geogrid defines model domains and interpolates static geographical data to the grids; the ungrib extracts meteorological fields from GRIB-formatted files; while the metgrid
interpolates horizontally the meteorological fields extracted by the *ungrib* program to the model grids defined by *geogrid* program. It is noteworthy that vertically interpolation of meteorological fields to the WRF vertical levels (eta) is performed by the *real* program (Wang et al. 2012).

Fig. 2:1 shows the flowchart of the WPS programs. Each of the individual WPS programs reads parameters from a common file “*namelist.wps*” (see sample on Appendix 1) as depicted in the Fig. 2:1. The *namelist.wps* file has separate namelist records for each of the programs separated by the slash symbol (/) and a shared namelist record, which defines parameters that are used by more than one WPS program. Note that the individual programs need their respective tables to function. These tables provide additional control over the operations of each program, though they generally do not need to be changed by the user. The purpose, contents, and format of these tables are documented in the WRF user’s guide (Wang et al. 2012). The WPS program used in this study is installed on Linux operating system on personal computers and the University’s clusters both in the United Kingdom (UK) and Malaysia Campus. Build mechanism for the WPS is similar to the build mechanism used by the WRF model.

Fig. 2:1. WPS flowchart (Source: http://www2.mmm.ucar.edu)
2.1.1 Geogrid (geogrid.exe)

The primary purpose of the geogrid is to define the simulation domains, and interpolate various terrestrial data sets to the model grids. The simulation domain (see Fig. 2:2) is defined using information specified by the user in the geogrid’s section of the namelist.wps. By default, and in addition to computing latitude and longitudes for every grid point, geogrid will interpolate land use category, soil categories, terrain height, monthly vegetation fraction, annual mean deep soil temperature, monthly albedo, maximum snow albedo, and slope category to the model grids. Global data sets for each of these fields can be downloaded from the MMM website (MMM 2015).

Fig. 2:2. Example of WRF domain configuration
Apart from interpolating the default static terrestrial fields, the geogrid program is able to interpolate most of the continuous and categorical fields to the simulation domains. For example, new and additional data sets can be interpolated to the simulation domain through the use of the table file, GEOGRID.TBL (see Appendix 2). The GEOGRID.TBL defines the fields that will be produced by geogrid program. The GEOGRID.TBL also specifies the interpolation methods to be used for each field, as well as the file system location where each data for the set fields are located (Wang et al. 2012). Furthermore, outputs from geogrid program are written in WRF input and output (I/O) application program interface (API) format, and thus, by specifying the Network Common Data Form (NetCDF) I/O format, geogrid writes its output in NetCDF. This can later be visualised using external software packages such as ncview and Read/Interpolate/Plot (RIP4) - a Fortran program that utilises the NCAR Graphics System Plot Package suite of plotting routines for creating plots, primarily from mesoscale model output (MMM 2015).

2.1.2 Ungrib (ungrib.exe)

Like the geogrid.exe program, the ungrib program reads GRIB files data, decodes (degribs) them, and then writes the data in a simple file format – WPS that is understood by the metgrid.exe program, called the intermediate format. GRIB files contain time-varying meteorological fields, and are typically from other regional or global model, such as NCEP's North America Mesoscale (NAM) or Global Forecast System (GFS).
Because the GRIB files typically contain more fields than are needed to initialise WRF, thus the \textit{Vtable} (see Appendix 3 for example of the \textit{Vtable}) defines which fields from the numerous fields of the GRIB files that are to be extracted and then write into the intermediate file format understood by the \textit{metgrid.exe} program. The \textit{Vtable} template for GRIB model output files used in this research is provided with the ungrib software. Detail descriptions of the fields in the \textit{Vtable} can be found on the WRF-ARW User’s Guide V3, “creating and editing \textit{Vtable}” section (Wang et al. 2012).

\subsection*{2.1.3 Metgrid (metgrid.exe)}

The \textit{metgrid} program horizontally interpolates intermediate file format meteorological data that are extracted by the \textit{ungrib} program onto the simulation domains defined by the \textit{geogrid} program. These interpolated \textit{metgrid} outputs are then ingested by the real.exe program. The range of dates to be interpolated by \textit{metgrid} program is defined in the “share” section of the \textit{namelist.wps} file (see Fig. 2:3). The date ranges are specified for each simulation domain. This is because the function of the \textit{metgrid} program, like that of the \textit{ungrib} program, is time-dependent. This program (\textit{metgrid}) of the WPS is run each time a new simulation is initialised.

Control over how each meteorological field is interpolated is provided by the \textit{METGRID.TBL} file (see Appendix 4). The \textit{METGRID.TBL} like the \textit{GEOGRID.TBL} file provides one section for each field, and within a section, it is possible to specify options such as the interpolation methods to be used for the field, the field that acts as the mask to be used for masked interpolations,
and the staggering (e.g., U, V in ARW; H, V in NMM) to which a field is to be interpolated.

Also, outputs from metgrid.exe are written in the WRF I/O API format. Hence by selecting the NetCDF I/O format, metgrid.exe can be made to write its output in NetCDF for easy visualisation using external software packages (Wang et al. 2012).

Fig. 2.3. Share section of the namelis.wps file

2.2 Weather Research and Forecasting (WRF) model

The Weather Research and Forecasting (WRF) Model is a next-generation mesoscale numerical weather prediction (NWP) system (Skamarock & Klemp 2008) designed to serve both atmospheric research and operational forecasting needs. Numerical weather prediction refers to the simulation and prediction of the atmosphere with a computer model. The model has two dynamical cores: a data assimilation system, and a software architecture allowing for parallel computation and system extensibility. The model serves a wide range of meteorological applications across scales from meters to thousands of kilometres (Wang et al. 2012). Development of the WRF began in the latter part of the 1990s and was a collaborative partnership principally among the National Centre for Atmospheric Research (NCAR), the National Oceanic and
Atmospheric Administration (represented by the National Centres for Environmental Prediction (NCEP) and the (then) Forecast Systems Laboratory (FSL)), the Air Force Weather Agency (AFWA), the Naval Research Laboratory, the University of Oklahoma, and the Federal Aviation Administration (FAA) (MMM 2015).

In addition, the WRF system comes with two dynamical solvers, referred to as the ARW (Advanced Research WRF) core developed and maintained by the MMM Laboratory (MMM 2015) and the NMM (Non-hydrostatic Mesoscale Model) which was developed by the National Centres for Environmental Prediction (NCEP) and supported by the Developmental Testbed Centre (DTC) (NCEP & DTC 2015). WRF allows researchers to generate atmospheric simulations reflecting real and ideal scenarios using real data (observations, analyses) and idealised conditions, respectively. WRF offers operational forecasting a flexible and robust computationally-efficient platform while providing recent advances in physics, numeric, and data assimilation contributed by developers across the broad research community. WRF is currently in operational use at NCEP, AFWA, and other forecasting centres across the globe (MMM 2015).

Fig. 2:4 shows the principal components and flowchart depicting the functionality of the components of the WRF modelling system. The software framework provides infrastructure that houses the dynamic solvers, physics packages that interface with the solver, programs for initialisation and other software components of the model (WRF) (Skamarock et al. 2008).

The WRF model open source and community-based development has enables a growing research and operational community of users worldwide,
with over 30,000 registered users in over 150 countries (http://www.wrf-model.org/index.php). The WRF-ARW dynamic core is used in this study because of its extensive application in different spheres of research and real-time forecasting throughout the world (Morris et al. 2015b; Martins et al. 2015; Li et al. 2016). Refer to Appendix 7 for basic equations calculated by the WRF model.

Fig. 2:4. WRF system components (Skamarock & Klemp 2008)

2.2.1 Advanced Weather Research and Forecasting (ARW) model - WRFARW

The advanced WRF here refers as ARW is a fully compressible, Eulerian mass coordinate non-hydrostatic with a run-time hydrostatic option. ARW is a regional climate model that solves the conservative equations of mass, momentum and energy on terrain-following coordinates, and with option of multiple nesting to enhance resolution over area of interest (Skamarock et al. 2008). It is a next-generation numerical weather prediction model with advanced dynamics, physics, and numeric schemes. The terrain-following hydrostatic pressure coordinate system with permitted vertical stretching used
by the model is proposed by Laprise (1992). Arakawa C grid staggering is used for horizontal discretisation. The model equations are conservative for scalar variables. Other features of the model includes the time split third order Runge-Kutta (RK3) integration scheme (Skamarock & Klemp 2008) for model integration, higher order advection schemes and complete Coriolis, curvature and mapping terms. The model is widely used for urban hydrology and meteorology (Chen et al. 2011; Li et al. 2013). More information about the model and its different governing equations can be obtained on the NCAR ARW Technical note (Skamarock et al. 2008).

Like the WPS, the ARW has two important executable programs (real.exe and wrf.exe) generated during the model installation process. The real.exe program handles real-data and model initialisation, while the wrf.exe program executes the simulation integration and calculation of all the physics and dynamics options specified.

2.2.1.1 Real (real.exe)

The real.exe program is a real-data initialisation and pre-processor to the WRF model (wrf.exe) program and takes in pre-processed data from the WPS program – metgrid.exe which provides each atmospheric and static field with fidelity appropriate to the chosen grid resolution for the model. Other functions of the real.exe program include but not limited to;

- Compute a base state/reference profile for geopotential and column pressure
- Initialise meteorological variables such as potential temperatures and vapour mixing ratio
- Interpolates data to the model’s vertical coordinate
• Initialise static fields for the map projection and the physical surface
• Read data from the namelist.input file (see Appendix 5)
• Allocate space for the requested domain, with model variables specified at run-time
• Generate initial condition files (wrfinput and wrfbdy) to be used by the model executable program (wrf.exe)
• Read meteorological and static input data from WPS
• Prepare soil fields for use in the model (usually, vertical interpolation to the required levels for the specified land surface scheme)
• Check to verify that land use, soil categories, land mask, soil temperature, sea surface temperature (SST) are all consistent with each other
• Ensures that multiple input time periods are processed to generate the lateral boundary conditions required unless processing a global forecast.
• Ensures that 3 D boundary data (such as vertical and horizontal components of velocity, potential temperatures, vapor mixing ratio, and total geopotential are properly coupled with the total column pressure

2.2.1.2 Wrf (wrf.exe)

The ARW executable file handles the model numerical integration and computes the varying physics and dynamics options of different real simulation scenarios conducted on the model, using the initial and boundary conditions from the real.exe program. The real.exe program runs the model simulation with run-time selected namelist.input (see Appendix 5) options (such as
physics choices, time-step, length of simulation, and type of nesting) and outputs history and restart files which could be used to initiate the program at a later time. A simplified flowchart of the WPS and WRF interactions and dependence is depicted in Fig. 2.5

![Simplified flowchart for WPS and WRF](source: http://ruc.noaa.gov/wrf/)

2.3 NOAH Land Surface Model (NOAH LSM)

The updated NOAH LSM is a surface-hydrology and one-dimensional model that describes land surface characteristics (e.g., land cover parameters), states (temperature, soil moisture, and soil temperature, snow depth, snow, leaf area, water equivalent), and fluxes (surface energy balance outgoing components, water content flux, evapotranspiration, photosynthesis, and canopy water content) as a function of space and time (Chen & Dudhia 2001). The model has a single-canopy layer with multi-soil layers of different thickness (10, 30, 60, and 100 cm); 10 and 100 cm being the top and bottom layers, respectively. Thus the total depth of the NOAH LSM is 2 m, with the upper and lower layers of the soil serving as the root zone depth and reservoir with gravity drainage, respectively (Giannaros et al. 2013). Furthermore, NOAH LSM is formulated
based on diurnal varying Penman potential evaporation approach; a multi-layer soil model, surface hydrology, frozen ground physics and a modestly complex canopy resistance parameterisation (Chen et al. 1996; Chen et al. 1997; Chen & Dudhia 2001; Ek 2003). Prognostic variables in NOAH include liquid water, ice, and temperature in the soil layers; water stored in the vegetation canopy; and snow water equivalent stored on the ground (Chen et al. 2011). One basic function of the NOAH LSM is to provide surface sensible heat and latent heat fluxes and surface skin temperature as lower boundary conditions for coupled atmospheric models.

2.4 Urban Canopy Model (UCM)

The simple single-layer urban canopy model (SLUCM) original developed by Kusaka et al., (2001) and later modified by Tewari et al., (2007) is a two-dimensional urban model that parameterises urban canopy geometry effects such as increased drag, trapping of solar shortwave radiation and turbulent generation when coupled to atmospheric models. The SLUCM considers building height, roof and road width, and assuming street canyon of infinite length. It also considers solar trapping and reflection of radiation and shadowing effects. Thus, energy, mass, and momentum transfer between urban environment and the atmosphere could be calculated by computing surface temperatures and heat fluxes of roof, wall, and road within the study domain.

In the current study, urban modelling resources are channelled onto the coupling the urban canopy model with NOAH in WRF which is made possible the urban fraction parameter ($F_{urb}$), the urban fraction parameter represents the proportion of impervious surfaces in the WRF subgrid scale. For any given
grid cell in the WRF domain, the NOAH model calculates surface fluxes and temperature for urban vegetated areas (e.g., trees, parks, open grassland, etc.), while the UCM provides the fluxes for anthropogenic surfaces. The total grid scale sensible heat fluxes could be estimated using (Eq. 2.1), where $Q_H$ is the total sensible heat flux from the surface to the WRF model lowest atmospheric layer, $F_{\text{veg}}$ is the fractional coverage of natural surfaces (vegetation), such as grassland, shrubs, crops, and trees in cities, $F_{\text{urb}}$ is the fractional coverage of impervious surfaces (i.e. percentage of the urban area with urban surfaces coverage), such as buildings, roads, and railways. $Q_{H\text{veg}}$ is the sensible heat flux from NOAH for natural surfaces, and $Q_{H\text{urb}}$ is the sensible heat flux from the UCM for artificial surfaces (such as roads, buildings, pavements and other engineered surfaces). Grid-integrated latent heat flux, upward longwave radiation flux, albedo, and emissivity are estimated in the same way. Surface skin temperature is calculated as the averaged value of the artificial and natural surface temperature values, and is subsequently weighted by their areal coverage (Chen et al. 2011). The coupling of the NOAH LSM/UCM in WRF is represented pictorially in Fig. 2:6.

$$Q_H = F_{\text{veg}} \times Q_{H\text{veg}} + F_{\text{urb}} \times Q_{H\text{urb}},$$

Eq. 2:1

2.5 Other Post-processing, GIS and analysis tools

This section of the report gives brief highlights of some of the post-processing software/tools employed in analysing and preparing the model outputs.
2.5.1 ArcGIS

ArcGIS is geographic information system (GIS) software for working with maps and geographic information (Kennedy 2000; ArcGIS 2015). It is also used creating and using of maps, analysing map information, compiling geographic data, and other range of geographic applications. In the current research, the ArcGIS V10.2.2 is employed in creating of maps, shapefiles, land use classification, geo-referencing of ARW output results graphics and
selection of data for analysis. Some of its applications will be seen in the subsequent chapters of this report.

2.5.2 WTOOLs

WTOOLs (Nuss 2011) is a program to display, modify WRF grid Information, land use, and soil type categories using Google Earth. The program runs on Java NetCDF library. Here the program is applied in modifying the land use and land cover dataset employed in this study to properly represent the ground truth of the location in conjunction with the ArcGIS software (see Fig. 2:7 for a sample of WTOOLs converted Land use to KML format for modification on Google Earth).

2.5.3 Google Earth Pro

Google Earth Pro is a virtual globe, map and geographic information program that enable exploration of the Earth’s surfaces. The program displays satellite images of varying resolution of the earth surface, thereby allowing users to view cities and houses to the recognizable resolution. Identification of particular locations, land cover and urban characteristics of Klang Valley and Putrajaya city are conducted in support of the program. The Google Earth also serves as the platform for the modification of land cover; soil type and geographical information of the static input dataset of the WRF model to represent the real or existing conditions of the area using the WTOOLS (see Fig. 2:7).
Fig. 2.7. Print screen of a sample of in-process WTOOLS land use on Google Earth Pro for grids/fields modifications

Fig. 2.8. Example of Klang Valley 2-m temperature and wind speed plot using NCL for 24th September, 2011 at 05 00 MST

2.5.4 NCAR Command Language (NCL)

The NCAR command Language (NCL) is a gratis interpreted language designed by the National Centre for Atmospheric Research (NCAR) for the purpose of scientific visualisation and processing of data from atmospheric and regional models such as the WRF, MM5 (NCAR 2015). The language is robust, portable and important of all, it is free and available a binaries or open
source. This language can produce high-quality graphics (see Fig. 2:8). A sample of the script for determining the nearest model grid for a particular location is shown in Appendix 6. The NCL can read data in different formats; NetCDF, HDF4, GRIB, binary and ASCII data.

2.5.5 NetCDF4Excel

NetCDF4Excel is an excel add-in designed for Excel running with the Microsoft Windows operating system. This add-in allows NetCDF data to be open in excel to read/write access. This add-in is used in the extraction of WRF data and averaging over the model domain for different analyses of parameters of interest (Netcdf4excell 2014). The add-in gives the user opportunity to specify the parameter to be extracted, the range of time, position (using latitude and longitude), and vertical levels for 3D variables. See Fig. 2:9 on the appearance of the add-in during operation.

![NetCDF4Excel example during operation](image)

Fig. 2:9. Netcdf4Excel example during operation
2.5.6 OriginPro

This is proprietary computer software for interactive scientific graphing and data analysis. It is licensed and produced by OriginLab Corporation and operate on Microsoft Windows platforms. Data analyses in the software include statistics, curve fitting, signal processing and peak analysis. OriginPro can directly import files in different formats such as Excel, NetCDF, ASCII, etc. and export the plotted graphs to various image file formats such as JPEG, GIF, EPS, and TIFF (OriginLab 2013).

In summary, the different software applied in this study enables pre-processing of input data, numerical calculations (simulations) of data, post-processing of simulated results, and presentation of the processed results in acceptable formats as presented herein this thesis.

2.6 Input and validation data

2.6.1 Input data

To initiate the coupled WRF/NOAH/UCM, various input data such as the initial and lower boundary conditions, static geographic, and atmospheric forced data are needed. These data come from different sources which are discussed in subsequent section.

2.6.1.1 NCEP Final analysis (FNL) data

The NCEP FNL (Final) Operational Global Analysis data are (1.0 ° x 1.0 °) grids prepared operationally every six hours. This FNL is from the Global Data Assimilation System (GDAS), which continuously collects observational data from the Global Telecommunications System (GTS), and other sources, for several analyses (NCEP et al. 2000). The FNLS are model according to the
Global Forecast System (GFS) which NCEP uses, but however, the FNLs are prepared about an hour after the GFS is initialised. The FNLs delayed is necessary so that more observational data can be used. The GFS is run earlier in support of time-critical forecast needs and uses the FNL from the previous 6-hour cycle as part of its initialisation.

The analyses are available on the surface, at 26 mandatory and other pressure levels from 1000 millibars to 10 millibars, in the surface boundary layer and at some sigma layers, the tropopause, and a few others. Parameters include surface pressure, sea level pressure, geopotential height, temperature, sea surface temperature, soil values, ice cover, relative humidity, u- and v-winds, vertical motion, vorticity and ozone (NCEP et al. 2000).

2.6.1.2 Static Geographic data

The default static geographic dataset (USGS 24-category) used in WRF model is based on 1-km Advanced Very High Resolution Radiometer (AVHRR) data obtained from 1992 to 1993 (Chen, Yang, & Zhu, 2014). The alternative dataset (MODIS 20-category) is based on 1-km Moderate Resolution Imaging Spectroradiometer (MODIS) data obtained in 2004 (Chen et al. 2014). However, both datasets to a certain degree lack good representation of the extent of urbanisation and anthropogenic surface modifications that have taken place from when they were obtained in most of the regions; for example Klang Valley (Chng et al. 2010). Apart from lack of good representation, the datasets consider only a single urban land category, and has thus been reported to have failed in reproducing the urban effects on local climate caused by surface inhomogeneity in urban areas (Chen et al. 2014). This necessitates the need for new datasets to be implemented in the different case studies that are conducted
in this report. Combination of the functions of ArcGIS, Google Earth Pro, WTOOLs and some FORTRAN coding makes achieving this possible. This will be properly discussed in each section of the reported with application of the above mentioned utilities.

2.6.2 Meteorological data

Numerical studies come with ample information of spatial and temporal coverage, historical and future research (forecasting). However, numerical models need observed data to validate and tune its performance to the desired accuracy. Thus, meteorological data are often used as the benchmark for a given model. In this research, to evaluate the performance of the coupled model, physics and dynamic options, improved land use and land cover dataset, the influence of modified surface characteristics and anthropogenic heat releases, several meteorological data are used to validate the models at different scenarios considered in this research. These data for model validation are obtained from Malaysia Department of Environment (DOE) and online repository (http://www7.ncdc.noaa.gov/CDO/cdo) of the National Climate Data Centre (NCDC). More details on these data and the specific locations selected are provided in each of the chapters of this report.

2.7 Study location

This work concentrates on the urban climatology of the Klang Valley area, Putrajaya city urbanisation and interaction with the surrounding local climate, adaptability of the city and finally evaluation of the adopted green model in the Putrajaya development. In addition, the existence of more meteorological sites
and urban conurbation relative to other regions of the country makes the valley a more suitable area for the WRF model validation and thermal climate studies.

2.7.1 Klang Valley

Klang Valley (sometimes referred as Greater Kuala Lumpur – GKL) is an urban conurbation in Western Malaysia, encompassing the federal capital of Kuala Lumpur, its recently developed administrative capital, Putrajaya and its suburbs, and adjoining cities and towns in the state of Selangor. It is geographically delineated to the North and North-East by Titiwangsa Mountains and Strait of Malacca to the West (see Fig. 2:10) with equatorial climate of type Koppen Af (Kottek et al. 2006). GKL is typified by tropical rainforest and near-uniform monthly mean temperature and high humidity. The conurbation drives the Malaysian industry and commerce, and is home to about 7.2 million inhabitants. According to the Malaysian Department of Statistics, the area has recorded the highest rate of urbanisation within the past decade. GKL has a developed urban morphology comparative with the surrounding states. Most of the developments are associated with high-rise and mid-rise estates for residential and business needs, causing a proportional decreased in farm and forest land. Notable among the areas are, east of Selangor, Putrajaya, Subang Jaya, Petaling Jaya and some parts of Kuala Lumpur outskirts. Interlinking of neighbouring suburbs, cities and towns, and a highly developed road network, with many crisscrosses within the metropolis has made inter-commuting by cars more convenient for commercial and industrials purposes. The choice of people applying the roads with cars has led to Klang Valley
notorious high traffic jams, that often span kilometres of expressway; causing driving during peak hours exhausting.

Furthermore, the valley is situated few degrees off north of the equator and covers an area of approximately 8236 km², with a hilly terrain characterised by humid and hot weather all year round. Rainfall hardly follows a consistent pattern and averages 2-3 m in a year, with more frequent heavy falls during the monsoon season, depositing about 10 to 30 cm within few hours (Bunnell 2002). Proximity to the equator exposes the area to high solar radiation accounting to about 6.1 hours of sunshine per day all year round, hence the hot and humid climate experienced.

2.7.2 Putrajaya

Putrajaya is a planned administrative capital of Malaysia built to accommodate the growing size of the federal government ministries and national level civil servants. It is structured to accommodate all diplomatic activities for the country and to showcase the nation's modernisation agenda (Moser 2010). Putrajaya is located in the Klang Valley, 25 km south of Kuala Lumpur (see Fig. 2:10) and lies on coordinates 2°55'00" N 101°40'00" E with an approximate area of 49 km² which was previously covered by vegetation, rubber and oil palm plantation. Located few degrees north of the equator with an average elevation of 30 m, Putrajaya is a typical tropical city and sits on a hilly terrain. Rainfall averages 2-3 m in a year and falls heavily during the monsoon season, depositing about 10 to 30 cm within few hours (Bunnell 2002). Low variable canopy layer temperature during the year with an annual mean maximum of ~27.5 ºC and mean minimum of ~25 ºC. Relative humidity
averages ~63% per annum; extended daily solar radiation with an average of 6 h per day. Winds are generally light and variable with speed ranging from 0 - 7.5 ms\(^{-1}\) (Shahidan et al. 2012). More details on the study locations are supplied in the respective chapters.

![Map of Klang Valley](image)

**Fig. 2.10.** Klang Valley encompassing Putrajaya and Kuala Lumpur (Malaysia Department of Statistics 2010)

### 2.8 Conclusions

Brief and concise information on the different models coupled to handle the thermal variability created by the induced turbulence, drag, roughness length and land cover variations in the urban areas are given. Also, introductory information on different data analytical tools and techniques are as well
supplied. Input data description and their respective sources are discussed. Furthermore, brief information on the Klang Valley conurbation and the Putrajaya city are supplied. Finally, the coupling of the NOAH LSM/UCM in the WRF is made possible through the urban fraction parameter.
Chapter 3

3 Evaluation of NOAH LSM/UCM coupled to WRF, and study of urban climatology of Klang Valley

Summary

A coupled modelling system (WRF/NOAH/UCM) is used to investigate the environmental conditions of a tropical conurbation in Malaysia. Parameterisation of anthropogenic heat and updated land-use-cover (of the area derived from satellite data) reveals improvement in model performance. Urbanisation has caused spatiotemporal variations on meteorological parameters of the area, such as increased planetary boundary layer height (PBLH), sensible heat flux (SH), canopy layer temperature (T2m), but decrease in relative humidity (RH2m) and latent heat flux (LH). Another impact of urbanisation over the area is the modifications of the surface energy components, which affect the diurnal temperature range (DTR) over rural (7.58 °C) and urban (6.03 °C) surfaces. T2m and UHII decrease radially away from the urban centre while RH2m and urban dry island (UDI) exhibit the opposite behaviour. Maximum urban heat island intensity (UHII) of 4.2 °C is found in the commercial district of the conurbation. The effect of urbanisation on the magnitude of diurnal UHI cycle is significant (at 95% level) during morning and nighttime, meanwhile, the spatial distribution and temporal changes of UHI is dominated by solar radiation during daytime. The influence of wind
system is also observed on the spatiotemporal variation of the meteorological conditions over the area; especially along the coastline bordering Strait of Malacca (by sea-land breezes) and the Titiwangsa mountain range (by mountain-valley breezes).

3.1 Introduction

Accurate representation of surface properties is essential in meteorological models such as the National Centre for Atmospheric Research (NCAR) Weather Research and Forecasting (WRF) Model and the 5th generation Pennsylvania State University/NCAR Mesoscale Model (MM5), for accurate capturing of local, regional and mesoscale circulations induced by land surface forcing (Chen & Dudhia 2001). MM5 and WRF depend on atmosphere-land surface coupling to predict basic climatic parameters: temperature, relative humidity, precipitation and wind speed (Niu et al. 2011; Li et al. 2013).

Cities contribute significantly on local and regional scale meteorology. The morphological dynamics, as well as thermal and radiative properties of urban surfaces, have a direct impact on the surface energy exchange, which is different relative to those observed in natural soils and vegetation (Oke 1988). Temperature gradient develops between cities and their surroundings: this is more significant at nighttime under clear and calm meteorological conditions, and this is known as the urban heat islands (UHI). UHI has been studied in different cities such as New York (Gaffin et al. 2008), Beijing (Jiang et al. 2014), Lagos (Ayanlade & Jegede 2015), Singapore (Wong & Yu 2005) and Putrajaya (Morris et al. 2015a).
One prominent characteristic of meteorological models used in urban climatology, for example, WRF, is the inclusion of anthropogenic heat (AH) associated with energy consumption from different sources within cities as input to the model. Human activities especially in industrial and urban areas contribute greatly to atmospheric heat and urban pollution. Their spatio-temporal distribution and evolution can be greatly influenced by urban thermodynamic and dynamic processes above cities. AH also, can originate through consumption of electricity and heating fuels needed in buildings or industrial activities; combustion of fuels from vehicular traffic, and other activities associated with human metabolism. Effect of anthropogenic heat release on meteorological models and urban climate studies have been reported in different studies: such effect as modification of the evolution of diurnal urban boundary layer (Atkinson 2003; Chen et al. 2009) and spatio-temporal variation of UHI.

Compared to other regions, tropical urban climate has been understudied, especially in Malaysia. Few investigations (Morris et al. 2015b; Salleh et al. 2015; Morris et al. 2016) have established links between the interactions of urbanisation and the overlying micrometeorology of the area. The effect of AH has not been included in related numerically studies conducted using the WRF in the area: thus, there is likely underestimation of the effect of urbanisation and the accuracy of the numerical predictions of the investigated locations. This study investigates the effect of land-use-cover and AH on the performance of the WRF model, and the meteorology of an urban conurbation, Klang Valley, in Malaysia and hopes to bridge this research gap. The urban land-surface interaction is represented by coupling a land surface model (NOAH...
LSM) and an urban canopy model (UCM) to the WRF; this completes the land-surface and atmospheric thermodynamic and physical processes. The model is validated against a network of observation, followed by a discussion of simulation results.

3.2 Study design

3.2.1 Study area

The Klang Valley (sometimes referred as Greater Kuala Lumpur – GKL) is an urban conurbation in Western Malaysia. It encompasses the federal capital - Kuala Lumpur, the recently developed administrative capital – Putrajaya and the adjoining suburbs, cities and towns in the state of Selangor. The Klang Valley comprises of 40 districts, and is geographically delineated to the North and North-East by Titiwangsa Mountains, and Strait of Malacca to the West (Fig. 3:1). Its climate is characterised by equatorial climate type Koppen Af (Kottek et al. 2006). GKL is typified by tropical rainforest and near-uniform monthly mean temperature and high humidity (MMD 2015). The conurbation drives the Malaysian industry and commerce; is home to about 7.6 million people (26% of the country’s population), and contributes about 41% of the country’s gross domestic product (GDP) (Gambero 2013). According to the Malaysian Department of Statistics, the area has recorded the highest rate of urbanisation within the past decade. GKL has a developed urban morphology compared with the surrounding states.

GKL is situated a few degrees off north of the equator and lies in the western part of the Maritime Continent of Southeast Asian region. GKL covers an area approximately 8236 km², with a hilly terrain (towards the east)
characterised by humid and hot weather all year round. Rainfall hardly follows a consistent pattern and averages 2-3 m in a year, with more frequent heavy falls during the Northeast monsoon season, depositing about 10 to 30 cm within few hours (Bunnell 2002). Proximity to the equator exposes the area to high daily solar radiation accounting to ~6.1 hours of sunshine per day all year round. Northeast, Southwest and two inter-monsoonal seasons characterise the weather and meteorological conditions of the region. Annual mean temperature ranges 26.8 – 27 °C; ~26.2 and ~27 during the Northeast monsoon and Southwest monsoon respectively. Wind speed is generally light all year round, with annual mean relative humidity range of 63 – 68% (Shahidan et al. 2012; MMD 2015).
Fig. 3.1. Model domain configuration: (a) 3 one-way nested domain (top panel), and (b) finest domain (d03) terrain height and the map of Klang Valley (bottom panel). Water body along the Strait of Malacca has been masked.

3.2.2 Model and experimental design

Analysis of scarce meteorological observed data reveals a significant impact of urbanisation on local climate and the environment in some part of the Valley
(Sani 1984; Salleh et al. 2013; Shaharuddin et al. 2014). However, limited number of meteorological stations restricts detailed evaluation of associated impacts of urbanisation to the localised locations of the few meteorological stations. Thus, the use of proven numerical models such as the WRF is imperative to assess the possible surrounding and regional impact of urbanisation. For this study, the Advanced core of the WRF model system version 3.5.1: a next-generation mesoscale weather and regional climate numerical simulation system (Skamarock et al. 2008) is used. The WRF modelling system is coupled to a new generation single layer urban canopy scheme (UCM) and NOAH Land Surface Model (NOAH LSM) (Chen et al. 2011) – WRF/NOAH/UCM. This combination (WRF/NOAH/UCM) has been reported to reproduce meteorological conditions with minimum bias, and capable of capturing the impacts of urbanisation on near-surface meteorology and the diurnal evolution of urban boundary layer -UBL (Miao et al. 2009; Chen et al. 2011; Chen et al. 2014). Possibility to alter the default land surface components of the WRF model with up-to-date high resolution data of the region of interest makes the model more suitable for urban effect assessment.

Fig. 3:1 illustrates the domain configuration of the model and terrain distribution of the finest resolution (d03). A three one-way nested domain with an horizontal resolution of 25 × 25 km, 5 × 5 km, and 1 × 1 km, for d01, d02 and d03, are respectively configured to handle the numerical simulation of the area (Fig. 3:1). d01 covers Western Malaysian (South-West) and part of Indonesia. d02 the dominant geographical feature is the Strait of Malacca, while d03 covers the study area (Fig. 3:1). The model domain consists of 32 terrain-following vertical hydrostatic-pressure levels and is used to resolve
model’s vertical layers for all domains; with model top at 100 hPa. Meanwhile, 16 of the levels are reserved below 850 hPa to further resolve turbulence and frequent changes of atmospheric variables within the lower boundary layer (PBL). Furthermore, the reserved 16 levels below 850 hPa would help to effectively account for the small-scale features near the Earth’s surface.

WRF default MODIS land surface data is used for the 25 km (d01) and 5 km (d02) domain, to downscale Final (FNL) analysis (1° × 1°) meteorological fields of the National Centre for Environmental Protection (NCEP), which are then laterally interpolated to be used as the initial and lateral boundary conditions for d03. For d03, four cases are designed for its land surface data: (1) MURB, (2) URB, (3) URB+AH and (4) NOURB. MURB represents inaccurate representation of the surface physical characteristics of the studied
area. The default WRF land-use data based on 2004 1-km Moderate Resolution Imaging Spectroradiometer (MODIS) data (Fig. 3:2a) are used to represent MURB case. For URB case, the accurate distribution of urban surfaces and natural vegetation is updated with 2011 Landsat satellite observations (Fig. 3:2b). The urban land-use type for URB is further classified into three different sub-classes (Low intensity residential – LIR, High intensity residential – HIR, and Commercial or industrial – COI) to account for variation in development density and different urban surface characteristics (Fig. 3:2b and Table 3:1). URB+AH represents the URB scenario plus AH parameterisation (Table 3:1); this is to account for the contribution of AH on the meteorology of the area. Finally, for the NOURB case, the urbanised surfaces are replaced with the domain nearest-neighbourhood grid vegetation type (i.e., an idealised scenario with the GKL area covered with natural vegetation). Comparison of the different dataset clearly indicates that rapid urbanisation has taken place over the GKL. To study the effect of urbanisation on GKL, URB+AH and NOURB are compared. It should be noted that urban parametrisation of the area is adapted from literature in the region (Table 3:1). Only case URB+AH has anthropogenic heat parameterisation. This is in line with Lowry (1977) and Oke (2006) concept of evaluating urban effects (i.e., simulating “scenarios such that when present and absent”). The no-urban scenario (NOURB) method of evaluating urbanisation effect (such as UHI) largely removes such effects as see-land breezes, impacts of clouds, advection, heatwaves (Smogransky waves), and topography that may alter the surface temperature or other meteorological parameters (Bohnenstengel et al. 2011). This method (no urban) has been successfully implemented in various urbanisation effect
assessment studies (Li et al. 2011; Wang et al. 2014), and results corroborated with other methods.

The NOAH LSM parameterises the land surface processes (Chen & Dudhia 2001) through coupling with the UCM via urban fraction parameter. The urban fraction represents the proportion of impervious surfaces in the WRF grid scale. The updated NOAH LSM; a land surface-hydrology model provides surface sensible and latent heat fluxes, account for sub-grid fluxes and skin temperature, as lower boundary conditions to the boundary layer scheme of the WRF. The single layer UCM on the other hand, has a simplified two-dimensional urban geometry approach, considering building height, roof and road width, and assumed street canyons of infinite length. UCM includes trapping and shadowing effects, and reflection of radiation, defined by the street canyon dimensions and orientation, as well as the solar azimuth angle. Therefore, by computing surface temperatures and heat fluxes of road, roof, and wall, it is possible to calculate the energy and momentum transfer between an urban environment and the atmosphere (Chen et al. 2011). The coupling of the single-layer UCM with the NOAH LSM completes the urban surface energy balance by calculating fluxes from the vegetated portion of the urban surface in a given grid cell.

Model planetary boundary layer (PBL) is handled by the Yonsei University (YSU) scheme (Hong et al. 2006). The YSU is considered to performed well in high resolution urban climate applications when combined with the coupled NOAH/UCM (Morris et al. 2016). Other physics parameterisations include a long-wave Rapid Radiative Transfer Model (RRTM) (Mlawer et al. 1997), a short-wave radiation scheme based on Dudhia
cloud radiation scheme (Dudhia 1989) and a surface-layer scheme based on the Monin-Obukhov similarity theory. The WRF single-moment six-class (WSM-6) microphysics scheme is applied to all domains (Hong et al. 2004; Dudhia et al. 2008). However, Kain-Fritsch convective cumulus parameterisation scheme (Kain 2004) is only applied to d01 and d02, since model horizontal resolution for d03 is sufficiently refined to resolve updrafts and downdrafts. Also, the explicit microphysics is assumed to reasonably resolved convection for d03 (Skamarock et al. 2008; Li & Pu 2009).

Table 3:1. Urban surface parameters used in the UCM for each urban land-use-cover type (Shahidan et al. 2012; Salleh et al. 2012; Ahmed et al. 2015; Salleh et al. 2015). Data obtained from the literature are supplemented with data from onsite observations, GIS, geospatial techniques, and google earth.

<table>
<thead>
<tr>
<th>Urban Parameters</th>
<th>Low Intensity Residential</th>
<th>High Intensity Residential</th>
<th>Commercial or Industrial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Building height (m)</td>
<td>8</td>
<td>12.5</td>
<td>14</td>
</tr>
<tr>
<td>Standard deviation of building height (m)</td>
<td>1</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>Building roof width (m)</td>
<td>9</td>
<td>11</td>
<td>11</td>
</tr>
<tr>
<td>Road width (m)</td>
<td>5</td>
<td>14</td>
<td>21</td>
</tr>
<tr>
<td>Maximum Anthropogenic heat (W m$^{-2}$)</td>
<td>12</td>
<td>19</td>
<td>79</td>
</tr>
<tr>
<td>Urban Fraction</td>
<td>0.68</td>
<td>0.75</td>
<td>0.89</td>
</tr>
<tr>
<td>Volumetric heat capacity of roof (MJ m$^{-3}$ K$^{-1}$)</td>
<td>1.20</td>
<td>1.20</td>
<td>1.20</td>
</tr>
<tr>
<td>Volumetric heat capacity of building wall (MJ m$^{-3}$ K$^{-1}$)</td>
<td>1.40</td>
<td>1.40</td>
<td>1.40</td>
</tr>
<tr>
<td>Volumetric heat capacity of ground (road) (MJ m$^{-3}$ K$^{-1}$)</td>
<td>1.68</td>
<td>1.68</td>
<td>1.68</td>
</tr>
<tr>
<td>Thermal conductivity of roof (W m$^{-1}$ K$^{-1}$)</td>
<td>0.67</td>
<td>0.67</td>
<td>0.67</td>
</tr>
<tr>
<td>Thermal conductivity of building wall (W m$^{-1}$ K$^{-1}$)</td>
<td>0.80</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>thermal conductivity of ground (road) (W m$^{-1}$ K$^{-1}$)</td>
<td>1.32</td>
<td>1.32</td>
<td>1.32</td>
</tr>
<tr>
<td>Surface albedo of roof</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>surface albedo of building wall</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>surface albedo of ground (road)</td>
<td>0.11</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>surface emissivity of roof</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>surface emissivity of building wall</td>
<td>0.90</td>
<td>0.90</td>
<td>0.90</td>
</tr>
<tr>
<td>surface emissivity of ground (road)</td>
<td>0.93</td>
<td>0.93</td>
<td>0.93</td>
</tr>
</tbody>
</table>

Due to lack of sufficient buildings data for the cities in the area, the single-layer UCM is used to parameterise a typical urban area in the region (Table 3:1). Thus, I acknowledged the likely uncertainties the uniform parameterisation of the urban canopy for the urban areas might impose on the numerical simulations results. Also, the influence of aerosols is not considered
because of the lack of observed data and related information. Though this will reduce the complexity of the model calculations and computational cost, it could as well impact on the overall magnitude of the simulation bias. Anthropogenic heat and aerosols release in urban areas have been reported to modify the urban energy balance and radiation processes of urban areas in other cities (Chen et al. 2009).

The effect of urbanisation on thermal conditions of the environment has been reported to be evident during days with cloudless, calm wind and without precipitation (Heisler & Brazel 2010). Southwest monsoonal flows associated with drier conditions relative to the northeast monsoon in the region (MMD 2015) brings about conditions favouring urbanisation impact assessment as highlighted in the later. In addition, the availability of few monitored observed data (air temperature, relative humidity and wind speed) (Table 3:2) with limited missing observations by the Department of Environment Malaysia (Jabatan Alam Sekitar) is among the reason for the choice of September 2011 for this study. This period shows calm synoptic coinciding with the withdrawal of the Southwest monsoon of the region; characterised by southwesterly winds, calm weather, low wind speeds and humid conditions (Fig. 3:3) typical of Peninsular Malaysia (Oozeer et al. 2016).

Table 3:2. Measurement site metadata

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Station ID</th>
<th>Latitude (°)</th>
<th>Longitude (°)</th>
<th>Elevation (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nilai</td>
<td>DOE1</td>
<td>2.8030</td>
<td>101.797</td>
<td>32</td>
</tr>
<tr>
<td>Kelang</td>
<td>DOE2</td>
<td>3.0103</td>
<td>101.4081</td>
<td>4</td>
</tr>
<tr>
<td>Petaling Jaya</td>
<td>DOE3</td>
<td>3.1017</td>
<td>101.607</td>
<td>45</td>
</tr>
<tr>
<td>Shah Alam</td>
<td>DOE4</td>
<td>3.0850</td>
<td>101.533</td>
<td>53</td>
</tr>
<tr>
<td>Putrajaya</td>
<td>DOE5</td>
<td>2.9319</td>
<td>101.682</td>
<td>35</td>
</tr>
</tbody>
</table>
Manual correction is conducted on the observed data to replace three missing data (20110922_07, 20110924_11 and 20110926_21) with the observation time series mean. In total, 738 simulation hours are conducted and model’s first 24 h used as spin-up time. Furthermore, a total of 113 h with observed precipitation from the simulation results are discarded before remaining simulated hours are averaged over a 24 h period for the analyses presented herein. Student’s t-test at 95 and 99% confidence level is used to determine significance of results. Model validations and analyses are conducted on d03, except stated otherwise.
3.3 Model validation, results and discussions

3.3.1 Model validation

Atmospheric and mesoscale models have inherent limitation to accurately predict true ground observations. These inherent limitations may be due to the complexity of the physical characteristics of land, surface and atmosphere interactions simplified through different theoretical assumptions. Thus, validation of a numerical model (such as the WRF/NOAH/UCM) ability to reproduce observed meteorology of the area of interest before application in an investigation becomes a necessity. In this study, the model is validated against a network of monitored observations (Table 3:2) using four statistical tools: mean bias (MB), root-mean square error (RMSE), Pearson’s correlation coefficient (R) and hit rate (HR). For 2-m temperature (T2m), relative humidity (RH2m) and wind speed (WS10m), 1.0 °C (Cox et al. 1998), 1.0 m/s (Kulkarni et al. 2008) and 5% (Lawrence 2005) are respectively applied as the desired accuracy (hit-rate).

Table 3:3 presents average statistical summary of WRF/NOAH/UCM validations against the observations for each of the land-use-cover data experimented, while Fig. 3:4 on the contrary, is a graphical demonstration of the comparison of averaged diurnal cycle of meteorological parameters against the observations. Overall the model performs well for 2-m temperature, relative humidity and wind speed. The model is able to reproduce the diurnal patterns of the meteorological parameters examined over the investigated area, with R values range of 66% to 90%, and HR range of 57% to 99%. NOURB and
MURB show the least diurnal trend agreement (R) and “yes” percentage, with the later performing better than the former.

Table 3:3. Statistical summary of model validation for the different experiments

<table>
<thead>
<tr>
<th>Variables</th>
<th>Statistics</th>
<th>MURB</th>
<th>URB</th>
<th>URB+AH</th>
<th>NOURB</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2m (°C)</td>
<td><strong>MB</strong></td>
<td>-0.99</td>
<td>-0.16</td>
<td>0.20</td>
<td>-1.30</td>
</tr>
<tr>
<td></td>
<td><strong>RMSE</strong></td>
<td>1.53</td>
<td>1.43</td>
<td>1.07</td>
<td>1.69</td>
</tr>
<tr>
<td></td>
<td><strong>R</strong></td>
<td>0.84</td>
<td>0.83</td>
<td>0.86</td>
<td>0.90</td>
</tr>
<tr>
<td></td>
<td><strong>HR</strong></td>
<td>0.81</td>
<td>0.85</td>
<td>0.86</td>
<td>0.71</td>
</tr>
<tr>
<td>RH2m (%)</td>
<td><strong>MB</strong></td>
<td>1.12</td>
<td>-4.97</td>
<td>-5.24</td>
<td>3.39</td>
</tr>
<tr>
<td></td>
<td><strong>RMSE</strong></td>
<td>5.83</td>
<td>6.59</td>
<td>4.35</td>
<td>5.60</td>
</tr>
<tr>
<td></td>
<td><strong>R</strong></td>
<td>0.82</td>
<td>0.82</td>
<td>0.84</td>
<td>0.87</td>
</tr>
<tr>
<td></td>
<td><strong>HR</strong></td>
<td>0.69</td>
<td>0.64</td>
<td>0.71</td>
<td>0.57</td>
</tr>
<tr>
<td>WS10m (ms⁻¹)</td>
<td><strong>MB</strong></td>
<td>0.10</td>
<td>-0.06</td>
<td>0.10</td>
<td>0.11</td>
</tr>
<tr>
<td></td>
<td><strong>RMSE</strong></td>
<td>0.49</td>
<td>0.46</td>
<td>0.40</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td><strong>R</strong></td>
<td>0.68</td>
<td>0.69</td>
<td>0.66</td>
<td>0.72</td>
</tr>
<tr>
<td></td>
<td><strong>HR</strong></td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
<td>0.99</td>
</tr>
</tbody>
</table>

Cold bias of -0.16, -0.99 and -1.3 °C are observed for URB, MURB and NOURB, respectively while URB+AH shows a warm bias of 0.20 °C. Updating the terrestrial data in the WRF model and the inclusion of AH in the single-layer UCM to represent the true urban characteristics and thermodynamics of the study area yield an improved performance of the model by a 0.1 and 0.36 °C reduction in RMSE of 2-m temperature for URB and URB+AH, respectively (Table 3:3). For relative humidity, under-estimation of predicted forecast is observed for URB (-4.97%) and URB+AH (-5.24%), while over-forecasting is noted for MURB (1.12%) and NOURB (3.39%). Furthermore, AH parameterisation in the UCM also caused an improved model prediction of RH2m for URB+AH. However, the contrary is observed for RH2m when the land-use-cover is improved (Table 3:3). In the case of wind speed, the model has consistently overestimated the forecasted values, except for URB with a non-significant (at 95% level) underestimation of -0.06 ms⁻¹ (Table 3:3). Also, the influence of land-use and AH parameterisations on the
RMSE are less significant for wind speed relative to other meteorological parameters examined, except for URB+AH (Table 3.3).

The inclusion of AH to the WRF modelling system through the UCM adds to the sensible heat flux of the roof, road and wall surfaces, which makes up the total urban canopy sensible heat flux. This, of course, will change the canopy layer temperature of the urban environment and modifies other urban meteorological conditions (Fig. 3:4). Also, the improved terrestrial data will increase the surface fluxes accounted in the coupled model, through the NOAH/UCM, which integrates the different urban surface features into the energy balance and wind shear calculations. Furthermore, the NOAH/UCM takes into account the momentum sink over the entire building height, as well

Fig. 3:4. (a) The diurnal profile of anthropogenic heat used in the single-layer UCM (top left panel); the ratio to the peak value of each urban land-use-cover type. Peak values for each urban type are given in Table 3.1. Averaged model validation: (b) 2-m temperature (top right panel), (c) 2-m relative humidity (bottom left panel) and (d) 10-m wind speed (bottom right panel).
as shadowing from building and the radiation trapping effect (reflection of radiations in the canopy layer). The influence of land-use and AH parameterisation on the overall model performance is clearly demonstrated diurnally in Fig. 3:4(a, b and c). For canopy layer temperature, improvement of the land-use data and AH additions caused an increase in surface temperature which reduces the cold bias observed for NOURB and MURB. AH role in improving model performance is more significant during morning to midday, 0600 – 1500 LT (LT - Malaysian Local Time), while the role of land-use update lasted from daytime to nighttime, 1200 – 2200 LT. The increase in T2m caused by land-use improvement and AH addition has a corresponding reduction in the relative humidity above the area, which led to model underestimation of the parameter. The somewhat expected effect of AH on RH2m is stronger during morning and nighttime (Fig. 3:4c). Also, the effects of land-use update and AH on wind speed is similar to that of relative humidity. Overall, land-use improvement (URB) and AH parameterisation (URB+AH) caused 6.5% and 25.2%; 13% and 34%; 6.1% and 13% changes in model performance (of RMSE) for T2m, RH2m and WS10m, respectively, with AH having an obvious greater effect. Hence, the coupled model could be considered to have performed significantly well for URB+AH. Except otherwise stated, results and analyses of the Klang Valley environment are conducted using the URB+AH case. Having established the model ability to reproduce air temperature, relative humidity, and wind speed, the coupled system is used to examine the effect of urbanisation on the spatial distribution and temporal changes on meteorology and urban heat island of the Klang Valley.
3.3.2 Results and discussions

3.3.2.1 Urban surface energy balance and PBLH

Fig. 3:5. Averaged (a) PBLH in m (left panel), (b) Sensible heat flux – SH (middle panel), and (c) Latent heat flux – LH, for the simulated period (right panel). SH and LH are calculated in Wm$^{-2}$.

Fig. 3:5 shows a simulated average of PBLH, sensible and latent heat fluxes above GKL area during the investigated period. Spatial variations of PBLH, LH and SH can be seen clearly on the model domain, with urban concentrated areas showing greater differences. LH and SH fluxes are observed to vary with urbanisation (Fig. 3:2b and Fig. 3:5). SH and LH variations for different land-use-cover types are also noticed. COI has an average heat flux of 149.9 ± 120.5 Wm$^{-1}$ for SH, while the rural area (average of the vegetated classes) shows the least average flux for SH, with a mean magnitude of 56.6 ± 84.6 Wm$^{-2}$. However, average fluxes (LH) of (18 ± 21.7 Wm$^{-2}$) and (130.3 ± 171.3 Wm$^{-2}$) are observed for COI and rural areas, respectively. Low surface albedo, specific heat capacity and moisture availability of urban surfaces are among the features that induce the observed spatial variability in surface fluxes between urban and rural areas. Conversion of vegetation to urban increases the accumulated heat transport away (SH) from urbanised surfaces. Conversely,
reduction in vegetation of urbanised area causes a decrease in the amount of moisture presence (from the soil and vegetation in the area due to evaporation) above the surfaces; hence limiting the amount of accumulated moisture transported away (LH) from the urbanised surfaces. The vegetated classes have fluxes with lower spatial gradient for both SH and LH. Nevertheless, advection of fluxes due to sea breezes during daytime induced a steep flux gradient in vegetated land-use types; this is detectable around the coasts, along the Strait of Malacca (Fig. 3:5). Also the complex interaction of sea-land breezes and mountain-valley breezes along the Titiwangsa mountain range creates flux gradients, especially, for LH. For the period considered in the current study, it is observed and expected that during daytime, solar irradiance dominates the domain surface energy fluxes.

Fig. 3:6. Averaged temporal variations of meteorology of the GKL: (a) Sensible heat flux (Wm$^{-2}$) – top left panel, (b) latent heat flux (Wm$^{-2}$) – top right panel, (c) Planetary boundary layer height (m) – bottom left panel, and (d) 2-m relative humidity (%) – bottom right panel.
Urbanisation modifies components of the surface energy budget. This is clearly captured in Fig. 3:6b, during which the daytime latent heat flux over the rural area is clearly distinguished from the other urban surfaces. Obviously, presence of more vegetation, moisture availability and pervious soil in the rural area enhances increased phase changes above the area relative to the three urban classes. However, the rural area and the three urban classes maintain a stable profile of LH, with values between 0.2 and 9 m, during morning (0100 to 0700 LT) and nighttime (2000 to 2400 LT). Nonetheless, the SH benefits greatly from the increase in urban surfaces, which cause rapid changes in heat content of the surfaces during solar irradiance. This is evident in the distinction observed in the diurnal cycle of SH as shown in Fig. 3:6a. Prior to sunrise (0730 LT), low canopy layer fluxes effect a slow changes of the underlying surface temperature, which lead to an observed stable SH for the urban classes (between 4 and 31 Wm$^{-2}$) and rural area (between -1 and -4 Wm$^{-2}$). This is however different during daytime, where rapid evolution of SH (favoured by shortwaves solar radiation and atmospheric longwave fluxes) is observed. During this time (1000 – 1800), maximum values of SH (367, 294.4, 285.3 and 222.2 Wm$^{-2}$, for COI, HIR, LIR and rural, respectively) are observed. The effect of urbanisation on the surface energy exchange is expected to affect the local environment, especially, T2m, PBLH, RH2m and UHII.

PBLH is vital in weather and meteorology (especially in urban meteorology) for air pollution transport and dispersion modelling. During the period investigated, the PBLH shows variations in spatial distribution and temporal changes for the different land-use-cover types examined. The depth of the PBL is within few to hundreds of metres during morning and night time.
Conversely, the depth increases rapidly at daytime, with solar radiation. At daytime, the Earth’s surface receives shortwave solar radiations and atmospheric longwave fluxes. These fluxes heat the surface and increase the surface temperature, and as a result cause vertical and horizontal transport of the heat fluxes (SH). Furthermore the increase in surface temperature results in an increase of evaporation processes of available surface moisture and transpiration from vegetation, which is then transported by wind (LH) into the lower boundary layer above the surface – canopy layer. These interactions of the thermodynamics of solar radiation, atmospheric longwave fluxes, and the sensible and latent heat fluxes affect the temporal growth of the PBLH (Fig. 3:6). On the other hand, the spatial distribution of the PBLH is influenced by variation in surface properties and sea-land breezes (Fig. 3:2b, Fig. 3:5 and Fig. 3:6), the latter having the least effect. Fig. 3:6c demonstrates that the evolution of the PBLH starts with minimum values (49.2, 66.3, 160.6 and 276.5 m for rural, LIR, HIR and COI, respectively) during morning (prior to onset of solar radiation, 0730 LT) and peak between 1200 LT and 1400 LT (991.9, 959.8, 1163.0 and 1240.5 m for rural, LIR, HIR and COI, respectively), after which a decline in PBLH growth is observed. During morning and nighttime, the three urban classes have a near-stable PBLH between 195 and 490 m, while the rural area has a shallow convective PBLH of 50 to 180 m.

COI consistently produced the maximum PBL, followed by HIR, and rural area the least, with corresponding averaged values of 653.1 ± 326.2, 582.0 ± 322.0 and 361.5 ± 345.5 m. Higher percentage of urban fraction (89%) and AH (79 Wm⁻²) of COI (Table 3:1) ensures that it has more fluxes above its surface and as well retains significant amount of heat energy during solar
radiation. The retained heat energy is then re-radiated into the urban canopy layer after sunset, providing the needed fluxes to maintain a deeper PBL height relative to the other classes (Fig. 3:5 and Fig. 3:6). In addition, the inclusion of AH to the model surface energy budget increases the available fluxes on the urban classes relative to the vegetated classes, with no AH parameterisation. Effect of AH on the PBLH is evident in Fig. 3:6c, especially, during morning and nighttime (Fig. 3:4b). From the average PBLH representation, Fig. 3:5a, and the land-use-cover spatial distribution (classification), Fig. 3:2b, it can be observed that the PBLH varies spatially, with decreasing magnitude in order of decreasing urban fraction. The effect of sea breeze is noticeable along the coastline of GKL.

3.3.2.2 Wind speed

Evolution of the wind speed over the area is significantly influenced by local circulations (sea-land breezes) caused by temperature gradient due to differential heating between land and sea. The GKL is coastal, thus, complex local circulations are inherent. These circulations drive local and regional air pollution transport, and boundary layer evolution. Sea breeze starts developing a few hours after the onset of daily solar radiation and becomes fully developed at 1500 LT (Fig. 3:7b), blowing south-westerly. At this time, the strength of the sea breezes is about 3 ms\(^{-1}\), with a reduced magnitude over the urban area (especially, for HIR and COI), caused by increase obstruction from urban surfaces. From Kuala Lumpur, a downwind convergence is formed around northeast of the Klang Valley due to north-easterly mountain breeze induced by the low surface temperature (Fig. 3:9a) around the Titiwangsa mountain range. On the other hand, land breeze which started developing from 2200 LT
becomes developed at 0100 LT, with a weaker strength (relative to the sea breeze) blowing north-easterly from the Malay Peninsula to the strait of Malacca (Fig. 3:7a). In Fig. 3:7a, it is observed that the land breeze has a weak momentum and does not penetrate deep into the sea compared to the sea breeze. Convergence zones are formed around the southeast and northeast of GKL during the land breeze system. These convergence zones induce updrafts (not shown) of different magnitudes depending on the surface temperature around the area. Comparison of the NOURB case with the other cases reveals the effect of urbanisation on the evolution of sea/land breezes, with the stronger effect noticed for URB+AH, especially above the urban area.

Fig. 3:7. Averaged wind field (ms\(^{-1}\)) above the simulated domain demonstrating local sea and land breezes at fully developed stages: (a) land-sea breeze (left panel) and (b) sea-land breeze (right panel). LT is the Malaysian Local Time used in this study.

3.3.2.3 Relative humidity

Fig. 3:8 demonstrates the spatial distribution and temporal changes of relative humidity in the canopy layer of the examined domain. Urban dry island (UDI) – area with lower RH2m relative to the surrounding environment, is formed above the urban surface, typical with human-engineered surfaces such as
cement, concrete and asphalt. These materials have water-proof like (impermeable) surfaces, with little/no available soil moisture compare to the rural surfaces. The rural surface is favoured with more vegetation, soil moisture and evapotranspiration. This is evident in the diurnal profile of RH2m as shown in Fig. 3:8. In addition to the impact of surface conversion, daily solar radiation has a direct effect on the RH2m. RH2m starts increasing after sunset to maximum values of 91, 82.6, 74.4 and 73.1% between 0600 and 0700 LT, for rural, LIR, HIR and COI, respectively, prior to sunrise (Fig. 3:6d). Meanwhile, RH2m commences a clear decrease in magnitudes to minimum values of 58.7, 58.1, 51.2 and 52.7% after sunrise, for rural, LIR, HIR and COI, respectively, between 1200 and 1600 LT. It is evident that increase in urban fraction decreases the surface relative humidity. A careful examination reveals averaged RH2m of 77.2±11.5, 69 ± 8.0, 62.6 ± 7.7 and 61.2 ± 6.7% for the rural, LIR, HIR and COI, respectively. A quick comparison of the three simulated urban land-use-cover and the vegetation land-use-cover shows significant (at 95% level) urbanisation induced spatiotemporal effect on RH2m over the local environment (Fig. 3:6d and Fig. 3:8). The observed influence of urbanisation in decreasing RH2m is preponderant during morning (1100 – 1800 LT) and nighttime (2000 – 2400 LT) (Fig. 3:6d and Fig. 3:8a,c). Albeit small, the mean contrast between urban and rural RH2m shows that the city air is somewhat drier during daytime (Fig. 3:6d and Fig. 3:8b). Surface humidity is important for human thermal comfort and moisture processes, and as well influence on diurnal UHII evolution.
3.3.2.4 2-m temperature and urban heat island

Fig. 3:9 shows the diurnal cycle of air temperature and UHII. Also, Fig. 3:10 shows spatiotemporal changes in magnitudes of T2m and canopy UHII, but with simulation results classified into three intervals (morning; 0100 – 0700 LT, daytime; 1100 – 1800 LT, and nighttime; 2000 – 2400 LT) distinguished by solar radiation occurrence. The canopy layer temperature, like other meteorological parameters, has temporal variation and spatial distribution with strong dependence on periodic (solar radiation and wind system) and human-induced forcing. T2m starts increasing spontaneously after sunrise to maximum magnitudes, somewhere between 1400 and 1600 LT, after which a decline is observed. Minimum and maximum T2m of 24.67 and ~33.0 °C are observed over the GKL area during the period of investigation on rural and urban (COI) surfaces, respectively. Averaged T2m of 30.10, 29.26, 28.27 and 27.85 are observed above COI, HIR, LIR and rural area, respectively (Fig. 3:9c). The water body on the Strait of Malacca is observed to maintain temperatures above the vegetated area during morning and nighttime; while the contrary is the case during daytime (Fig. 3:10). The impact of urbanisation on air
temperature in the GKL is reflected on the diurnal temperature range variation between the different land-use-cover types.

Diurnal temperature range (DTR) is a measure of the difference between maximum and minimum temperatures within a considered period. DTR is observed to decrease with increasing urbanisation of the area. COI with an urban fraction of 0.68 has a DTR of 6.03 °C, while the rural area has DTR of 7.58 °C. HIR and LIR have DTR of 6.27 and 6.70 °C, respectively. Urban surface materials are known for high thermal diffusivity and heat retention; thus, surface radiation loses/re-radiation of heat fluxes extend well after sunset.
to nighttime and early morning. This causes increase in the minimum temperature of the urban surfaces and however, maintain little gains on the maximum temperature. This is evident in Fig. 3.9a, with an observed mean simulated minimum (maximum) T2m of 24.67 °C (32.25 °C) and 26.93 °C (32.96 °C) for the rural and urban surfaces, respectively.

Fig. 3.10. Average spatial distribution and temporal changes of 2-m temperature and urban heat island intensity. Top panels represent temperature during: (a) morning (left), (b) daytime (middle) and (c) nighttime (right), while bottom panels represent UHII during: (d) morning (left), (e) daytime (middle) and (f) nighttime (right). “D” on the legend of each case is used to substitute URB+AH, due to limited space on the each plot.

The UHI (URB+AH – NOURB) above the GKL is estimated by subtracting the NOURB experiment from the URB+AH case. Results indicate that stronger effect of the phenomenon (UHI) is experienced during nighttime, with a prevailing maximum magnitude of ~4.20 °C and ~2.70 °C at 2000 LT in the commercial district and high urban intensity residential area of GKL, respectively (Fig. 3:10). On the other hand, low urban intensity residential
maintains a maximum magnitude of ~2.1 °C at 2400 LT (Fig. 3:10). Decrease in magnitudes of the UHI for the three urban land-use-cover types started after sunrise to minimum values between 1100 LT and 1400 LT. However, near-steady values of UHII are maintained between morning (3.2 – 3.5 °C, 1.8 – 2.2 °C and 1.7 – 2.1 °C for COI, HIR and LIR, respectively) and night-time (3.5 – 4.2 °C, 2.3 – 2.7 °C and 1.5 – 1.8 °C for COI, HIR and LIR, respectively). Overall, the urban area of GKL is warming more than the rural at ~1.9 °C per day; with COI contributing about 48% (2.68 °C) of the heating, while HIR and LIR contribute 32% (1.77 °C ) and 20% (1.15 °C), respectively.

Spatial distribution of UHI is observed to be dependent on urban land-use type; this is preponderant during morning and nighttime. Thus, maximum warming of the area is found to decrease radially from COI to LIR in descending order of magnitudes (Fig. 3:2b and Fig. 3:10) for the three time intervals considered. However, this is less significant during daytime, because of the equal heating of rural and urban surfaces of GKL by solar radiations (Fig. 3:10e). This is evident in Fig. 3:9b and Fig. 3:10e, where the averaged UHII is least (1.07, 0.81 and 0.04 °C for COI, HIR and LIR, respectively) significant (at 95 % level) relative to the other two intervals considered. During daytime, the Earth’s surface is heated by direct solar radiation and atmospheric longwave fluxes, which dominates the fluxes over vegetated and urban landcover; this in effect reduces the thermal difference between urban and vegetated surfaces during daytime. This is however different during morning and nighttime, where most of the fluxes over vegetated and urban landcover are by re-radiation of absorbed fluxes. Conversion of vegetated areas to urban landcover modifies the urban energy exchange (Fig. 3:6a and b) and the
surface diffusivity (Salleh et al. 2013). Furthermore, urbanisation modifies the land surface thermal properties, such as surface albedo and heat capacity, which affect surface solar radiation absorption and retention rate. Meanwhile, radiation feedback in the canopy layer also plays an important role in surface energy budget. More shortwaves radiation is absorbed and trapped by the urban surfaces and buildings, which is then release at nighttime, leading to greater increase in the thermal difference between urban and vegetated areas. Low urban surface albedos and high heat capacity of urban landcover imply higher heat retention relative to the vegetated areas. It should be noted that while urbanisation induced effect of UHI on the environment is significant at the 95% and 99% confidence levels for COI and HIR, for the three windows (before, during and after solar radiation) investigated, significant effect (at 95% level) is nevertheless noted for HIR during morning and nighttime only.

Among factors observed to affect the UHII spatiotemporal changes during the study is the complex wind system of the tropical conurbation in GKL. The sea-land and mountain-valley wind system modifies the UHII greatly as can be noticed on both air temperature and UHII representation in Fig. 3:9 and Fig. 3:10. During daytime, sea breezes and mountain-valley winds resulting from differential surface heating cause the biggest forcing to the spatial variability of surface temperature. This is evident along the coastline and around the Titiwangsa mountain range. This period (1100 – 1800 LT) coincides with the initiation and full development of the sea breezes emanating from the Malacca Strait, and blows downwind lower air temperature above the water body. Conversely, during morning, surface fluxes are dominated by re-radiated heat and evapotranspiration above the urban surface. Nonetheless,
along the coastline and mountain range, land breeze and mountain breeze are observed to affect the temperature gradient during morning (0100 – 0700 LT), respectively.

3.4 Conclusion

In this study, high resolution numerical simulations are conducted to examine the impact of land-use and anthropogenic heat parameterisation on improving the performance of a coupled model system (WRF/NOAH/UCM). Urbanisation effect on the meteorology of the area is also investigated. Model validation shows model ability and suitability in reproducing the meteorological parameters over the area; thus judged fit for use in the current study. Results indicate that indeed parameterisation of AH and land-use-cover improved the model predictions of air and surface meteorology significantly, with AH showing greater effect. Environmental conditions of the area are observed to have been modified by urbanisation. For instance, mean relative humidity and latent heat flux decrease in urban areas relative to the rural surfaces. Nevertheless, impact of urbanisation is also observed to substantially increase the average values of PBL, SH, T2m and UHII during the period investigated; urban area having greater values relative to rural area.

Conversion of vegetated area to urban surface modifies the surface energy components and evolution of PBLH and UHII of the local environment. Decrease in canopy layer diurnal temperature range is observed to decrease in urban areas, with the effect more prominent within areas with high urban fractions. The effect of urbanisation on UHI of GKL is dominant after sunset, and continues to morning hours, before decreasing to minimum values during
daytime. Furthermore, spatial distribution and temporal changes of meteorological parameters are dependent on urbanisation intensity and periodic forcing such as solar radiation, sea-land breeze and mountain-valley breeze. Spatial distribution of parameters such as T2m, PBLH, SH and UHII are observed to decrease radially from the urban centre to the minimum values around the least developed areas of GKL. However, RH2m and LH increase radially away from the urban centre.

The simulations conducted have demonstrated the effect of urbanisation on the meteorology of the GKL environment. Increase/decrease in urban/vegetation is observed to be one of the contributing factors for increase in air temperature, formation of UDI and UHI in urban areas. This implies that to maintain an urban area with a moderate temperature, effort should be directed to increase the vegetation fraction in urban areas; this could be achieved by urban forestry and greening. Uniform parameterisation of urban canopy and non-aerosols parameterisation on the model may have had influence on the model validation, however, this influence is not expected to be significant on model overall solution. Also, the current study does not account for the impact of urban design and building configurations, but only assessed the effect of urbanisation on the meteorological parameters of the environment. Thus, to evaluate the impact of aerosols, urban design and building configuration, further studies need to be conducted.
Chapter 4

4 Urbanisation of Putrajaya and its interactions with the local climate

Summary

Land use and land cover changes, urban warming and changes in urban climate variables of a given location are some of the profound signatures of urbanisation. Putrajaya is a planned city built from a formerly vegetated farm and agricultural lands to a modern urban city. This study aims to investigate the chronological local urban climate changes that have taken place over a decade (1999 – 2011) of urbanisation using the NCAR Weather and Research Forecasting (WRF) model coupled to a numerically proven land surface and urban canopy model (NOAH/UCM). Up-to-date and accurate land cover dataset of the region implemented for each year is derived from LANDSAT images. Model results are evaluated against a network of observational studies in the region. 2-m air temperature, wind speed, relative humidity, planetary boundary layer height and urban warming of the area in each of the considered years are carefully examined. Solar radiation, urban surface induced variations in the urban surface energy balance components, and variations of the study area urban climatic variables are also investigated. Model results demonstrate good correlation and agreements with the observed data. 2-m air temperature performance is observed to be better relative to other variables evaluated.
Results show that 2-m temperature of the area is increasing at the rate of 1.66 °C per decade, while the prevailing urban heat island intensity (UHII) of the area is ~2.1 °C. The urban climate prognostic and diagnostic variables show good correlations with the urban surface modifications of the area from the original natural surfaces, except for wind speed which shows less variability to urbanisation. Furthermore, formation of urban cool islands is also noticed for 1999, 2007, and 2011. Near-uniform net all-waves radiations of the different years experimented conform to tropical city low climatic variability. Finally, the thermal conditions of the area exhibit spatial and temporal variations heavily induced by urbanisation.

4.1 Introduction

Human continual strive for better living conditions has caused rapid urbanisation and expansion of human inhabited areas, which have replaced previously natural farmland and vegetation with engineered surfaces. This has caused changes in the environment, prominent of which are the canopy-layer temperature and urban heating (Landsberg 1981). The underlying land use and land cover changes caused by urbanisation has impact on the thermal and dynamic properties of land surfaces (Zhang et al. 2010). Meanwhile increased urban environmental pollution associated with urbanisation is caused by rural-urban migration prompted by search for better living conditions and daily routine to sustain the urban population. The urban population needs huge urban energy resources to maintain the urban metabolism (Kennedy 2007; Wolman, 1965). However, consumption of urban heavily needed resources comes with
damning consequences on the environment through releases of anthropogenic heat (AH) and associated disposable human wastes (Marais et al. 2014).

Engineered materials and impervious surfaces such as asphalt, concrete, bricks, stones and bitumen, roads, low and high rise buildings, pavements, sidewalks and bridges (Wijeyesekera et al. 2012), have immense contributions to the alteration of urban surface energy balance (Arnfield & Grimmond 1998), urban boundary layer (Barlow 2014), and the urban climate (Zhang et al. 2009), urban roughness (Cao & Lin 2014) and reduction in sky view factor (Jusuf & Hien 2009). Farmland and vegetation are characterised with permeable surfaces, low surface roughness length, moderate albedo, high evapotranspiration and moisture availability (Taha 1997; Grimmond & Oke 1999), which have been reported to contribute positively in reducing surface thermal conditions of the immediate environment (Rosenfeld et al. 1998; Zhang et al. 2014). On the other hand, typical urban engineered surfaces are often dark materials with low surface albedo, high thermal conductivity, heat storage capacity and impervious surfaces (Ashtiani et al. 2014; Yang 2013; Taha 1997). This creates elevated thermal climate with accompanying consequences such as human discomfort (Tomlinson et al. 2011; Emmanuel & Krüger 2012), increased cost of heating for tropical cities all year round and summer for sub-tropical and middle latitude cities (Priyadarsini et al. 2008; Chow & Roth 2006), and air quality (Lai & Cheng 2009).

A recent study of Singapore environment by Li et al., (2013), shows induced effect of urbanisation on UHI formation and alteration of the urban boundary layer. UHI raises major health (Enete et al. 2014) and economic concern (Elsayed 2012) because of its associated daily elevated temperatures.
For instance, the number of deaths linked to heat stroke in Japan has outnumbered other natural causes such as typhoon and tornadoes (Fujibe 2009). In Japan, ambulances transport more than 10,000 people with heat stroke-related to the hospitals in the Tokyo metropolitan city in summer (Fire and Disaster Management Agency of Japan 2011). Furthermore, according to a case study in Japan, an increase in the daytime temperature by 1 °C during the summer increases daily maximum energy demand by about 1.9 GW in the Tokyo metropolitan area and its surroundings (Goto et al. 2004).

Many researches on urbanisation are channelled towards understanding the influence of urbanisation on the urban climate environment and synoptic processes (Jin et al. 2005), UHI (Rizwan et al. 2008), contributions of urban environments to global warming (Grimmond 2007), changes of precipitation (Shem & Shepherd 2009), urban surface run-off (Hamdi et al. 2011), and reduced evapotranspiration and moisture availability in cities (Jiang et al. 2015).

Relative to average global changes, urban areas have experienced more warming (Ren & Zhou 2014). Ren et al. (2008) carries a detailed analysis of data collected from 282 meteorological stations in Northern China, and discovers that urban warming has impacted prominently on the regional mean annual temperature series in the range of ~0.11 °C per decade. Urban warming has also impacted on the total annual mean surface air temperature change which was estimated to attain ~38% using the national basic reference station dataset. To further validate the influence of urban on global surface temperature, Jones et al. (2008) assessed possible urban influences using sea surface temperature data sets for Eastern Chinese mainland. Their investigation
reveals that urban associated warming over China is about 0.1 °C/decade during the period 1951–2004, with true climatic warming accounting for 0.81°C over this period. Jones et al. (2008) findings agree roughly with the discovery of Ren et al. (2008) on the contribution of urban warming to global surface temperature. Based on a reanalysis of global weather data from 1950–1999, Kalnay & Cai (2003) claims that half of the observed decrease in the diurnal temperature range in the continental United States is due to urban and other land use changes, and estimates 0.27 °C mean surface warming per century to have been due to land-use changes. This estimate is twice as the previous estimates based on urbanisation alone.

Despite the huge number of studies on the impact of urbanisation in other parts of the world, as of the time of reporting this study, only few studies (Sani 1980; Sani 1993; Elsayed 2012a) have been conducted in tropical regions like Malaysia to understand the induced impacts of urbanisation on the regional tropical climate. Most of the studies on urbanisation impact in the region are concerned with economic, social and cultural changes (Agus 1990; Hill 1995; Hew 2003; Yaakob et al. 2010; Gee 2011; Aziz et al. 2012; Shahbaz et al. 2015). However, there is a growing community on the study of UHI in Malaysia (Shaharuddin et al. 2014; Morris et al. 2015a; Morris et al. 2015b; Rajagopalan et al. 2014; Yusuf et al. 2014; Ahmed et al. 2015; Salleh et al. 2015). Malaysia being a tropical region (Proximity to the equator) is exposed to constant solar radiation exacerbating the UHI effect on its inhabitants. Lack of comprehensive investigation on the evolution and adaptation of urban climate (especially UHI) with urbanisation in tropical regions characterised by distinct climatic features relative to other climate zones and thus, non-
transferability of research outcomes (Köhler et al. 2002; Roth 2007) makes this current study imperative to understand tropical urban climate adaption to urbanisation, thermal interaction with the local climate and to bridge the knowledge gap.

Putrajaya, a recently planned and developed federal capital territory from a total farmland is selected to examine the impact of urbanisation growth and its interaction with the local climate over a decade (1999 – 2011). A planned city with ~85% completion in its development is suitable for climate research, offering the opportunity to formulate urban planning strategies to combat problems posed by urbanisation and its resulting UHI. Apart from the opportunity to combat problems posed by urbanisation, a planned city is a vital source of data on how temperature behaviour varies through the year. This is consistent with Memon et al. (2008) suggestion that future research should concentrate on urban design and planning parameters to mitigate thermal surge that is often associated with urbanisation. These will not only lead to a reduction in canopy layer temperature but the related economic, social and health problems of urbanisation. The induced conversion of rural farmland to urban land is carefully assessed on the significant changes effected on local urban climatic variables (near surface humidity, near-surface temperature, and wind speed) of the area using a numerical approach – Weather Research and Forecasting (WRF) model coupled to NOAH/UCM.

4.2 Methodologies

Different materials and methods are employed in this study to accommodate the different components and as well to replicate the urbanisation processes
that have taken place over the years. A derived land use and land cover dataset for each of the considered years (1999, 2003, 2007, and 2011) from LANDSAT imagery are adapted to MODIS 33-category classification system. Topography information of the area is also updated. Six hourly (1.0° x 1.0°) Global Final (FNL) analysis data from NCEP (NCEP 2000) are used as initial and lateral boundary conditions for the simulations. Furthermore, a network of observational data is also used to validate the model performance first, before initiation of the case study simulations. Remote sense and Google Earth images are used for depiction and identification of locations for Land-use-land-cover (LULC) classifications. Finally, land surface characteristics for NOAH LSM and urban canopy model (UCM), are obtained from different scientific studies of the area (Thani et al. 2013; Shahidan et al. 2012; Salleh et al. 2013; Morris et al. 2015a) and governmental reports (Hashim et al. 2012).

4.2.1 Background information and study site description

Putrajaya is a planned administrative capital of Malaysia built to accommodate the growing size of the federal government ministries. It is structured to accommodate all diplomatic activities for the country and to showcase the nation's modernisation agenda (Moser 2010). Putrajaya is located in the Klang Valley, 25 km south of Kuala Lumpur (Fig. 4:1a) and lies on coordinates 2°55'00” N 101°40'00” E with an approximate area of 49 km² which was previously covered by vegetation, rubber and oil palm plantation. Located few degrees north of the equator with an average elevation of 30 m, Putrajaya is a typical tropical city and sits on a hilly terrain. Rainfall averages 2-3 m in a year and falls heavily during the monsoon season, depositing about 10 to 30 cm
within few hours (Bunnell 2002). Furthermore, the region is exposed to low variable canopy layer temperature throughout the year, with annual mean minimum and maximum of ~25 °C and ~27.5 °C, respectively. Relative humidity averages ~63% per annum with extended daily solar radiation with an average of 6 h per day. Winds are generally light and variable with speed ranging from 0 - 7.5 ms\(^{-1}\) (Shahidan et al. 2012).

Development of the area started in the early 1990s with the first phase completed in 2006. The final phase of completion was slated to take place in 2012. Urbanisation attracts rural to urban migration and in some cases urban-urban migration. The lush nature of the newly constructed capital has caused migration to the area with a population of about 100,000 of the planned 350,000 residents currently living in Putrajaya. To reflect the country's pledge to adhere to environmental standards and the need to combat problems posed by urbanisation in other cities (Shem & Shepherd 2009; Elsayed 2012a; Jiang et al. 2015), ~38% of the total land area of Putrajaya is to be reserved for wetlands, green space, open space and water body (Chin 2006).

Putrajaya landscape is divided into two main areas; the core area comprising of five precincts (1, 2, 3, 4 and 5) and the peripheral areas consisting of 15 precincts. Putrajaya Boulevard divides the core area along its main axis. The Boulevard is designed for ceremonial purposes. It is 4.2 km long and 100 m wide and extends from the northeast to the southwest with symmetrical large-size federal government buildings. The current urban form of the Putrajaya Boulevard is classified as dispersed and lower density urban (Moser 2010) using the local climate zone (Stewart & Oke 2012) classification.
system. The peripheral areas are located about 3 to 5 km from the central precinct with fourteen residential neighbourhoods (Chin 2006; Moser 2010).

Fig. 4.1.(a) Klang Valley showing Putrajaya and Kuala Lumpur (Top panel). (b) Putrajaya precincts (bottom panel)
Putrajaya has seen rapid growth in urbanisation and development of infrastructures (see section 4.4.1). Wind flow, air temperature distribution, and exchange of momentum, heat and moisture in the city have all been affected by anthropogenic surface modifications that have taken place. Moreover, natural vegetation in the city, as well as environmental surface energy balance have been altered with greenery being replaced with asphalt-engineered surfaces (Wijeyesekera et al. 2012). Most of the materials used in the construction of roads, high-rise buildings, and recreational facilities have low reflectance and low surface albedo (Ahmed et al. 2015). In addition, the emissions from heavy-duty machinery, cars, and air conditioning units have only increased the environmental woes of Putrajaya. The urbanisation of the area has resulted in an increase in the population of people residing in the city and corresponding anthropogenic contributions (Moser 2010). It is thus interesting to observe the UHI development through urbanisation over the years starting almost from scratch.

Fig. 4.2. WRF model domain configuration (image to the left) and terrain height for the finest domain (d04) and Putrajaya Map
4.2.2 Meteorological data

<table>
<thead>
<tr>
<th>Station ID</th>
<th>Station Name</th>
<th>Location</th>
<th>Elevation (m) above MSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUTJ</td>
<td>Putrajaya</td>
<td>2.9319</td>
<td>101.6818</td>
</tr>
<tr>
<td>SUBJ</td>
<td>Subang</td>
<td>3.1167</td>
<td>101.5500</td>
</tr>
<tr>
<td>PETJ</td>
<td>Petaling Jaya</td>
<td>3.1000</td>
<td>101.6500</td>
</tr>
<tr>
<td>KLIA</td>
<td>KLIA Sepang</td>
<td>2.7333</td>
<td>101.700</td>
</tr>
<tr>
<td>NILA</td>
<td>Nilai</td>
<td>2.8208</td>
<td>101.8146</td>
</tr>
<tr>
<td>KLAN</td>
<td>Klang</td>
<td>3.0103</td>
<td>101.4081</td>
</tr>
<tr>
<td>PETY</td>
<td>Petaling Jaya</td>
<td>3.1102</td>
<td>101.7046</td>
</tr>
<tr>
<td>SHAH</td>
<td>Shah Alam</td>
<td>3.1050</td>
<td>101.5560</td>
</tr>
<tr>
<td>KUAL</td>
<td>KUALA LUMPUR INTL</td>
<td>2.7460</td>
<td>101.7100</td>
</tr>
<tr>
<td>R_1</td>
<td>-</td>
<td>2.917</td>
<td>101.599</td>
</tr>
<tr>
<td>R_2</td>
<td>-</td>
<td>2.903</td>
<td>101.604</td>
</tr>
<tr>
<td>R_3</td>
<td>-</td>
<td>2.914</td>
<td>101.599</td>
</tr>
<tr>
<td>R_4</td>
<td>-</td>
<td>2.92</td>
<td>101.596</td>
</tr>
<tr>
<td>R_5</td>
<td>-</td>
<td>2.906</td>
<td>101.604</td>
</tr>
</tbody>
</table>

A network of nine (see Table 4:1, R_ in the table represents rural site) meteorological observational stations providing wind speed, air temperature and relative humidity from the Malaysia Department of Environment (DOE 2013) are used to validate the model and corroborate the model simulated outputs. A single observation station is located in the study location (d04) with 2009 as data commencement year. Thus, extensive model evaluation is carried using the third domain (d03) of the nested configuration, having nine of the hourly observational stations (see Fig. 4:2 and Table 4:1). The nine meteorological stations used are classified as urban sites.

30th of January to 15th of February is simulated for each year (1999, 2003, 2007 and 2011) to represent the urban climatic conditions and the urbanisation induced changes. The limited duration (17 days) simulated in this study represents the prevalent climatic conditions of the study site to an extent and is valid taking consideration of low seasonal climate variability typical of the tropics (Li et al. 2013), and also to reduce computational cost. February of
each year is known to have comparative low annual rainfall and at the same
time among the months with the maximum monthly temperature (MMD 2015)
which favours urbanisation studies. The duration is expected to somewhat
represent the prevailing urbanisation induced urban climate conditions of the
study area. For each considered year (duration), days with weak synoptic
forcing favouring microclimatic investigations are selected for urban heating
analysis. Weak synoptic forcing is preferable as it enables phenomena induced
by physical characteristics of the local climate to be dominant.

Five rural sites (see Table 4:1) that meet the conditions for designation as
rural in each year are selected for evaluation of urban and rural temperature
difference (urban-rural UHI) of this study. Mean temperature values from the
rural sites are used to compare with that obtained from urban sites. Rural sites
are selected from locations few kilometres from the urban sites to reduce
induced surrounding local climates due to advection and transport from nearby
cities. Also, to minimise biases that could result from variations in topography
features, a maximum 40 m elevation difference (see Table 4:1) is used as
selection criterion between sites for correct UHII interpretation (Giannaros et
al. 2013; Morris et al. 2015a).

4.2.3 Model details, numerical settings and experimental design

Simulation is conducted using Advanced Research WRF (ARW) dynamic core
(Skamarock et al. 2008) coupled to NOAH land surface model (Chen &
Dudhia 2001; Tewari et al. 2007) with the urban canopy model (Kusaka &
Kimura 2004; Chen et al. 2011). This completes the connection of the land
surface, urban surface and the overlying atmosphere and processes taking place
Numerical model forcing fields such as large-scale atmospheric fields, sea surface temperature (SST) and initial soil parameters, including soil moisture and temperature, are derived from the NCEP 6 hourly (1.0°× 1.0° resolution) Global Final Analysis (FNL) data (NCEP 2000). These serve as the initial and lateral boundary conditions to the model. In addition, ingestion of sea surface temperature (SST) from NCEP 0.5° Real Time Global (RTG) analysis supplied the initial data for the model’s non-prognostic field as lower boundary condition (Skamarock et al. 2008; Dudhia 2011).

Model domain comprises of a coarse (d01) and three one-way nested domain configurations (d02, d03, and d04) with horizontal grid resolution of 8.1, 2.7, 0.9, and 0.3 km respectively. The coarse domain covers the West Malaysia and path of Indonesia while d02 covers South-west Malaysia and the Strait of Malacca. D03 and d04 encompassed South-west of Klang Valley and the Putrajaya area with its surrounding cities, respectively.

The PBL is handled with the Yonsei University (YSU) scheme (Hong et al. 2006). A combination of YSU scheme with the coupled NOAH/UCM land surface model is considered to perform well in high resolution urban climate applications (Hong et al. 2006; Lin et al. 2008). Other physics parameterisations include a long-wave Rapid Radiative Transfer Model (RRTM) (Mlawer et al. 1997), a short-wave radiation scheme based on Dudhia cloud radiation scheme (Dudhia 1989) and a surface-layer scheme based on the Monin-Obukhov similarity theory. The WRF single-moment six-class (WSM-6) microphysics scheme is applied to all domains (Hong et al. 2004; Dudhia et al. 2008), while parameterisation of cumulus convection is completed using Kain-Fritsch scheme (Kain 2004).
WRF uses terrain-following hydrostatic-pressure vertical coordinate system proposed by (Laprise 1992) to resolve the vertical layers of the model PBL. In this study, 32 vertical levels are employed, 18 of which are reserved in the lower 2 km of the model to further resolve the lower atmosphere, while the model top layer is specified at 100 hPa. This is to accommodate frequent changes of atmospheric variables in the lower boundary layer and to handle the small scale features near the Earth’s surface. However, the coarse vertical spacing of the sigma higher levels is to reduce computational cost (Chou 2011).

NOAH land surface model (LSM) is employed to parameterise the land surface processes (Chen & Dudhia 2001). The updated NOAH LSM is a land surface-hydrology model (Giannaros et al. 2013) which serves to provide surface sensible and latent heat fluxes, to account for sub-grid fluxes and skin temperature as lower boundary conditions to the boundary layer scheme of the WRF. The model (NOAH LSM) has a single-canopy layer with four soil layers of varying thicknesses (10, 30, 60 and 100 cm); 10 and 100 cm being the top and bottom layers respectively. This equates the total soil depth of the NOAH LSM to 2 m, with the upper and lower 1 m of the soil serving as the root zone depth and reservoir with gravity drainage respectively (Giannaros et al. 2013).

Single-layer UCM has a unique simplified two-dimensional urban geometry model, considering building height, roof and road width and assuming street canyons of infinite length. It also includes solar trapping and reflection of radiation and shadowing effects, which is determined by the street canyon dimensions and orientation, as well as solar azimuth angle. Thus,
energy and momentum transfer between urban environment and the atmosphere could be calculated by computing surface temperatures and heat fluxes of roof, wall and road within the considered area. In this study, the coupled NOAH/UCM model is modified (see section 4.4.5) to reflect the prevailing urban morphological and surface conditions of each year (Hashim et al. 2012; Shahidan et al. 2012; Aekbal et al. 2013; Thani et al. 2013; Qaid & Ossen 2014; Ahmed et al. 2015; Morris et al. 2015a; Morris et al. 2015b).

Four different cases (1999, 2003, 2007, and 2011) are simulated to investigate the impact of urbanisation in the area. Same simulation physics and dynamics configurations are applied for all cases except for static data (land use and land cover datasets) which are updated with each year accurate and up-to-date data. The model derived its initial urban and land use fields from the static datasets used. Putrajaya is centered on the finest (d04) model domain (see Fig. 4:2) to enable evaluation of convective and radiative interactions of climatological variables induced by the physical changes that have occurred within and outside the Putrajaya boundaries. A no urban scenario (nourban) (Li et al. 2013) is also simulated for each year to assess the urban heating of the area alongside the traditional urban-rural temperature difference technique. The no-urban case is achieved by replacing the urban fields of the accurately implemented land use and land cover dataset with the vegetation type of the nearest-neighbour grid. This is expected to reduce contamination of sites designated as rural or urban by surrounding heat fluxes through advection of surface convective and radiative fluxes. This way, the influence of surface modifications due to urbanisation is estimated.
4.3 Model evaluation

Numerical weather prediction (NWP) models are often associated with inherent biases resulting from model surface physics and atmospheric parameterisation (Hu et al. 2010), hence, there is a need to validate model simulated outputs against observational data to ascertain the model level of agreement with the observed data. In this study eight statistical tools; mean, mean bias error (MBE), mean absolute error (MAE) and root-mean-square error (RMSE), Pearson’s coefficient of correlation ($R$), coefficient of determination ($R^2$), hit rate (HR), and index of acceptance (IOA) are employed to assess model’s level of agreement with observed data, biasness, and degree of variation, magnitude of error and level of acceptance.

MBE measures the inclination of the model to over (+) or under (-) predict an event and does not provide insight to the magnitude of the typical error and hence could not be used as an indicator for accuracy (Moriasi et al. 2007; Wilks 2006). On the other hand, the MAE is an accuracy measurement and a typical magnitude of the predicted error (Wilks 2006). RMSE measure model accuracy and precision (Willmott et al. 1985) and aggregate the magnitudes of the errors in predictions for various time series into a single measure of predictive power associated with a model’s prediction (Murphy 1988; Lundy et al. 2001). For MBA, MAE, and RMSE, reduction in magnitudes are always preferable.

Correlation measures the degree of covariance of bivariate data sets. $R$ measures the strength and direction of a linear relationship (agreement) between the predicted and observed while $R^2$ measures the proportion of the
variance (fluctuation) of a predicted variable from the observed variable (Wilks 2006, pp.258–67). The coefficient of determination gives researchers the confidence to determine the degree of acceptability of predictions from a numerical model (Murphy 1995). $R^2$ ranges from 0 to 1, with higher values indicating less error variance (Santhi et al. 2001; Liew et al. 2003). $R$ and $R^2$ are over-sensitive to high extreme values (outliers) and insensitive to additive and proportional differences between model predictions and measured data (Legates & McCabe 1999), thus, the need for normalised indexes such as the HR and IOA.

Hit rate is a reliable measure of model’s performance and handles uncertainty in predicted values (Schlünzen & Katzfey 2003). This is evaluated by considering the fraction of “yes” event that was correctly predicted by the model (Wilks 2006). IOA was proposed by Willmott (1981) on his work “on the validation of models” to measure the degree to which a model prediction is free of discrepancy. It should be noted that IOA is not a measure of correlation or association in the formal sense. IOA varies between 0 and 1, with values of 1 signalling perfect agreement between predicted and observed results. Conversely, IOA of 0 connotes one of a variety of disagreements (Willmott 1981; Willmott 1982). It is noteworthy that index of acceptance is dimensionless, thus, relationship described by IOA should only be used to complement that described by other statistical tools (MBE, MAE, and RMSE).

For temperature, wind speed and relative humidity, ±2 °C (Cox et al. 1998), ±1.5 m/s (Kulkarni et al. 2008) and ±5% (Lawrence 2005) are the applied desired accuracy, respectively. These values are used to estimate the hit rate of the model predicted results. Model’s variables are evaluated by stations
(see Table 4:1) and results of different stations aggregated to obtain mean values used in this analysis. Detailed performance for the different meteorological variables considered is discussed in subsequent sections.

4.3.1 **Near-surface urban climate parameters**

To evaluate model’s ability to capture near-surface urban climate and to reproduce their diurnal characteristics, the model is evaluated against a network of observational data (see Table 4:1) for the simulated duration (390 h) with the first 28 h used as model spin up time. Observation sites used are classified as urban areas. Putrajaya is 8 h ahead of Coordinated Universal Time (UTC) which is the default time for the WRF model and NCEP analysis data used in this study. 16 00 h of 30th January 2000 UTC corresponds to 00 00 h of 31st January 2000 MST. Hence, simulated duration from 1st February to 15th February of each year is averaged over a 24 h for the purpose of this analysis. To ensure robustness of the model in simulating the urban climate of the area, d03 with more meteorological stations is selected for the model validation. Except otherwise stated model evaluation is carried out for the year 2011 using d03.
Fig. 4:3: (a, b and c) – see detailed description in the next page
Fig. 4.3. Model validation for near-surface urban climate variables; (a) 2-m air temperature, (b) model biases for 2-m temperature, (c) 2-m RH, (d) model biases for RH, (e) 10 m wind speed, and (f) model bias for 10 m wind speed
The model reproduces the diurnal profile of 2-m air temperature with an error magnitude of 1.35 °C (RMSE) and mean bias error of -0.27 °C (see Fig. 4:3a and b, and Table 4:2). Hot biases are observed prior to and at the onset of solar shortwaves attenuation and continue to a peak value of ~1.4 °C by 24 00 h. However, the model shows cold biases during daytime. The hot biases are likely due to NOAH LSM underestimation of surface moisture availability while the cold biases could either have resulted from the unaccounted AH or UCM underestimation of surface re-radiated and reflected fluxes from building wall, roof and road in the urban canopy layer. Model performance for relative humidity on the other hand, shows some errors but is found to be consistent in predicting the diurnal trend, peak, and minimum values (see Fig. 4:3c). Maximum bias of ~-12% is obtained during the early hours between 01 00 and 02 00 MST for the accurate land use. Conversely, model accuracy in predicting RH is more pronounced during daytime with least biasness of ~-0.14%. RH simulation results for no-urban scenario seem to have produced the least overall error. This is expected considering its composition of high vegetation fraction and thus more moisture availability through evapotranspiration.

<table>
<thead>
<tr>
<th>Statistical Tool</th>
<th>T2m (ºC)</th>
<th>RH2m (%)</th>
<th>WS10m (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean WRF</td>
<td>28.35</td>
<td>68.84</td>
<td>3.22</td>
</tr>
<tr>
<td>Mean Obs.</td>
<td>28.62</td>
<td>74.37</td>
<td>4.65</td>
</tr>
<tr>
<td>MBE</td>
<td>-0.27</td>
<td>-5.53</td>
<td>-1.42</td>
</tr>
<tr>
<td>MAE</td>
<td>1.11</td>
<td>7.00</td>
<td>1.48</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.35</td>
<td>6.83</td>
<td>1.22</td>
</tr>
<tr>
<td>R</td>
<td>0.84</td>
<td>0.79</td>
<td>0.66</td>
</tr>
<tr>
<td>R²</td>
<td>0.70</td>
<td>0.62</td>
<td>0.44</td>
</tr>
<tr>
<td>HR</td>
<td>0.86</td>
<td>0.50</td>
<td>0.46</td>
</tr>
<tr>
<td>IOA</td>
<td>0.88</td>
<td>0.78</td>
<td>0.52</td>
</tr>
</tbody>
</table>
Wind speed is evaluated station by station and before averaging over the total number of stations considered. Results revealed that the wind speed has been consistently underestimated by the model for both accurate land use and no-urban scenario with maximum biases of ~-3.78 and ~-3.2 m/s, respectively (see Fig. 4:3 e,f and Table 4:2). Though with considerably good RMSE and MBE values, the indexes of performance are within average range (see Table 4:2). This disagreement in predicting wind speed has been reported in other studies, such as Liao et al. (2014) conducted in the Chinese Yangtze River Delta region, Liu et al. (2006) attempt to verified the model calculations in an urban area of Oklahoma city, USA, and Salamanca et al. (2011) investigation of the sensitivity of PBL evolution to different PBL schemes applying high resolution WRF/UCM+AH PBL.

To further validate the model performance before proceeding on the case study simulations, meteorological data from the single station (PUTJ) in the model finest domain (see Fig. 4:2 and Fig. 4:4a) are validated with the simulated outputs averaged over 24 h. PUTJ is located in a recreational open football field within an urban area, and data used for comparison are extracted from the nearest neighbouring grid cell (labelled CAC 053) about ~11 m from PUTJ (see Fig. 4:4a). Model results for 10 m wind speed, 2-m air temperature, and 2-m relative humidity demonstrate good correlation and agreement against the observations with mean absolute biases of ~0.74 ms\(^{-1}\), ~1.1 \(^{\circ}\)C, and ~4.3\%, respectively, and mean values of ~3.4 ms\(^{-1}\), ~28.4 \(^{\circ}\)C, and 68.2\%, respectively (see Fig. 4:4b and Fig. 4:5). Fig. 4:4b, and Fig. 4:5 show mean predictions of the model climatological variables (black filled square boxes) and their biases (vertical bars). It is found that the model exhibits consistency
with diurnal trends observed for d03 urban climate, with improved marginal predictions for the finest domain. The improved model performance is somewhat expected since model calculates variables at a particular grid point by interpolating from the neighbouring grid cells, which in this case d04 has more grid cells relative to d03 per square km.

Fig. 4.4. (a) Putrajaya meteorological station - CAC 053 and (b) mean wind speed prediction and error bars for the finest domain (d04)
Fig. 4.5. Mean predictions of Putrajaya meteorological station (d04) for; (a) 2-m temperature and (b) 2-m RH

4.4 Results and Discussions

4.4.1 Land use and land cover data sets

Table 4.3. Summary of different land use and land coverage categories of Putrajaya.

<table>
<thead>
<tr>
<th>LULC</th>
<th>1999 (%)</th>
<th>2003 (%)</th>
<th>2007 (%)</th>
<th>2011 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evergreen Needleleaf Forest</td>
<td>8.9</td>
<td>2.2</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Evergreen Broadleaf Forest</td>
<td>13.1</td>
<td>4.1</td>
<td>6.6</td>
<td>5.0</td>
</tr>
<tr>
<td>Grassland and Shrubland</td>
<td>5.2</td>
<td>4.9</td>
<td>0.4</td>
<td>9.2</td>
</tr>
<tr>
<td>Cropland</td>
<td>13.5</td>
<td>6.7</td>
<td>6.4</td>
<td>6.9</td>
</tr>
<tr>
<td>Sparsely Vegetated</td>
<td>15.9</td>
<td>6.0</td>
<td>6.7</td>
<td>1.0</td>
</tr>
<tr>
<td>Water Body</td>
<td>0.6</td>
<td>4.8</td>
<td>5.4</td>
<td>5.5</td>
</tr>
<tr>
<td>Low Intensity Residential</td>
<td>25.8</td>
<td>14.5</td>
<td>24.9</td>
<td>32.0</td>
</tr>
<tr>
<td>High Intensity</td>
<td>4.3</td>
<td>7.6</td>
<td>12.5</td>
<td>12.7</td>
</tr>
<tr>
<td>Commercial/Industrial</td>
<td>12.2</td>
<td>49.2</td>
<td>36.5</td>
<td>20.8</td>
</tr>
<tr>
<td>Cloud Cover</td>
<td>0.3</td>
<td>0.0</td>
<td>0.0</td>
<td>6.4</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>
Transformation of agricultural and farm lands from vegetated and permeable soil to urban and semi-urban forms with impervious surfaces are some of the profound physical changes that characterise urbanisation. Changes in LULC interact differently with solar radiations which to a large extent determine the surface energy balance of the area. This is due to different physical and chemical characteristics of the constituent materials. Thus, it is pertinent to carefully identify the rural and urban lands with the associated characteristics in investigating the urban climate of the area and related phenomena, such as air temperature, surface moisture availability, relative humidity, and UHI, UCI and PBLH. In some countries, the government gazette and update the land use and land cover regularly. For instance, in the United States, federal and state agencies have assumed the task of developing Land Use and Land Cover (LULC) maps (Anderson et al. 1976). In Malaysia, different states and districts prepare and produce their respective LULC, most of which could hardly apply to scientific studies directly. In the current case, the land use and land cover maps of the area for the respective years are generated using ArcMap 10.2.2 from remotely sensed data before implementing into the WRF static data.

Table 4:3 shows changing coverage of the different land use classes applied over the Putrajaya area, while in Table 4:4 classes with similar physical characteristics area reclassified for easy analysis of the human-induced modifications that have taken place over the years. Furthermore, Table 4:5 shows changes that have occurred in the areas outside the Putrajaya boundaries but within the finest domain (d04) that houses Putrajaya. This is necessary to
access how the surrounding climates respond and influence the Putrajaya urban climate through vertical and horizontal advection of fluxes. Fig. 4:6 on the
other hand, presents the land use maps of Putrajaya and a visualised summary of the different class compositions for each year through pie charts positioned to the lower right of each LULC map. Fig. 4.7 (a and b) is a visual representation for the compositions of land use classes for different years and percentage of vegetated and natural greenery that are converted to urban surfaces and water body from the preceding years.

Fig. 4.7. Percentage; (a) coverage of each land use class and (b) change of each land use class from the preceding year

Urban land use class is the major benefactor of the human modification of the Putrajaya environment from natural greenery to urban engineered surfaces, followed by water body; from 42.4% to 65.5% and 0.6% to 5.5%, for urban and water classes, respectively, from 1999 to 2011. The main casualty of
the increased percentages experienced by urban and water body are the densely and sparsely vegetated land declining from 41.1% to 28.0% and 15.9 to 1.0%, respectively, from 1999 to 2011. Rapid decline in the level of greenery of the area is more prominent between 1999 and 2003, where 23.2% of vegetation and 9.9% of sparsely vegetated lands are converted to urban space and water body. Here, the urban land increased by ~29% and ~4.2% for water body (see Fig. 4:6 and Fig. 4:7). The sharp losses in forest areas and farm lands are attributed to rapid construction of the artificial lake, buildings, roads, urban pavements, and pedestrian path that are ongoing in the area.

Table 4.4. Reclassified land use and land cover coverage of Putrajaya area

<table>
<thead>
<tr>
<th>LULC</th>
<th>1999 (%)</th>
<th>2003 (%)</th>
<th>2007 (%)</th>
<th>2011 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vegetation</td>
<td>41.1</td>
<td>17.9</td>
<td>13.9</td>
<td>28.0</td>
</tr>
<tr>
<td>Sparsely vegetated</td>
<td>15.9</td>
<td>6.0</td>
<td>6.7</td>
<td>1.0</td>
</tr>
<tr>
<td>Water body</td>
<td>0.6</td>
<td>4.8</td>
<td>5.4</td>
<td>5.5</td>
</tr>
<tr>
<td>Urban cover</td>
<td>42.4</td>
<td>71.3</td>
<td>74.0</td>
<td>65.5</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

However, heavy deforestation witnessed between 1999 and 2003 were partly recuperated in 2011 through the beautification and greening exercise of the area carried out by the government in line with the green commitment. Densely vegetated areas increased by 14.1% (see Fig. 4:7b) whereas urban areas and sparsely vegetated land compensated for the increase noticed for vegetation by 8.5% and 5.7%, respectively. Note that sparsely vegetated could denotes clear land in some cases. Impact of land use and land cover variations over the investigated period on 2-m air temperature, RH, PBLH and UHI of the area are closely monitored in subsequent sections.
Table 4.5. Changes in land use and land cover of the Putrajaya external boundaries

<table>
<thead>
<tr>
<th>LULC</th>
<th>1999 (%)</th>
<th>2003 (%)</th>
<th>2007 (%)</th>
<th>2011 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Veg.</td>
<td>58.5</td>
<td>53.5</td>
<td>45.2</td>
<td>48.5</td>
</tr>
<tr>
<td>Spars. Veg</td>
<td>10.4</td>
<td>4.2</td>
<td>3.4</td>
<td>2.4</td>
</tr>
<tr>
<td>Water</td>
<td>1.0</td>
<td>0.9</td>
<td>1.9</td>
<td>1.8</td>
</tr>
<tr>
<td>Urban cover</td>
<td>30.2</td>
<td>41.4</td>
<td>49.5</td>
<td>47.3</td>
</tr>
<tr>
<td>Total</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

4.4.2 Surface energy balance

Table 4.6. Summary of mean surface energy budget components from model simulations

<table>
<thead>
<tr>
<th>Year</th>
<th>Rural 1</th>
<th>Suburbs 2</th>
<th>Urban 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q^*$</td>
<td>$Q_v$</td>
<td>$Q_L$</td>
</tr>
<tr>
<td>1999 (W/m²)</td>
<td>508.53</td>
<td>55.94</td>
<td>117.08</td>
</tr>
<tr>
<td>2003 (W/m²)</td>
<td>506.99</td>
<td>57.99</td>
<td>112.18</td>
</tr>
<tr>
<td>2007 (W/m²)</td>
<td>507.76</td>
<td>56.97</td>
<td>114.63</td>
</tr>
<tr>
<td>2011 (W/m²)</td>
<td>507.76</td>
<td>53.43</td>
<td>111.52</td>
</tr>
</tbody>
</table>

The UCM estimates the surface temperature and heat fluxes from the roof, wall and road surface. It also calculates the momentum exchange between the urban surface and the atmosphere. If they are available, the UCM can take three different densities of urban development using special land-use categories (Skamarock et al. 2008). The surface energy balance depends on daily solar radiation and the physical properties of the constituent materials in which the investigated area physical surface is composed of. The surface energy balance explains in simple and precise context the role of surface characteristics and anthropogenic heating in near-surface climate, though, the anthropogenic component of Eq. 4:1 is not being considered in this study. Accurate prediction of surface energy balance is a primary requirement for atmospheric models.

1 Rural is the peripherals of the study area with more than 80% natural vegetation
2 Suburb is the rural – urban fringe between the rural and urban areas
3 Urban in this context is the aggregate of the different urban classes contained in the land use/land cover classification
such as WRF, MM5, ECMWF and the JMA non-hydrostatic model. The surface energy balance for urban areas is represented as shown in Eq. 4:1.

\[ Q^* + Q_F = Q_H + Q_E + \Delta Q_S. \]  

Eq. 4:1

Where \( Q^* \) is the net all-wave radiations and \( Q_H \) turbulent sensible heat flux, while, \( Q_E, Q_F \) and \( \Delta Q_S \) are latent heat fluxes, anthropogenic heat flux and the net heat storage flux, respectively (Li et al. 2013). It is noteworthy that the heat storage includes energy storage within the buildings, underlying soil and roads, and in some models the air space within the street canyon (Grimmond & Oke 1999). Due to non-availability of energy balance data of the study site, model validation on its predictability on energy balance data has not been performed in this current study. However, inference of the model capability is drawn from a study in Singapore by Li et al. (2013) on Singapore’s tropical environment and interactions with the background atmosphere. Though, with limited data for extensive validation, Li et al. (2013) concludes that the model has performed fairly well on the estimation of energy balance data, Singapore, a tropical country shares almost similar climatic conditions: humid and near-uniform monthly temperatures all year round with climate classification type Koppen Af (ZenTech 2010; WMO 2015), with the study area. Thus, it could be inferred that the model employed in this study could have performed well for surface energy balance data if validated since in both studies (Li et al. (2013) and the current study) the model has shown above average predictions in other simulated meteorological variables evaluated.
To investigate the surface energy adaptability to solar radiation for different surfaces, rural, suburb and urban are considered. In this study suburb refers to the rural-urban fringe. That is the transition zone between rural and urban areas (Hushak 1975; Weaver & Lawton 2001; Sullivan et al. 2004). Where urban in this context refers to the average for the different urban categories employed in this experiment over the study area, while rural is the mean for the rural sites considered. Table 4:6 and Fig. 4:8 show compressed summary of the surface energy balance averaged over the study site for each of the considered years. Likewise Fig. 4:9 is the surface energy balance components for 1999 averaged over the study area for 24 h period. For the purpose of analysis of the surface energy balance, sensible turbulent heat (SH) and latent heat (LH) are average over 24 h while the net all-wave radiation fluxes are averaged for 12 h of each day. This is justifiable since net all-wave radiation is heavily dependent on solar shortwave radiations and is only active for a period of ~12 h each day, starting from some minutes (~30 minutes) after...
the onset of daily radiation (07 00 MST) and wanes gradually after solar shortwaves peak (~13 00 MST) to its extinction somewhere between (18 00 and 19 00 MST) of each day (see Fig. 4:9).

In Fig. 4:9, prior to sunrise (1 – 07 20 MST) and after sunset (19 30 – 24 00 MST), the surface energy balance fluxes is dominated by sensible and latent heat fluxes, however, shortwaves solar radiative fluxes dominate during daytime with sudden increase from 08 00 h to a mean peak value of 968 Wm\(^{-2}\) at about 13 00 h for 1999. This is somewhat consistent for the different durations experimented. However, for 2003 and 2007, during the absence of solar radiations window, SH is more dominant with minor contributions from LH for the urban areas, and considerate amount for the suburbs (see Fig. 4:8 and Table 4:6). Conversely, for the years considered LH shows more prominence relative to the SH for the rural areas and suburbs, except for 2011, where SH is observed to have more dominance with a mean value of ~72.16 Wm\(^{-2}\) against ~68.98 Wm\(^{-2}\) for LH. This is evidence of reduced vegetation caused by gradual development occurring around the Putrajaya suburbs (Feng et al. 2012).

During the solar radiation window, mean values of net all-wave radiations vary from 506.99 – 522.20 Wm\(^{-2}\) (see Fig. 4:8 and Table 4:6) with the lower and higher margins associated with rural and suburbs, and urban areas, respectively. To an extent, this supports the hypothesis that the study area experiences a near-uniform solar heating and low climate variability all year round. During daytime, urban environment with engineered surfaces typified by dark materials and high thermal properties served as a heat reservoir to the incident solar radiation. Induced by propensity to ensure
thermal equilibrium between the urban environment and the overlying atmosphere, the stored heat energy at nighttime and early morning hours are meteorologically forced to reradiate to the overlying boundary layer through convective and radiative cooling; resulting in disproportionate availability of sensible and latent heat fluxes between urban classes and rural-urban developments (see Fig. 4:8, Fig. 4:9 and Table 4:6).

Fig. 4:9. Mean diurnal profile of surface energy components for 1999

### 4.4.3 2-m air temperature

From the WRF model simulations, it is observed that LH and SH responded very sensitively to changes in urban fraction of the urban categories. This is true since the coupled NOAH/UCM calculates latent fluxes from the vegetation fraction parameter, which is defined as the coverage of vegetation over a defined area (Hong et al. 2009). This has immense contribution in determining the urban climate, especially, relative humidity, mean urban canopy height temperature and UHI formation (Taha 1997).
Impact of urbanisation on the canopy layer temperature is assessed by comparing the rural, suburbs and urban temperatures variations for 1999, 2003, 2007 and 2011. Fig. 4:10 and Fig. 4:11 show the mean 2-m air temperatures and spatiotemporal changes for the experimented years for different urban intensities. It is observed that 2007 shows heating relative to other years considered with a mean maximum value of ~29.27 ºC 2-m temperature (see Fig. 4:10) for the urban categories, followed by 2011 with a mean maximum value of ~28.93 ºC.

The suburbs of Putrajaya showed a continuous increase for each year from a minimum value of 26.37 ºC in 1999 to ~28.35 ºC in 2011; the most prominent increase is noticed between 1999 and 2003 (see Fig. 4:10, Fig. 4:11 and Table 4:5). This is consistent with the observed variations in land use distribution between the same duration (see Fig. 4:6 and Fig. 4:7). The rural temperatures, on the other hand, show little variations (~0.06 – 0.22 ºC) during this period. The minor variations observed for the rural sites is consistent with expected natural climate variability and thus, could not be attributed to urbanisation induced effect (Jenkins 2009; Folland et al. 2001; Karl et al. 1995).

![Fig. 4:10. (a) 2-m air temperature and (b) changes in 2-m temperatures for the years experimented](image-url)
The urban temperatures show a strongly linked urbanisation induced increases from 1999 to 2007 and with an abrupt decline in magnitude for 2011, which corresponds to the gains made by the vegetation class during the later development of the area (see Fig. 4:6). During the development period of 1999 to 2007, most of the structural modifications and constructions of the area with materials typify with high thermal properties such as low surface albedo, high surface thermal conductivity and surface heat capacity are near completion. This is followed by the aesthetic and beautification exercise aimed at increasing the greenery and water body of the city. This caused about 14% increase in vegetation and a corresponding decrease in the sparsely developed land and areas previously considered urban (see Fig. 4:6) within the core precincts. Contrary to the variability of urban 2-m temperatures observed, the suburbs maintained a steady increase in its values. This could easily be explained by the corresponding changes that occurred in the suburbs of Putrajaya (see Table 4:5) during the same period. The increased 2-m temperatures from 1999 to 2007 and then a sudden attenuation from 2007 agrees well with Aekbal et al. (2013). It is attributed that the observed changes in intensities of UHI to the development approach adopted in the area, where pilot planting of trees and construction of parks and green recreational spaces were at the later stage of development.

Furthermore, it is observed that between 1999 and 2011, the temperature of Putrajaya has increased by a value of ~1.71 ºC. Similarly, according to IPCC (2013) report on climate change, the global average air temperatures have increased by ~0.05 ºC per decade in the period between 1998 and 2012 (McGrath 2014) far slower than the mean 0.13 ºC recorded for the last
preceding five decades (IPCC 2007). It is vital to note that this increase in global average temperature have occurred within the same period considered by this study and thus, it is fair to state that the study reveals an increase of about ~1.66 °C per decade in air temperatures of Putrajaya city. This is largely due to urbanisation and surface modifications observed in the area (Ren et al. 2008).

Fig. 4.11. Mean WRF 2-m temperature for 1999 (upper left), 2003 (upper right), 2007 (lower left), and 2011 (lower right)
Table 4:7. Summary of 2-m temperature for each year

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Rural (ºC)</td>
<td>26.56</td>
<td>26.78</td>
<td>26.81</td>
<td>26.87</td>
<td>0.22</td>
<td>0.03</td>
<td>0.06</td>
</tr>
<tr>
<td>Suburb (ºC)</td>
<td>26.37</td>
<td>27.32</td>
<td>27.80</td>
<td>28.35</td>
<td>0.95</td>
<td>0.48</td>
<td>0.55</td>
</tr>
<tr>
<td>Urban (ºC)</td>
<td>27.22</td>
<td>28.13</td>
<td>29.27</td>
<td>28.93</td>
<td>0.91</td>
<td>1.14</td>
<td>-0.34</td>
</tr>
</tbody>
</table>

4.4.4 Relative humidity and wind speed

Relative humidity shows the performance of evapotranspiration in a given area. Evapotranspiration is controlled by bulk stomatal resistance that is dependent on root zone soil moisture, photosynthetically active radiation, air temperature, and the relative humidity at the leaf surface. Grid aggregate vegetation and soil parameters are derived from fractional coverages of land use categories – urban fraction and soil texture types (Skamarock et al. 2008). Thus, urban fraction is an important parameter in determining the variability of the RH among the years considered. This is true in Fig. 4:13 and Table 4:8, where 1999 with the maximum vegetation fraction produces the highest relative humidity observed for the urban development class. Table 4:8 shows a summary of relative humidity averaged over the study duration, while Fig. 4:13 demonstrates mean diurnal behaviour of RH for rural, suburbs and urban area.

The RH of each year for the time considered shows low variability for the rural sites and suburbs, except for 2011 in the case of the suburbs. This abrupt divergence from the near-uniform pattern of the suburbs RH is caused by the observed surface modifications around the suburbs of Putrajaya (see Table 4:5). The decrease in the RH of the urban classes of the area from 1999 to 2007 (see Table 4:8) corresponds to increase urbanisation of Putrajaya from 42% in 1999 to 74% in 2007 (see Fig. 4:6). Nevertheless, a slightly observed increase of RH of the area in 2011 (see Table 4:8 and Fig. 4:13) corresponds
with the increase vegetation of ~14% associated with the beautification exercise embarked on in the area (see Table 4:4). In addition, the impact of replacing the vegetated and natural soil and surfaces of the area with engineered impervious surfaces, and interactions with the local climate is highlighted in Fig. 4:13, whereas in 1999 (see Fig. 4:13a) the rural and suburbs show similar diurnal trend without minor discrepancy during morning time. This is however contrary to the amplitude of RH observed in 2011. Here, though with similar diurnal profile, the discrepancy between rural and suburbs is more pronounced for both morning and night time (see Fig. 4:13b). This variability of the RH is attributed to the increased urban fraction and reduced vegetation resulting from the rapid urbanisation witnessed in the area.

During this study, 10 m wind speed is observed to show less variability and sensitivity to the urbanisation of the area (see Fig. 4:12). This could be attributed to less variability in building heights of the planned city and the model weak performance in predicting the wind environment of the area. This rather lacklustre in the model performance over Putrajaya could be improved with a dedicated in-situ and numerical study on the wind environment of the area. For each year, evidence of turbulence generated by the induced urbanisation effect of the Putrajaya area is noticed. The observed turbulence within the Putrajaya is however different with the immediate surrounding of the city.
Fig. 4.12. Mean model 10-m wind speed for 1999 (upper left), 2003 (upper right), 2007 (lower left), and 2011 (lower right)

Table 4.8. Mean summary of WRF simulated Relative humidity

<table>
<thead>
<tr>
<th>Year</th>
<th>Rural (%)</th>
<th>Suburb (%)</th>
<th>Urban (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1999</td>
<td>77.96</td>
<td>76.86</td>
<td>72.94</td>
</tr>
<tr>
<td>2003</td>
<td>77.10</td>
<td>75.33</td>
<td>64.74</td>
</tr>
<tr>
<td>2007</td>
<td>77.26</td>
<td>75.48</td>
<td>64.31</td>
</tr>
<tr>
<td>2011</td>
<td>77.12</td>
<td>72.17</td>
<td>67.56</td>
</tr>
</tbody>
</table>
4.4.5 PBLH and UHI

The urban PBLH and UHI are important variables of urban climate. Differential warming of the urban and rural areas resulting from the thermal alteration of the urban climate is known as the UHI (Morris et al. 2015a), while UHII is the temperature difference between the urban and rural areas. On the other hand, the lower turbulent atmospheric layer in direct interactions with the physical characteristics of the environment is referred as the PBL. The depth of the PBL is driven by aerodynamic drag caused by surface roughness, and convection associated with surface radiative forcing (Stull 1988). The surface energy budget with significant dependence on solar shortwaves radiations and partial urban surface re-radiated heat fluxes from urban heat sink during daytime, and total reliance on earth’s surface fluxes at nighttime plays an immense role in determining the magnitude of the UHIs and PBLH (Jiang et al. 2008).

Fig 4.13: Mean simulated relative humidity for 1999 and 2011

2-m air temperature (see Fig. 4:10), PBLH and UHI of the study area display similar trend; a gradual uphill slope from 1999 to peak value in 2007, and then a sudden downhill slope from 2007. The rural areas maintain a
consistent PBL depth with an average value of ~318 m through the years while Putrajaya suburbs show minor variations in PBLH with a sharp increase in 2011. The increased urbanisation witnessed from 2007 to 2011 around the Putrajaya peripherals is likely among the causative factors for the increased PBLH between 2007 and 2011. Conversely, variations in PBL depth is more significant for Putrajaya area, with a mean value of ~352 m for 1999 to a mean value of ~387 m in 2007, before responding to the increased vegetation in 2011 accordingly with an average value of ~370 m (see Fig. 4:14).

![Graph](image)

Fig. 4:14. Mean annual (a) PBLH and (b) urban - rural UHII, for each year considered

For the UHI estimation using the traditional temperature difference between urban and rural area, it is observed that 2007 shows a higher mean UHII of ~2.46 ºC over the Putrajaya city while the least mean magnitude of
~0.66 °C is noticed in 1999. The suburbs and the study area demonstrate a positive correlation of mean UHII, with increasing magnitudes from 1999 for the simulated years, except for 2011, where the area responded accordingly with the improved vegetation fraction of the area from ~14% in 2007 to ~28% in 2011 (see Fig. 4:6 and Fig. 4:7). The alteration of the Putrajaya urban climate with the introduction of vegetation is likely to increase the evapotranspiration and moisture availability (see corresponding impact on RH, and Table 4:8) of the area, thereby inducing reduction in 2-m air temperature observed (see Fig. 4:10, Fig. 4:11 and Table 4:7).

Table 4:9. Properties of lulu categories used in the model (Chng et al. 2010; Salleh et al. 2013; Tehrany et al. 2013).

<table>
<thead>
<tr>
<th>Land use/land cover class</th>
<th>surface characteristics</th>
<th>ALBD</th>
<th>SLM</th>
<th>SFE</th>
<th>SFZO</th>
<th>THERIN (Jm⁻²K⁻¹s⁻¹)</th>
<th>SCFX</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evergreen Needleleaf Forest</td>
<td></td>
<td>0.12</td>
<td>0.3</td>
<td>0.95</td>
<td>50</td>
<td>4</td>
<td>3.33</td>
</tr>
<tr>
<td>Evergreen Broadleaf Forest</td>
<td></td>
<td>0.12</td>
<td>0.5</td>
<td>0.95</td>
<td>50</td>
<td>5</td>
<td>1.67</td>
</tr>
<tr>
<td>Deciduous Needleleaf Forest</td>
<td></td>
<td>0.14</td>
<td>0.3</td>
<td>0.94</td>
<td>50</td>
<td>4</td>
<td>2.86</td>
</tr>
<tr>
<td>Deciduous Broadleaf Forest</td>
<td></td>
<td>0.16</td>
<td>0.3</td>
<td>0.93</td>
<td>50</td>
<td>4</td>
<td>2.63</td>
</tr>
<tr>
<td>Mixed Forests</td>
<td></td>
<td>0.13</td>
<td>0.3</td>
<td>0.97</td>
<td>50</td>
<td>4</td>
<td>2.11</td>
</tr>
<tr>
<td>Closed Shrublands</td>
<td></td>
<td>0.22</td>
<td>0.1</td>
<td>0.93</td>
<td>5</td>
<td>3</td>
<td>1.56</td>
</tr>
<tr>
<td>Open Shrublands</td>
<td></td>
<td>0.2</td>
<td>0.15</td>
<td>0.95</td>
<td>6</td>
<td>3</td>
<td>2.14</td>
</tr>
<tr>
<td>Woody Savannas</td>
<td></td>
<td>0.22</td>
<td>0.1</td>
<td>0.93</td>
<td>5</td>
<td>3</td>
<td>1.56</td>
</tr>
<tr>
<td>Savannas</td>
<td></td>
<td>0.2</td>
<td>0.15</td>
<td>0.92</td>
<td>15</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Grasslands</td>
<td></td>
<td>0.19</td>
<td>0.15</td>
<td>0.96</td>
<td>12</td>
<td>3</td>
<td>2.37</td>
</tr>
<tr>
<td>Permanent wetlands</td>
<td></td>
<td>0.14</td>
<td>0.42</td>
<td>0.95</td>
<td>30</td>
<td>5.5</td>
<td>1.32</td>
</tr>
<tr>
<td>Croplands</td>
<td></td>
<td>0.17</td>
<td>0.3</td>
<td>0.98</td>
<td>15</td>
<td>4</td>
<td>2.71</td>
</tr>
<tr>
<td>cropland/natural vegetation</td>
<td></td>
<td>0.18</td>
<td>0.25</td>
<td>0.98</td>
<td>14</td>
<td>4</td>
<td>2.56</td>
</tr>
<tr>
<td>Barren or Sparsely Vegetated</td>
<td></td>
<td>0.25</td>
<td>0.02</td>
<td>0.9</td>
<td>1</td>
<td>2</td>
<td>0.81</td>
</tr>
<tr>
<td>Water</td>
<td></td>
<td>0.08</td>
<td>1</td>
<td>0.98</td>
<td>0.01</td>
<td>6</td>
<td>0</td>
</tr>
<tr>
<td>Low Intensity Residential</td>
<td></td>
<td>0.1</td>
<td>0.17</td>
<td>0.97</td>
<td>80</td>
<td>3</td>
<td>1.67</td>
</tr>
<tr>
<td>High Intensity Residential</td>
<td></td>
<td>0.1</td>
<td>0.13</td>
<td>0.97</td>
<td>95</td>
<td>3</td>
<td>1.67</td>
</tr>
<tr>
<td>Industrial or Commercial</td>
<td></td>
<td>0.1</td>
<td>0.1</td>
<td>0.97</td>
<td>110</td>
<td>3</td>
<td>1.67</td>
</tr>
</tbody>
</table>

Table 4:9 shows the surface characteristics of the different land use and land cover classes applied during the configuration of the WRF model for each year. Surface albedo (ALBD), surface moisture availability (SLMO), surface emissivity (SFEM), surface roughness (SFZO), surface flux (SCFX), and
surface thermal inertia (THERIN) from the land use/land cover (LULC) datasets being implemented (Wang et al. 2012), determines the urban climate prognostic variables. Thus, increase in urban fraction of the area yields a corresponding surge in the thermal environment of the area as opposed to an increase in vegetation fraction (i.e. decrease in urban fraction). Furthermore, precincts in Putrajaya with substantial vegetation, especially, P13, P12, P15, P19, and P20 (see Fig. 4:1b) show less susceptibility to high thermal conditions (see Fig. 4:11). This is true since the vegetated classes have surface characteristics favouring low surface thermal climate, such as high albedo with mean value of ~0.18, and mean surface moisture availability of ~0.27, against ~0.11 of surface albedo and SLMO of ~0.13, for the urban classes, respectively.

To further evaluate the UHI of the area, the nourban approach (Li et al. 2013) is employed. Fig. 4:15 shows the difference between the nourban scenario and the accurate simulations of the Putrajaya area for each year. The UHI development is consistent with the predicted magnitude using the conventional approach (Oke 1973). A maximum magnitude of ~2.3 °C is observed in 1999 towards precinct 9 and as well the formation of urban Cool Island (UCI) near precinct 10 with magnitude of ~0.3 °C, while precincts 6, 5, and 20 exhibited the least heating during the investigated period for 1999. Overall the mean magnitude of UHI over Putrajaya during 1999 is in the range of ~0.7 ± 0.1 °C (see Fig. 4:15a). The significant surge in the conversion of natural materials to urban form during 1999 to 2003 is noticed in the thermal map (see Fig. 4:15b). Here surfaces that were originally grassland have been converted to urban areas (see Fig. 4:6) and thus the increase in the mean
magnitude of UHI observed (~1.3 ± 0.2 ºC). It is noteworthy that no strong influence of the surrounding environment on the urban microclimate of Putrajaya is observed for 1999 and 2003 (see Fig. 4:15a and b).

The year 2007 and 2011, however, experienced significant induced influence of the surrounding urban microclimates resulting from urbanisation that occur simultaneously during the later development of area, where Putrajaya undergoes it transformation from agricultural and farmland to the prevailing urban conditions of 2007 and 2011 (see Fig. 4:15c and d). To the Northwest of Putrajaya, Taman Pinggiran Putra, Bandar Baru Bangi (Northeast) and Cyberjaya (West of Putrajaya) have all contributed significantly to the heating of the Putrajaya peripherals. Maximum magnitude of 4.2 ºC and 3.8 ºC of UHI are detected in 2007 and 2011, respectively. Meanwhile, UCI ranging from ~0.2 to ~0.4 ºC are found near precincts 1, 2, and 10 for both 2007 and 2011. Overall, mean UHI magnitude of ~2.3 ± 0.1 ºC and ~2.2 ± 0.1 ºC are respectively found in 2007 and 2011. Both approaches employed in evaluating the urban heating of the Putrajaya area yielded similar outcome.

The magnitude of the urban heating over the Putrajaya area agrees well with previous UHI investigations conducted in the area (Shahidan et al. 2012; Ahmed et al. 2015; Morris et al. 2015a). Shahidan et al. (2012) and Ahmed et al. (2015) have conducted studies concentrated on the Putrajaya boulevard. The former in 2009 investigated the cooling effect of trees around the boulevard using experimented and numerical approaches, while the latter in 2012 studied the urban 2-m temperature behaviour and UHI effect of the Putrajaya Boulevard via pilot in-situ observations. UHI magnitude of 2.6 ºC per month
and 2 °C per day were respectively observed. In addition, Morris et al. (2015a) conducted a preliminary numerical study to investigated the presence of UHI in the Putrajaya area for the year 2012. Their findings reveal that the Putrajaya area was heating at the rate of ~0.8 °C per day with temporal and spatial variations ranging from ~1.9 to ~3.1 °C. The current study has shown major improvement in the predictions of UHII. This is likely due to the improved classifications of the land use and land cover of the area, with urban built up area further sub-classified into three different categories according to their surface form, development and urban intensity (Chen et al. 2011).

The current study observed UHII (see Fig. 4:14b) however seems not to agree strongly with the observed magnitude of UHI (5.73, 6.75 and 5.91 °C for 1999, 2006 and 2009, respectively) from the research conducted by Aekbal et al. (2013) over Putrajaya core precincts on the contribution of surface albedo to the thermal conditions of the considered area using both in-situ observations and remote sense application. Though, both studies agreed well on the trend in the interactions of Putrajaya urban climate (e.g. 2-m air temperature) with urban fraction. To an extent, these magnitudes obtained by Aekbal et al. (2013) are on the high extreme relative to the maximum UHI reported by the other studies conducted in the area.
Fig. 4.15. Mean simulated urban UHI for (a) 1999 - upper left, (b) 2003 - upper right, (c) 2007 - lower left and (d) 2011 - lower right

4.5 Conclusions

Model is evaluated against a network of observed data using eight statistical tools and the results show good agreement with the observed data, especially for 2-m air temperature. RMSE, MBE, and $R^2$ of 1.35 °C, -0.27 °C, and 0.7 °C; 6.83%, -5.53%, and 0.62%; 1.22 m/s, -1.42 m/s, and 0.44 m/s, are observed for 2-m temperature, relative humidity and wind speed, respectively.
The surface energy components and the urban climate of the study area responded accordingly to variations in the study area land use and land cover changes. The net all-wave radiation is near-uniform throughout the study durations. However, sensible and latent heats show more sensitivity to land use and land cover changes induced by the urbanisation processes of the area. Reduction in vegetation fraction of the area due to urbanisation leads to increase and decrease sensible and latent heat fluxes, respectively. The year 2007 exhibits the mean maximum temperature over the area (29.27 °C) while 1999 shows the mean minimum temperature (26.37 °C). On the other hand, RH and the PBLH vary according to the natural surface modifications; where the year 1999 with highest vegetation fractions (41%) exhibits the mean maximum RH of 72.94% and the least PBLH of ~352 m, and with 64.31% and ~387 m for RH and PBLH, respectively, for the year 2007 with the least vegetation fraction of 14%. Conversely, wind speed shows less sensitivity to the urbanisation of the area during the considered period.

The thermal urban climate of Putrajaya is successfully captured in this study. Model results show that 2007 has the maximum mean UHII of 2.46 °C while the least UHII (~0.7 °C) is noticed in 1999. In addition, UCI formation is also noted in 1999 with a mean magnitude of ~0.3°C, while that mean values of 2007 and 2011 vary from 0.2 to 0.4 °C. Current (2011) UHII of the study area is estimated as ~2.06 °C and 2.2±0.1°C using the conventional (urban – rural temperature difference) approach and the nourban technique, respectively. Both approaches show good agreement in the magnitude of heating of the area. Overall, the Putrajaya area is warming at the rate of ~1.66 °C per decade.
To improve the model performance in the area, caution and systematic planning is needed to collate climate data for model improvement. Also, new studies should be directed towards understanding model performance during intermonsoon seasons. Finally, results of this study will strengthen the limited resources in the area for future urban climate investigations.
Chapter 5

5 Computational evaluation of the garden city concept adopted in the development of a tropical city - Putrajaya, Malaysia

Summary

The garden city concept was adopted in the development of a new tropical city, Putrajaya, aimed at mitigating the effect of urban thermal modification associated with urbanisation, such as urban heat island (UHI). WRF/Noah/UCM coupled system was used to estimate the urban environment over the area and the individual thermal contributions of natural land use classes (vegetation and waterbody). A control experiment including all land use types describing the urban conditions of Putrajaya city agreed well with the observations in the region. A series of experiments was then conducted, in which vegetation and waterbody were successively replaced with an urban land use type, providing the basis for an assessment of their respective effect on urban thermal mitigation. Surface energy components, 2-m air temperature (T2m) and mixing ratio (Q2m), relative humidity (RH) and UHI intensity (UHII) showed variations for each land use class. Overall, an increase in urban surfaces caused a corresponding increase in the thermal conditions of the city. Conversely, waterbody and vegetation induced a daily reduction of 0.14 and 0.39°C of T2m, respectively. RH, UHI and T2m also showed variations with
urban fractions. A thermal reduction effect of vegetation is visible during mornings and nights, while that of water is minimally shown during daytime. However, during nights and mornings, canopy layer thermal conditions above waterbody remain relatively high, with a rather undesirable effect on the surrounding microclimate, because of its high heat capacity and thermal inertia.

5.1 Introduction and background information

At present, approximately 3.9 billion of the world population live in urban areas, which is expected to increase rapidly (United Nations 2014). This could be due to the rapid rural-to-urban migration of people in developing countries (e.g. China, Brazil, India, Indonesia, Nigeria and Mexico). Urban areas occupy <3% of the Earth surface (Liu et al. 2014) and the increase in the population of urban residents has exacerbated problems (e.g. waste management, increase in energy consumption, pollution and crowding) posed to the environment (Manning 2011). Achievements in urban climate research have produced thermal positive feedback of natural vegetation modification to urban engineered surfaces on the local and surrounding environment (Santamouris 2014). This has caused government and private urban developers to adopt and adhere to mitigation guidelines in developing new and expanding existing urban cities.

Urbanisation and relationship between the reduction in natural farmland and relative humidity (RH); increase of temperatures and significant urban heat island (UHI) effect; decrease of latent heat (LH) and increase of sensible heat (SH) fluxes; deterioration of visibility and urban heavy rainfall and local (regional) climate change are well established in the literature (Zhou et al.
The impact of urbanisation is not only limited to the city scale, but also on regional climate change. Much effort is made to estimate the contribution of current and future urbanisation to regional climate change. For example, Chen & Frauenfeld (2015) estimated that urbanisation will lead to an increase of temperature of approximately 1.9°C in the regional areas of China, because of altered land–atmosphere interaction.

Wind flow; 2-m temperature (T2m) distribution and exchange of momentum, heat, and moisture in urban cities are affected by surface modifications caused by developments and increased human population. In addition, urban surface energy balance is altered because of the conversion of greenery to artificial materials often characterised by low surface albedo and high heat capacity. These materials are used in the construction of roads, pavements such as the large expanse boulevard in Putrajaya, Malaysia (Moser 2010), buildings and bridges. Most of these materials have low surface reflectance and albedo (Ahmed et al. 2015). In addition, the emissions from heavy-duty machinery, cars and other related equipment have only increased the environmental burden of city residents.

In order to mitigate the problems associated with urbanisation and anthropogenic contribution of thermal fluxes to the environment, the garden city concept (GCC) proposed by Sir Ebenezer Howard (Howard 1898), where cities are planned and built on undeveloped land with a garden concept, has been adopted in several cities such as the French Dakar city, Senegal (Bigon 2012); Maringa, Brazil (Macedo 2011); Chengdu, China (Zhao 2012); and the recently developed city of Putrajaya, Malaysia (Moser 2010; Morris et al. 2015a). This concept relies on the cooling properties of the different natural
land use composition of garden cities to effectively reduce the warming islands created by artificial surfaces typical of urban cities (Caruso et al. 2015).

Different studies have been conducted to investigate the cooling properties of various natural elements, such as the investigation on the effects of urban parks on the local urban thermal environment by Chang & Li (2014) and the study on the potential for UHI mitigation by green parking lots by Onishi et al. (2010). Similarly, a series of field measurement studies such as Jauregui (1990) shows thermal benefits of green zones, particularly urban parks in Mexico City. Observations in Chapultepec Park, Mexico City, show that during clear nights and light wind conditions the temperature is 2–3°C cooler than its urban surroundings, and it influences areas over a distance that is same as its width (2 km). Further details on studies conducted on the ability of urban greening to cool urban areas are empirically presented in Bowler et al. (2010).

Li et al. (2014) used Weather Research and Forecasting (WRF) model coupled with urban canopy model (UCM) to investigate the cooling impact of green and cool roof strategies on Baltimore–Washington metropolitan area during a heat wave event. Similarly, Papangelis et al. (2012) coupled WRF and UCM to assess the ameliorating thermal effect induced by green areas inside the warm urban microclimate of a densely populated coastal city of Athens, Greece.

Despite the continual adoption of the GCC and studies showing projected capacity of greenery and waterbody to reduce urban heating, there is no scientific study conducted on a city built with the GCC to assess its effectiveness (as a whole and its individual elements) in reducing urban
thermal climate. Thus, this study aims to bridge this gap by investigating the effect of the concept generally, and specifically the contribution of vegetation and waterbody to the overall performance, using a coupled numerical model (WRF/UCM) in a tropical city, Putrajaya, Malaysia. The study is modelled after Lowry's (1977) and Oke's (2006) concept of evaluating urban effects by simulating the presence or absence of these effects. Therefore, in order to assess the effects of the GCC and the individual effect of vegetation and waterbody, simulations for each were successively conducted when present and absent.

In general, this study discusses the effectiveness of the GCC in mitigating urban thermal climate effects associated with urbanisation. Section 5.2 highlights the planning concept adopted in the development of Putrajaya city (PC) and a brief description of the study area. Section 5.3 describes the coupled numerical models used, numerical settings and model initialisation and model configuration and evaluation against observations. Furthermore, Section 5.4 contains results and discussions for surface energy components, T2m, 2-m relative humidity (RH2m), UHI and 2-m mixing ratio (Q2m). This study ends with a summary of the study outcomes in Section 5.5.

5.2 Study area description and planning concept

5.2.1 Study area

Putrajaya is located in the Klang Valley region in Southeast Asia at 2°55'00" N 101°40'00" E and 25 km south of Kuala Lumpur (Fig. 5:1) with an approximate area of 49 km² previously covered by vegetation, that is, rubber and oil palm plantation. To the east, PC is bordered by Bangi, Cyberjaya to the west and
Dengkil to the north. Located few degrees north of the equator with an average elevation of 30 m, PC is a typical tropical city. Rainfall averages 2–3 m per year and falls heavily during the northeast monsoon season, depositing approximately 10–30 cm within few hours (Bunnell 2002). PC has low variable air temperature with an annual mean minimum and maximum of approximately 25 and 27.5°C, respectively. RH averages approximately 63% per annum in the area with extended daily average solar radiation of 6 h. Winds are generally light and variable with speed ranging from 0 to 7.5 m s\(^{-1}\) (Shahidan et al. 2012).

The landscape of Putrajaya is divided into two main areas. The core comprises of five precincts (P1, P2, P3, P4 and P5), while the peripheral (residential neighbourhoods) areas consist of 15 precincts, located 2–5 km from the central precinct (Moser 2010). The Putrajaya Boulevard is one of the geographical landmarks of the city, with width and length of 100 m and approximately 4.2 km, respectively. The Boulevard forms the central spine linking the aforementioned five core precincts. In addition, the expansive Boulevard is designed for ceremonial purposes and embellished by four squares (dataran): Dataran Wawasan, Dataran Rakyat, Dataran Putrajaya and Dataran Gemilang. It extends from the northeast to the southwest with symmetrical large federal government buildings. Approximately 6.8 km\(^2\) of artificial lake and wetlands in 23 parcels were reported to be created by flooding. The lake serves for both recreational and ecological functions, and provides a body of water maintained at a level safe for skin contact (but not for swimming). The lake helps mitigate floods and run-off with a wetland forming part of the lake (Kho & Low 1998). The current local climate zone (LCZ)
of Putrajaya Boulevard could be classified as dispersed urban form, with low density (Moser 2010). Furthermore, PC comprises wide roads, sidewalks and parking lots. Currently, the city has a population of 100,000 people.

5.2.2 PC planning concept

The GCC was adopted in the development of PC. According to Howard (1898) ideals of a garden city, it should exhibit interrelationships between a country and city with the following unique characteristics: (1) size of the city should be predetermined and it should be built on a natural agricultural land; (2) the city should be surrounded by rural belt; (3) it should accommodate residents, industry and agriculture and (4) should have limited encroachment of the rural belt. Hence, in line with Howard (1898) ideals, 38% of PC total land area is reserved for recreational parks, gardens, adjacent wetlands, waterbody and open space (Fig. 5:1b and c). Vegetation and waterbody are integrated with the GCC to use their reported thermal reduction properties within urban microclimate, improve air quality (Hathway & Sharples 2012; Zhang et al. 2014) and replicate nature.
Fig. 5.1. Putrajaya: (a) WRF domain configuration, (b) Land use, (c) Terrain height and (d) zoomed in d02 and d03

5.3 Methodology and model evaluation

In order to assess the performance of the GCC in mitigating the effect of thermal positive feedback (such as UHI) on the urban and surrounding environment induced by urbanisation, a control case (case 1), two different experiments (cases 2 and 3) and an ideal case (non-urban) were successively simulated. Case 1 represents the up-to-date ground truth of the city while cases 2 and 3 represent scenarios with waterbody and vegetation of PC replaced with high-intensity residential urban surfaces, respectively. For the non-urban case, all urban surfaces of PC were replaced with their neighbouring grid vegetation.
land use (to replicate agricultural land). Comparison of cases 2 and 3 against the control case enables estimation of the effect of waterbody and vegetation to the thermal mitigation of the GCC. Furthermore, the ideal case (non-urban) was used to evaluate relative changes in the urban environment of PC caused by the urbanisation of the area.

Accurate land use and land cover of the area (Fig. 5:1b) used as the model static geographic data were derived from remote sensing data of the area obtained from Landsat imagery. Furthermore, terrain information of the area (Fig. 5:1c) was updated accordingly. The accurate land use of waterbody and vegetation of PC were replaced for cases 2 and 3, respectively, with urban surfaces using WTOOLS (Nuss 2011). WTOOLS is used to display and modify WRF grid information using Google Earth. The International Geosphere–Biosphere Programme (IGBP) land cover classification system with three urban categories (low intensity residential, high intensity residential and commercial or industrial) (Fig. 5:1b) was adapted to account for the urban roughness inhomogeneity, variation in urban surface thermal properties and exchange of momentum and other physical processes in an urban area. The classification is suitable for the coupled Noah/UCM (Liu et al. 2006).

Anthropogenic heat release of the area was not parameterised in the UCM because of lack of data in the area. Land surface properties were defined as a function of the land use category. In order to represent the zero-order effects of urban surfaces and account for the land–atmosphere interactions, the bulk effects of urban area representation in the atmospheric model was adopted using the urban canopy parameterisation (Kusaka et al. 2001). Available surface information of Putrajaya was derived from recent studies and

A mean roughness length of approximately 85 cm (Salamanca et al. 2010) was parameterised to represent turbulence created by roughness elements and induced drag from buildings. Surface albedo of urban and vegetated classes was assigned with approximately 0.11 and 0.18 (Salleh et al. 2013; Shahidan et al. 2012), respectively, to account for short-wave radiation trapping in the urban canyons and reduced heat sink effect in the vegetated areas. Volumetric heat capacity and the soil thermal conductivity of the area were set to 1.82 MJ m$^{-3}$ K$^{-1}$ and 1.66 W m$^{-1}$ K$^{-1}$ (Ahmed et al. 2015), respectively, to parameterise the large heat sink in the urban and underlying surfaces. Cases 1, 2 and 3 were parameterised with urban fractions of 0.66, 0.78 and 0.82, respectively. It is important to note that summation of urban and vegetation fractions is unity. However, for the non-urban land use categories, values of the properties as stated here but not specified are kept as default in the model. Parameterisation of the urban environment has been observed by Liu et al. (2006) and Chen et al. (2011) to enhance Noah/UCM significantly in representing the urban physical processes.

5.3.1 WRF/Noah/UCM

This study uses the WRF mesoscale model (Version 3.5.1) with integrated Advanced Research WRF (ARW) dynamic solver (Skamarock et al. 2008). This is a numerical weather prediction (NWP) and atmospheric simulation system used for research and forecasting. The study used the unified Noah land surface model (Noah LSM) (Chen & Dudhia 2001)) coupled with single-layer
UCM (Tewari et al. 2007; Chen et al. 2011). The single-layer UCM has a simplified two-dimensional urban geometry approach considering building height, roof and road width, and assumes street canyons of infinite length. UCM includes trapping and shadowing effects and reflection of radiation, defined by the street canyon dimensions and orientation, as well as the solar azimuth angle. Therefore, by computing surface temperatures and heat fluxes of road, roof and wall, it is possible to calculate the energy and momentum transfer between an urban environment and the atmosphere. The coupling of the single-layer UCM with the Noah LSM completes the urban surface energy balance by calculating fluxes from the vegetated portion of the urban surface in a given grid cell.

5.3.2 Numerical settings and model initialisation

Numerical calculations were made for 66 h starting from 22 September 2011 using the coupled WRF/Noah/UCM with the first 16 h used as model spin-up time. Selected days for simulations showed clear cloudless skies, calm wind conditions, and absence of rainfall. These conditions favour strong UHI effect (Parker 2010). In the horizontal plain, three domains (d01, d02 and d03) using a one-way nesting approach were configured, leading to a high-resolution grid of 0.3 km, which covers the urban area of PC (Fig. 5:1). The coarse domain (d01) covers southwest Malaysia and Strait of Malacca, while d02 and d03 cover southwest of Klang Valley and PC area with its surrounding cities, respectively. The vertical plain of the domain has 32 terrain-following vertical levels to resolve the atmosphere with the model top level at 100 hPa, of which 18 levels near the surface and above the urban canopy layer (UCL) were
reserved to further resolve frequent variations of atmospheric variables and small-scale features near the Earth’s surface. Initial and boundary conditions for the simulations are obtained from the National Centre for Environmental Prediction (NCEP) Global Final (FNL) Analysis (1.0° × 1.0°) (NCEP et al. 2000).

The Yonsei University (YSU) scheme (Hong et al. 2006) was used as the planetary boundary layer (PBL). It is considered to perform better in high-resolution urban climate applications when combined with the coupled Noah/UCM (Lin et al. 2008). Other physics parameterisations include a long-wave rapid radiative transfer model (RRTM) (Mlawer et al. 1997), short-wave radiation scheme based on Dudhia cloud radiation scheme (Dudhia 1989) and surface layer scheme based on the Monin–Obukhov similarity theory. The WRF single-moment six-class (WSM-6) microphysics scheme is applied to all domains (Hong et al. 2004; Dudhia et al. 2008). However, cumulus convective parameterisation was not applied to any of the domain as model grids are sufficiently refined to resolve updrafts and downdrafts (Li & Pu 2009).

In this study, the coupled Noah/UCM model was modified to reflect the prevailing urban morphology and surface conditions using information derived elsewhere (Shahidan et al. 2012; Salleh et al. 2013; Thani et al. 2013; Qaid & Ossen 2015; Ahmed et al. 2015; Morris et al. 2015a; Morris et al. 2015b; Salleh et al. 2015; Morris et al. 2016). Similar simulation physics and dynamics configurations were applied to all simulated cases. The area of interest (PC) was centred on d03 (Fig. 5:1a and c) to enable convective and radiative interactions of urban environmental variables with their surrounding boundaries. Model finest domain (d03) is initialised through d02 initial and
lateral boundary conditions interpolated from d01. Similarly, the coarse domain (d01) boundary conditions were linearly interpolated from NCEP FNL 6-h data. Furthermore, the model derived its initial urban and land use fields from the static data sets used.

5.3.3 Model validation

NWP models are often associated with inherent biases resulting from model surface physics and atmospheric parameterisation. The need to validate model-simulated outputs against observational data is thus imperative to ascertain the model level of agreement with the observed data. In this study, seven statistical tools, mean, mean bias error (MBE), mean absolute error (MAE), root-mean-square error (RMSE), Pearson’s coefficient of correlation (R), coefficient of determination ($R^2$) and hit rate (HR), were used to assess the level of agreement with observed data, biasness, degree of variation, magnitude of error and level of acceptance of the model. Temperature and RH of ±2°C (Cox et al. 1998) and ±5% (Lawrence 2005), respectively, were used to achieve the desired accuracy for HR estimation.

Model evaluation was conducted for d02 (Fig. 5:1) with four observational stations (see Table 5:1), and d03 for the only existing station situated in the area of interest. In order to ensure strong justification for the model performance over the region, the validation was first carried on d02 and then on d03, housing the PC. The yellow pushpins in Fig. 5:1d are the observational sites. Observed stations used are all classified as urban. Putrajaya station is located in an open field that is approximately 30 m from a residential vehicular road and 18 m from a pedestrian path typified by low-rise urban form
as physical characterisation using Stewart & Oke (2012) LCZ classification system. Observed data were obtained from Malaysia Department of Environment (DOE).

Table 5:1 shows metadata for meteorological observational stations used for model evaluation. Table 5:2 and Table 5:3 provide statistical summaries of the model performance of d02 for T2m and RH2m, respectively, for each station and the only station in Putrajaya (PUT_d03). On the contrary, Fig. 5:2 depicts the model diurnal profile for both canopy layer temperature and RH with their respective biases (red lines). The red vertical lines emanating from the magnitude of each square black-shaded box are the errors for each point.

Table 5:1. Observational sites metadata

<table>
<thead>
<tr>
<th>Station ID</th>
<th>Station Name</th>
<th>Location</th>
<th>Elevation (m) above MSL</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUT</td>
<td>Putrajaya</td>
<td>2.9319 101.6818</td>
<td>32.0</td>
</tr>
<tr>
<td>NILA</td>
<td>Nilai</td>
<td>2.8208 101.8146</td>
<td>52.0</td>
</tr>
<tr>
<td>KL</td>
<td>Kuala Lumpur</td>
<td>3.1102 101.7046</td>
<td>36.0</td>
</tr>
<tr>
<td>SHA</td>
<td>Shah Alam</td>
<td>3.1050 101.5560</td>
<td>7.00</td>
</tr>
</tbody>
</table>

Table 5:2. Model evaluation for 2-m temperature (°C) on d02 and d03 from 0100 MST for 48 h

<table>
<thead>
<tr>
<th>Station</th>
<th>Mean Sim.</th>
<th>Mean Obs.</th>
<th>MBE</th>
<th>MAE</th>
<th>RMSE</th>
<th>R</th>
<th>R²</th>
<th>HR</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUT</td>
<td>28.42</td>
<td>28.61</td>
<td>−0.19</td>
<td>1.08</td>
<td>1.30</td>
<td>0.88</td>
<td>0.77</td>
<td>0.90</td>
</tr>
<tr>
<td>NILA</td>
<td>28.27</td>
<td>29.11</td>
<td>−0.84</td>
<td>1.11</td>
<td>1.11</td>
<td>0.90</td>
<td>0.81</td>
<td>0.85</td>
</tr>
<tr>
<td>KL</td>
<td>29.11</td>
<td>29.60</td>
<td>−0.49</td>
<td>1.03</td>
<td>1.14</td>
<td>0.88</td>
<td>0.78</td>
<td>0.88</td>
</tr>
<tr>
<td>SHA</td>
<td>28.86</td>
<td>28.97</td>
<td>−0.11</td>
<td>2.16</td>
<td>2.01</td>
<td>0.73</td>
<td>0.53</td>
<td>0.52</td>
</tr>
<tr>
<td>PUT_d03</td>
<td>28.52</td>
<td>28.61</td>
<td>−0.09</td>
<td>1.02</td>
<td>1.25</td>
<td>0.89</td>
<td>0.79</td>
<td>0.90</td>
</tr>
</tbody>
</table>

In d02, the model performed well for canopy layer temperature (T2m) with a mean RMSE and HR of approximately 1.4°C and 79% (Table 5:2). The diurnal profile was recreated with approximately 76% similarity with the observed data. Nevertheless, the model performance is less impressive for Shah Alam station with RMSE and HR of 2.01°C and 52%, respectively. RH
predictions are fair, but less significant than the performance observed for T2m (Table 5.2 and Table 5.3). However, model performance in d03 is relatively good with >90% and 73% of its predictions for T2m and RH2m (Fig. 5.2, Table 5.2 and Table 5.3), respectively, considered yes event for the set criteria.

Fig. 5.2. Model evaluation for Putrajaya station (d03) from 0100 MST for 48 h

<table>
<thead>
<tr>
<th>Station</th>
<th>Mean Sim.</th>
<th>Mean Obs.</th>
<th>MBE</th>
<th>MAE</th>
<th>RMSE</th>
<th>R</th>
<th>R²</th>
<th>HR</th>
</tr>
</thead>
<tbody>
<tr>
<td>PUT</td>
<td>66.16</td>
<td>69.65</td>
<td>−3.49</td>
<td>7.60</td>
<td>9.78</td>
<td>0.76</td>
<td>0.58</td>
<td>0.48</td>
</tr>
<tr>
<td>NILA</td>
<td>66.23</td>
<td>69.27</td>
<td>−3.04</td>
<td>8.76</td>
<td>11.17</td>
<td>0.61</td>
<td>0.37</td>
<td>0.42</td>
</tr>
<tr>
<td>KL</td>
<td>60.60</td>
<td>66.33</td>
<td>−5.73</td>
<td>7.30</td>
<td>9.00</td>
<td>0.89</td>
<td>0.79</td>
<td>0.58</td>
</tr>
<tr>
<td>SHA</td>
<td>61.48</td>
<td>71.52</td>
<td>−10.04</td>
<td>11.44</td>
<td>15.31</td>
<td>0.77</td>
<td>0.59</td>
<td>0.35</td>
</tr>
<tr>
<td>PUT_d03</td>
<td>68.79</td>
<td>69.65</td>
<td>−0.85</td>
<td>3.85</td>
<td>4.73</td>
<td>0.93</td>
<td>0.87</td>
<td>0.73</td>
</tr>
</tbody>
</table>
5.4 Results and discussions

Fig. 5:3. (a) Putrajaya with grid cells and (b) mean diurnal T2m over Putrajaya during the investigated period

Model results and analyses are conducted for d03 only, except otherwise stated. Presented results are averaged over 513 grid cells (Fig. 5:3a) within PC for a 24-h temporal scale. Fig. 5:4a shows a graphical representation of reclassified land use and land cover for the three scenarios investigated. Vegetated land use classes were reclassified to greenery while urban classes
were reclassified to urban. Waterbodies and sparsely vegetated regions are left as originally classified. It is worth noting that sparsely vegetated areas depict clear lands with little or no greenery and are currently not used. The controlled case has waterbody, greenery and urban coverage of approximately 12%, 22%, and 66%, respectively (see Fig. 5:4a). In case 2, approximately 12% of waterbody was replaced with urban land use, thereby increasing the urban fraction of the area to approximately 77%, while vegetation was left same as the control case. However, in case 3, the waterbody was left as in the control case, while approximately 17% of the existing vegetation was replaced with urban land use. It is important to note that approximately 4.5% of the vegetation was left in case 3 to represent obtainable conditions in other urban cities. Thus, case 3 has the highest percentage of urban surfaces (~83%), followed by cases 2 and 1 the least (Fig. 5:4a). Modifications in land use composition of cases 2 and 3 are expected to have profound impact on the overlying thermal conditions of the PC.

5.4.1 Surface energy balance

The surface energy balance is mainly controlled by direct daily solar radiation cycle, from 0830 to 2030 MST (Fig. 5:4b, c and d), with minor contributions from evapotranspiration from vegetated areas; LH from changes in state of the fluids overlying the area; anthropogenic heat release; radiated and reflected fluxes from the ground surfaces and wall, roof and road. In this study, the effect of anthropogenic heat release is not accounted for because of lack of data in the area. Net SW represents net all-wave radiations, while SH and LH are sensible and latent heat fluxes, respectively. The composition of vegetation and
urban surface fraction in an area contributes immensely to the amount of moisture available and the overlying thermal conditions. Thus, it is important to analyse the behaviour of the surface energy balance for the different land use and land cover compositions of PC.

![Graphs showing land cover composition and surface energy balance components for different cases.](image)

Fig. 5:4. (a) Land use and land cover coverage for each of the simulated cases, and mean surface energy balance components for: (b) case 1, (c) case 2 and (d) case 3

Table 5:4. Mean surface energy balance components for the different scenarios during the study period

<table>
<thead>
<tr>
<th>Case No.</th>
<th>Average</th>
<th>Maximum</th>
<th>Minimum</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Net SW</td>
<td>SH</td>
<td>LH</td>
</tr>
<tr>
<td>1 (W/m²)</td>
<td>542.47</td>
<td>48.55</td>
<td>97.53</td>
</tr>
<tr>
<td>2 (W/m²)</td>
<td>541.89</td>
<td>55.57</td>
<td>95.07</td>
</tr>
<tr>
<td>3 (W/m²)</td>
<td>540.86</td>
<td>70.91</td>
<td>44.93</td>
</tr>
</tbody>
</table>

The net all-wave radiations for cases 1, 2 and 3 peaked at 1500 MST with 969.02, 965.79 and 964.81 W m⁻², respectively, with corresponding daily mean values of 542.47, 541.89 and 540.86 W m⁻². SH and LH of the different cases display non-uniform values as the net all-wave radiations. SH is influenced by...
the reflected and radiated fluxes from solar radiation, while LH is influenced by the fraction of vegetation – evapotranspiration. This is evident in the graphical representation of the surface energy components (Fig. 5:4 and Table 5:4), where values of SH and LH, respectively, increase and decrease with increases in an urban fraction. This is true because the coupled Noah/UCM calculates the LH flux from the vegetation fraction parameter. For instance, case 1 (with an urban fraction of ~66%) has SH and LH magnitudes of approximately 49 and 98 W m$^{-2}$, respectively, whereas the corresponding figures for case 3 (with an urban fraction of ~83%) were approximately 71 and 45 W m$^{-2}$. It is observed in each case that direct solar radiation masked the contributions of SH and LH between sunrise (0720 MST) and sunset (1920 MST). However, before sunrise and after sunset, LH and SH dominate the fluxes overlying the area (Fig. 5:4b and c and the balloon sections of Fig. 5:4b, from 20 to 24 h, for more clarity).

5.4.2 T2m and RH2m

The effect of increased urban fractions on T2m over the area was observed to be profound during morning (0100–0800 MST) and night (1900–2400 MST) for both cases 2 and 3 with corresponding maximum magnitudes of approximately 0.41 and 0.91°C at 2100 MST (Fig. 5:5a); this was estimated by comparing each case with the control case (case 1). Temperature variations between cases 2 and 3 from Putrajaya real conditions (case 1) start during early morning and decline to minimum values during the late morning and daytime (Fig. 5:3b, Fig. 5:5a, Fig. 5:6 and Fig. 5:7). These declines in T2m difference
from the real conditions are then followed by a sudden increase in magnitudes of T2m variations (Fig. 5:3b and Fig. 5:5a).

Fig. 5:5. Mean diurnal profile of urban fraction-induced difference in meteorological variables between the experimented scenarios and the control conditions of the area: (a) T2m, (b) RH2m, (c) PBLH and (d) Q2m

Case 3 shows a significant increase in induced thermal conditions of the area relative to case 1 with a mean magnitude of approximately 0.39°C, while case 2 showed a mean increase in magnitude of approximately 0.14°C relative to case 1 during the considered period. In Fig. 5:6, for cases 1 and 2, it is observed that regions with higher vegetation fraction show less heating before and after the incidence of direct solar radiation (see 0200 and 2400 MST, and Fig. 5:1). This is caused by high moisture availability resulting from evapotranspiration of areas with greenery (Vidrih & Medved 2013; Middle et al. 2014). Furthermore, the model has captured this behaviour as LH fluxes are estimated from vegetation fraction parameter. However, case 3 with
approximately 83% urban fraction does not indicate a similar trend for the same regions. Deviation in the trend of case 3 is caused by the increased urban fraction relative to cases 1 and 2 (Fig. 5:5d demonstrates the induced influence of increased urban fraction on the mixing ratios of cases 2 and 3, which depend on evapotranspiration).

Replacement of waterbody and vegetation with urban surfaces in cases 2 and 3, respectively, forms the basis for estimating their respective contributions in reducing the overlying thermal environment of the area. This, however, increases the urban fractions of cases 2 and 3. Each square kilometre of vegetation added to the Putrajaya area reduces the temperature by 0.047°C; 0.39°C / (49 km² × 0.17). The observed effect of vegetation is however poor compared with other studies on the urban thermal cooling effect of vegetation (Vidrih & Medved 2013; Maimaitiyiming et al. 2014; Santamouris 2014). Shashua-bar & Hoffman (2000) concluded in their investigation of the different geometric configuration of greenery and tree shading that green area with little or no shading show reduction in cooling effect of 2.5°C compared with a configuration with proper shading. However, UCM scheme used in this study does not consider the individual effects of tree shading. In addition, other studies by Onishi et al. (2010) and Perini & Magliocco (2014) support the earlier conclusion of Onishi et al. (2010) on the effect of tree shading and configuration on the thermal cooling effect of vegetation in urban areas.

The poor performance of vegetation in the design of PC could be justified by Moser (2010) submission on the implementation of the adopted GCC in Putrajaya. He argued that rather than narrow streets that provide shade throughout the day, Putrajaya’s wide and formal avenues expose pedestrians,
buildings and traffic to direct sunlight. However, these claims are plausible, but not strongly corroborated as the model implemented in this study adopts the bulk urban surface parameterisation approach, representing the model grid cell-averaged effect of building structures. In this approach, the UCM parameterises the ensemble features of the urban morphology, but not individual buildings, and street canyons are not explicitly represented (Brown & Williams 1998; Masson 2000; Martilli et al. 2002; Otte et al. 2004). Thus, Noah-MP coupled with the WRF/UCM and high-resolution observations of the PC are needed to strongly corroborate any claims on shading and configurations impact.

On the contrary, low performance of waterbodies in the area (0.024°C cooling effect per square kilometre of waterbody added to the area; 0.14 ÷ (49 km² × 0.119)) was expected because of its high heat capacity and thermal inertia. It is observed in Fig. 5:6 (a and c) and Fig. 5:7 (a and b) that T2m above waterbody were relatively high after daytime, thereby yielding a mean negative effect of approximately 0.1°C from 01 00 to 10 00 MST. This is rather undesirable because of its aims of thermal reduction. This is further justified in Fig. 5:5a, Fig. 5:6 and Fig. 5:7, where replacing waterbody with urban areas shows little significance in the temperature difference between cases 1 and 2 (see from 2200 to 0200 MST). Fig. 5:7 shows the effect of waterbody and vegetation estimated by subtracting control case from the experimented ones. The observed rather negative influence of waterbody for the desired objectives in the development of the city are supported by a study conducted (Steeneveld et al. 2014) on the functionality of waterbodies in reducing T2m in the Netherlands. They observed that temperature above and
surrounding waterbodies have in fact increased during evening transition to daytime.

Fig. 5.6. Mean diurnal variations of 2-m temperature over Putrajaya; (a) images to the left (case 1), (b) middle (case 2) and (c) images to the right (case 3)
Fig. 5.6 and Fig. 5.7 show the diurnal and spatial changes in T2m that accompanied variations in urban fractions of the different cases considered. Induced thermal influence on the surroundings of Putrajaya was noted for each case. However, cases 2 and 3 showed significant influence on the surroundings, particularly before and after noon. The observed influences on the surroundings have likely resulted from slow advection of thermally forced convection. Non-uniform distribution of land use and land cover of the PC causes variations in heat fluxes of the area. This effect is more obvious in the absence of solar radiation (see Fig. 5.6 and Fig. 5.7 at 0200 and 2400 MST). Overall, combined cooling effects of the two natural elements integrated with the GCC caused a reduction in temperature of 0.53°C per day in the area.

For RH, case 1 (~68%) consistently shows a higher mean magnitude than cases 2 (~66.7) and 3 (~65.2%). Furthermore, all considered cases exhibited diurnal patterns with approximately 98% similarities; maintaining a near-uniform trend between 0100 and 0900 MST and then a sudden decline from 0900 MST to minimum values at 1500 MST, and then picks up from 1600 MST and continue on a steady increase to 2400 MST (Fig. 5.5b). This is consistent with the daily solar radiation cycle. RH depends on the amount of moisture available through convective evaporation and transpiration from vegetation in the area. The increase in the urban fraction of cases 2 and 3 showed the corresponding effects on the values of RH2m over the area, which start decreasing few minutes after the onset of sunrise and again start gaining magnitudes as the solar short-wave radiations start attenuating. During the study, it is observed that the mean simulated RH2m for the different scenarios maintained a consistent diurnal profile. However, marginal difference in RH2m
was noted for cases 1, 2 and 3; this difference was significant around regions with a high percentage of vegetation, which then influences the T2m overlying the regions.

Fig. 5:7. See description in the next page
5.4.3 UHI

The increase in urban fraction decreases the surface albedo and increases the amount of absorbed short-wave radiation fluxes during solar radiation. This would thereby cause an increase in the amount of heat to be radiated during morning and night. Because of land cover and surface differences between urban and rural areas, thermal microclimates over urban areas are usually warmer than the rural areas and countryside. The simultaneous differential
heating of surfaces in urban and rural areas is referred to as the UHI phenomenon.

Fig. 5.8. (a) UHI estimation and (b) PBLH for the different scenarios tested

Similarly, the difference in T2m between urban and rural areas is known as the urban heat island intensity (UHII). Although the phenomenon is undesirable in some regions, particularly the tropics, it is important in cities located in the middle and high latitudes during winter (EPA 2009). During winter, an increase in the canopy layer temperature causes a reduction in energy demands for heating in middle- and high-latitude cities. In this study, the UHI is estimated by subtracting the ideal case (non-urban) from three different cases considered.

During daytime, urban surfaces retain a reasonable percentage of solar irradiance fluxes. Through natural convection and radiation processes, the retained thermal fluxes are radiated to the immediate overlying canopy layer; this is significant during nights (Fig. 5:4d and Fig. 5:8a). This leads to a canopy layer temperature difference between the urban and countryside/rural areas (Fig. 5:9). On the contrary, the rural areas are associated with high vegetation fractions, which imply higher plant respiration and transpiration, with higher moisture availability and RH of the canopy layer overlying the surfaces (Fig. 150
This has a rather cooling effect on the lower boundary layer and thus reduction in the mean planetary boundary layer height (PBLH) of the area (Fig. 5:5c and Fig. 5:8b) (Rizwan et al. 2008; Norton et al. 2015); this is reflected on the mean PBLH over the PC for the three cases (~395, 388 and 359 m for cases 3, 2 and 1, respectively) considered in this study (Fig. 5:5b and d). It is observed in Fig. 5:8a that the intensities of heating for the different cases examined are temporally dependent, and showed a similar diurnal trend; decreasing from 0100 MST to minimum values at 0900 MST. The UHII magnitudes pick up momentum from 1000 and increase steadily to peak values at 2100 MST before embarking on the final attenuation in its magnitudes.

Fig. 5:9. See description in the next page.
On the basis of simulated cases, it is observed that increase in urban fractions caused intensification of UHII for cases 2 and 3 (Fig. 5:9). However, it is observed that replacing waterbody with urban surfaces (case 2) caused a reduction in UHII magnitude during morning hours (0100–1000 MST), despite the increase in urban fraction from approximately 66% to 78% (Fig. 5:8a). This effect is caused by the positive thermal feedback (extra heat fluxes) provided by waterbody in case 1 during the same window. This, however, reinforced early argument on the undesirable impact of waterbody, resulting from its high heat capacity and thermal retention properties; significantly, during night and early morning hours. During this period (morning and night), there is little or no influence of solar radiation, thereby making the influence of waterbody on the urban surface energy balance to be profound. Conversely, positive cooling effect of the waterbody is noted during daytime (1100–1600 MST), where replacing waterbody with urban surfaces increases the UHII by mean values of approximately 0.3 and 0.1°C higher than cases 1 and 3, respectively (Fig. 5:8a and Fig. 5:9). This positive influence of waterbody on the urban canopy thermal fluxes during daytime is also obvious in Fig. 5:6(a) and (c) at 1200 and 1600 MST, respectively. Between 1200 and 1600 MST, the daily solar
radiation is at its peak values, and hence, the urban heating is dominated by its fluxes. Nevertheless, positive influence of waterbody was observed. Furthermore, waterbodies showed an induced cooling effect on their local surroundings through slow advection (Fig. 5:6a and c at 1200 and 1600 MST). A higher depth of case 2 PBL relative to cases 1 and 3 (Fig. 5:8b) between 1200 and 1600 MST further validates the associated increase in overlying fluxes. This increase in fluxes is caused by the increase in the percentage of urban surfaces at the expense of waterbody, which exhibits thermal reduction property during daytime (Fig. 5:6a and c).

Mean UHI intensities of approximately 1.65, 1.79 and 2.04°C were observed for cases 1, 2 and 3, respectively. Minimum (~1.06, ~0.94 and ~1.20°C) and maximum (~2.41, ~2.78 and ~3.13°C) UHII were observed for cases 1, 2 and 3 at 0900 and 2100 MST (Fig. 5:8a), respectively. Furthermore, mean spatial variability of UHII over Putrajaya during the simulated period is shown in Fig. 5:9. Increase in extent and intensification of UHII in Fig. 5:9 during late night and morning hours for case 3 shows vegetation potential in reducing thermal conditions of the canopy layer. Fig. 5:10 also demonstrates the reduction in mixing ratios caused by increased urban fractions of cases 2 and 3. The increase in the percentage of urban surfaces in PC reduces the total land area reserved for vegetation and thus the LH fluxes. For case 2, the reduction in Q2m is localised over the area surrounding the waterbody. In addition, for case 3, the reductions in Q2m are obvious and more significant, and are not only limited to the areas where vegetation was converted to urban surfaces only, but also on the immediate surroundings (Fig. 5:10b). In addition, the effect of an increase in urban surfaces on Q2m during morning hours was
more significant relative to daytime. This reduction in Q2m corroborates the increase in heat fluxes observed for higher urban fractions relative to case 1.

Fig. 5:10. Mean simulation spatiotemporal difference in Q2m due to changes in urban fraction: (a) case 2-1 (left) and (b) case 3-1 (right)

5.5 Conclusions

Coupled WRF/Noah/UCM was used to simulate the urban environment of Putrajaya using a one-way downscaling approach to investigate the effectiveness of the GCC adopted during the development of PC. Simulated results compared well with observational data. Surface energy balance analysis indicates that direct solar radiation predominates urban exchange of momentum, heat and water vapour during daytime. However, exchange of fluxes during night and early hours was controlled by reradiated absorbed fluxes from the area. SH and LH fluxes were observed to increase and decrease with increase in urban fraction, respectively.

Daily mean temperature reductions of 0.047 and 0.024°C per square kilometre of vegetation and waterbody added were observed, respectively.
However, effects of vegetation and waterbody were spatiotemporally dependent. During daytime, their cooling effects were masked by solar radiation. Nevertheless, they were partly visible during night and morning hours. Overall, an increase of urban surfaces was noted to increase T2m, UHI and PBLH. Conversely, an increase in urban surfaces also caused a reduction in Q2m and RH2m. Vegetation and waterbody were observed to contribute to T2m reductions of approximately 0.14 and 0.39°C, respectively, in the GCC. The pronounced cooling effect of water during daytime was predominated by the warming effect created during morning and night, because of its high thermal retention properties. On the contrary, vegetation showed consistent cooling effect during both mornings and nights.

UHIIs showed spatiotemporal variations with urban fraction. The daily means (of UHI) of experimented cases with waterbody and vegetation replaced with urban surfaces were observed to be approximately 1.79 and 2.04°C, respectively while that of the control simulation was approximately 1.65°C. Thus, it can be concluded that increase in urban fraction caused an increase in UHII. In conclusion, waterbody and vegetation induced a daily reduction of T2m by 0.53°C over PC.

Findings of this study will help urban planners, designers, ecologists and governmental and non-governmental bodies to plan and update current guidelines and design methods for building sustainable and liveable cities.
6 Conclusion

This research attempts to achieve four core research objectives: (1) to evaluate WRF configurations and suitability of the coupled WRF/NOAH/UCM model for Klang Valley urban climatology investigation, (2) to investigate the urban climatology of Klang Valley, (3) to study the local climate changes and adaption to the urbanisation of Putrajaya, and (4) to evaluate efficacy of the garden city concept adopted during the development of Putrajaya city, using the available resources within the University of Nottingham.

Validation of the coupled WRF/NOAH/UCM model over the Klang Valley region against a network of meteorological observational stations demonstrates a good agreement and correlation. Investigation of Klang Valley urban climatology demonstrates the importance of land use and land cover (LULC) changes and anthropogenic heat (AH) ingestion into the model on predictions of urban climate variables in the region. Urban surface energy balance of the Valley is dominated by direct solar radiations during daytime, while trapped longwave radiation, re-emitted heat fluxes and anthropogenic heat releases are prominent during morning and nighttime. Mean maximum UHIs of ~4.2 °C per day are observed in the Valley with diurnal variations closely tied to solar radiations. Regions of the Valley with low urban residential intensity experience moderate urban heat islands. This is due to the
high vegetation presence and thus high moisture availability (RH) relative to the other urban classes.

The urbanisation of Putrajaya city and its interaction with the local climate is conducted using the WRF coupled model. Climatology of the years: 1999, 2003, 2007, and 2011 were examined. Mean maximum and minimum warming of the area are found for 2007 and 1999, respectively. Conversely, the net all-wave radiation of the area (Putrajaya) maintains a near-uniform during the years considered; which conforms to low climate variability associated with the tropics, especially, Peninsular Malaysia. Diurnal variations of sensible and latent heats fluxes with their maxima and minima are consistent with the land cover modifications of the area. In addition, RH and PBLH exhibit variations according to the natural surface alterations and thermal variability induced by varying surface characteristics; where years with higher percentage of vegetation fractions show greater RH and low PBLH and vice versa. However, wind speed during the considered years for the urbanisation investigation shows less variability to urbanisation.

Adaptation of the microclimate phenomena (UHI and UCI) to urbanisation of Putrajaya area shows an interesting evolution with a reduction in the warming of the area found for 2011. Maximum and minimum UHII are observed for 2007 and 1999 with mean magnitudes of ~2.46 °C and ~0.7 °C, respectively while the area is currently (2011) warming with UHII of ~2.1 °C per day. Also, UCIs during the years considered vary from ~0.2 to ~0.4 °C. Investigation of the urbanisation processes that have taken place over the area reveals 2-m temperature of the Putrajaya city to be increasing at the rate of ~1.66 °C per day decade.
Results of the evaluation of the garden city concept indicate a ~0.53 °C reduction in 2-m temperature per day in the Putrajaya city. This outcome, however successful, in reducing the 2-m temperature of the city is below par expectations. Two prominent natural elements (water and vegetation) integrated into the concept reveal varying degree of diurnal performance. Vegetation shows more significant average performance (~0.39 °C) per day relative to water body (~0.14 °C). Proximity to the equator plays an important role on the magnitude of the mean cooling effect of each of the two natural elements investigated. Nevertheless, RH and PBLHs show consistent diurnal trends fairly influence by changes in urban and vegetation fractions, for the different scenarios considered in the investigation on the performance of the garden city concept and the natural elements employed.

Results from the different investigations reported in this thesis are published in journals and conferences. Some are currently submitted and under review, while others are in draft stages for journal and conference preparations.

6.1 Suggestions for further studies

- To further improve the model performance in the Klang Valley region, caution and systematic planning is needed to collate climate data for model improvement and data assimilation. New studies should be directed towards understanding model performance during intermonsoon seasons.
- A better understanding of buildings and trees/shadings configurations in the tropics is necessary to harness the cooling effect of vegetation to reduce the increase in air temperature associated with urbanisation.
- Physics and dynamics of UCI should be investigated to fully take advantage in urban planning.
- Computational studies using the WRF model should be dedicated in the region to improve wind speed predictions.
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Appendix 1. namelist.wps

```plaintext
&share
  wrf_core = 'AHW',
  main Sunrise = 3,
  start date = '2011-09-22 00:00:00', '2011-09-22 00:00:00', '2011-09-22 00:00:00', '2011-09-22 00:00:00', '2011-09-22 00:00:00', '2011-09-22 00:00:00',
  end date = '2011-09-26 18:00:00', '2011-09-26 18:00:00', '2011-09-26 18:00:00', '2011-09-26 18:00:00', '2011-09-26 18:00:00', '2011-09-26 18:00:00',
  interval seconds = 21600,
  io_form_geogrid = 2,
  opt_outputs from geogrid path = '/home/ezskm2/koenob',
  debug level = 0,
/
&fggrid
  parent id = 1,2,3,
  parent_grid_ratio = 1.4,3.3,
  l_parent_start = 1.325,1.100,
  l_parent_start = 1.235,1.109,
  e_w_e = 79.675,99.1,
  e_n_s = 77.615,109.6,
  geo_data_sel = 'modis_30x50m', 'modis_30x30s', 'modis_30x30s', 'modis_30x30s',
  dx = 2700,
  dy = 2700,
  map proj = 'mccarthur',
  ref lat = 3.027,
  ref lon = 101.69,
  true lat = 2.397,
  true long = 0,
  start lon = 101.69,
  geo_data path = '/home/WRF DATA/koenob/geogrid',
  opt_geogrid_til path = '/home/ezskm2/koenob',
  ref x = 30.5,
  ref y = 38.5,
/
&ngrid
  out format = 'WRF',
  prfxa = 'WRF',
/
&mggrid
  fg_name = 'fg1',
  io_form_mgrid = 2,
  optoutputs from mgrid path = '/home/ezskm2/koenob',
  opt_mgrid_til path = '/home/ezskm2/koenob',
/
&mod_aws
  pru_paa = 20,30,30,20,100,00,10000,
  avoc 000, 80000,
  8000, 80000,
  8000, 80000,
  80000, 60000,
  80000, 60000,
  50000, 50000,
  40000, 40000,
  35000, 30000,
  35000, 30000,
  35000, 30000,
  15000, 10000,
  15000, 10000,
  5000, 1000,
/
&domain_warehouse
  grb_stable = 'stable GF5',
  dswl_name = 'ahunjanaya eva',
  dswl_desc = 'Old method domain',
  dswl_user rest x = 11505
  dswl_user rest y = 4667
  dswl_user rest x2 = 1600
  dswl_user rest y2 = 514
  dswl_ia_sPolitical = true
  dswl_center x min y = 110
  dswl_latitude x = 890712
  dswl_center x min y = 110
  dswl_latitude x = 890712
  dswl_center x min y = 110
  dswl_latitude x = 890712
  dswl_map scale p on = 125
  dswl_map vert correlate on = 125
  dswl_map x y sclbar pos = 1047
  dswl_grdsize dx_km = 2.7
  dswl_mpi_command =
  dswl_hostlist = null
  dswl_mpi 'n'1
```
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Appendix 2. Some sections of the GEOGRID.TBL.

```
# See options.txt for a (somewhat up to date) list of the
# options that may be specified here.

name = HGT_M
    priority = 1
    dest_type = continuous
df_dx = SLIP
    df_dy = SLIP
    smooth_option = smth-desmth_special; smooth_passes = 1
    fill_missing = 0.
    interp_option = 80s:average_gcell(4,0)+four_pt+average_4pt
    interp_option = 2m:four_pt
    interp_option = 5m:four_pt
    interp_option = 10m:four_pt
    interp_option = default:four_pt
    rel_path = 30stopo_30s/
    rel_path = 2m:topo_2m/
    rel_path = 5m:topo_5m/
    rel_path = 10m:topo_10m/
    rel_path = default:topo_2m/

#--------------------------------------------------------

name = LANDUSEF
    priority = 1
    dest_type = categorical
    z_dim_name = land_cat
    landmask_water = modis_30s:17  # Calculate a landmask from this field
    landmask_water = modis_lakes:17,21  # Calculate a landmask from this field
    landmask_water = usgs_lakes:16,28  # Calculate a landmask from this field
    landmask_water = nld2006:17  # Calculate a landmask from this field
    landmask_water = default:10  # Calculate a landmask from this field
    dominant = LU_INDEX
    interop = nld2006:nearest_neighbor
    interp_option = ssb_10m:four_pt
    interp_option = ssb_5m:four_pt
    interp_option = modis_30s:nearest_neighbor
    interp_option = 30s:nearest_neighbor
    interp_option = usgs_lakes:nearest_neighbor
    interp_option = modis_lakes:nearest_neighbor
    interp_option = 2m:four_pt
    interp_option = 5m:four_pt
    interp_option = 10m:four_pt
    interp_option = default:four_pt
    rel_path = nld2006/nld2006_II_30s/
    rel_path = ssb_10m:ssb_landuse_10m/
    rel_path = ssb_5m:ssb_landuse_5m/
    rel_path = modis_30scmodis_landuse_2011_3class_30s/; directory replaced to solved with 33 class
    rel_path = 30s_landuse_30s/
    rel_path = usgs_lakes:landuse_30s_with_lakes/
    rel_path = modis_lakes:modis_landuse_21class_30s/
    rel_path = 2m:landuse_2m/
    rel_path = 5m:landuse_5m/
    rel_path = 10m:landuse_10m/
    rel_path = default:landuse_2m/
```

# name = URB_PARAM
# priority = 1
# dest_type = continuous
# fill_missing = 0.
# z_dim_name = num_urb_params
# interp_option = default:nearest_neighbor
# rel_path = default:NUDAFT44_1km/
```
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Appendix 3. Sample of Vtable file used in this research

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature</td>
<td>Temperature</td>
</tr>
<tr>
<td>Relative Humidity</td>
<td>Relative Humidity</td>
</tr>
<tr>
<td>Wind Speed</td>
<td>Wind Speed</td>
</tr>
<tr>
<td>Height</td>
<td>Height</td>
</tr>
<tr>
<td>Pressure</td>
<td>Pressure</td>
</tr>
<tr>
<td>Soil Moist</td>
<td>Soil Moist</td>
</tr>
<tr>
<td>Ground Layer</td>
<td>Ground Layer</td>
</tr>
<tr>
<td>Terrain Height</td>
<td>Terrain Height</td>
</tr>
<tr>
<td>Skin Temperature</td>
<td>Skin Temperature</td>
</tr>
<tr>
<td>Snow Depth</td>
<td>Snow Depth</td>
</tr>
<tr>
<td>Physical Snow Depth</td>
<td>Physical Snow Depth</td>
</tr>
</tbody>
</table>

# For SNOWH, NCEP starts with the AFWA snow depth analysis and converts it to a water-equivalent.

# For some reason, NCEP uses a different ratio in the GFS/GDAS than in the NAM and that which is assumed in WRF.

# Therefore, we need to adjust SNOW and compute SNOWH in ungrb.
Appendix 4. Reduced section of the METGRID.TBL

| name | 0T | interp_option=interpolation_method
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>SM</td>
<td>interp_mask=mask_definition</td>
<td></td>
</tr>
<tr>
<td>SM</td>
<td>missing_value=value</td>
<td></td>
</tr>
<tr>
<td>SM</td>
<td>fill_missing=value</td>
<td></td>
</tr>
</tbody>
</table>

---

```
name=ST
   _z_dim_name=num_st_layers
   derived=yes
# IF
   fill_lev = 10 : ST000010[200100]
   fill_lev = 40 : ST000400[200100]
   fill_lev = 100 : ST040100[200100]
   fill_lev = 200 : ST100200[200100]
# ELSE IF
   fill_lev = 10 : ST000010[200100]
   fill_lev = 35 : ST000350[200100]
   fill_lev = 100 : ST035100[200100]
   fill_lev = 255 : ST100255[200100]
# ELSE IF
   fill_lev = 10 : ST000010[200100]
   fill_lev = 200 : ST010200[200100]
# ELSE
   fill_lev = 7 : ST000007[200100]
   fill_lev = 28 : ST007028[200100]
   fill_lev = 100 : ST028100[200100]
   fill_lev = 255 : ST100255[200100]
```

---

```
name=SM
   _z_dim_name=num_sm_layers
   derived=yes
# IF
   fill_lev = 10 : SM000010[200100]
   fill_lev = 40 : SM001040[200100]
   fill_lev = 100 : SM040100[200100]
   fill_lev = 200 : SM100200[200100]
# ELSE IF
   fill_lev = 10 : SM000010[200100]
   fill_lev = 35 : SM001035[200100]
   fill_lev = 100 : SM035100[200100]
   fill_lev = 255 : SM100255[200100]
# ELSE IF
   fill_lev = 10 : SM000010[200100]
   fill_lev = 200 : SM010200[200100]
# ELSE
   fill_lev = 7 : SM000007[200100]
   fill_lev = 28 : SM007028[200100]
   fill_lev = 100 : SM028100[200100]
   fill_lev = 255 : SM100255[200100]
```

---

```
; ; ; ;
; ; ; ;
; ; ; ;
; ; ; ;
```

---

```
name=TO
   interp_option=four_pt+average_4pt+search
   masked_land
   interp_mask=landmask[1]
   missing_value=200.
   fill_missing=-20.
```
Appendix 5. Reduced section of the namelist.input file

```
&time_control
  run_days = 0,
  run_hours = 0,
  run_minutes = 0,
  run_seconds = 0,
  start_year = 2011, 2011, 2011, 2011,
  start_month = 09, 09, 09, 09,
  start_day = 22, 22, 22, 22,
  start_hour = 00, 00, 00, 00,
  start_minute = 00, 00, 00, 00,
  start_second = 00, 00, 00, 00,
  end_year = 2011, 2011, 2011, 2011,
  end_month = 09, 09, 09, 09,
  end_day = 24, 24, 24, 24,
  end_hour = 00, 00, 00, 00,
  end_minute = 00, 00, 00, 00,
  end_second = 00, 00, 00, 00,
  interval_seconds = 21600,
  input_from_file = .true., .true., .true., .true.,
  history_interval = 180, 60, 60, 60,
  frames_per_outfile = 1000, 1000, 1000, 1000,
  restart = .false.,
  restart_interval = 3600,
  io_form_history = 2,
  io_form_restart = 2,
  io_form_input = 3,
  io_form_boundary = 2,
  debug_level = 0,
  io_form_auxinput4 = 2,
  auxinput4_inname = "wrfflowinp_dev1"
  auxinput4_interval = 360,
/
&domains
  time_step = 30,
  time_step_fractions = 0,
  time_step_fractions_den = 1,
  max_dom = 3,
  e_we = 79, 67, 55, 91,
  e_sn = 77, 67, 55, 106,
  e_vert = 32, 32, 32, 32,
  num_bbl_layers = 4,
  sf_urban_phys = 1, 1, 1, 1,
  num_land_cat = 43,
  sst_update = 0,
  trn_update = 1,
  sst_dlin = 1,
  bucket_num = 1000,
  maxens = 1,
  maxens2 = 5,
  maxens3 = 3,
  maxens4 = 16,
  enddim = 144,
/
&lib2
/
&namelist_quilt
  nio_tasks_per_group = 0,
  nio_groups = 1,
/
```
Appendix 6. Sample of ncl script for determining model nearest grid to a location on ground

```ncl
load "/usr/local/lib/ncl/init/ncl_code.ncl"
load "/usr/local/lib/ncl/init/ncl_common.ncl"
load "/usr/local/lib/ncl/init/ncl_contribution.ncl"
load "/usr/local/lib/ncl/init/ncl_WRFuserARW.ncl"

; This function is not currently being used.

function wrf_map_resources_fix(a, res2)
begin
    res2 = wrf_map_resources(a, res2)
    res2@lnYR0n = True
    res2@lnYXOn = True
    res2@mpUStaLineThicknessF = 1.0
    res2@mpUStaLineColor = "Black"
    res2@mpPerimLineColor = "Black"
    res2@mpNationalLineColor = "Black"
    res2@mpUmbLineThicknessF = 1.0
    res2@mpUmbLineColor = "Black"
    res2@mpGeophysicalLineColor = "Black"
    return (res2)
end

; Main code
begin
    ; dir = "/home/Data/WRF"
    ; a = addfile(dir="wrfout_d03_2012-07-12_12:00:00","r")
    a = addfile("wrfout_d03_2011-09-22_00:00:00","r")
    xlat = a->XLT(0,1)
    xlon = a->XLOM(0,1)

    lat0 = 2.917 ; The lat of the position in degrees
    lon0 = 101.599 ; The longitude of the desired position in degrees
    ; Other part of script left
    ; Attach the recalculated lat/lon marker. This should be in
    ; exact same location as calculated lat/lon marker.
    ;
    ; mkres@gsMarkerIndex = 6 ; outlined square
    ; mkres@gsMarkerColor = "purple"
    ; txres@tsFontColor = mkres@gsMarkerColor
    ; dum9 = gsn_add_polymarker(wks,plot_old,lotion_old(0),lotion_old(1),mkres)
    ; dum10 = gsn_add_polymarker(wks,plot_new,lotion_new(0),lotion_new(1),mkres)
    ; txres@tsJust = "centerRight"
    ; dum11 = gsn_add_text(wks,plot_old,"Calculated",lotion_old(0),lotion_old(1),txres)
    ; dum12 = gsn_add_text(wks,plot_new,"Calculated",lotion_new(0),lotion_new(1),txres)

    ; calculating the corresponding grid point of the lat and lon.
    ;
    ; draw(plot_old) ; This draws the map and all the attached stuff
    frame(wks)
    draw(plot_new)
    frame(wks)
end
```
**WRFARW basic governing equations**

Appendix 7. WRF basic equations

WRFARW (hereinafter ARW) solver integrates the compressible, nonhydrostatic (with a hydrostatic option) prognostic equations cast in flux form using variables that have conservation properties (conserves mass, momentum, entropy, and scalars), following the Ooyama (1990) philosophy. Formulated equations are adapted using Laprise (1992) terrain-following hydrostatic-pressure vertical coordinate denoted by $\eta$ and defined as

$$\eta = \frac{(p_h - p_{ht})}{\mu}, \quad \text{where} \quad \mu = p_{hs} - p_{ht}. \quad (1)$$

$p_h$ is the hydrostatic component of the pressure, and $p_{hs}$ and $p_{ht}$ refer to values along the surface and top boundaries, respectively. It is noteworthy that the vertical coordinate definition of (1), proposed by Laprise (1992), is the traditional coordinate $\sigma$ employed in many hydrostatic atmospheric models (Chu 2003). Values of $\eta$ vary from 1 at the surface to 0 at the upper boundary of the model domain (see Fig. 0:1). $\eta$ coordinate is also called a mass vertical coordinate.
Fig. 0.1. Depiction of the ARW $\eta$ coordinate system (Skamarock et al. 2008)

$\mu(x, y)$ represents the mass per unit area within the column in the model domain at $(x, y)$. Thus the appropriate flux form variables are

$$V = \mu v = (U, V, W), \Omega = \mu \dot{\eta}, \Theta = \mu \dot{\theta}. \quad (2)$$

$v = (u, v, w)$ are the covariant velocities in the two horizontal and vertical directions, respectively, while $\omega = \dot{\eta}$ is the contravariant ‘vertical’ velocity and $\theta$ is the potential temperature. Hence, the flux form of the Euler equations using the variables defined above become,

$$\partial_t U + (\nabla \cdot V) U - \partial_x(p\phi_x) + \partial_\eta(p\phi_\eta) = F_U, \quad (3)$$

$$\partial_t V + (\nabla \cdot V) V - \partial_y(p\phi_y) + \partial_\eta(p\phi_\eta) = F_V, \quad (4)$$

$$\partial_t W + (\nabla \cdot V) W - g(\partial_\eta p - \mu) = F_W, \quad (5)$$

$$\partial_t \Theta + (\nabla \cdot V) \Theta = F_\Theta, \quad (6)$$

$$\partial_t \mu + (\nabla \cdot V) = 0, \quad (7)$$

$$\partial_t \phi + \mu^{-1}[(V \cdot \nabla \phi) - gW] = 0, \quad (8)$$
where the non-conserved variables $\phi = gz$ (the geopotential), $p$ (pressure), and $\alpha = 1/\rho$ (the inverse density). The diagnostic relationship for the inverse density is shown in (9),

$$\partial_\eta \phi = -\alpha \mu,$$  \hspace{1cm} (9)

and the equation of state

$$p = p_0(R_d \theta/p_0 \alpha)^\gamma.$$  \hspace{1cm} (10)

Note, from (3) to (10), the subscripts $x$, $y$ and $\eta$ denote differentiation,

$$\nabla \cdot V a = \partial_x(Ua) + \partial_y(Va) + \partial_\eta(\Omega a), \quad \text{and} \quad \nabla \cdot V a = U\partial_x a + V\partial_y a + \Omega\partial_\eta a,$$

where $a$ represents a generic variable $\gamma = c_p/c_v = 1.4$ is the ratio of the heat capacities for dry air, while $R_d$ is the gas constant for dry air, and $p_0$ the reference pressure, with a typical value of 0.1 MPa. The terms $F_u$, $F_v$, $F_w$ and $F_\theta$, are the forcing terms resulting from model physics, turbulent mixing, spherical projections, and the earth’s rotation.

The prognostic equations from (3) to (8) are expressed in the conservative form except for (8) which is the material derivative of the definition of the geopotential. Equation (8) could also be expressed in flux form but is rather ignored because of lack of any advantage in doing so since $\mu \phi$ is not a conserved quantity. It should be noted that the relation for hydrostatic balance (9) is a diagnostic relation that is formally part of the coordinate definition and does not represent a constraint on the solution. In the hydrostatic counterpart to the nonhydrostatic equations, (9) replaces the vertical momentum equation (5) and becomes a constraint on the solution. Adapting same Euler equations cast in the flux form for the inclusion of moisture on the ARW calculations yielded (11),
\[
p = p_0 (R_d \theta_m / p_0 \alpha_d)^\gamma,
\]
where \( \alpha = \alpha_d (1 + q_v + q_c + q_r + q_i + ...)^{-1} \) is the inverse density taking into account the full parcel density, while \( \alpha_d \) is the inverse density of the dry air \((1/\rho_d)\). \( q_* \) are the mixing ratios (i.e., mass per mass of dry air) for water vapour, cloud, rain, ice, etc. Also, \( \theta_m = \theta (1 + (R_v/R_d) q_v) \approx \theta (1 + 1.61 q_v) \).

The above equations are excerpt from the NCAR ARW technical note, and for more details and other physical variables cast in the flux form and calculated by the ARW model, the NCAR WRFARW Technical note (Skamarock et al. 2008) should be consulted.