Poor encoding of position by contrast-defined motion
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Abstract
Second-order (contrast-defined) motion stimuli lead to poor performance on a number of tasks, including discriminating form from motion and visual search. To investigate this deficiency, we tested the ability of human observers to monitor multiple regions for motion, to code the relative positions of shapes defined by motion, and to simultaneously encode motion direction and location. Performance with shapes from contrast-defined motion was compared with that obtained from luminance-defined (first-order) stimuli. When the position of coherent motion was uncertain, direction-discrimination thresholds were elevated similarly for both luminance-defined and contrast-defined motion, compared to when the stimulus location was known. The motion of both luminance- and contrast-defined structure can be monitored in multiple visual field locations. Only under conditions that greatly advantaged contrast-defined motion, were observers able to discriminate the positional offset of shapes defined by either type of motion. When shapes from contrast-defined and luminance-defined motion were presented under comparable conditions, the positional accuracy of contrast-defined motion was found to be poorer than its luminance-defined counterpart. These results may explain some, but possibly not all, of the deficits found previously with second-order motion.
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1. Introduction
Most objects in the visual world are defined by changes in luminance (brightness) over space. The motion of these objects is correlated with a change in luminance over time and space and is often termed ‘first-order’ motion (Cavanagh & Mather, 1989). Objects and motion can also be defined by changes in other visual characteristics, such as changes in texture type, element size or element contrast. These patterns are often termed ‘second-order’ (Cavanagh & Mather, 1989). This paper is concerned with one type of ‘second-order’ moving pattern—moving contrast-defined patterns.

1.1. Failures with second-order motion
There are several tasks that have been found to be difficult, or impossible, with moving contrast-defined patterns. Observers are unable to find a patch of contrast-defined structure moving in one direction when it is surrounded by patches of contrast-defined structure moving in another direction. This is the case when the motion areas are abutting, creating a surface (Dosher, Landy, & Sperling, 1989), when they are arranged in a visual search display (Ashida, Seiffert, & Osaka, 2001), when they define three-dimensional shape (Ziegler & Hess, 1999) or form a global optic flow pattern (Allen & Derrington, 2000). These failures might indicate that judging the direction of contrast-defined motion may only be possible at one location in the visual field at a time, for example, because second-order motion perception is mediated primarily by an attention-driven process. Another possibility is that even though multiple estimates of second-order motion can be made across the visual field, individual detectors are poorly labeled for location.

Consistent with the idea that attention is required to discriminate the direction of contrast-defined motion, Lu, Liu, and Dosher (2000) found that attention enhances observers’ performance when they discriminate the direction of contrast-defined motion. In their study, observers made successive judgments of the directions of
motion in two, spatially distinct, patches. They found that observers were better able to discriminate the direction of contrast-defined motion in the attended patch, compared to the unattended patch. When the patches contained first-order, luminance-defined, motion, there was no difference between observers’ performance with the two patches. Lu et al. (2000) proposed that attention enhances the processing of contrast-defined motion, however this does not necessarily mean that attention is always required for processing of contrast-defined motion.

When attention is distracted, by a distracter task, from contrast-defined motion, performance does not decrease compared to when the same task is performed without a distracter task (Allen & Derrington, 2001; Ho, 1998). Furthermore, Allen and Ledgeway (2003) found that although they could replicate the different performance with attended and unattended contrast-defined motion reported by Lu et al. (2000), the magnitude of the attentional enhancement found depended critically on the speed and duration of the stimuli used. These results taken together suggest that, as with many tasks, attending to the stimulus may help observers when sensitivity to the stimulus is low, but attention is not always a necessary requirement for processing second-order motion.

An alternative explanation for observers’ poor performance on certain tasks with second-order motion is that the position of contrast-defined motion is not encoded with great precision. If the encoded position of motion is poorly specified, it could compromise the fidelity with which this motion could be used to determine three-dimensional shape based on motion cues alone. In a search display, if the ability to accurately locate the positions of the motion elements is relatively impoverished, it might also be difficult to discriminate an odd motion, since motion direction is typically dependent on position in experiments of this kind (Allen & Derrington, 2000). This study was designed to directly investigate how well the human visual system is able to discriminate the position or location of contrast-defined motion.

1.2. Locating second-order structure

Although no studies have directly investigated the ability of observers to identify the location of second-order motion, there have been some studies addressing the ability of observers to identify the location of both static contrast-defined form and another second-order stimulus: motion-defined form.

The mechanism that processes static contrast-defined form seems similar in its ability to localize an object (or border) to the mechanism that processes luminance-defined form. Although localization of contrast-modulations is worse than for luminance-modulated patterns, it can be explicable in terms of gross differences in stimulus complexity or spectral content and is nonetheless in the hyperacuity range (Voltz & Zanker, 1996). As with first-order patterns, the perceived location of contrast-modulations can be predicted by the position of their centroids (Whitaker, McGraw, Pacey, & Barrett, 1996). Adapting to a static stimulus can influence the perceived position of a subsequently viewed pattern (McGraw, Levi, & Whitaker, 1999; Whitaker, McGraw, & Levi, 1997) and this is the case for both luminance-defined and contrast-defined patterns, suggesting that similar mechanisms process the two types of pattern. Results from contrast-defined static form have not always, however, generalized to moving contrast-defined patterns. Long presentation durations are required to discriminate the direction of some moving contrast-defined patterns (Derrington, Badcock, & Henning, 1993) whereas static contrast-modulations are visible at short durations (Cropper, 1998; Schofield & Georgeson, 2000).

The ability of observers to discriminate the position of one sort of form from a second-order cue, namely motion-defined form, has also been studied. Observers are able to discriminate a Vernier offset between two motion-defined rectangles with fairly high precision (Regan, 1986). Vernier acuity for motion-defined form can match that found with luminance-defined form if the perceptual quality (e.g. perceived contrast) is matched between the two types of stimulus (Banton & Levi, 1993). Furthermore, motion-defined forms can be compared over space with similar accuracy as that for luminance-defined forms (Kohly & Regan, 2002). Thus it is clear that there is some mechanism able to identify the location of motion-defined form.

It is often assumed that all forms of second-order stimuli are processed equivalently. Form-cue invariant neurons have been found in the medial-temporal area of the rhesus monkey (Albright, 1992). These respond to flicker-defined forms as well as luminance-defined patterns. This cue-invariance does not seem to generalize to motion-defined forms (Churan & Ilg, 2001). In behavioural and psychophysical studies performance with different forms of second-order motion is often similar, but not identical. Both contrast-defined motion and flicker-defined motion lead to slow, inefficient search performance, but response times to flicker-defined motion are much faster than those to contrast-defined motion (Ashida et al., 2001). Whilst the direction of moving contrast-modulations can be discriminated in the periphery (Smith & Ledgeway, 1998) the direction of moving flicker-defined bars cannot be resolved in the periphery (McCarthy, Pantle, & Pinkus, 1994) even though the bars can be detected. At the very least, different forms of second-order moving patterns must be processed by different processes at the earliest stages of processing. This may lead to different proper-
ties at later stages of processing. Furthermore, moving contrast-defined patterns combine both motion-defined form and contrast-defined cues, if all second-order motion is processed (eventually) by a common mechanism, one might expect that combining these cues might advantage performance. On the other hand, if contrast-defined form and motion-defined form are resolved at different places in the visual stream performance might be disadvantaged, for example, contrast-defined form might be resolved late in the visual stream, and not be available to the processes that resolve relative motion.

It seems that the relative location of an item can be accurately determined when it is defined by luminance, contrast or relative motion. The aim of this study was to investigate if the location of form defined by moving contrast-defined structure can also be discriminated with a similar degree of efficacy.

1.3. Spatial uncertainty

Since we wanted to investigate location discrimination in relation to direction discrimination, it was necessary to also simultaneously measure direction-discrimination performance. This task is essentially a motion-discrimination task under cued and uncued spatial location conditions, similar to those that have been used to investigate mechanisms of attention. This allowed us to also investigate whether the deficits associated with second-order motion stimuli are due to an inability to simultaneously monitor multiple locations across the visual field.

When observers have to find a patch containing contrast-defined motion moving in an inconsistent direction to the global pattern, their performance is consistent with a slow, patch by patch search of the display (Allen & Derrington, 2000). The duration required to find the inconsistent motion depends on the number of possible positions of the motion patch. The same task is quick, easy and not dependent on the number of possible positions with moving luminance-defined patterns. This could indicate that positional uncertainty selectively disadvantages the mechanisms that process contrast-defined motion.

When spatial uncertainty is reduced, for example by cueing the location of the stimulus, sensitivity typically improves. This can be attributed to a change in the way a mechanism responds to the stimulus (e.g. Carrasco, Penpeci-Talgar, & Eckstein, 2000), often termed stimulus enhancement. The improvement in performance can also be attributed to a change in the number of locations or channels that a hypothesized decision process monitors (e.g. Foley & Schwarz, 1998, see this reference for a review).

In a different task, where observers had to report the direction of motion in two locations, but without specifically manipulating spatial uncertainty, Lu et al. (2000) found results consistent with signal enhancement for contrast-defined motion in the attended location, but no such signal enhancement for first-order motion. If manipulating (e.g. reducing) spatial uncertainty also leads to signal enhancement, we would expect a greater effect for second-order motion. Similarly, if manipulating spatial uncertainty changes the number of locations that need to be monitored, and observers are worse at monitoring multiple locations for second-order motion, we would also expect a greater effect of spatial cueing for second-order motion.

1.4. Three location/position tasks

We carried out three experiments. First we measured direction-discrimination performance both with and without spatial uncertainty regarding the position of the motion. Second, we measured observers’ ability to discriminate whether a motion-defined form was to the left or right of two reference cues. Results from pilot experiments suggested that observers were unable to do this task with many examples of contrast-defined motion. We ran extensive pilot investigations to find a set of parameters for which we were able to estimate relative position thresholds. We collected data for contrast-defined stimuli at different modulation depths, with cue squares defined by moving and static dots, with and without a carrier in the background of the stimulus, with different densities of dots, different speeds and different viewing distances. In all cases, position discrimination was poor and in most cases performance was at chance. Finally we measured the ability of observers to discriminate the absolute location of form conveyed by luminance-defined and contrast-defined motion stimuli supporting comparable (i.e. relative to threshold) levels of performance.

2. Methods

2.1. Observers

There were four observers, all had normal or corrected-to-normal vision and were experienced participants in psychophysical tasks. Observer HA was one of the authors, observers JD, NK and PH were naive to the purposes of the experiment.

2.2. Apparatus

The stimuli were presented on a Sony Trinitron Multiscan 520GS monitor with a mean luminance of 41 cd/m² and a frame refresh rate of 100 Hz. One screen pixel extended 0.3 mm horizontally and vertically. Prior to the experiment the relationship between the voltage input to the monitor and the screen luminance was lin-
earised (gamma corrected) using a UDT S370 photometer and look-up-tables. The adequacy of the applied gamma correction was also confirmed using a sensitive psychophysical nulling task (Ledgeway & Smith, 1994; Nishida, Ledgeway, & Edwards, 1997).

3. Experiment 1

In experiment 1 the observers judged the direction of motion in a patch containing coherently moving dots that was positioned in one of four locations. Performance was compared when the observers had prior knowledge of the position of the coherent motion and when they did not have this knowledge. This experiment was designed to measure the effect of positional uncertainty on the ability of observers to discriminate the direction of motion and whether observers can monitor multiple locations over the visual field for motion direction.

3.1. Stimuli

Stimuli were presented within a circular display window (aperture) that subtended 14.8° (diameter) of visual angle at a viewing distance of 97.8 cm. The remainder of the screen was at mean luminance. A central fixation point that appeared immediately before and after each stimulus was presented in order to minimize ocular tracking and maintain stable fixation.

The stimuli were moving circular dots presented on a low contrast, two-dimensional (2-d), binary, static noise background (carrier). The background noise had a Michelson contrast of 0.1. Luminance-modulated dots or contrast-modulated dots (794) were presented on this noise background. Dots were 10 pixels in diameter. To generate luminance-modulated dots the mean luminance of the noise (both ‘dark’ and ‘light’ elements) was increased within the circular region bounding each dot (see below). To generate the contrast-modulated dots the contrast of the noise elements was increased within the circular region bounding each dot. Fig. 1 shows example frames of first-order dots at high contrast (1a) and second-order dots at maximum modulation depth (1b).

The duration of the motion sequence was either 250 or 100 ms. Motion sequences were constructed by displacing the dots by 7 pixels every 50 ms for the long duration stimulus and by 3 pixels every 20 ms for the short duration stimulus, giving the dots in each case a speed of 3°/s. The direction of motion of each dot was independently determined on each displacement depending on whether that dot belonged to the population of dots that were required to move coherently (‘signal’ dots moving either upwards or downwards on each trial) or randomly (‘noise’ dots) and whether or not the dot was inside the area of the display containing the patch of coherent motion to be judged by the observer.

Dots in the background area always moved in a random direction on each jump (i.e. were ‘noise dots’). On each trial an area was defined as the area of coherent motion, termed for convenience, the target area. The dots within this area moved either up or down with various levels of coherence (i.e. contained a proportion of ‘signal’ to ‘noise’ dots so that the signal:noise ratio could be varied). The target area was circular, its radius was 0.9° and its center was 1.7° from the center of the display area. It could be in one of four positions, either

![Fig. 1. (a) First-order (luminance-defined) dots as used in Experiment 1 (and also Experiment 3). The dotted circles illustrate the positions of the possible target areas defined by coherent motion (the dotted outlines of the circles were not presented in the actual experiments). (b) Second-order (contrast-defined) dots at maximum modulation depth as used in Experiment 1 (and Experiment 3). Insets to (a) and (b) show a magnified view illustrating the detailed structure of a single dot.](image-url)
the center of the stimulus area. Throughout the experiment the observers fixated the target area that moved coherently either up or down (i.e., 'signal' dots). The second-order dots were presented at their maximum possible modulation depth (0.8). The contrast of the first-order dots was set at an equal multiple of their modulation-depth threshold (approximately twice) for each observer.

3.5. Results

In order to aid comparison of the magnitude of effects found between the conditions when the target area location was known (fixed throughout each run of trials) to the observer and those when it was unknown (randomized on each trial), the raw data were normalized. To normalize the data, the average threshold for discriminating the direction of motion in a random, unknown position was divided by the average threshold for discriminating direction of motion in the four known positions. Fig. 2a and c show these ratios for modulation-depth thresholds and Fig. 2b and d show the computed ratios for the coherence thresholds.

When the motion was presented for 250 ms (a, b) the ratios (of thresholds obtained in the unknown to known location) are similar, for each observer, for the luminance-modulated dots (solid bars) and the contrast-modulated dots (striped bars). This is true for both the modulation-depth thresholds (a) and the coherence thresholds (b). This is not to say that absolute performance itself was necessarily the same for the two varieties of motion stimulus, it was not and performance for contrast-defined motion was always worse, however it is the effect of knowing location that is the crucial factor of interest in this study. Once the different absolute performance levels for the two stimulus types are factored out by our normalizing procedure, the effect of not knowing the location of the coherent motion was the same for luminance-defined and contrast-modulated dots.
When the stimulus duration was 100 ms, the effect of not knowing the location of the motion on coherence thresholds was the same overall for luminance-modulated dots and contrast-modulated dots (d). For modulation-depth thresholds (c), one observer showed a greater effect for contrast-modulated dots (HA) but another observer showed the opposite pattern (JD). Since fixation was not monitored, it is possible that these results are due to both positional uncertainty and changes in eccentricity, despite our well trained observers and clearly visible fixation marker. Sensitivity to contrast-defined motion is lower at eccentric locations compared to sensitivity to luminance-defined stimuli. Any changes in fixation may have selectively advantaged performance with the contrast-defined stimulus, which clearly did not happen. Although the magnitude of the effect of positional uncertainty is unclear from this experiment, at present it is sufficient to conclude here that prior knowledge of stimulus location can have a marked and measurable differential effect on performance on this task. This is equally true, however, for both luminance-defined and contrast-defined motion patterns. Thus the motion of contrast-defined structure, like its luminance-defined counterpart, can be monitored simultaneously at multiple visual field positions.

4. Experiment 2

Experiment 1 investigated the effect of positional uncertainty solely on the ability to discriminate motion direction for both luminance-defined and contrast-defined stimuli. Although both types of motion were affected to a similar degree, we did not address the issue of observers’ ability to discriminate position. In Experiment 2 observers judged the location of a motion-defined square, relative to the position of two, flanking, cue squares. This experiment was designed to measure the ability of observers to discriminate the relative location of moving contrast-modulated dots.

4.1. Stimulus

The stimuli were moving dots presented on a background of mean luminance. Dots were squares, subtending 0.04° horizontally and vertically. First-order stimuli were typically presented with a low LM dot contrast of 0.05 (see Eq. 2) and a 2-d noise carrier added throughout the display. Second-order dots were typically presented at maximum modulation depth. 2025 dots were presented within a square stimulus display area (window) subtending 9.8°. The dots moved together, coherently either left or right and with a drift speed of either 0.9 (duration 810 ms) or 1.5°/s (duration 540 ms). Within the stimulus area two smaller squares were defined as the cue (reference) squares (each subtending 2°). These contained static dots (see the ‘Introduction’ and ‘Results’ for a further list of stimulus parameters tested in pilot studies). A central, target, square (2°) contained motion in the opposite direction to the remainder of the stimulus. The target and cue squares were defined solely by their relative motion with dotted lines.
respect to the background dots. The target square was positioned in the center of the stimulus area and the cue squares were presented above and below the target square, with an edge to edge separation of 0.2° (unless otherwise stated). The central, target, square was offset horizontally either to the left or right of the cue squares by a variable amount. Fig. 3 a and b show illustrations of the stimuli.

**4.2. Procedure**

Observers judged, in a one interval, 2AFC procedure whether the central target square was to the left or right of the cue squares. On each trial the central square was offset to the left or right (with equal probability) by a variable amount under control of the experimenter (method of constant stimuli). Each run tested a range of offsets, spanning the entire available range. Observers indicated their response with a key press. A second key press indicated when they were ready to proceed to the next trial. A central fixation marker was presented between the trials and no feedback was given.

**4.3. Results**

Fig. 4 shows data for three observers each performing the task with 2 dot speeds (for the central, target square and background), cue squares were defined by static dots and the separation between the squares was 0.2°. The proportion of correct responses is plotted on the ordinate against the offset between the center and cue squares on the abscissa.

It is clear that observers rarely reached good levels of performance with either type of dot. This was the case for contrast-modulated dots (solid symbols), even though these dots were at maximum modulation depth, clearly visible and well above their motion discrimination thresholds. Performance appears to initially improve and then decrease as the offset increases. The data we show here reflect the best performance produced with contrast-modulated dot stimuli. In pilot studies we measured performance with a range of dot densities, speeds and viewing distances. In all these cases, performance was not different from chance. Observers also performed the task at lower modulation depths (0.35) but performance never reached 75% correct and was close to chance. Similarly when the cue squares contained opposed motion (rather than static dots) performance was not different from chance, perhaps reflecting that it was necessary to locate both the cue and test regions. Other manipulations that might affect performance are reported below.

For low contrast luminance-modulated dots in the presence of a noise carrier (open diamonds) performance was comparable to that obtained with the contrast-modulated dots. The same ‘n’ shaped pattern of performance is shown. It should be noted that this pattern of performance is not an idiosyncratic feature of our particular stimulus configuration or observers. As a control, the experiment was repeated with luminance-modulated dots, but without the 2-d noise carrier. All observers reported that this task was comparatively easy. For all observers, at both speeds, offset discrimination reached 75% correct at offsets of about 0.1° (see Fig. 4). Thus, the presence of an additional spatial component degraded performance for the patch of luminance-modulated dots (perhaps because it reduced its visibility).

For both the contrast-modulated patterns and the luminance-modulated patterns presented with a noise
mask, there is a decrease in position discrimination performance at larger offsets. Although this pattern of results has not been seen in position discrimination experiments previously, it is likely that it is a simple result of the presence of the noise pattern. At larger eccentricities the visibility of high spatial frequencies is reduced, reducing the visibility of the luminance-defined dots or reducing the visibility of the carrier of the contrast-modulations.

Since different results have, in the past been found with different separations of cue and target item (Whitaker, Bradley, Barrett, & McGraw, 2002) we tested whether our results were specific to the configuration that we used. We increased the vertical distance between the cue squares and the target square (Fig. 5). The spatial separation between the edges of the squares was 0.2°, 1° or 2°. The data show that changing the separation between the squares did not change performance appreciably with the contrast-defined stimulus (shown in a–c). Similarly when luminance-defined dots were presented (shown in d–f), increasing the separation also had little or no effect on performance.

In the previous conditions, the cue squares were always presented in the same, central position. This was done to facilitate performance with contrast-modulated dots since pilot studies had suggested that the task was difficult. Without jittering the position of the cue squares it is not possible, however, to determine whether performance is based on the position of the target square relative to the cue squares or other cues such as the edges of the monitor. We tested the effect of randomly jittering the positions of the cue squares. The amount of jitter was randomly selected on each trial and could be between 0 and the maximum offset used in the run. Fig. 6 compares performance with and without this jitter. Jittering the position of the cue squares has little influence on performance with luminance-defined dots (d–f). For contrast-defined dots (a–c), however, adding jitter to the cue squares (solid circles) may actually marginally improve performance in some cases, though overall performance levels are again little affected by positional jittering. Thus we find no difference between contrast-defined and luminance-defined motion when it comes to indicating the position over two regions (i.e. in principle at least the task could be performed by a gross com-
5. Experiment 3

In Experiment 1 we found that observers were able to monitor a number of the visual field locations for the presence of coherent contrast-defined motion. In Experiment 2, observers could perform a crude left–right judgment on the position of contrast-defined moving dots. Although observers performed at a comparable level with luminance-defined and contrast-defined moving dots, the stimulus conditions advantaged contrast-defined motion relative to luminance-defined motion. In the third experiment we compared the positional accuracy of luminance- and contrast-defined motion when they were equated for motion performance. To do this we compared performance at the direction-discrimination threshold for motion. Observers simultaneously judged the location and direction of motion in one of four randomly selected possible target patches containing coherent motion. We used the same stimulus configuration as previously described in Experiment 1 since our results showed that observers are able to monitor this display for both moving luminance-modulations and contrast-modulations to an equivalent degree.

5.1. Stimuli

Stimuli were the same as those used for the measurement of coherence thresholds in Experiment 1 with unknown location (shown schematically in Fig. 1). The presentation duration was 250 ms and the experiment was performed at three viewing distances of 48.5, 97.8 (as in Experiment 1) and 197 cm. At 48.5 cm the display area subtended 29° and the center of the target area (radius 1.7°) was at a distance of 3.5° from the center of the display. At 197 cm, the display area was 7.4° in diameter and the center of the target area (radius 0.4°) was situated 0.9° from the center of the display. The position of the target area was randomly chosen to be either above, below, left or right of the display center on each trial.

5.2. Procedure

On each trial, observers first indicated with a key press whether they perceived upwards or downwards coherent motion in a one interval, 2AFC task. Observ-
rs then indicated, using a 4AFC procedure, whether the
target area, containing coherent motion, was in the top,
bottom, left or right position relative to the center of the
screen. The responses from this location-discrimination
task were used to control a 1-up 2-down adaptive
staircase. Motion coherence within the target area was
controlled by this staircase, which converged on a
threshold performance level of 70%. The staircase ter-
minated after eight reversals. For each condition tested,
10 staircases were completed.

5.3. Results

When analyzing our results, we found that, in many
conditions performance in the location-discrimination
task had not reached the threshold criterion perfor-

mance level. In these cases, therefore, the output of the
staircase would be an unreliable and meaningless esti-
mate of the location-identification performance of the
observer. Furthermore, direction discrimination was
measured in a 2AFC task and location-discrimination
was measured using a 4AFC task. These two tasks have
different chance levels (i.e. guessing rates of 50% and
25% correct, respectively) and thus percent correct per-
formance and thresholds cannot be directly compared.
To resolve these two issues we first took the raw percent
correct at each stimulus level as recorded by our stair-
case procedure. We averaged performance over 10 runs,
but discarded any data from stimulus levels that had
been tested less than 5 times (an unbiased, conservative
criterion that served to minimize the impact of less
reliable data points). We then normalized these data for
the different guess rates of the two tasks using the fol-
lowing simple formula:

\[ P_{\text{C(NORM)}} = \frac{P_{\text{C}} - G}{1 - G} \]  

where \( P_{\text{C(NORM)}} \) is the normalized proportion of correct
responses at each stimulus level, \( P_{\text{C}} \) is the raw (unnor-
malized) proportion of correct responses at each stim-
ulus level and \( G \) is the task guess rate (either 0.5 or 0.25).

Data are shown in Figs. 7–9. In each plot the nor-
malized proportion of correct responses is shown for
the two tasks in each stimulus condition. Chance perfor-
mance on both tasks is indicated as 0, perfect perfor-
ance as 1 and threshold performance (i.e. midway
between perfect performance and guessing) is shown as
0.5. Each of the Figs. 7–9 shows data obtained at a
different viewing distance.

At a viewing distance of 48 cm, for luminance-mod-
ulated dots (Fig. 7a–c) the difference in performance
between the two tasks is small and the functions for
the two tasks overlap. For contrast-modulated dots (Fig.
7d–f) observers can judge the direction of motion (solid

Fig. 6. Results of Experiment 2: discriminating the location (left or right of cue squares) of motion-defined target squares. Performance is shown for
conditions when the cue squares remained in the same position on all trials (open symbols) and when their horizontal positions were randomly
jittered on each trial (solid symbols). Results from three observers are shown with (a–c) LM dots and (d–f) CM dots.
We tested if the difference between location-discrimination performance and direction-discrimination performance for contrast-modulated stimuli was specific to the short viewing distance. In Experiment 2, performance with contrast-defined dots decreased at the greatest eccentricities tested. In the present experiment increasing the viewing distance will decrease the eccentricity of the patches and the total stimulus area, possibly leading to an improvement in performance. At viewing distances of 97 cm (Fig. 8) and 194 cm (Fig. 9) the difference between location-discrimination performance and direction-discrimination performance is still much larger for contrast-defined motion than for luminance-defined motion. It seems that, in general, judging the location of second-order motion in one of four unpredictable locations is much more difficult than judging either the direction of that second-order motion or the location of comparable first-order motion.

To ensure that the direction-discrimination tasks were equivalent in Experiments 1 and 3, we examined the data of two observers (JD and HA) who took part in both experiments. Their psychometric functions for discriminating the direction of motion in an unknown location in Experiment 1 overlapped the psychometric functions for discriminating motion in Experiment 3. This provides good evidence that the requirement of performing two consecutive judgments in Experiment 3 (location- and direction-discrimination) rather than one (direction-discrimination) in Experiment 1, had little effect on performance and the effects found do not simply reflect a change in overall task difficulty.
We investigated the limitations of the mechanism that processes contrast-defined motion, specifically with respect to encoding its position (location) in the visual field. Our motivation for this study was the previously reported failure of second-order motion to support some tasks, such as visual search and form from motion. Using contrast-defined motion as an exemplar of second-order motion we addressed two possible reasons for these failures. First, second-order motion may not be processed in an efficient, and perhaps automatic, fashion across the visual field. Second, given that the mechanisms that process second-order motion can monitor different field locations in parallel; are they also able to adequately encode the position (location) of that motion. Our results suggest that observers can monitor mechanisms for second-order motion across the visual field. The ability to locate (i.e. label position) patches of second-order motion, however, appears to be limited compared with first-order motion. It is important to emphasize that prior to formal data collection considerable effort was taken to establish the optimal conditions for measuring location-discrimination performance for the contrast-defined motion stimuli used in the current study. To achieve this we optimized a number of key stimulus parameters to obtain best performance with contrast-defined motion, including dot density, modulation depth, speed and carrier contrast. Thus we are confident that the effects found are robust and do not simply reflect a particular choice of conditions that disadvantaged contrast-defined motion.

### 6.1. Monitoring second-order motion in multiple locations

The suggestion that second-order motion is not processed efficiently over the visual field is based on the results of visual search tasks (Ashida et al., 2001) and
the pattern of results found in a task where observers had to find an inconsistent direction of motion (Allen & Derrington, 2000). In these studies the greatest effects of number of distracters were found at speeds lower than those used in Experiment 1, although similar to those used in Experiment 2. At these lower speeds, it is possible that second-order motion perception is better served by an indirect (e.g. cognitive based) higher-level mechanism (Seiffert & Cavanagh, 1999). In Experiment 1, the higher drift speed used would potentially favor the operation of low-level motion mechanisms that can mediate the processing of second-order motion. It appears that these mechanisms have the capacity to monitor multiple locations in the visual field.

6.2. Position encoding for second-order motion

We tested the fidelity with which position is encoded by the mechanisms that process contrast-defined motion in two different experiments. In Experiment 2 we tested whether these mechanisms can signal relative position over at least two regions of local motion. We found that the mechanisms that encode contrast-defined motion do not completely discard position, although good performance was highly dependent on the exact stimulus parameters used. Observers were never able to accurately discriminate position offsets as small as those typically found for luminance-defined motion stimuli. In Experiment 3 we investigated whether the mechanisms underlying luminance- and contrast-defined motion have the same positional accuracy when compared un-
under similar levels of motion-discrimination performance. The motion coherence required for reliable position judgments was clearly higher for contrast-defined motion in Experiment 3. Thus even though we were able to show that the visual system can monitor for the presence of motion over the visual field (Experiment 1) it does not appear to encode the position of that motion with a high degree of accuracy over the same stimulus area (Experiment 3).

The underlying reason for the relatively poor position coding for contrast-defined motion is unclear. Previous studies indicate that the poor performance is not due to limitations in extracting contrast-defined spatial structure and thus it is specific to a moving contrast-defined form (Voltz & Zanker, 1996). One possible reason is that the mechanisms that process first-order motion and those that encode second-order motion have different spatial summation areas (i.e., areas over which local motion signals are pooled or combined in order to extract the overall, net direction of movement). If a motion signal of sufficient strength falls within a direction-selective detector’s summation area, then that mechanism is likely to be able to signal the motion direction.

Although a larger summation area would enable a motion mechanism to pool motion information over more extended regions of visual space (advantageous for encoding the net motion of large objects), it would limit the ability of that mechanism to signal the precise location of that motion. There is an inevitable trade-off between summation area extent and positional accuracy for any motion-detecting mechanism. It is thus possible, that the mechanisms that process contrast-defined motion may have larger summation areas than those that process first-order motion. Intuitively this is unsurprising since it has been found that the summation area for contrast-defined static form is larger than the summation area for similar luminance-defined form (Schofield & Georgeson, 1999), and it is possible that this may also be true for contrast-defined motion. Similarly, the summation area for luminance-defined motion has been investigated (e.g. Anderson & Burr, 1991; Fredericksen, Verstraten, & vandeGrind, 1994; Watamaniuk, 1993), but it is not clear that there is yet a reliable estimate (Fredericksen, Verstraten, & vandeGrind, 1997). There have been no studies of the summation area for second-order, contrast-defined motion, an issue that we are currently investigating.

Contrast-defined motion might be processed by a direct, motion energy type mechanism (e.g. Lu & Sperling, 1993) or by an indirect mechanism that relies on the change in position of image features over time (Derrington & Ukkonen, 1999; Seiffert & Cavanagh, 1998). Poor position acuity and larger receptive fields could be compatible with either processing mechanism. A mechanism that determines motion direction from a change in position is likely to have a receptive field that encompasses position coders at two locations. The size of the receptive field will, therefore depend on the size of the local position detectors, but will always be larger than these detectors. In the case of a direct mechanism for contrast-defined motion, it has recently been suggested that the mechanism that processes second-order motion is only weakly direction selective (Ledgeway & Hess, 2002). This weak direction selectivity could, perhaps, arise from larger receptive fields. It is possible that both types of mechanism act on second-order motion but that in both cases position is poorly coded.

6.3. Deficits with second-order motion

Although we find that observers can monitor multiple locations in the visual field for the presence of a region containing coherent second-order motion, they appear to have only limited access to spatial position information. These results may explain why many previous studies have found that second-order motion is an impoverished stimulus for driving some visual phenomena. For example, the reduced performance found when judging three-dimensional shape from second-order motion might be partially attributable to poor position coding in multiple locations. Shape would be ambiguous if the exact positions of the edges that defined the shapes were poorly encoded. It is also possible that discriminating distortions in flow fields could be affected by poor position coding since these also involve accurate representation of the locations of particular velocity distributions.

Poor position coding by itself, however, may not be sufficient to explain all previously found failures with second-order motion. Slow visual search might be attributed to this deficit when the task is to locate an inconsistent motion, but performance is also poor when observers have to simply indicate the presence or absence of second-order motion in a pre-specified direction (Ashida et al., 2001). However recent evidence also suggests that the accuracy with which the direction of motion can be extracted from second-order displays is relatively poor, and these two deficits together could compromise the ability to perform visual search tasks rapidly and efficiently (Ledgeway & Hess, 2002).

7. Conclusion

The mechanisms that detect contrast-defined, second-order motion can simultaneously monitor multiple locations in the visual field for the presence of movement. It appears that the mechanism that processes second-order motion can code rudimentary spatial position to some extent, but it requires a stronger motion signal to do so and is incapable of achieving as high precision as the mechanism that processes first-order...
motion. The results of the present study therefore have important implications for our understanding of motion processing in human vision and offer some new insights into why second-order motion stimuli may be relatively impoverished at eliciting some visual phenomenon.
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