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Abstract

In most tests of vocabulary size, knowledge is assessed through multiple-choice formats. Despite advantages such as ease of scoring, multiple-choice tests (MCT) are accompanied with problems. One of the more central issues has to do with guessing and the presence of other construct-irrelevant strategies that can lead to overestimation of scores. A further challenge when designing vocabulary size tests is that of sampling rate. How many words constitute a representative sample of the underlying population of words that the test is intended to measure? This paper addresses these two issues through a case study based on data from a recent and increasingly used MCT of vocabulary size: the Vocabulary Size Test. Using a criterion-related validity approach, our results show that for multiple-choice items sampled from this test, there is a discrepancy between the test scores and the scores obtained from the criterion measure, and that a higher sampling rate would be needed in order to better represent knowledge of the underlying population of words. We offer two main interpretations of these results, and discuss their implications for the construction and use of vocabulary size tests.
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Introduction

Vocabulary size is typically defined as the number of words in a language for which an individual has at least a basic form-meaning mapping knowledge (see e.g. Meara, 1996). From a learning point of view, recent research has shown that relatively large vocabulary sizes are necessary to operate successfully in English (e.g. Nation, 2006; Schmitt & Schmitt, 2012) and this implies the need to assess whether learners have acquired (or are in the process of acquiring) the required vocabulary.

Vocabulary size is also often used as a proxy for general proficiency in language acquisition research, as vocabulary size scores have been shown to correlate highly with scores on general proficiency tests (Alderson, 2005). With this comes a need to measure vocabulary sizes in a reliable and valid way.

There are two issues that are central in this regard. The first has to do with how the vocabulary knowledge is assessed. The most influential and commonly used format is receptive multiple-choice. Despite its popularity, there are some well-known problems with this format, such as potential overestimation of scores through guessing. The second issue has to do with the sampling of words from the language for inclusion in the test. Because there are usually too many words to take on single test, vocabulary size is typically assessed through a smaller sample of the total population of words. After learners take the test, an extrapolation is made about their vocabulary size based on their scores of that sample. The question is how many words are sufficient to give an accurate estimate, i.e. what is an acceptable sampling rate? This paper reviews these two
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issues and reports on a case study based on data from administrations of one multiple-choice test, the Vocabulary Size Test (VST) (Nation & Beglar, 2007).

**Multiple-choice formats and guessing**

A number of influential tests currently exist for vocabulary size measurement in English: the Vocabulary Levels Test (VLT) (Nation, 1990; Schmitt, Schmitt, & Clapham, 2001), the Vocabulary Size Test (VST) (Nation & Beglar, 2007), the CATSS (Laufer & Goldstein, 2004), and checklist (also known as the Yes/No test) tests (Meara & Buxton, 1987; Pellicer-Sánchez & Schmitt, 2012). (See Read (2000) and Schmitt (2010) for more detailed discussion of these and other vocabulary tests.). With the exception of the checklist test, which employs a self-report binary-choice format, the above tests are all, partially or fully, multiple-choice tests (MCT). A vocabulary MCT item consists of an item stem with a target word and set of response options, typically three or more with one keyed as the acceptable answer and the remainder, the distractors, as unacceptable answers. MCTs have a long and time-honoured history in language assessment in general. As early as in the 1920s, Wood (1928), calling them “new-type” tests, argued for their use in modern foreign language assessment, mainly due to lower costs for scoring in large-scale administrations.

Although there are some obvious advantages with vocabulary multiple-choice formats, such as their widespread familiarity, ease of scoring, and the fact that a large number of words can be tested in a short period of time, there are also some clear disadvantages. Wesche and Paribakht (1996) list no fewer than six points of criticism. Among these, they claim that test-takers may arrive at a correct answer through a process of elimination, with a standard four-alternative item allowing for a 25 per cent chance of guessing the correct answer, and that items may test knowledge of the distractors rather than a more exact meaning of the target word. It is clear that a correct answer to a
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MCT vocabulary item can sometimes be achieved through either elimination of distractors rather knowledge of the target word, or through the application of guessing.

In studies investigating the validity and reliability of the VLT, for example, factors other than knowledge of the target word have been found to be at play in the test-taking process. Even though the VLT format was designed to minimize guessing, Stewart & White (2011), using a formula based on elementary probability theory, found that a six-choice format like the VLT is likely to lead to an average score increase of 16.7% due to guessing for most levels of ability. Furthermore, Kamimoto (2008), employing think-aloud protocol methodology, found that lower-proficiency test-takers’ mean scores on the VLT were inflated by as much as 45% on the 3K level, i.e. cases where no knowledge of the meaning(s) of the target word was observed, but where the test-takers still chose the correct alternative.

The literature also points to problems with other vocabulary MCTs when it comes to overestimation of vocabulary size, for example, the VST. It is a 140-item test measuring word knowledge at 14 frequency levels (1-14K), with items that consist of the prototypical multiple choice (M-C) format. Target words are placed in a non-defining minimal context stem (see Figure 1), with four definition options that often share some semantic features. Stewart (2014), drawing on computer simulations, argues that the score inflation for a four-choice vocabulary format like the VST could be as high as 25% for most ability levels.

1. soldier: He is a soldier.
   a. person in a business
   b. student
   c. person who uses metal
   d. person in the army

Figure 1. An example of a VST item.
On the whole then, vocabulary MCTs are widely used, but there is little hard empirical evidence beyond computer simulations of whether these tests work well. The computer simulations suggest problems of overestimation, but how do the tests function in the real world? That is, do test-takers 'know' the words they are credited with knowing in these tests? There is a need to go beyond computer simulations and explore this question with live examinees.

**Sampling issues in vocabulary size testing**

In most educational settings, an individual’s vocabulary size is generally too large to test all the words separately; therefore sampling becomes an important issue in vocabulary testing. In order to avoid test fatigue with test-takers, test designers opt for shorter rather than longer tests, and aim for designs that do not require extensive resources for administration and scoring. Thus practicality largely determines the number of items that can be included in a test, out of the thousands that are possible. Nation (1993: 36) has advised to: “[c]hoose a sample that is large enough to allow an estimate of vocabulary size that can be given with a reasonable degree of confidence”. However, what a ‘large enough’ sample means remains to be decided by test-designers and there are no hard-and-fast rules for how many items are adequate.

From a theoretical perspective, there are two distinct approaches to sampling test items. Classical Test Theory (CTT) implies that the more items are included in the test, the more valid the result is likely to be. Item Response Theory (IRT) postulates that this is not necessarily the case and shorter tests can work as well as longer tests if the items are selected properly, based on certain statistical models (Embertson, 1996). It remains debatable which of these two approaches works better for vocabulary testing, because vocabulary (item-based) tests may not behave in the same way as proficiency or grammar (system-based) tests. Language tests usually have more than one
item, designed to evaluate the same construct, while in vocabulary tests each word could be argued to be an individual construct and knowing one word in a certain frequency band does not necessarily entail knowing the other words in that frequency band. Therefore, because of the specific nature of lexical knowledge, the IRT approach might be potentially problematic for vocabulary size sampling procedures. Thus it is not surprising that the most influential vocabulary size tests are sampled in line with CTT, with practicality issues in mind. Vocabulary tests like the Yes/No test (Meara & Buxton, 1987; Meara, 1992), which requires test-takers to simply indicate if they know the word or not, can include more items (e.g. 40 items per frequency band of 1,000 words), while tests requiring more complex and time-consuming tasks have to be kept shorter. For example, the VLT tests 30 items per frequency band, and the VST only 10.

In general, the important empirical question is how many items are appropriate to represent an underlying population of words in a frequency band. We will address this question in a case study by looking at one MCT which is already in use: the VST.

In the VST with ten items representing each frequency level in the test (1,000 word families), each target word represents 100 words in the band (i.e. a 1:100 ratio). With such a small number of target items, each one becomes critical, with each word’s characteristics (e.g. cognate or false friend or not) and each test item’s efficacy (strong or weak item) having a disproportionate effect on the overall vocabulary size estimate. With more target items per band, the effect of any potentially problematic item is lessened. On the other hand, using a Rasch analysis, Beglar (2010) found that test forms with as few as five items per level (a 1:200 ratio) can yield adequate reliability and item separation indices, which has led to creating VST test versions of 5 items per frequency band. However, a probabilistic Rasch approach cannot directly demonstrate how performance on the test items relate to knowledge of the overall population (i.e., all of the words in the relevant
1,000-word frequency band), because it does not employ an external criterion of this knowledge to feed into the analysis. Thus the number of items per frequency level required to describe that level with confidence remains to be empirically determined.

Summing up, the above review has identified potential problems to do with overestimation in vocabulary size MCTs. However, very little hard empirical evidence exists when it comes to investigating whether test-takers’ scores on a test reflect demonstrable knowledge. Furthermore, the item-based nature of vocabulary raises questions to do with suitable sampling rates. The question is how many multiple-choice items can adequately reflect test-takers’ knowledge of the relevant frequency band. This study sets out to empirically investigate these two issues, with the following research questions:

RQ1. Do scores from the investigated vocabulary size MCT match, underestimate, or overestimate test-takers’ demonstrable word knowledge?

RQ2. Is the sampling rate of the investigated vocabulary size MCT sufficient to represent test-takers’ knowledge of a relevant frequency band in a valid way? If not, what would a more appropriate sampling rate be?
Methods

We investigated the RQs using data collected through a new vocabulary test which is gaining popularity, the *Vocabulary Size Test* (VST) (Nation & Beglar, 2007). The rationale for using the VST in our case study is not only that it is a new, increasingly used test, and that it is beginning to be used in research studies as a primary measure (Elgort 2011; Uden, Schmitt, & Schmitt, 2014), but principally that it uses the typical 4-option multiple-choice format. The test was briefly described in the literature review, but some additional information is afforded here. The test was developed by Paul Nation and it first appeared in *The Language Teacher* (Nation & Beglar, 2007) and has been reproduced in books (Nation & Gu, 2007; Schmitt, 2010) and on several websites. At present, the VST exists in two English monolingual versions: the original 1 – 14,000 word version (14K) and a more recent 1 – 20,000 word version (20K). This study deals with the former, as it is the version most widely available. The 14K test consists of 140 items, divided into 14 sections of 10 items each. Each section in the test corresponds to an underlying 1,000-word frequency band in a 14,000 word frequency list of English word families developed from the British National Corpus (BNC). The VST was developed to “provide a reliable, accurate, and comprehensive measure of a learner’s vocabulary size from the 1st 1000 to the 14th 1000 word families of English” (Nation & Beglar, 2007: 9), with its intended use being mainly pedagogical in nature, namely to determine whether learners have enough vocabulary to read in English: “Users of the test need to be clear what the test is measuring and not measuring. It is measuring written receptive vocabulary knowledge, that is, the vocabulary knowledge required for reading.” (Nation, 2012, no page number).

At the time of writing, there has been limited investigation into the characteristics of the VST. As examples of what has been done, Beglar (2010), using IRT techniques, found that the test
had some good technical characteristics in terms of adequate reliability and item separation indices, but that some items seemingly needed revision. Gyllstad (2012) found that participants generally scored better at the higher frequency bands and poorer at the lower frequency bands (as expected, and being evidence of construct validity), but that there were many exceptions to this general trend. Just like Beglar, he also found that some items were in need of revision. Overall, then, in the spirit of validation as a continuing process (Messick, 1995), further validation is called for.

In order to be able to address our first RQ, we needed to have an additional measure of the vocabulary knowledge, to which we could compare test-takers’ performance on the MCT to see if they actually knew the MCT words they were credited with knowing. In more technical terms, this implies a criterion-related approach (Bachman, 1990; Weir, 2005), a common method for exploring how well test scores reflect knowledge of an underlying construct. A key aspect of validity is the inferences or interpretations which can be reasonably drawn from the test scores. Thus we used score interpretation as guidance in selecting our criterion measure. Since the VST MCT is intended to be interpreted as a measure of vocabulary which can be utilized in reading, the criterion test format must tap into a degree of mastery which will allow this. Reading requires a ‘meaning recall’ degree of mastery (i.e. the ability to recall the meaning of a word when its orthographic form is read), and it is an interesting question which type of concurrent measure would best capture this mastery.

The best measure would be to see if the target words could be quickly and automatically recognized and understood in actual reading texts, without the need to stop and inference from context. (The VST is a vocabulary knowledge test, not a test of inferencing ability). But this is difficult to operationalize, with issues such as what qualifies as a natural reading text, and how to construct one long text in which a large number of target words could be naturally embedded. Even
if such a text could be developed, the problem remains of how to probe the knowledge of the target words – after reading the whole text or directly after the participants encounter each word. Furthermore, it is not possible to use any kind of MCT as the criterion measure, as this does match the level of vocabulary knowledge required for reading. That is, when reading a text and coming across a word like *porridge*, there are no options to choose from: a. a kind of dog, b. a place to put money, c. something to eat at breakfast. Learners need to know and be able to recall a word’s meaning for it to facilitate fluent reading.

Schmitt (2010) argues that perhaps the best way of demonstrating vocabulary meaning recall knowledge is “through interactive face-to-face interviews where the interviewer can probe the examinees [sic] lexical knowledge in detail and come to a very confident determination of this knowledge” (p. 182). We ultimately decided to use this method in conjunction with short, written non-defining sentence contexts containing the target words. Thus, to obtain a good indication of our participants’ knowledge of the target words, because of the difficulties involved with a reading passage approach, and because of the inappropriacy of M-C criterion formats, an interview technique was adopted. This technique allowed us to measure participants’ knowledge at the meaning recall level, which while being a higher level of knowledge than required for meaning recognition, is the level of mastery needed for reading. It has also previously been successfully used in validation studies of the Vocabulary Levels Test (Schmitt, Schmitt, & Clapham, 2001) and the Word Associates Format (Read, 1998; Schmitt, Ng, & Garras, 2011).

As to the second RQ dealing with sampling rate, we decided to create a set of additional MCT items. This was done to enable us to tease out how test-taker performance on the original 10 items of the test relate to the performance on the criterion measure, and compare this to how test-takers’ performance on an increased number of items relates to the performance on the criterion
measure. This made it possible to see how an increase of items from 10 to 15, 20, 25, or 30 items would affect how valid the score on the MCT is compared to the demonstrated knowledge of the words in the frequency band, which the MCT sections are intended to represent.

Sampling items from the entire VST in the study would have been impractical when using our time-intensive interview approach, so we focused on three test levels: higher-frequency (3K), mid-frequency (6K), and lower-frequency (9K) (Schmitt & Schmitt, 2012). This spread of frequency bands should provide an indication of how test-takers perform across a range of frequencies, up to the 9K level needed in order to read a wide range of authentic English texts (Nation, 2006).

Materials

Two principal test instruments were created for the study. Firstly, a written pencil-and-paper test of MCT items was compiled. This was done by taking the original 10 VST items from the 3K, 6K and 9K sections of the test, and adding an additional 20 items per section created specifically for these bands, closely following the procedures and specifications reported in Nation & Beglar (2007) and Nation (2012), and using the same frequency lists as those used for the original test. The new items were piloted with five native speakers of English to assure that they could not guess the correct answer when seeing only the four options without the stem, but that they could correctly answer all of the complete items (stem + options). The resulting 30 items per level were inserted into a test booklet, thus 30 3K items, 30 6K items and 30 9K items.

We then created the second principal test instrument: the criterion measure. We wished to sample from the 1,000 words in the three target frequency levels at a rate which would provide a more complete sample and which would lead to a high level of confidence. There is no agreement
about what sampling rate is sufficient, although a classical test theory perspective would suggest that more is better. Therefore, we consulted several testing specialists, and the consensus was that a 1:10 sample rate would satisfy them as a reasonable criterion in this study to compare the MCT results to (i.e. 100 interview measure items). The interview measure thus covered the 30 target words given on the expanded VST, plus another 70 words randomly sampled from the relevant frequency bands. The sampled target words were put in a minimal non-defining context to make the interview items as similar to the test items as possible:

Triangle: He drew a **triangle**.

The three sets of interview measure items were piloted with five native speakers of English using the same procedure as with the VST test items to ensure that the interview items were not guessable from the sentence context.

**Participants**

Our methodology of comparing correct/incorrect responses to the MCT items with an in-depth oral probing of the same target words necessitated having a situation where participants knew some, but not all, of the target words. If they knew all of the target words, we could not gather information about their test-taking behaviour when they did not know the words (i.e. test-taking strategies). Conversely, if they did not know any of the words, we could not investigate their test-taking behaviour when they did know the target words. We therefore needed population groups where we would get this ‘mixed’ (some known and some unknown) response pattern for our three chosen frequency levels. After a series of pilots, it was found that an available Lithuanian population was
suitable for the 3K level, and a Swedish population was suitable for the 9K level. Furthermore, we were able to find two populations for which the 6K level was suitable, a UK-based mixed-L1 participant group and the aforementioned Swedish population. This allowed an overlap for that frequency band with two participant groups in two different locations being tested on the same material. In total, 141 participants took part in the study. The overall design of the study in terms of participant groups and test sections used is shown in Figure 2.

**Figure 2.** The participant groups of the study and the test sections administered

**3K participants in Lithuania:** 50 Lithuanians (22 males, 28 females) from various proficiency levels were recruited. Their mean age was 30.5 (SD=12.21; range: 38 [18, 55]), and while their educational background and proficiency varied considerably, they had all studied English either at school and/or in various language courses. They were either university students (BA students N=14, MA students N= 10) or working professionals (N=26).
6K participants in the UK: 40 students at a British university (12 males, 28 females) voluntarily participated in the study. They were recruited from the university’s MA in Applied Linguistics program, as well as from various student societies joined by international students. Their mean age was 21.4 (SD=3.3; range 18 [18, 35]), and they were spread across 19 different L1s, with the largest groupings being Chinese (n=8), Arabic (n=6) and Kurdish (n=4). English was a second language for all of them. They had all met the minimum university entrance requirement of an IELTS 6.0, TOEFL iBT 79, or PTE Academic 55, although many were considerably above this proficiency level.

6K and 9K participants in Sweden: 51 students at a Swedish university (25 males, 26 females), volunteered when taking a module on English vocabulary learning. Their mean age was 24.2 (SD 6.7; range: 22 [18, 39]) and they had just started their first year of study on a five-year teacher training programme. In terms of proficiency level, the grade prerequisites for admission to the programme correspond to a minimum CEFR level of B2. The same individuals took the 6K and 9K tests.

Procedure
Table 1 illustrates the study procedures, and the data were gathered as follows. First, the pencil-and-paper 30-item MCT was administered (for the Swedish groups both the 6K and 9K test booklets were given at the same time). For most participants, 5-10 minutes was enough to sit the 30 items. As the second step, the participants took part in the oral interview.
Table 1. Study procedure.

<table>
<thead>
<tr>
<th>Data on the 3K level</th>
<th>Data on the 6K level</th>
<th>Data on the 6K and 9K levels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location: Lithuania</td>
<td>Location: the UK</td>
<td>Location: Sweden</td>
</tr>
<tr>
<td>N = 50</td>
<td>N = 40</td>
<td>N = 51</td>
</tr>
</tbody>
</table>

- **Instructions**
  - Paper-and-pencil MCT booklet 30 items
  - Vocabulary interview measure 100 items
  - Retrospection interview

<table>
<thead>
<tr>
<th>Instructions</th>
<th>Instructions</th>
<th>Instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper-and-pencil MCT booklet 30 items</td>
<td>Paper-and-pencil MCT booklet 30 items</td>
<td>Paper-and-pencil MCT booklet 2 x 30 items</td>
</tr>
<tr>
<td>Vocabulary interview measure 100 items</td>
<td>Vocabulary interview measure 100 items</td>
<td>Vocabulary interview measure 2 x 100 items</td>
</tr>
</tbody>
</table>

No explicit link between the pencil-and-paper test and the interview was mentioned. The interview comprising 100 words took on average 25-30 minutes to carry out (50-70 minutes for the Swedish participants for two bands, including a short break in the middle). No fatigue effects were observed. Each interviewee was told that the aim of the interview was to find out whether they knew the meaning of a list of English words. They were asked to look at the prepared list of words and describe the meaning of those words, one by one. Each word was presented as in the MCT item, but without the four alternative options:

**peacock:** I saw a **peacock**.

It was made clear that the non-defining context only illustrated *one* use of potentially many for the word form, and that any meaning sense of a polysemous word would be accepted. Participants were
told that they were expected to demonstrate meaning knowledge of the target words in any way that was comfortable for them (e.g., L1 translation equivalent or definition, L2 synonym or definition, picture, gesture). The interviewing researchers had a comprehensive catalogue of L1 translation equivalents and L2 synonyms and definitions available for all the target words during the interview.

In terms of deciding whether an interviewee knew the meaning of a word or not, the following criteria were used. For a target word like *peacock* (6K), if encountering this word in a text, we arguably would like the word form to evoke the concept ‘peacock’, i.e. some kind of semantic, prototypical representation of the animal. In the interview, it was thus not enough to say ‘an animal’ or ‘some kind of bird’, since these were considered merely very broad classifications of the noun in question. Interviewees who answered ‘bird’ were asked to supply further information to show that they knew something more, for example characteristics like size and/or colour, to distinguish *peacock* from other birds. Likewise, for a target word like *artillery* (6K), only saying that the word to them had military connotations was insufficient; they were expected to supply some more precise meaning information, e.g. ‘big, heavy guns’. This means that a general classification plus some kind of additional meaning feature was generally required. Moreover, if the target word was a cognate, then just supplying the L1 word was not considered enough and interviewees were asked what the meaning of the L1 word was to them, in order to rule out that their knowledge was exclusively form-based, devoid of meaning. However, we want to emphasize that a very detailed meaning knowledge of the target words was of course *not* a requirement, and the amount of instances where participants were asked to supply more information was in reality very small. Surely, only ornithologists and military experts can supply precise and meticulous descriptions of concepts like ‘peacock’ and ‘artillery’.
Finally, in order to gain insights into test-taking behaviour, twenty participants took part in a retrospective interview based on the original ten test items in the 3K band. These participants were selected from the 3K participant group to represent a range of proficiency levels: their vocabulary interview measure scores (Max=100) ranged from 13 to 90, with a mean of 67. The retrospective interviews were carried out immediately after the vocabulary interview part of the study. The participants were not informed of these interviews beforehand, in order not to affect their test-taking behaviour in any way. They were presented with their tests in order to be able to go through the results and explain their choices. The participants showed little difficulty in remembering the reasons for choosing their answers, and because the interviews were conducted in Lithuanian by the second author, no language-related difficulties in formulating their answers were reported by the participants.
Results

Reliability indices for the test instruments used in the study are shown in Table 2. The reliability indices (Kuder Richardson 21) of the 30-item MCT booklets were acceptable to high (.68-.87), and the 100-item interview produced very high reliability figures (.92-.97).

Table 2. Reliability indices (Kuder Richardson 21) for the MCT test booklet and the interview measure administrations.

<table>
<thead>
<tr>
<th></th>
<th>3K Test administration</th>
<th>6K Test administration A</th>
<th>6K Test administration B</th>
<th>9K Test administration</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCT booklet 30 items</td>
<td>.85</td>
<td>.87</td>
<td>.70</td>
<td>.68</td>
</tr>
<tr>
<td>Interview criterion measure 100 items</td>
<td>.97</td>
<td>.97</td>
<td>.92</td>
<td>.93</td>
</tr>
</tbody>
</table>

Descriptive statistics for the paper-and-pencil MCT and the interview criterion measure are provided in Table 3. Results of the test and interview measures confirm that our selection of participant groups did produce the desired range of scores in the three frequency bands, e.g. a mean of 65-69% correct responses on the original 10 VST items. Furthermore, the table shows that the difficulty of the additional items (11-30) matches the difficulty of the original items (1-10) rather well. It is important to note here, though, that the values in Table 3 do not in themselves indicate either under- or overestimation. Subsequent analyses will be needed to address this issue.

RQ1. Do scores from the MCT match, underestimate, or overestimate test-takers’ demonstrable word knowledge?

Research Question 1 was addressed through three analyses. Firstly, participants’ scores on the original 10 MCT items were compared with their knowledge of the same items in the interview.
Table 3. Descriptive statistics for the MCT test booklet and the interview measure administrations.

<table>
<thead>
<tr>
<th></th>
<th>3K Test administration</th>
<th>6K Test administration A</th>
<th>6K Test administration B</th>
<th>9K Test administration</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lithuania N = 50</td>
<td>United Kingdom N = 40</td>
<td>Sweden N = 51</td>
<td>Sweden N = 51</td>
</tr>
<tr>
<td>MCT Test booklet</td>
<td>Mean</td>
<td>SD</td>
<td>PC</td>
<td>Mean</td>
</tr>
<tr>
<td>10 items</td>
<td>6.88</td>
<td>2.22</td>
<td>.69</td>
<td>6.48</td>
</tr>
<tr>
<td>15 items</td>
<td>10.58</td>
<td>3.33</td>
<td>.71</td>
<td>9.38</td>
</tr>
<tr>
<td>20 items</td>
<td>13.78</td>
<td>4.15</td>
<td>.69</td>
<td>13.32</td>
</tr>
<tr>
<td>25 items</td>
<td>16.98</td>
<td>5.18</td>
<td>.68</td>
<td>17.60</td>
</tr>
<tr>
<td>30 items</td>
<td>20.86</td>
<td>5.91</td>
<td>.70</td>
<td>21.32</td>
</tr>
<tr>
<td>Interview Criterion</td>
<td>Mean</td>
<td>SD</td>
<td>PC</td>
<td>Mean</td>
</tr>
<tr>
<td>measure</td>
<td>62.20</td>
<td>22.04</td>
<td>.62</td>
<td>55.53</td>
</tr>
</tbody>
</table>

Legend. PC = proportion correct mean score
Then the retrospective interviews were analysed trying to get closer insights into how participants arrived at the correct answers in the MCT. Finally, we looked at how the scores on the MCT relate to the overall score of the interview measure.

In the first analysis, participants’ scores on the original 10 MCT items were compared with their knowledge of the same 10 words in the interview. The result of this analysis is a direct comparison between the ability to answer a MCT item correctly and demonstrated knowledge of the meaning recall of the corresponding target word, which should permit understanding that word in a reading context. In the contingency matrices (Table 4), desirable results are shown in cells A and D, where there is congruency between item performance and demonstrated knowledge. Across the four data samples, a range of 70-84% of the responses fell into these categories. However, the B and C cells are problematic, as they indicate discrepancies between the MCT and the criterion interview measure. Across the four data samples, there is a relatively small proportion of cases where the participants were unable to answer the MCT item correctly, although they demonstrated knowledge of the word in the interview (Cells B: 2, 3, 4 and 8%), hence underestimation does not seem to be a major issue for the MCT format or at least in case of the VST. In terms of overestimation, i.e. where participants were credited with knowing a target word on the MCT, but where they could not demonstrate adequate meaning knowledge in the interview, the values are considerably higher (Cells C: 11, 13, 18 and 26%). In absolute terms, these figures indicate that 11-26% of the items on the MCT are gained without the requisite knowledge about the target words.

We ran an analysis to see whether the above percentages of overestimation were higher than could be expected from simple blind guessing. First, we determined the number of test words which were actually unknown according to the interview (e.g. 7 words). By using blind guessing as a strategy, a participant could be expected to answer .25 of unknown words correctly, so we
Table 4. Contingency matrices of MCT scores and interview scores for the same 10 words from the four data sets.

<table>
<thead>
<tr>
<th>Interview</th>
<th>MCT 3K</th>
<th>MCT 6K (A)</th>
<th>MCT 6K (B)</th>
<th>MCT 9K</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Correct</td>
<td>Incorrect</td>
<td>Correct</td>
<td>Incorrect</td>
</tr>
<tr>
<td>Knew</td>
<td>A</td>
<td>B</td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td></td>
<td>252 (50%)</td>
<td>10 (2%)</td>
<td>206 (52%)</td>
<td>13 (3%)</td>
</tr>
<tr>
<td>Did not know</td>
<td>C</td>
<td>D</td>
<td>C</td>
<td>D</td>
</tr>
<tr>
<td></td>
<td>92 (18%)</td>
<td>146 (29%)</td>
<td>53 (13%)</td>
<td>128 (32%)</td>
</tr>
</tbody>
</table>

**Legend.** The four table cells for each data set contain the absolute and relative numbers for the following type of responses across the MCT and Interview measures:

- Cell A = Answered MCT item correctly and demonstrated knowledge in interview
- Cell B = Answered MCT item incorrectly but demonstrated knowledge in interview
- Cell C = Answered MCT item correctly but did not demonstrate knowledge in interview
- Cell D = Answered MCT item incorrectly and did not demonstrate knowledge in interview
calculated a potential guessing figure (e.g. $7 \times .25 = 1.75$). We then compared this guessing figure (1.75) with the number of unknown words answered correctly on the MCT (Cell C cases) (e.g. 4).

For each frequency band, we checked whether the average overestimation value (e.g. 4) was significantly higher than the average potential guessing score (e.g. 1.75) through paired-samples t-tests. The results showed that this was the case for two frequency bands: 3K ($M=1.84$, $SD=1.34$ vs. $M=1.19$, $SD=.58$, $t(49)=3.81$, $p<.001$) and 9K ($(M=2.59$, $SD=1.58$ vs. $M=1.41$, $SD=.48$), $t(50)=6.23$, $p<.001$). For the 6K band, the results approached significance for one administration (6K-B) ($M=1.06$, $SD=1.16$ vs. $M=.84$, $SD=.47$), $t(50)=1.82$, $p=.075$), while not achieving significance for the other administration (6K-A) ($M=1.32$, $SD=1.32$ vs. $M=1.13$, $SD=.60$), $t(39)=1.14$, $p=.261$). Overall, Table 4 shows that there is clear overestimation, and the above analysis shows that there is a tendency for this overestimation to be even greater than could be expected from blind guessing.

As blind guessing does not explain why test-takers answered a relatively high number of items correctly when also showing no meaning recall knowledge of the target words, it suggests that test-taking strategies were employed by the participants. To investigate this further, we analysed the strategies used by 20 test-takers while answering the 10 original MCT items in the Lithuanian 3K study (i.e. 200 cases). Based on Paul, Stallman and O’Rourke (1990) and Schmitt, Ng and Garras (2011), we identified 6 main test-taking strategies:

1. **Knowing the meaning**: test takers stated that they knew what the word means.
2. Inferring the meaning, when a **member of a word family** is known (e.g. participants chose the correct meaning of the word *to pave*, because of knowing the word *pavement*)
3. **Elimination and association**: test takers eliminated the answers that they thought were illogical (“*given golden edges* seems strange”), or that they thought they knew the word for (“I thought of all
the synonyms meaning travelling and *rove* is not one of them”) or used various associations (“I thought *jug* sounds similar to *jar* and *mug*”). Test takers nearly always reported using elements of these two strategies together.

4. Inferring from **similar word forms in the test items**: this strategy was used for two items in particular: Item 6 (word *strap* associated with the word *strip*) and Item 10 (*lonely* associated with *lonesome*).

5. Inferring the meaning based on the **context of the sentence**.

6. **Blind guessing**.

There were also other strategies used, but they were very uncommon (only 9/200), for example, choosing the shortest option (1 time), choosing the option that is understood best (1 time), choosing the definition which sounds best (1 time). However, they never led to correct test answers. Table 5 summarizes how often and how successfully various strategies were used by the test takers.

Knowing the meaning (Strategy 1) was the most frequent reason for choosing an answer, used by all 20 participants. It resulted in selecting the correct answer most of the time and showed meaning recall knowledge as indicated by the interview. The least frequent strategy was blind guessing (Strategy 6), used by only 5 participants. As in other studies (e.g. Rupp, Ferne, & Choi, 2006), it seems that blind guessing was usually seen as a last resort, when other test-taking strategies (in this case, trying to think about word associations or finding test-related clues) failed to produce a result. Hence, as blind guessing seems to be infrequent and unsuccessful, it does not appear to distort the test scores, at least based on this limited data sample.

The strategy of inferring word meaning from other members of the word family (Strategy 2) seems to be very successful and it demonstrates actual knowledge most of the time. This is a positive result, which shows that the notion of the word family does work in the VST, as the knowledge of one member of the word family can lead to answering the test item correctly.
The most widely used test-taking strategy was elimination and association (Strategy 3). This combined strategy included both unclear intuitions and partial knowledge, and was much more successful than simply blind guessing. Of 53 cases, learners were able to answer the MCT items correctly in 20, despite only knowing the word in 6 cases. Thus, by using this strategy, test-takers were able to answer 14 out of 53 items correctly (26%), while demonstrating no knowledge on the interview measure. The use of this strategy was also widespread, as most individual test takers managed to answer one or two items correctly by employing it.

Strategies 4 and 5 involve the use of test clues. Strategy 5 is not detrimental, because guesses based on the context of items were extremely unsuccessful, which shows that the contexts are minimal and that all of the options are plausible with those contexts. Strategy 4, on the other hand, is more problematic, especially for this set of items. It was mostly used for two specific test items and in both cases words similar to the target words were included in correct options (strip – strap: orthographic similarity, lonesome - lonely: same stem), which made this strategy extremely successful. For the word lonely, where the connection between the target word and the definition word was meaning based, most of the time the examinees reasoned this connection out and answered the item correctly. While some of the participants may have had some partial knowledge of this item, some others might have simply inferred the connection from the formal similarity of the two words (lonesome - lonely). Therefore items that have similar distractors should be avoided, because the test is supposed to check learners’ existing knowledge of the words rather than evaluating their inferencing abilities (or providing learning opportunities from this inferencing). As for the word strap, participants who answered the item correctly based on this strategy showed no knowledge of the word. While it could be argued that the lonely item might capture some type of
Table 5. Test-taking strategies and success rate.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of participants using strategy(^a)</td>
<td>20 (100%)</td>
<td>8 (40%)</td>
<td>17 (85%)</td>
<td>13 (65%)</td>
<td>9 (45%)</td>
<td>5 (25%)</td>
</tr>
<tr>
<td>Frequency of use(^b)</td>
<td>95</td>
<td>8</td>
<td>53</td>
<td>18</td>
<td>10</td>
<td>7</td>
</tr>
<tr>
<td>Getting correct answer on the MCT</td>
<td>91 (96%)</td>
<td>7 (88%)</td>
<td>20 (38%)</td>
<td>18 (100%)</td>
<td>1 (10%)</td>
<td>1 (14%)</td>
</tr>
<tr>
<td>Knowing the word on the interview measure</td>
<td>90 (95%)</td>
<td>6 (75%)</td>
<td>6 (11%)</td>
<td>11 (61%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

**Legend.**

\(^a\) Out of 20 participants

\(^b\) Out of 191 answers
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lexical knowledge in some cases, the strap item does not. However, Strategy 4 could probably be eliminated as a viable strategy with careful analysis and revision of the MCT test items.

Summarizing, the analysis of test-taking strategies seems to suggest that the investigated MCT is not very affected by blind guessing, as test-takers do not seem to guess blindly that often. Rather the test seems to be prone to various other test-taking strategies, where at least some of these must be seen as construct-irrelevant.

While the previous two analyses looked only at the original VST items and if the correct answer in the test showed that participants could recall the meaning of the target word or simply relied on test-taking strategies to arrive to the correct answer, the final analysis looks at how the test-score of the original VST matches the knowledge of the relevant frequency band. For this purpose, the participants’ scores on the original 10 MCT items were compared with their performance on the 100-word interview for the four data sets. In Figures 3a-d, the plots show these comparisons. As 100 words for the interview are sampled from the same population as the 10 items for the original MCT only with a different sampling ratio (1:10 for the interview, compared to 1:100 for the MCT), in the ideal case the test score from the original 10 items on the MCT (x-axis) should predict the vocabulary interview measure score (y-axis) as closely as possible. However, from these figures we see that there is often a considerable mismatch between MCT scores and the interview measure scores. The plots illustrate that there is both under- and overestimation, but that the latter is clearly dominant, especially for the 3K, the mixed-L1 6K, and the 9K. In order to go beyond mere impressionistic observation based on these plots, however, we carried out paired sample t-tests based on mean proportion correct scores for the MCT and the Interview. Table 6 shows the results.
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Figure 3a. Comparison of test scores on 10 MCT words (X-axis) and interview scores for 100 words (Y-axis) for the 3K frequency band.

Figure 3b. Comparison of test scores on 10 MCT words (X-axis) and interview scores for 100 words (Y-axis) for the 6K frequency band.

Figure 3c. Comparison of test scores on 10 MCT words (X-axis) and interview scores for 100 words (Y-axis) for the 6K frequency band.

Figure 3d. Comparison of test scores on 10 MCT words (X-axis) and interview scores for 100 words (Y-axis) for the 9K frequency band.
Table 6. Pair-wise comparisons (t-test) of proportion correct means for MCT scores and Interview scores.

<table>
<thead>
<tr>
<th>Data sets</th>
<th>Proportion scores</th>
<th>t-test statistics</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>M</td>
<td>SD</td>
<td>df</td>
</tr>
<tr>
<td>3K MCT 10 words</td>
<td>.688</td>
<td>.223</td>
<td>49</td>
</tr>
<tr>
<td>3K Interview 100 words</td>
<td>.622</td>
<td>.220</td>
<td></td>
</tr>
<tr>
<td>6K (A) MCT 10 words</td>
<td>.648</td>
<td>.188</td>
<td>39</td>
</tr>
<tr>
<td>6K (A) Interview 100 words</td>
<td>.555</td>
<td>.242</td>
<td></td>
</tr>
<tr>
<td>6K (B) MCT 10 words</td>
<td>.690</td>
<td>.140</td>
<td>50</td>
</tr>
<tr>
<td>6K (B) Interview 100 words</td>
<td>.651</td>
<td>.162</td>
<td></td>
</tr>
<tr>
<td>9K MCT 10 words</td>
<td>.649</td>
<td>.158</td>
<td>50</td>
</tr>
<tr>
<td>9K Interview 100 words</td>
<td>.438</td>
<td>.174</td>
<td></td>
</tr>
</tbody>
</table>

As can be seen, for 3 out of 4 data sets, the MCT proportion correct scores are significantly higher than the Interview proportion correct scores, with large (or approaching large) effect sizes. The fourth data set (6K (B)) showed the same trend, although the p-value fell just short of .05.

RQ2. Is the sampling rate of the MCT sufficient to represent test-takers’ knowledge of a relevant frequency band in a valid way? If not, what would a more appropriate sampling rate be?

The Vocabulary Size Test Instructions and Description document specifies that examinees’ scores should be multiplied by 100 to find their total vocabulary size, based on the test design principle that one item on the test represents 100 items in the relevant frequency band. This design
principle entails that items from a particular level represent words from the frequency band from which they were sampled, and not from other frequency bands (e.g. a 3,000-level item cannot be extrapolated to indicate vocabulary size at the 6,000 frequency level). The question then becomes how many test items are necessary to represent each distinct 1,000-word frequency band. The results reported in the previous section seem to suggest that a sample of 10 items for a 1,000-word frequency band seems to overestimate test-taker’s knowledge.

In order to address this question further, a correlation analysis was carried out. The participants’ scores on the original 10 MCT items were correlated with their scores on the 100-word interview for the three frequency bands (Table 7). A Spearman’s rho correlation was used as a Kolmogorov-Smirnov test indicated that some score distributions deviated from normality. The correlations ranged from .50-.86. While these correlations might seem acceptable in other language testing contexts, the fact that a single test item represents 100 words means that very high correlations are required to avoid large error in the resulting vocabulary size estimate. With $R_s^2$ values ranging from .25-.74, ten items do not appear to provide the desired level of precision.

**Table 7. Correlations of the MCT item scores and Interview measure scores.**

<table>
<thead>
<tr>
<th>MCT</th>
<th>3K Test administration</th>
<th>6K Test administration A</th>
<th>6K Test administration B</th>
<th>9K Test administration</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 items</td>
<td>$r_s$</td>
<td>$R_s^2$</td>
<td>$r_s$</td>
<td>$R_s^2$</td>
</tr>
<tr>
<td>15 items</td>
<td>.81**</td>
<td>.66</td>
<td>.86**</td>
<td>.74</td>
</tr>
<tr>
<td>20 items</td>
<td>.85**</td>
<td>.73</td>
<td>.94**</td>
<td>.88</td>
</tr>
<tr>
<td>25 items</td>
<td>.86**</td>
<td>.74</td>
<td>.89**</td>
<td>.79</td>
</tr>
<tr>
<td>30 items</td>
<td>.88**</td>
<td>.77</td>
<td>.88**</td>
<td>.77</td>
</tr>
</tbody>
</table>

** All correlations Spearman’s rho, significant at $p < .01$
In order to ascertain whether additional test items would improve the level of precision, five items at a time were added in an incremental fashion, and correlation values obtained for 15, 20, 25 and 30 items. This resulted in fairly consistent improvements in correlation values as additional items were added. In absolute terms, 30 items generated $R^2_s$ values ranging between .73-.90. This evidence demonstrates that adding additional items to each test level results in better estimates of the 1,000-word bands.

**Discussion**

With MCTs being widely used for measuring vocabulary size, but with existing validity evidence relying mainly on computer simulations and probabilistic modelling, the present study was designed to investigate two central issues concomitant with vocabulary MCTs: the potential problem of overestimation and that of sampling rate. To do this, we designed a case study featuring a fairly recent but influential four-option MCT: the VST. Using a test score interpretation approach, our criterion-related validity study compared test-takers’ scores on the MCT test with their performance on another test instrument targeting the same knowledge. To the best of our knowledge, no studies to date have used this approach when researching this particular MCT. Two research questions guided our investigation.

Our first research question explored the degree to which answers on the MCT items reflect demonstrable knowledge of the target words’ meanings. The results show that there was a clear tendency for scores on the MCT to be proportionally higher than scores from the interview measure. There seem to be two principal ways in which these results can be interpreted. The first interpretation would hold that the difference between test-takers’ scores on the MCT and their scores in the oral interview comes from the fact that the task in the MCT is a meaning recognition task, whereas the task in the interview is a meaning recall task, where the latter is typically a more
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demanding task. As a case in point, Laufer & Goldstein (2004) found that meaning recall (called “active recall” in their study) was a more difficult task than meaning recognition (called “active recognition” in their study) when testing the vocabulary knowledge of 435 learners of English. The first possible explanation for the obtained results would therefore be that the discrepancy in scores stems simply from testing different aspects of word knowledge in the two measures.

However, ascribing the difference to only a dissimilarity in tasks and stopping there is too simplistic in our view, and disregards the score interpretation rationale employed in the study. This approach highlights the fact that practitioners and researchers want to use the score to be able to say something meaningful about a test-taker’s ability. No end-user will want to interpret scores from a MCT as the ability to choose among alternatives on M-C items. Rather, teachers, researchers, and administrators will make inferences regarding language use based on the test scores. For example, they might want to know if a person has the vocabulary necessary for reading unsimplified authentic texts. The MCT taps into meaning recognition, whereas understanding a text during reading requires meaning recall. In the reading situation, no meaning alternatives are provided – word forms in the text must trigger the activation of corresponding meanings. We do not think it is farfetched to assume that a test-taker with an estimated vocabulary size of e.g. 8,000 word families will be expected to be able to read texts like novels and newspapers with an adequate comprehension level, just as predicted in Nation (2006). However, if the extrapolated score of 8,000 words is based on an overestimation, and in the worst case a quite substantial one, then our hypothetical test-taker may experience difficulties when reading authentic texts, counter to predictions.

On balance, then, our results may provide more or less cause for concern depending on which of the two main interpretations is given priority, and in effect how scores from a vocabulary
size MCT like the VST are interpreted and used. On a general note, we think that the use of MCTs as measures of vocabulary size would benefit from being subjected to an argument-based approach to validation (Kane, 2013), whereby interpretation and use of test scores are made explicit, followed by an evaluation of the plausibility of these proposals.

In line with the test score interpretation and use argument from above, if we look at the obtained results, in 11-26% of all cases concerning the original items from the investigated MCT participants were credited with meaning knowledge of these words that they did not possess. When comparing scores on the ten original items with knowledge of the 100 words on the interview measure, the same pattern of discrepancy obtains. In his test specification document, Nation (2012) does acknowledge that a score on the MCT under investigation here, the VST, is a “slightly generous estimate of vocabulary size”. In our view, our research shows that overestimation, for this is what he means, is more problematic than Nation suggests. While it is true that the VST can provide a rough estimate of vocabulary size, it is debatable whether it has the level of precision necessary for many pedagogical purposes, let alone research purposes where a very high level of accuracy is needed. Perhaps our interpretation of overestimation should not come as a surprise, though, given the problems that previous researchers have identified with various multiple-choice vocabulary tests. In the research reviewed in the background section, we saw that a six-choice format like the Vocabulary Levels Test (VLT) is likely to lead to an average score increase of 16.7% due to guessing for most levels of ability (Stewart and White, 2011). Stewart (2014) concluded that the VST format is fraught with similar overestimation tendencies, namely inflation levels as high as 25% for most ability levels. This number, computed through a formula based on elementary probability theory, lies interestingly close to the percentage of overestimation for the 9K band observed in the present study with real examinees (26%). Although our study is a case study of
three of the sections of the test, and our position to generalize somewhat limited, our results still point to tangible issues that at least call for more follow-up studies.

Our analysis is a post-hoc investigation, which was constrained by the test design principles of the extant MCT version, namely that the 10 words sampled for each test section represent the 1,000 words in the relevant frequency band, which in turn entails each target word representing 100 words from the lexical population. This required a validation approach which compared performance on target items on the MCT with knowledge of the words in the relevant 1,000-word frequency band. However, in future development of new vocabulary size tests, or revision of existing tests, it is interesting to think whether the notion of ‘difficulty’ could be profitably exploited, as opposed to frequency being the sole criterion for target word selection. While frequency will always be relevant to the design of vocabulary size tests, it can only be an indicative approximation of actual word occurrences in a language. We therefore wonder whether word difficulty (e.g. as indicated by Beglar (2010) using IRT modeling, and Gyllstad (2012) using classical item analysis) can be used as a supplement to frequency in the process of ranking and sampling target words for inclusion in future tests. However, the test in our case study was not constructed on this premise and arguably then cannot be evaluated along these lines. Ultimately, the inclusion of difficulty is an empirical question, and needs to be evaluated for potential benefits and limitations.

In our study, we also investigated the presence and effect of test-taking strategies. We did this through a retrospection interview with 20 of the participants in the 3K section sub-study. Unsurprisingly, our participants actively used a range of test-taking strategies when attempting to answer items that they did not know. Overall, the retrospective interviews showed that blind guessing was both uncommon and unsuccessful, and so has little effect on the resulting MCT
scores. This is in a way good news, as it can be used as an argument against introducing some kind of correction formula for blind guessing (see e.g. Eyckmans, 2004; Huibregtse, Admiraal & Meara, 2002). Another approach in a four-choice option is to introduce an “I don’t know” option. Zhang (2013) has shown that such measure reduces the number of random guesses on the test, but also that it discourages attempts based on partial knowledge. Paul Nation (personal communication) claims that guessing on vocabulary tests is even desirable, because it is likely to draw on sub-conscious knowledge, and potentially shows the partial knowledge of the target words. We think that depends on what is meant by ‘guessing’. In the retrospective interviews, we saw that the use of knowledge of the word family of the target word typically helped examinees answer items correctly. This test-taking strategy probably does draw on partial knowledge, which is useful and can be applied in language communication. But when the strategy of elimination and associations is used, and in our case it frequently was, it is actually rather difficult to make any claims about partial knowledge. This strategy must be seen as an undesirable, construct-irrelevant strategy that is problematic from a validity point of view. One remedy for the widespread use of elimination strategies is to pay more careful attention to distractor construction, and to use distractor analysis as part of the development/validation process. A further option is simply increase the number of options in the MCT. Stewart (2012) observed that scores dropped considerably (close to 40%) and reliability increased when introducing as many as 25 options in the first three 1,000 word test sections of a VST format. The drawback, of course, is that such a measure heavily restricts the number of frequency bands that can be tested in one administration.

Our second research question asked whether the sampling rate of 1:100 of the investigated vocabulary size MCT is sufficient to adequately represent knowledge of words in the relevant 1,000-word frequency band. Our results (see Tables 4 and 6, and Figure 3) show that the ten items
per test section are able to provide a rough indication of vocabulary size that may be sufficient for test purposes that only require a ballpark figure, and where overestimation is not problematic (e.g., a placement purpose which divides learners into a higher and a lower group). However, many purposes require more precision. For example, the pedagogical purpose of testing students’ vocabulary size in order to select the appropriate graded reader level requires vocabulary size estimates accurate to within around 500 word families\(^5\). Furthermore, in incidental vocabulary acquisition research from reading, gains are typically quite small (e.g. 4%, Waring and Takaki, 2003), which necessitates accuracy in measuring very small numbers of gain words in order to demonstrate this learning. Our investigation into the behaviour of one MCT at three frequency bands strongly suggests that this test is likely to produce a degree of measurement error (e.g. 16%-30%) which is far greater than typical incidental gains (e.g. the abovementioned 4%), on the assumption that the item results are interpreted at the meaning recall level of mastery. Many studies of incidental vocabulary learning have used 4-option multiple-choice items to measure learning of target words (e.g. Horst, Cobb, & Meara, 1998; Saragi, Nation, & Meister, 1978), and our study indicates that these items may not have the level of precision required for such research purposes.

However, our results showed that an increase in the number of items in each test section can lead to a more accurate representation of the corresponding frequency band (as evidenced in Table 7). We found that having 30 items per frequency band led to \(r^2\) values of .73-.90, which may well be adequate for many uses, although this would have to be established for each individual test purpose. This is of course in line with CTT assumptions, but we must remember that this only holds if the lengthening of the test is done through adding items of sufficient quality. Adding more items generally did improve the test performance, and 30 items in total produced correlations as high as .85-.95 \(\dagger\). We do not know whether even more items would add to the test’s accuracy, although we
suspect that more than 30 items would entail practicality issues, given that the VST contains 14 separate levels.

We used the VST as a case study to explore the characteristics of multiple-choice vocabulary size tests. Our results indicate cause for concern (if one accepts the score interpretation line of argument), but it is important to note that these concerns probably apply to M-C formats as a class, especially those with low item sample size, rather than being limited to the particular MCT investigated here. At a minimum, we feel our results indicate that M-C formats in general need to be more carefully scrutinized in terms of their ability to provide the kind of vocabulary information practitioners and researchers require.

Conclusion

Vocabulary size MCTs have a general appeal and are widely used for a number of different assessment purposes. However, they are not free from problems. Results from our case study show that there was a mismatch between MCT scores and scores on a carefully designed criterion measure. We proposed two main interpretations of these results, one which ascribes the mismatch to a difference in tasks used in the two measures, and one which argues that a test score interpretation and use perspective is essential, from which follows that the results must be seen as a tendency of overestimation of MCT scores in relation to demonstrable word knowledge. Our case study results also show that a higher sampling rate than 1:100 is needed in order to better represent the underlying population of words in the corresponding frequency bands. Finally, our methodology illustrates that external validity evidence (e.g. interviews and retrospective protocols) can provide a useful, and perhaps necessary, complement to other validation approaches in order to get a more comprehensive picture of the characteristics of vocabulary size MCTs.
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Notes

1. The VLT uses a matching format, but is still essentially multiple-choice in nature, with each stem having six possible options. Also, it is not strictly a vocabulary size test, but is often used as such (see e.g. Schmitt & Meara, 1997; Stenius Staehr, 2009).


3. An anonymous reviewer wondered whether the proportion correct scores in Table 3 could be interpreted in terms of overestimation of the 10 MCT items vs. the 30 MCT items. While there is some difference, especially for the 6K B administration, the test versions with the additional items added are generally very close to the original items in proportion correct scores. More importantly, the 10 item vs. 11-30 item discussion that comes later in the paper is not about overestimation, but rather about sampling rate. Our discussion about overestimation all derives from data comparing the original 10 MCT items with the criterion interview measure of the same 10 items and an additional 90 items, respectively. These are reported in Tables 4-6, and Figures 3a-3d.

4. Strictly speaking, knowing a word is not a test-taking strategy, but we refer to it as such for ease and conciseness of discussion.

5. For example, the Cambridge Discovery Readers series has the following levels: Starter: 250 headwords, 1: 400, 2: 800, 3: 1,300, 4: 1,900, 5: 2,800, 6: 3,800.

6. It should be noted that there was a greater overlap of items (words) between the 30-item MCT version and the 100-word interview than between the 10-item MCT version and the interview, something that may at least partially have affected the correlation coefficients.
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