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The essential aspects of zero-temperature grand-canonical ensemble density-functional theory are reviewed in the context of spin-density-functional theory and are used to highlight the assumption of symmetry between electron addition and subtraction that underlies the corrected Koopmans approach of Tozer and De Proft (TDP) for computing electron affinities. The issue of symmetry is then investigated in a systematic study of atomic electron affinities, comparing TDP affinities with those from a conventional Koopmans evaluation and electronic energy differences. Although it cannot compete with affinities determined from energy differences, the TDP expression yields results that are a significant improvement over those from the conventional Koopmans expression. Key insight into the results from both expressions is provided by an analysis of plots of the electronic energy as a function of the number of electrons, which highlight the extent of symmetry between addition and subtraction. The accuracy of the TDP affinities is closely related to the nature of the orbitals involved in the electron addition and subtraction, being particularly poor in cases where there is a change in principal quantum number, but relatively accurate within a single manifold of orbitals. The analysis is then extended to a consideration of the ground state Mulliken electronegativity and chemical hardness. The findings further emphasize the key role of symmetry in determining the quality of the results.

1 Introduction

The calculation of electron affinities remains a challenging and controversial issue for density-functional calculations 1–9. In particular, local and semi-local approximate exchange–correlation functionals typically provide a poor description of anionic species due to large self-interaction errors (SIEs). A key perspective in the understanding of SIEs and their influence on calculated electron affinities comes from studying the variation in electronic energy $E$ as a function of the average particle number $M$ using zero-temperature grand-canonical ensemble density-functional theory (ZTGC-EDFT) 10–15 in the context of spin-density functional theory. 16–19

It has been known since the pioneering work of Perdew et al. 11 that the exact ZTGC-EDFT electronic energy, as a function of $M$, comprises a series of straight line segments with derivative discontinuities at the points where $M$ is integer. However, when calculations are performed using typical (semi-) local density functional approximations a convex rather than linear behaviour is usually observed between the integers and this deviation from linearity has been termed many electron self-interaction error (MSIE) 16,18,19 or delocalization error 20–24, the latter terminology applying only to the case of convex behaviour between integer particle numbers. Traditionally, SIEs were understood in terms of one-electron self-interaction terms arising in the Kohn–Sham equations due to an incomplete screening of the classical Coulomb self-interaction by approximate exchange–correlation functionals. However, even for methods that by construction are free of these one-electron SIEs, significant MSIEs can still remain 16,18,19. These MSIEs have a profound impact on the ways in which (semi-) local approximate functionals may be used to determine electron affinities, particularly when using relations derived for the frontier molecular orbitals.

A further complicating issue when using DFT to calculate affinities with approximate exchange–correlation functionals is the use of localized atom centred basis sets. To some extent the problems arising from MSIE may be exacerbated by artificial binding effects if the basis sets chosen do not contain sufficiently diffuse functions. In some circumstances this effect may be exploited to study, for example, temporary anions with negative electron affinities 25, which do not bind the excess electron. However, in general it can lead to energies for species with $M > Z$ that are constrained to be too high by the compact nature of the basis set employed, even if the excess electron is weakly or partially bound corresponding to a pos-
itive electron affinity in the ground state. Care must therefore be taken when attempting to assess the accuracy of calculations of electron affinities using DFT.

Two natural routes to remedy the shortcomings of approximate functionals in this context have been considered. In the first, one attempts to fundamentally improve the $E$ vs. $M$ behaviour of approximate functionals; substantial recent efforts have been devoted to this task. However, many of the proposed solutions to this problem involve proceeding beyond the Kohn–Sham framework to introduce some of the Hartree–Fock-type exchange contribution, often in a range-separated manner. Whistlest effective in improving the $E$ vs. $M$ behaviour, these approximations are typically less computationally expedient than (semi-) local functionals. The alternative route is to seek a correction enabling the calculation of electronic affinities using existing (semi-) local functionals. Along these lines, Tozer and De Proft (TDP) proposed an unconventional expression for the electron affinity based on the assumption that the exchange–correlation potentials associated with approaching the integer particle number, $N$, from the electron deficient and electron abundant sides. The TDP expression takes the form of a corrected Koopmans’ type expression and requires calculations at only the $N$ and $N-1$ particle systems for its evaluation, thereby avoiding many of the controversies associated with DFT calculations on anions.

Electron affinities determined using the TDP expression correlate well with experimental values, both for systems displaying positive affinities and those for which negative values may be observed by electron transmission spectroscopy. For systems with positive affinities, the expression is not competitive with a conventional evaluation, which takes the difference between the electronic energies of the neutral and anionic species. However, for systems where the affinity is negative, it circumvents the basis set issues associated with computations on an anion that does not bind the excess electron. Further analysis of the TDP expression by Teale et al. emphasized, schematically, the connections between (i) the extent to which the assumption that the exchange–correlation potential averages over the functional derivative discontinuity holds, (ii) Janak’s theorem and (iii) the behaviour of the electronic energy calculated at non-integer particle numbers. When the errors in the gradient of the electronic energy with respect to $M$ are of similar magnitude then the TDP expression delivers reasonable accuracy. This may be understood as a symmetry between the errors due to the approximate nature of the functional form under the processes of electron addition and subtraction.

The aim of the present study is to quantify the symmetry between the errors obtained upon electron addition and subtraction, identifying the situations in which the TDP expression may be regarded as a reasonable approximation and those where it is likely to fail. To achieve this we consider a range of atomic species from across the periodic table from lithium to iodine, allowing the systematic study of species with many different electronic configurations and their changes upon electron addition and subtraction. Electron affinities determined using the TDP expression are compared with values from the DFT analogue of Koopmans’ theorem and conventional electronic energy differences. We also consider the extent to which the assumptions underlying the TDP expression may be applied to the calculation of other properties key to chemical reactivity, namely the Mulliken electronegativity and molecular hardness. We commence in Section 2 by setting out the essential theory. Results and conclusions are presented in Sections 3 and 4, respectively.

2 Background and Theory

2.1 Essentials of ZTGC-EDFT

Throughout the present work we will make use of the ZTGC-EDFT approach to consider the treatment of systems with fractional particle numbers. The ZTGC-EDFT theory used here follows the initial finite temperature work of Mermin and the pioneering zero-temperature works of Perdew et al. and Sham and Schlüter. For a review of the key ideas and their application in the context of spin-density functional theory see the work of Chan. Here we present only the key results from ZTGC ensemble spin-density functional theory relevant to the present work.

In ZTGC-EDFT the system is described in terms of the density operator,

$$\tilde{\Gamma} = \sum_{\gamma \in N} p_{\gamma N} |\Psi_{\gamma N}\rangle \langle \Psi_{\gamma N}|, \quad p_{\gamma N} \geq 0, \quad \sum_{\gamma \in N} p_{\gamma N} = 1$$

where $|\Psi_{\gamma N}\rangle$ are pure states containing $N$ electrons and $p_{\gamma N}$ are their associated probabilities. The total number of particles in the system is given by $M = \sum_{\gamma \in N} p_{\gamma N}$ and may be non-integer. In the context of spin-ensemble density-functional theory the ground-ensemble density $\rho_0 = \rho_0^\alpha + \rho_0^\beta$ is determined by minimization of the grand canonical potential

$$\Omega[\rho^\alpha, \rho^\beta] = \min_{\tilde{\Gamma}} \text{Tr}[\hat{H} - \mu^\alpha M^\alpha - \mu^\beta M^\beta \tilde{\Gamma}] = E[\rho^\alpha, \rho^\beta] - \mu^\alpha M^\alpha - \mu^\beta M^\beta$$

at fixed external potential $V_{\text{ext}}(r)$ where $\mu^\sigma$ are the $\sigma$-spin chemical potentials, and $M^\sigma$ the average spin-particle numbers.

The ground state energy $E_0$ is assumed to be a convex function of the average particle number $M = M^\alpha + M^\beta$ and no known experimental counter examples have been found to date. The convexity implies that the density operator $\tilde{\Gamma}$
interpolates between the \((N^\alpha, N^\beta)\) and \((N^{\alpha'}, N^{\beta'})\) pure state density matrices for particle numbers \((M^\sigma, M^{\sigma'})\) between \((N^\alpha, N^\beta)\) and \((N^{\alpha'}, N^{\beta'})\). In general for changes in the spin-particle numbers \(N^\alpha \pm \alpha^\sigma, N^\beta \pm \omega^\beta\) \((0 < (\alpha^\sigma + \omega^\beta) < 1)\), the ground state energy is given by

\[
E_0(N^\alpha \pm \alpha^\sigma, N^\beta \pm \omega^\beta) = (1 - \alpha^\sigma - \omega^\beta)E_0(N^\alpha, N^\beta) + \alpha^\sigma E_0(N^\alpha \pm 1, N^\beta) + \omega^\beta E_0(N^\alpha, N^\beta \pm 1) \tag{3}
\]

where pure state interacting \(\nu\)-representability is assumed at the integers. The ground state energy as a function of particle number then comprises a series of linear segments between integer numbers of electrons, giving rise to derivative discontinuities at the integers\(^{11}\). In the present work we shall limit ourselves to the consideration of changes which involve only the addition / removal of a particle with one particular spin.

The Euler–Lagrange equation associated with the variation of \(E[\rho^\alpha, \rho^\beta]\) in Eq. (2) at constant average spin particle numbers \(M^\sigma\) is

\[
\left[ \frac{\delta E[\rho^\alpha, \rho^\beta]}{\delta \rho^\sigma} - \mu^\sigma \right]_{(\rho^\alpha_0, \rho^\beta_0)} = 0 \tag{4}
\]

where the Lagrange multiplier is identified as the spin chemical potential

\[
\mu^\sigma = \frac{\partial E_0}{\partial M^\sigma} = \left( \frac{\delta E[\rho^\alpha, \rho^\beta]}{\delta \rho^\sigma} \right)_{(\rho^\alpha_0, \rho^\beta_0)} \tag{5}
\]

However, it should be noted that the derivatives in Eq (5) are not uniquely defined for integer values of \(M\). At the integers derivative discontinuities arise in Eq (5) and accompanying functional derivative discontinuities in Eq. (4), see e.g. Refs. 11,38. Here the functional derivative is chosen to be evaluated along the path of ground ensemble-state densities \((\rho^\alpha_0, \rho^\beta_0)\), see Ref. 38 for further discussion.

The spin-chemical potentials obtained by evaluating the partial derivative in Eq (5) with respect to the average spin-particle number on each side of the integer are,

\[
\mu^\sigma(N^\alpha, N^\beta) = -I^\sigma(N^\alpha, N^\beta) \tag{6}
\]

\[
\mu^\sigma(N^\alpha, N^\beta) + \omega^\beta - \alpha^\sigma = -A^\sigma(N^\alpha, N^\beta) \tag{7}
\]

Since the energy of Eq. (3) comprises a series of straight line segments these derivatives are well defined between integer particle numbers and are consistent with the conventional definitions

\[
A^\sigma(N^\alpha, N^\beta) = E_0(N^\alpha, N^\beta) - E_0((N^\alpha, N^\beta) + 1^\sigma) \tag{9}
\]

however, the derivatives are not well defined at the integer values. In fact, at the integer values an order of limits problem arises. Choosing to take the limit \(\alpha^\sigma \to 0\) before the zero temperature limit gives a chemical potential on integer that corresponds to the ensemble average,

\[
\mu^\sigma(N^\alpha, N^\beta) = -\frac{1}{2}I^\sigma(N^\alpha, N^\beta) + A^\sigma(N^\alpha, N^\beta) \tag{10}
\]

as obtained in Refs. 11,12,14,42. It should be noted however that this result represents only a convenient choice from infinitely many allowable values in the range \(I^\sigma \leq \mu^\sigma \leq A^\sigma\).\(^{11,15}\)

If, for example, one first takes the zero temperature limit and then \(\alpha^\sigma \to 0\), Eq. (6) is obtained when approaching \(N = N^\beta\) from below and Eq. (7) is obtained when approaching \(N = N^\alpha\) from above.

### 2.2 Kohn–Sham ZTGC-EDFT

Introducing an auxiliary system of non-interacting electrons with the same spin densities \((\rho^\alpha_0, \rho^\beta_0)\) and chemical potentials \((\mu^\alpha, \mu^\beta)\), then the usual decomposition of the electronic energy into non-interacting kinetic \((T)\), electron-nuclear \((E_{en})\), classical Coulomb \((E_{ij})\) and exchange–correlation \((E_{xc})\) components gives the alternative Euler–Lagrange equation,

\[
\left[ \frac{\delta T[\rho^\alpha, \rho^\beta]}{\delta \rho^\sigma} + v^\sigma_{en} + v^\sigma_{ij} + v^\sigma_{xc}[\rho^\alpha, \rho^\beta] - \mu^\sigma \right]_{(\rho^\alpha_0, \rho^\beta_0)} = 0 \tag{11}
\]

where the potentials \(v^\sigma_{en}, v^\sigma_{ij}\) and \(v^\sigma_{xc}\) are the functional derivatives of the corresponding energy components with respect to the \(\sigma\)-spin density. Here the Coulombic contributions to the energy \(E_{en}\) and \(E_{ij}\) have well defined functional derivatives (since they are explicit functionals of the electronic density) for all particle numbers. However, the functional derivatives of the non-interacting kinetic and exchange–correlation energies may be discontinuous.

Using Eqs. (6) and (7) the spin-derivative discontinuity in
\[ E_0 \] as a function of \( M \) may be expressed as
\[ \Delta^\sigma = I^\sigma(N^\alpha,N^\beta) - A^\sigma(N^\alpha,N^\beta) \]
\[ = \lim_{\omega^\sigma \to 0} \left[ \mu^\sigma((N^\alpha,N^\beta) + \omega^\sigma) - \mu^\sigma((N^\alpha,N^\beta) - \omega^\sigma) \right] \tag{12} \]
\[ = \lim_{\omega^\sigma \to 0} \left[ \frac{\delta T_\sigma[\rho^\alpha,\rho^\beta]}{\rho^\sigma(r)} \right]_{(N^\alpha,N^\beta) + \omega^\sigma} - \frac{\delta T_\sigma[\rho^\alpha,\rho^\beta]}{\rho^\sigma(r)}_{(N^\alpha,N^\beta) - \omega^\sigma} \tag{13} \]
\[ + \lim_{\omega^\sigma \to 0} \left[ \frac{\delta E_{xc}[\rho^\alpha,\rho^\beta]}{\rho^\sigma(r)} \right]_{(N^\alpha,N^\beta) + \omega^\sigma} - \frac{\delta E_{xc}[\rho^\alpha,\rho^\beta]}{\rho^\sigma(r)}_{(N^\alpha,N^\beta) - \omega^\sigma} \tag{14} \]
\[ = (\nu^+ - \nu^-) + (v^+ - v^-) \tag{15} \]
\[ = \Delta_T^\sigma + \Delta_{xc}^\sigma \tag{16} \]
where the discontinuity has been separated into contributions from the non-interacting kinetic and exchange–correlation components. The +/- superscripts refer to quantities defined by taking the limit to integer particle number from the electron abundant and deficient sides respectively. The spin-discontinuities here \( \Delta^\sigma = I^\sigma(N^\alpha,N^\beta) - A^\sigma(N^\alpha,N^\beta) \) are not necessarily equal to the fundamental band gap \( I_0 - A_0 \), since the ground state ionization potentials / electron affinities may correspond to processes in which particles of different spin are removed / added. An example of this type will be discussed in Section 3. To make the connection with the fundamental band gap in terms of the chemical potential one can select \( \mu^\sigma = -I_0 = \max(\mu^+,\mu^-) \) and \( \mu^{+ \sigma} = -A_0 = \min(\mu^+,\mu^-) \), then the fundamental gap (a ground state property) may be written as
\[ \Delta_0 = \min_\sigma \left[ \lim_{\omega^\sigma \to 0} \mu^\sigma((N^\sigma,N^\sigma') + \omega^\sigma) \right] - \max_\sigma \left[ \lim_{\omega^\sigma \to 0} \mu^\sigma((N^\sigma,N^\sigma') - \omega^\sigma) \right] \tag{17} \]
where \( \sigma \) may differ from \( \sigma' \). However, since the limiting potentials of different spin are never related by a simple spatial constant no relation of the type in Eq. (16) can be setup.

It has been shown by Sagvolden and Perdew in the context of spin-less DFT that for \( M < 2 \)
\[ \Delta_T = \epsilon_{LUMO} - \epsilon_{HOMO} \tag{18} \]
where the eigenvalues correspond to a single potential at the integer particle number. However, no rigorous mathematical proof has been presented for systems with more than two electrons. The same authors have also presented arguments in favour of the plausibility of Eq. (18) for \( N > 2 \). Here we further assume the plausibility of this equation in its spin-DFT generalization. If this equation is accepted then the exchange–correlation discontinuity is given by
\[ \Delta_{xc}^\sigma = I^\sigma(N^\alpha,N^\beta) - A^\sigma(N^\alpha,N^\beta) \]
\[ - [\epsilon_{LUMO}^\sigma(N^\alpha,N^\beta) - \epsilon_{HOMO}^\sigma(N^\alpha,N^\beta)] \tag{19} \]

Proceeding in the usual manner one can setup Kohn–Sham equations for ZTGC-EDFT of the type,
\[ - \frac{1}{2} \nabla^2 + v^\sigma_{nc} + v^\sigma_f + v^\sigma_{xc} \Psi^\sigma_i = \epsilon^\sigma_i \Psi^\sigma_i \tag{20} \]
The electronic density and non-interacting kinetic energy are then expressed as
\[ \rho^\sigma(r) = \sum_i n_i^\sigma |\phi_i^\sigma(r)|^2 \tag{21} \]
\[ T_\sigma[\rho^\alpha,\rho^\beta] = \sum_\sigma T_\sigma[|\Psi^\sigma_i|^2] \]
\[ = - \frac{1}{2} \sum_\sigma \sum_i n_i^\sigma \int \Psi^\sigma_i(r) \nabla^2 \Psi^\sigma_i(r) \ dr \tag{22} \]
where the solutions correspond to the \((M^\alpha,M^\beta)\) particle system. The remaining energetic components may be expressed in their usual forms providing they are functions of the electronic density. For the approximate exchange–correlation functionals of LDA and GGA type this practice is justified, although the specific approximations may not have uniform accuracy for different particle numbers, see the discussion in Ref. 42. In particular, the exchange correlation hole in standard approximate functionals may not be appropriately normalized.

The Kohn–Sham orbitals are fully occupied except for the HOMO which may be fractionally occupied, the occupation numbers \( n_i^\sigma \) being 1 for all levels up to the HOMO. Any standard unrestricted Kohn–Sham code may be modified to solve the Kohn–Sham equations for fractional particle numbers by modifying the construction of the density matrices to correspond to a fixed set of occupation numbers \( \{n_i^\sigma\} \) such that \( M = \sum_\sigma \sum_i n_i^\sigma \).

In the context of ZTGC-EDFT Kohn–Sham theory, Janak’s theorem also applies off integer, where the energy is differentiable, allowing us to make the identifications,
\[ \frac{\partial E((N^\alpha,N^\beta) - \omega^\sigma)}{\partial n_i^\sigma} = \epsilon_i^\sigma = -I^\sigma \tag{23} \]
\[ \frac{\partial E((N^\alpha,N^\beta) + \omega^\sigma)}{\partial n_i^\sigma} = \epsilon_i^+ = -A^\sigma \tag{24} \]
in the case that the exact exchange–correlation functional is employed. For approximate functionals the derivatives of the energy with respect to occupation numbers of the frontier orbital between the integers correspond to the Kohn–Sham eigenvalues, however, the consistency between Eqs. (8), (9) and Eqs. (23), (24) is not guaranteed, unless the behaviour of the energy determined using the Kohn–Sham solutions is linear with particle number. In the absence of this linearity the last equalities with $T^\sigma$ and $A^\sigma$ are not justified. The former pair of equations correspond to so called DSCF evaluations and rely only on ground state energies at the integer values, whereas the latter rely directly on the quality of the Kohn–Sham eigenvalues and hence depend much more sensitively on the exchange–correlation functional employed, see Section 3 for further discussion.

The functional derivative $\nu_T\sigma$ may also be explicitly evaluated in the Kohn–Sham framework by multiplying Eq (20) from the left by $\phi_i\sigma$, summing over $i$ and comparing with the Euler Eq. (11) to give,

$$
\nu_T^\sigma = \sum n_i^\sigma \left[ \frac{1}{\sqrt{2}} \phi_i^\sigma (r) V^2 \phi_i^\sigma (r) - \epsilon_i^\sigma (\phi_i^\sigma)^2 (r) \right] \rho^\sigma (r) + \mu^\sigma
$$

(25)

This potential has a shape defined by the first term, however, it is shifted by a scalar value equal to the chemical potential of the system. Since the chemical potential at the integer is not uniquely defined, see Eq. (11), then this potential is also only defined in the same manner. This is consistent with the fact that $T^\sigma[\{\phi_i^\sigma\}]$ is not an explicitly differentiable functional of $\rho$ and is expected to display derivative discontinuities as the particle number crosses an integer.

In the present work we will consider the evaluation of the ZTGC-EDFT energy via Eq. (3) using energies calculated with an approximate exchange–correlation functional at integer particle number. We shall also consider the evaluation of the energy obtained with the solutions of the Kohn–Sham Eqs. (20) using the same approximate functional at fractional average particle numbers $M$. In the exact case the eigenvalues should coincide for all values of $M$. However, (semi-) local functionals contain an inherent inconsistency in this regard since their functional derivatives are smooth and well defined even at the integer. This in turn means that Eqs. (23) and (24) cannot simultaneously hold. It has been argued that the best such functionals can achieve is that the exchange–correlation potential averages over $\Delta_{xc}$ as in the open-shell case.

### 2.3 Averaging potentials and expressions for the electron affinity

The Janak expressions of Eqs. (23) and (24) are in principle exact due the linearity of Eq (3). By making use of Eq. (23) the exact electronic affinity may also be expressed as

$$
A^\sigma = -(\epsilon_H^-)^\sigma + (\epsilon_L^+)^\sigma + I^\sigma
$$

(26)

where the last two terms trivially cancel for an exact functional.

The spin generalisation of the TDP expression32 for use with local (LDA) or semi-local (GGA) type approximations is remarkably similar to Eq. (26). Since LDA and GGA type forms deliver only one exchange–correlation potential and hence only one set of eigenvalues, TDP assumed that these local (loc) forms give rise to an exchange–correlation potential which approximately averages over the difference between the limiting $\nu_{xc}^\sigma$ and $\nu_{xc}^-\sigma$. Using this assumption they arrived at the formula

$$
A^\sigma = -(\epsilon_{L}^+)^{loc,\sigma} + (\epsilon_{H}^-)^{loc,\sigma} + I^\sigma
$$

(27)

Here we have generalised the original expression to include spin. The term $-(\epsilon_{H}^-)^{loc,\sigma} + I^\sigma$ arises as a correction to the conventional Koopmans-type estimate

$$
A^\sigma = -(\epsilon_{H}^-)^{loc,\sigma}
$$

(28)

The corresponding Koopmans-type estimate of the ionization potential is

$$
I^\sigma = -(\epsilon_{L}^+)^{loc,\sigma}
$$

(29)

The TDP formula corresponds to correcting the orbital in the Koopmans type expression by a downwards shift $\Delta_{xc}^\sigma/2 = (\nu_{xc}^- - \nu_{xc}^\sigma)/2 \approx (\epsilon_{H}^-)^{loc,\sigma} + I^\sigma$ (in the limits a constant over all space, except at $r = \infty$ where it drops sharply to zero), to account for the necessary deficiencies associated with the orbital energies arising from local functionals. We now consider an alternative route to this expression, which will illustrate the importance of the averaging assumption to the utility of the TDP expression.

Let us consider a fictitious exchange–correlation functional which is explicitly density dependent such that at the integer $N$, $N - 1$ and $N + 1$ particle numbers the exact ground state electronic energy is obtained. Furthermore, let us assume that off integer this functional suffers from MSIE. Since the functional is explicitly density dependent it also delivers only a single uniquely defined Kohn–Sham exchange–correlation potential for each spin, $\nu_{xc}^-\sigma$, at both the off integer (in common with the exact functional) and integer systems (specific to local differentiable approximations). We do not assume any averaging behaviour. If the functional gives rise to a convex MSIE between the integers then the $E$ vs. $M$ curve will look like the schematic in Figure 1.

From the graphical representations of Figure 1 it is clear that the errors in the Koopmans estimates of Eq. (28) and Eq. (29) can be calculated as

$$
\lambda_+^\sigma = -A^\sigma - (\epsilon_{L}^+)^{loc,\sigma}
$$

(30)

$$
\lambda_-^\sigma = I^\sigma + (\epsilon_{H}^+)^{loc,\sigma}
$$

(31)
inequality is reversed. Consider the two limiting potentials and abundant sides of the integer and are consistent with the self-consistent Kohn–Sham solutions on the deficient (purple) and abundant (brown) sides of the integer respectively (see Eqs. (6) and (7)). See text for further discussion. The blue lines correspond to the energy computed using the Kohn–Sham self consistent density and orbitals at each average particle number \( M \). The dashed lines are the initial slopes of the energy calculated using the self-consistent Kohn–Sham solutions on the deficient (purple) and abundant (brown) sides of the integer respectively (see Eqs. (6) and (7)). See text for further discussion.

Note that these expressions are valid for any of the exchange-correlation potentials defined up to an additive constant \( c \). However, unless the potentials on each side of the integer are fixed to approach an asymptotic value of 0 the associated eigenvalues will not be the slopes of the dashed lines shown. Instead they would represent slopes reflecting the shift in \( v \) consistent with an appropriately modified form of Janak’s theorem. We note the similarity of the error expression for \( \lambda \) to the correction term used by TDP. However, no assumption of averaging has been employed. If we consider the two limiting potentials \( v_{xc}^{\sigma} \) and \( v_{xc}^{\bar{\sigma}} \), along with their average \( v_{xc}^{avg,\sigma} = (v_{xc}^{\sigma} + v_{xc}^{\bar{\sigma}})/2 \), then it is clear that if the potential obtained from the fictitious approximation lies in between the abundant and deficient sides then \( \lambda_{\sigma} = \lambda_{\bar{\sigma}} = \lambda_{h} - \lambda_{H} = I > 0 \), and \( \lambda_{\sigma} = \lambda_{\bar{\sigma}} = A_{\sigma} - A_{\bar{\sigma}} > 0 \). If the potential of the fictitious functional is shifted below the deficient limiting potential then the first inequality reverses; if it is shifted above the abundant limiting potential then the second inequality is reversed.

The quantity \( \lambda_{\sigma} - \lambda_{\bar{\sigma}} \) is exactly zero when the potential \( \nu_{xc}^{fic,\sigma} = v_{xc}^{avg,\sigma} \). This allows us to make the identifications

\[
\frac{\Delta_{xc}^{\sigma}}{2} = A_{\sigma} - \epsilon_{L}^{fic,\sigma} = \lambda_{\sigma} \quad \iff \quad \nu_{xc}^{fic,\sigma} = v_{xc}^{avg,\sigma} \tag{32}
\]

\[
\frac{\Delta_{xc}^{\bar{\sigma}}}{2} = I + \epsilon_{H}^{fic,\bar{\sigma}} = \lambda_{\bar{\sigma}} \quad \iff \quad \nu_{xc}^{fic,\bar{\sigma}} = v_{xc}^{avg,\bar{\sigma}} \tag{33}
\]

where the first equality in each case holds only when the functional potential exactly averages. Using the assumption that this is always the case for (semi-)local density-functional approximations, the expression of TDP is readily derived by equating the two expressions for \( \frac{\Delta_{xc}^{\sigma}}{2} \).

More generally from this derivation we see that the difference \( \lambda_{\sigma} - \lambda_{\bar{\sigma}} \) measures the extent to which the potential averaging assumption holds. If the potential lies between the deficient and abundant sides then \( \lambda_{\sigma} > 0 \) and \( \lambda_{\bar{\sigma}} > 0 \), if the potential is shifted above the abundant side then \( \lambda_{\sigma} > 0 \) and \( \lambda_{\bar{\sigma}} < 0 \) if it is shifted below the deficient side then \( \lambda_{\sigma} > 0 \) and \( \lambda_{\bar{\sigma}} < 0 \). Hence by studying the properties of \( \lambda_{\sigma} \) and \( \lambda_{\bar{\sigma}} \) we can determine the extent to which the averaging assumption is holding and hence the reliability of the TDP formula.

### 2.4 Lowest excited states with symmetries different to the ground state

It is interesting to note that Eq. (27) states that one must always consider the ionization potential of the same spin as the electron being added to the \( N \)-electron system to form the anion in order to calculate its electron affinity. This is a consequence of the structure of unrestricted Kohn–Sham theory. In this approach there are two separate discontinuities, one for each spin (see Eq. (16)) and to determine the affinity of a given spin via Eq. (27) it is required to determine the correction due to the discontinuity of the same spin. This means that sometimes the ionization potential must be calculated from the HOMO of a given spin that may not necessarily be the overall HOMO of the atom or molecule. As such, in some cases the relevant ionization process leads to an excited state of the cation rather than its ground state.

In general, density-functional theory is considered a ground state theory. However, it has been shown that some excitation energies may be calculated in a \( \Delta \)SCF manner by performing calculations on the ground and excited states directly. This approach has been shown to be valid for the lowest excited states having a different symmetry to the ground state, with the caveat that the exact exchange–correlation functional for the excited states should be symmetry dependent. However, in practice the further approximation is usually made to utilize the same approximate functionals as for the ground states. The states obtained in this manner are rigorously excited states and are orthogonal to the ground state by symmetry, though the quality of the resulting calculations will vary with the type
of excited state considered and the similarity of its electronic structure to the ground state.\(^{46-48}\)

The ground and excited states obtained from the \(N\)-electron system via ionization from the HOMOs of different spin belong to different symmetries. We can therefore perform SCF calculations in order to determine their energies at the integers using standard unrestricted Kohn–Sham theory for specific symmetries. The ensemble energies may then be calculated between the integers via Eq (3), where \(E_0\) is then the lowest state of a specified symmetry. The Kohn–Sham equations can also be solved for the excited states at each fractional average particle number \(M\) as described in Section 2.1 for the ground state. In Section 3 we will present specific numerical examples where excited states of the cation are utilized in Eq (27).

### 3 Results and discussion

Throughout this study we consider the elements Li–Cl and Ga–I. For the elements Li–Cl calculations were performed using the aug-cc-pVTZ\(^{49-52}\) basis set. The noble gas elements are omitted throughout this work since their (negative) electron affinities are unknown experimentally. For Li–Cl, in addition to the calculation of electron affinities via Eqs. (9), (27), and (28) we also present the analysis of \(E\) vs. \(M\) curves of the type schematically presented in Figure 1. For the heavier elements only the p-block atoms Ga–I are included since comparable basis sets are lacking for K, Ca, Rb and Sr. For the atoms In–I relativistic pseudo-potentials have been employed with the aug-cc-pVTZ-PP basis set.\(^{53}\) In order to ascertain the accuracy of our basis sets for the calculation of electron affinities, test calculations at the CCSD(T) level were performed for all atoms yielding mean absolute errors of just 0.14 eV for \(I\) and 0.15 eV for \(A\). Considering only the atoms In–I, where relativistic pseudo potentials are employed, the mean absolute error rises to 0.25 eV for \(I\) and remains at 0.15 eV for \(A\). As a reference throughout this work we use the experimental values from the recent compilation of Ayers et al.\(^{54}\) Preliminary studies also indicated that the pseudo-potential approach was not sufficiently reliable for elements heavier than I. Cartesian basis functions were utilized throughout. The standard PBE calculations in this study were performed with the Gaussian 09\(^{55}\) program and the PBE calculations for fractional particle numbers were performed with a development version of the Dalton2013\(^{36,57}\) program.

#### 3.1 Electron affinities and the \(E\) vs. \(M\) analysis

Table 1 presents electron affinities determined using Eq. (9), Eq. (27) and Eq. (28); also listed are the PBE ionisation potentials and orbital energies (for the neutral \(N\)-electron systems) used in the TDP expression. Firstly, consider the DFT affinities determined as an electronic energy difference, Eq. (9). Despite the formal difficulties associated with direct calculations on the anion, the results for all of the atoms in Table 1 are in very good agreement with the experimental values, with a mean absolute error of just 0.18 eV. The accuracy of such estimates using conventional density-functional approximations and basis sets has been discussed widely in the literature\(^{1,3-6,8}\) and is well understood. In addition to the mean and mean absolute errors \(d\) and \(|d|\), the linear regression parameters for a correlation plot between the calculated and experimental values, \(m, c\) and \(r^2\) are also presented. The high quality of the estimates using the PBE energies in Eq. (9) is clear with \(m\), \(c\) and \(r^2\) close to their ideal values of 1, 0 eV and 1, respectively.

Next we consider the electron affinities determined using the Koopmans-type estimate of Eq. (28). From the discussion in Section 2 we do not expect these values to be accurate, except in the extreme case that \(\lambda_+ = 0\). In the best-case scenario that the exchange–correlation potential associated with the PBE approximation instead averages over \(\Delta_{xc}\) then the values predicted in this manner should be in error by \(\Delta_{xc}/2\). The values in Table 1 are consistent with the expected inaccuracy of this expression, exhibiting systematic overestimations of \(A\), with \(|d|\) of 3.43 eV. The correlation between the experimental affinities and the Koopmans-type estimates is also poor with \(m, c\) and \(r^2\) of 0.56, −1.25 eV and 0.80, respectively.

The TDP expression of Eq. (27) was derived to account explicitly for the lack of a \(\Delta_{xc}\) contribution for (semi-)local functionals under the assumption that they average over \(\Delta_{xc}\), such that \(\lambda_+ \approx \lambda_-\). As discussed in Section 2 the TDP expression may be thought of as a corrected Koopmans-type expression. The results for this expression are presented in column six of Table 1, it is clear from these values that the quality of the results obtained is mixed, with a systematic tendency to underestimate \(A\). In particular, large errors are evident for the atoms Li and Na. In Figure 2 the deviations from the experimental values are presented for each atom. The breakdown for the Li and Na atoms is clearly evident. In addition it is clear that in general as the atomic number increases the errors in the TDP predictions of the electron affinities decrease. The largest errors observed are for the s-block elements Li, Be, Na and Mg. It is also evident that for the heavier p-block elements the Group 15 elements P, As and Sb display larger errors than the other p-block elements from the same rows of the periodic table.

The breakdown for Li and Na may have been anticipated because the electron addition and subtraction processes involve different principal quantum numbers: For Li, the electron is added to 2s orbital but removed from the 1s, whilst for Na, the electron is added to 3s orbital but removed from 2p. This would lead us to expect the problem to be more pronounced for Li, as is indeed observed in Figure 2. Based on similar
Table 1 PBE HOMO and LUMO energies $\epsilon_{\text{HOMO}}^\sigma$ and $\epsilon_{\text{LUMO}}^\sigma$-ionization energies $\varepsilon$ and electron affinity estimates using Eq. (9), (27) and (28), together with the reference experimental electron affinities. In the case of group III and IV elements, $\sigma = \alpha$, whereas for the group VI and VII elements, $\sigma = \beta$. The error measures are presented over the p-block elements only. $d$ and $|d|$ denote mean and mean absolute errors, respectively, relative to the experimental values. $m$, $c$, and $r^2$ denote the gradient, intercept, and correlation parameters, respectively, of the correlation curves, relative to the experimental values. All affinity estimates, errors and intercepts are given in eV; all other quantities are in a.u.

<table>
<thead>
<tr>
<th>Atom</th>
<th>$l$</th>
<th>$\epsilon_{\text{HOMO}}^\sigma$</th>
<th>$\epsilon_{\text{LUMO}}^\sigma$</th>
<th>$\varepsilon$ (Eqn. (9))</th>
<th>$\varepsilon$ (Eqn. (27))</th>
<th>$\varepsilon$ (Eqn. (28))</th>
<th>$A_{\text{Exp}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Li</td>
<td>1</td>
<td>-1.069</td>
<td>-0.006</td>
<td>0.51</td>
<td>-59.27</td>
<td>0.16</td>
<td>0.62</td>
</tr>
<tr>
<td>Be</td>
<td>2</td>
<td>-0.206</td>
<td>-0.074</td>
<td>-0.02</td>
<td>-1.38</td>
<td>2.01</td>
<td>0.30</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>-0.153</td>
<td>-0.133</td>
<td>0.61</td>
<td>-0.88</td>
<td>3.62</td>
<td>0.28</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>-0.224</td>
<td>-0.205</td>
<td>1.58</td>
<td>0.14</td>
<td>5.58</td>
<td>1.26</td>
</tr>
<tr>
<td>N</td>
<td>3</td>
<td>-0.562</td>
<td>-0.152</td>
<td>0.27</td>
<td>-1.11</td>
<td>4.13</td>
<td>0.18</td>
</tr>
<tr>
<td>O</td>
<td>4</td>
<td>-0.279</td>
<td>-0.239</td>
<td>1.77</td>
<td>0.02</td>
<td>6.49</td>
<td>1.46</td>
</tr>
<tr>
<td>F</td>
<td>5</td>
<td>-0.378</td>
<td>-0.342</td>
<td>3.66</td>
<td>1.95</td>
<td>9.31</td>
<td>3.40</td>
</tr>
<tr>
<td>Na</td>
<td>1</td>
<td>-1.057</td>
<td>-0.052</td>
<td>0.55</td>
<td>-8.66</td>
<td>1.42</td>
<td>0.55</td>
</tr>
<tr>
<td>Mg</td>
<td>2</td>
<td>-0.173</td>
<td>-0.049</td>
<td>-0.05</td>
<td>-1.57</td>
<td>1.34</td>
<td>0.54</td>
</tr>
<tr>
<td>Al</td>
<td>3</td>
<td>-0.114</td>
<td>-0.102</td>
<td>0.38</td>
<td>-0.20</td>
<td>2.77</td>
<td>0.43</td>
</tr>
<tr>
<td>Si</td>
<td>4</td>
<td>-0.169</td>
<td>-0.161</td>
<td>1.49</td>
<td>0.78</td>
<td>4.37</td>
<td>1.39</td>
</tr>
<tr>
<td>P</td>
<td>5</td>
<td>-0.441</td>
<td>-0.137</td>
<td>0.88</td>
<td>-0.43</td>
<td>3.74</td>
<td>0.75</td>
</tr>
<tr>
<td>S</td>
<td>6</td>
<td>-0.226</td>
<td>-0.207</td>
<td>2.17</td>
<td>1.36</td>
<td>5.63</td>
<td>2.08</td>
</tr>
<tr>
<td>Cl</td>
<td>7</td>
<td>-0.299</td>
<td>-0.284</td>
<td>3.65</td>
<td>2.89</td>
<td>7.73</td>
<td>3.61</td>
</tr>
<tr>
<td>Ga</td>
<td>6</td>
<td>-0.109</td>
<td>-0.100</td>
<td>0.48</td>
<td>-0.31</td>
<td>2.71</td>
<td>0.43</td>
</tr>
<tr>
<td>Ge</td>
<td>7</td>
<td>-0.162</td>
<td>-0.157</td>
<td>1.44</td>
<td>0.77</td>
<td>4.27</td>
<td>1.23</td>
</tr>
<tr>
<td>As</td>
<td>6</td>
<td>-0.458</td>
<td>-0.134</td>
<td>0.89</td>
<td>-0.56</td>
<td>3.65</td>
<td>0.81</td>
</tr>
<tr>
<td>Se</td>
<td>7</td>
<td>-0.211</td>
<td>-0.199</td>
<td>2.13</td>
<td>1.49</td>
<td>5.41</td>
<td>2.02</td>
</tr>
<tr>
<td>Br</td>
<td>8</td>
<td>-0.274</td>
<td>-0.266</td>
<td>3.49</td>
<td>2.90</td>
<td>7.25</td>
<td>3.36</td>
</tr>
<tr>
<td>Ag</td>
<td>9</td>
<td>-0.104</td>
<td>-0.097</td>
<td>0.53</td>
<td>-0.13</td>
<td>2.63</td>
<td>0.38</td>
</tr>
<tr>
<td>Sn</td>
<td>10</td>
<td>-0.151</td>
<td>-0.148</td>
<td>1.42</td>
<td>0.89</td>
<td>4.04</td>
<td>1.11</td>
</tr>
<tr>
<td>Se</td>
<td>11</td>
<td>-0.428</td>
<td>-0.129</td>
<td>0.95</td>
<td>-0.36</td>
<td>3.52</td>
<td>1.05</td>
</tr>
<tr>
<td>Te</td>
<td>12</td>
<td>-0.193</td>
<td>-0.185</td>
<td>2.07</td>
<td>1.58</td>
<td>5.04</td>
<td>1.97</td>
</tr>
<tr>
<td>I</td>
<td>13</td>
<td>-0.247</td>
<td>-0.242</td>
<td>3.25</td>
<td>2.80</td>
<td>6.59</td>
<td>3.06</td>
</tr>
</tbody>
</table>

$|d|$ denotes the mean absolute error, $m$ denotes the gradient, $c$ denotes the intercept, and $r^2$ denotes the correlation coefficient.

Fig. 2 Errors in eV for the atomic electron affinities predicted by Eq. (27) relative to experimental values. Large errors are predicted for cases where the assumptions underlying the TDP expression are expected to break down e.g. for Li and Na. For the heavier p-block elements the errors for the Group 15 elements P, As and Sb elements are slightly larger than the other p-block elements in the same rows of the periodic table, see text for further discussion. Note that the bar for Li is truncated and corresponds to an error of $-59.88$ eV.

Arguments, we can also rationalize the errors observed for Be and Mg, since the addition and subtraction involves orbitals with different $l$ quantum numbers, that the errors here are less severe reflects the fact that the changes occur between orbitals in shells that share the same principal quantum number.

For the Group 15 elements N, P, As, and Sb the subtraction process involves the removal of an unpaired $\sigma$-electron, whilst the addition process involves the pairing of electrons. This observation rationalizes the slightly larger errors observed for the elements P, As and Sb in Figure 2. The N atom results are more accurate than these arguments would suggest, however, we note that this is the only atom for which the experimental electron affinity is negative and this may explain its anomalous behaviour. For all the other atoms, the addition and subtraction occurs for electrons of the same spin within a single manifold of p-orbitals, and so the assumption of symmetry is most valid.

A summary of the errors associated with the electron affinity expressions of Eqs. (9), (27) and (28) is given by the normal distributions in Figure 3 for the p-block atoms only. The positions of the centres of the distributions relative to the ordinate reflect the quality of the mean errors, whilst the width of the distributions reflect the standard deviations of the errors associated with each expression relative to the experimental values in Table 1. The quality of the conventional affinity estimates associated with Eq. (9) is clearly reflected by the width and position of the blue peak. The large spread of errors and the systematic overestimation of $A$ by the Koopmans-type expression of Eq. (28) is reflected by the brown peak. Finally the red peak represents the substantial improvement the TDP expression of Eq. (27) offers over the Koopmans-type estimates for the p-block atoms.

As was discussed in Section 2 the quality of the averaging assumption underlying the TDP expression for the electron affinity may be quantified by the difference between the quantities $\lambda_-$ and $\lambda_+$, which may be related to a plot of $E$ vs. $M$. To further understand the trends in the errors presented in Figure 2 and Table 1 the $E$ vs $M$ curves for the elements Li–F with $Z \leq M \leq Z + 1$ are presented in Figures 4 and 5. The ensemble energies calculated using the ground state PBE energies are shown as red lines and have slopes on either side of the integer are shown as dashed lines. For the heavier p-block elements the errors for the Group 15 elements P, As and Sb elements are slightly larger than the other p-block elements in the same rows of the periodic table, see text for further discussion. Note that the bar for Li is truncated and corresponds to an error of $-59.88$ eV.
slopes \( s_- \) and \( s_+ \) are equal to the PBE orbital energies, \( \epsilon_\alpha^{\mathrm{PBE}} \) and \( \epsilon_\beta^{\mathrm{PBE}} \), respectively, at the integer particle number \( M = Z \) consistent with Eqs. (29) and (28) and \( \Delta_{\text{SCF}}^{\mathrm{PBE}} = 0 \). The PBE estimates of \( \lambda_+ \) and \( \lambda_- \) are also indicated in each plot, along with the difference \( \lambda_+ - \lambda_- \). The key quantities in understanding the quality of the PBE TDP estimates of \( \Delta^\sigma \) are then the discrepancies between the ensemble and variational PBE initial slopes, which are quantified by \( \lambda_- \) and \( \lambda_+ \).

For the atoms Li–F the \( E \) vs. \( M \) plots are presented in Figure 4. For the Li atom the large discrepancy between the \( \lambda_- \) and \( \lambda_+ \) values is clear, with \( \lambda_- \) being large and positive whilst \( \lambda_+ \) is small and close to zero. This indicates that the averaging assumption is very poor, consistent with the breakdown of the TDP expression for this atom as shown in Table 1. In addition since \( \lambda_\pm \approx 0 \) the Koopmans-type expression of Eq. (28) is expected to be uncharacteristically accurate. This is indeed borne out by the values in Table 1 with an error of just 0.46 eV, compared to the TDP error of ~59.89 eV. This error however is still not competitive with the conventional estimate using Eq. (9), which has an error of 0.11 eV. For the remaining first row atoms the averaging assumption appears to be much more well founded with values of \( \lambda_+ - \lambda_- \) between 0.050 and 0.065 \( E_\text{H} \). The size of these errors and their relative consistency reflects the nature of the errors over the p-block elements presented in Figures 2 and 3.

The \( E \) vs. \( M \) curves for Na–Cl are presented in Figure 5. In general the errors in the TDP estimates of the electron affinities decrease as \( Z \) increases, as shown in Figure 2. This trend is reflected in the \( \lambda_+ - \lambda_- \) values presented in Figure 5 when compared with those in Figure 4. The value of \( \lambda_+ - \lambda_- \) for Na atom is large, consistent with that for Li and reflecting the large errors in the TDP prediction due to a breakdown of the averaging assumption. The values of \( \lambda_+ - \lambda_- \) for the second row p-block elements are substantially reduced compared to the first row p-block elements, consistent with the trend in Figure 2. It is notable that the reduction in \( \lambda_+ - \lambda_- \) as \( Z \) increases is substantially less for the Group 15 elements than for other members of the p-block. This trend is also evident in Figure 2 for the heavier elements of the p-block.

The noble gas atoms have been omitted from our analysis since their electron affinities are unknown. At first sight, the TDP expression would appear to provide a simple route for estimating the negative electron affinities of the noble gas atoms. However, such cases would again involve addition / subtraction to / from orbitals of different principal quantum number (as in Li, Na) and so we anticipate that the resulting affinities would be largely underestimated and hence unreliable.

### 3.2 Excited state cationic species and the \( E \) vs. \( M \) analysis

For Li, Na and the Group 15 elements the ionisation process appropriate for the TDP evaluation yields a cation in an excited state, as discussed in Section 2. For all the other atoms, the ground state cation is obtained. To our knowledge the \( E \) vs. \( M \) analysis presented here and elsewhere in the literature\(^{11,16-24} \) has only been applied to the ground states of atomic and molecular systems. In Figures 4 and 5 we have presented plots in which the ionization of these species leads to excited states of the cation (albeit the lowest state of a given symmetry), as required by Eq. (27) and discussed in Section 2. That such a situation arises is a consequence of the structure of unrestricted Kohn–Sham spin-DFT, the context in which we apply ZTGC-EDFT.

To illustrate the significance of choosing to ionize an electron from the HOMO of the same spin as the LUMO into which an electron is added we consider the phosphorus atom in detail. In Figure 6 we present three possible \( E \) vs. \( M \) curves corresponding to the following situations: (i) the cationic system is in an excited state, the neutral and anionic systems in their ground states, (ii) the cationic, neutral and anionic systems are all in their ground states and (iii) the cationic and neutral systems are in the ground state, the anionic system is in an excited state. Case (i) corresponds to ionization from the \( \beta \)-HOMO of the neutral system and electron addition to the \( \beta \)-LUMO and is of relevance to determine the discontinuity \( \Delta_{\text{c}}^{\beta} \) and hence the ground state estimate of \( \Delta^\beta \) via the TDP expression. The red lines in case (ii) have slopes corresponding to the ground state ionization potential and electron affinity, the discontinuity between the slopes of these lines is of relevance to determining the ground state molecular hardness or fundamental band gap, this connection will be explored in more detail in Section 3.3. Case (iii) corresponds to electron removal from the \( \alpha \)-HOMO and electron addition to the \( \alpha \)-LUMO and so is of relevance to determining the discontinuity \( \Delta_{\text{c}}^{\alpha} \). It is notable that the quantity \( \lambda_+ - \lambda_- \) is much smaller for case (i).
Fig. 4 $E$ vs. $M$ curves calculated using the PBE functional using the aug-cc-pVTZ basis set for the atoms Li–F with $Z - 1 \leq M \leq Z + 1$
**Fig. 5** $E$ vs. $M$ curves calculated using the PBE functional using the aug-cc-pVTZ basis set for the atoms Na–Cl with $Z - 1 \leq M \leq Z + 1$
Fig. 6 \( E \) vs. \( M \) plots for the phosphorus atom. In the left the panel the cation is in an excited state with multiplicity 5, corresponding to ionization from the \( \beta \)-HOMO of the neutral system, the anion is in its ground state corresponding to electron addition to the \( \beta \)-LUMO. In the central panel, the cation is in its ground state configuration with multiplicity 3, corresponding to ionization from the \( \alpha \)-HOMO, the anion is also in its ground state configuration corresponding to electron addition to the \( \beta \)-LUMO. In the right panel the cation is in its ground state corresponding to ionization from the \( \alpha \)-HOMO, whilst the anion is in its excited state corresponding to electron addition to the \( \alpha \)-LUMO. See text for further discussion.

than case (iii). This in turn implies that the \( v_{xc}^{PBE,\beta} \) potential is closer to averaging over the \( \Delta E^{PBE,\beta} \) discontinuity than \( v_{xc}^{PBE,\alpha} \) is to averaging over the \( \Delta E^{PBE,\alpha} \) discontinuity.

In Figure 7 the potentials \( v_{xc}^{PBE,\alpha} \) and \( v_{xc}^{PBE,\beta} \) are presented along with the corresponding potentials on the electron deficient and electron abundant sides of the integer. Consistent with the analysis in terms of \( \lambda_+ - \lambda_- \) values presented here, the \( \alpha \) PBE potential is closer to the PBE potential corresponding to the abundant side of the discontinuity than the deficient side of the integer. The \( \beta \) PBE potential on the other hand is closer to averaging over the potentials on the deficient and abundant sides of the integer, consistent with the reasonable accuracy of the TDP expression and the \( \lambda_+ - \lambda_- \) values in Figure 6.

3.3 Mulliken electronegativity and absolute hardness

We now use the analysis presented in the previous sections to compute two global reactivity indices introduced in conceptual DFT. 58–67. Within this framework, global and local reactivity indices are introduced as response functions of the energy of the system with respect to the number of electrons and/or the external potential.

Two important global quantities that will be studied here are the electronegativity \( \chi_M \) according to the Mulliken definition 70, and the absolute chemical hardness, introduced by Parr and Pearson 71. The former quantity is given by

\[
\chi_M = \frac{I_0 + A_0}{2} \quad (34)
\]

where the ground state ionization potential \( I_0 \) and electron affinity \( A_0 \) are used. As was discussed in Section 2 and emphasized in the analysis of the P atom in Section 3.1, the determination of ground state properties relates to the ground state \( E \) vs. \( M \) curves. The (absolute) chemical hardness is given by

\[
\eta = \frac{I_0 - A_0}{2} \quad (35)
\]

The concept of chemical hardness was introduced qualitatively in the late 1950s and early 1960s by Pearson in the framework of his classification of Lewis acids and bases 72–74. This quantity also measures the size of the discontinuity between the slope of the \( E \) vs. \( M \) plots on either side of the integer \( M = Z \) and is related to the ground state fundamental gap of Eq. (17) by a factor of two. This working formula arises from a three point finite difference approximation using the energies at the integer particle numbers \( M = Z - 1 \), \( M = Z \) and \( M = Z + 1 \). This is consistent with a quadratic fit to the three points and selects a derivative at the integer which is equal to the average of the left and right derivatives of the ground state \( E \) vs. \( M \) plots at \( M = Z \).

The values of \( \eta \) and \( \chi_M \) in Eqs. (35) and (34) can be evaluated using either computed or experimental ionization energies and electron affinities. The quantities determined using the experimental values are here used as a reference, against which we measure the reliability of the computed quantities. We will compute both quantities via three routes, based on the arguments presented in Section 2.

The first approach uses Eqs. (34) and (35) but with \( I_0 \) and \( A_0 \) computed from PBE \( \Delta SCF \) values; this will be referred to as the conventional evaluation. For the second approach, we first rewrite Eqs. (34) and (35) in terms of the Kohn-Sham orbital energies following Eq. (31) and (30); note that, from now on, we have dropped the label “fic.” in the equations. It is important to note that the latter equations are dependent on the spin label and that Eqs. (34) and (35) necessarily always use the ground state \( I_0 \) and \( A_0 \). In the following expressions, we will thus write in general that \( \lambda^0 = I^\sigma \) and \( A^0 = A^\sigma \).

\[
\chi_M = \frac{I^\sigma + A^\sigma}{2} = \frac{\epsilon_{\sigma}^+ + \epsilon_{\sigma}^-}{2} = \frac{(\lambda_{\sigma}^+ - \lambda_{\sigma}^-)}{2} \quad (36)
\]
are presented. The potentials on the abundant and deficient sides are determined using the PBE $\Delta$ and right-hand panel the analogous $\beta$ these equations can be rewritten as

Introducing the TDP approximation for $\lambda$ these equations can be rewritten as

$$\chi_M = I^{\sigma'} + \left( -\epsilon_H^{\sigma'} - \epsilon_L^{\sigma'} - I^{\sigma'} \right)$$

(38)

and

$$\eta = I^{\sigma} - \left( -\epsilon_H^{\sigma} - \epsilon_L^{\sigma} - I^{\sigma} \right)$$

(39)

These equations, Eqs. (38) and (39), will be referred to as the TDP expressions for $\chi_M$ and $\eta$, respectively and will be evaluated using the PBE $\Delta$SCF estimates of $I^{\sigma'}$ and $I^{\sigma}$.

In line with the previous discussion of electron affinities we also consider a third pair of expressions which we will refer to as the Koopmans-type estimates of the same quantities. These expressions are obtained by replacing the ionization potential and electronic affinity in Eqs. (34) and (35) by the negative of the HOMO and LUMO eigenvalues giving

$$\chi_M \approx -\frac{\epsilon_L^{\sigma} + \epsilon_H^{\sigma'}}{2}$$

(40)

and

$$\eta \approx -\frac{\epsilon_L^{\sigma} - \epsilon_H^{\sigma'}}{2}$$

(41)

Table 2 presents the results obtained from the conventional, TDP and Koopmans-type evaluations of $\chi_M$ and $\eta$. The PBE estimates of $\chi_M$ obtained via Eq. (34) are very close to the estimates based on experimental values of $I_0$ and $A_0$, reflecting the accuracy of the conventional PBE estimates of these quantities. The mean and mean absolute errors are just 0.12 and 0.14 eV respectively. Comparing the estimates obtained using the TDP expression of Eq. (38) with those from the Koopmans-type expression of Eq. (40) as presented in columns three and four of Table 2, it is clear that only the estimates for Li, N, Na, P, As, and Sb differ between the two due to the cancellation of the integer discontinuity correction terms in the TDP expression when the processes of electron addition and subtraction involve electrons of the same spin (see Eq. (36)).

This cancellation means that in general the Koopmans estimate of the electronegativity may be reasonably reliable, as quantified by the mean and mean absolute errors of $-0.38$ eV and $0.38$ eV relative to the values derived from experiment over the p-block atoms. For Li and Na large discrepancies are observed between the TDP and experimental results. These may be understood as arising due to the breakdown of the assumption that $\lambda_{+} \approx \lambda_{-}$ as discussed in the last section.

For the group 15 elements N, P, As and Sb the differences between the TDP and Koopmans results show mixed performance; for N the TDP value is substantially closer to the experimental value than the Koopmans value, for P the values are comparable and for As and Sb the TDP values underestimate the experimental values by more than the Koopmans estimates. The quality of the results for each approach is summarized for the p-block elements (where the averaging assumption holds reasonably well) in Figure 8. The blue distribution reflects the reasonable quality of the PBE estimates. The brown distribution shows the systematic underestimation of the electronegativity using the Koopmans approximation, although it is more accurate than may otherwise be expected due to the cancellation of the integer discontinuity terms for all but N, P, As and Sb. The TDP expression which accounts for these corrections leads to little improvement in the quality of the results, though the width of the distribution is narrowed reflecting a slightly reduced spread in the errors relative to experiment.

For the chemical hardness, $\eta$, the conventional estimates
using PBE energies again show good accuracy with mean and mean absolute errors relative to the experimental values for the p-block elements of just −0.05 and 0.08 eV, respectively. The Koopmans-type estimates in this case are in substantial error with mean and mean absolute errors of −3.81 and 3.81 eV. The disparity between the quality of the Koopmans-type estimates for $\chi^M$ and $\eta$ may be understood by noting that in the derivation of the TDP expressions for these quantities the integer discontinuity corrections cancel for $\chi^M$ but not for $\eta$, as can be seen from Eq. (36) and (37). The impact of this is clearly evident in column six of Table 2. Again the values for Li and Na are in substantial error due to the break down of the assumption that $\lambda_+ \approx \lambda_-$, however, for the other species the TDP estimates are much closer to the experimental values. This is reflected in the errors over the p-block elements with mean and mean absolute errors both of 0.45 eV representative of a substantial improvement over the Koopmans-type estimates. Figure 9 summarizes the quality of the results. The high quality of the conventional estimates is clearly shown by the blue distribution which is sharply peaked and close to the ordinate. The poor quality of the Koopmans-type estimates is clear, the brown distribution being very broad and showing systematic underestimation of the estimates of $\eta$ for the p-block elements. The red distribution emphasizes the clear improvement obtained for the TDP estimates, giving a much narrower distribution closer to the ordinate with a slight tendency to overestimate $\eta$.

### 4 Conclusion

![Fig. 8 Normal distributions for the errors (in eV) in the Mulliken electronegativities $\chi^M$ relative to experiment calculated using Eq (34) (blue), Eq. (38) (red) and Eq (40) brown.](image)

The natural framework for treating systems with fractional particle number in the context of density-functional theory is ZTGC-EDFT. In this work we have given a short overview of the aspects of this theory relevant to determining the electron affinity, electronegativity and chemical hardness of a range of atomic species in the context of spin-DFT. The essential aspects of our analysis are expected to carry over to molecular systems.

Three routes to calculate electron affinities were considered: the conventional $\Delta$SCF approach, the Koopmans-type estimate and a corrected Koopmans-type estimate, designed to account for the exchange–correlation discontinuity, $\Delta_{xc}$, under the assumption that the errors associated with (semi-) local functionals are symmetric with respect to the processes of electron addition / subtraction. This assumption has been quantified in terms of the quantities $\lambda_+$ and $\lambda_-$, which measure the discrepancy between the (formally but not practically equivalent) ensemble and variational results obtained using approximate (semi-) local density functionals.

In the case that $\lambda_+ \approx \lambda_-$ the TDP (corrected Koopmans) results were found to yield a substantial improvement over Koopmans-type estimates. Failures of the TDP approximation relative to the experimental values were most pronounced for Li and Na and are inline with chemical intuition, from which a breakdown of the symmetry assumption would be expected for these species. In general the accuracy of the TDP expression is not competitive with conventional $\Delta$SCF estimates, however, it does offer the possibility to determine esti-
mutes of $A^\sigma$ at low cost using (semi-)local functionals without performing troublesome calculations on anionic species.

Central to the interpretation of the quality of the results for each approach was the analysis of $E$ vs. $M$ curves. These plots, whose significance has been evident since the pioneering work of Perdew et al.\textsuperscript{11}, highlight the inconsistency between the ensemble interpolation and variational solutions obtained for local density functional approximations. The initial slopes of the $E$ vs. $M$ curves either side of $M = Z$ are consistent with Janak’s theorem and linear extrapolations to $M = Z \pm 1$ were used to define the quantities $\lambda_{\pm}$. For the Group 15 elements the significance of excited state cation/anion plots for the determination of the spin discontinuities $\Delta^\sigma$ were highlighted. These differ from the more intuitive ground state plots relevant to ground state properties such as the fundamental gap $\Delta_0$.

Finally, we extended the analysis to expressions for the ground state Mulliken electronegativity and the absolute hardness. The working equations for each of these quantities involve the ground state ionization potentials and electron affinities. For the electronegativity the corrections due to the integer discontinuity approximately cancel out and as a consequence the Koopmans and corrected Koopmans expressions yield similar accuracy. For the hardness no such cancellation occurs and the accuracies reflect those obtained for the corresponding electron affinities.

In summary, the TDP expressions represent a computationally inexpensive approach to determine the electron affinity, Mulliken electronegativity and absolute hardness in cases where the errors upon electron addition and subtraction are symmetric, whilst avoiding difficult calculations on anionic species. The TDP expressions are reasonably accurate when the electron addition and subtraction occur within a single manifold of orbitals but fail when these processes involve orbitals with different principal quantum number. To make further progress in this area it may be desirable to seek estimates of the asymmetry quantified in the present work by $\lambda_+ + \lambda_-$. 
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