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Abstract. Bayesian analysis of functions and curves is considered, where warping and other geometrical transformations are often required for meaningful comparisons. The functions and curves of interest are represented using the recently introduced square root velocity function, which enables a warping invariant elastic distance to be calculated in a straightforward manner. We distinguish between various spaces of interest: the original space, the ambient space after standardizing, and the quotient space after removing a group of transformations. Using Gaussian process models in the ambient space and Dirichlet priors for the warping functions, we explore Bayesian inference for curves and functions. Markov chain Monte Carlo algorithms are introduced for simulating from the posterior. We also compare ambient and quotient space estimators for mean shape, and explain their frequent similarity in many practical problems using a Laplace approximation. Simulation studies are carried out, as well as practical alignment of growth rate functions and shape classification of mouse vertebra outlines in evolutionary biology. We also compare the performance of our Bayesian method with some alternative approaches.
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1 Introduction

We consider statistical analysis of functions and curves where some form of registration or time warping is of interest. The two main applications that we focus on involve the alignment of growth rate curves and the classification of mouse vertebrae shape outlines in evolutionary biology. Both applications require methods which can take account of arbitrary reparameterizations of the functions or curves of interest. In order to help choose appropriate methods and models we first describe three different spaces of interest: the original space, the ambient space and the quotient space. The choice of space in which to specify the statistical model is important, as it determines what type of mean estimation and subsequent statistical analyses are carried out.

Our main contribution is to introduce a Bayesian approach to the analysis of functions and curves, which is demonstrated to be effective in the two applications as well as in the comparison with some other existing methodologies. Inference is carried out using Markov chain Monte Carlo simulation, and prior beliefs about the amount of time warping or registration are included as part of the model.

We wish to consider applications where the functions or curves of interest may not
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be in alignment. For example, in the study of growth curves of children it makes sense to consider a time warping of the curves so that the curves match up in a biologically meaningful way. Children reach various stages of development such as puberty at different times, and so when comparing growth curves it is sensible to first align the curves in time and then compare the different heights and growth rates of the children using the time-warped curves (Ramsay and Li 1998). The function registration problem has been considered by a large number of authors, including Kneip and Gasser (1992); Silverman (1995); Ramsay and Li (1998); Kneip et al. (2000) and Srivastava et al. (2011b), among many others. In earlier Bayesian approaches Telesca and Inoue (2008) and Zhou et al. (2014) model the functions and warps by linear combinations of B-splines, and Claeskens et al. (2010) use another Bayesian method with multiresolution warping functions.

After alignment, quantities such as a population mean function and a population covariance function can then be estimated in the space of curves. In addition to the amplitude variability of the functions post registration, it is also of interest to analyze the variability in the registration transformations themselves, which is also known as phase variability. When analyzing curves in two or three dimensions we have additional potential invariances, such as translation, rotation and possibly scale invariance.

As a motivating example consider the functions in Figure 1, which are the growth rates (smoothed first derivative of height with respect to time) of two girls from the Berkeley growth study (Ramsay and Silverman 2005). In order to compare the curves it makes sense to align the main features, which here are two growth spurts given by the peaks. In the left hand plot of Figure 1 it can be seen that the scans are not well aligned, as the large peaks are not in the same positions in the x-axis. The goal of the alignment is to register the curves with a transformation of the x-axis so that peaks representing the growth spurts can be compared between individuals. After registration using the Bayesian methodology of this paper it is clear in the middle plot of Figure 1 that the two main peaks have been lined up using the posterior mean warping function applied to the x-axis, and in the right hand plot the posterior mean warp and 95% pointwise posterior credibility intervals are displayed. Clearly there is little uncertainty in the alignment in this case. In some applications much of the alignment can be accounted for locally by a translation of the x-axis, and so we develop a Bayesian method for alignment that places strong prior information on translations, if desired. A strong prior parameter $a = 50$ is used in Figure 1, which will be explained later in Section 4.

In this paper we first introduce the original, quotient and ambient spaces for representing functions and curves in Section 2. We focus on the square root velocity function and quotient space in Section 3. A Bayesian model in ambient space is described in Section 4 and inference is developed using Markov chain Monte Carlo simulation. Some properties of the methods are given in Section 5, including asymptotic properties and approximations. Various simulation studies and practical analysis of growth rate curves are given in Section 6, and we also consider a problem in shape analysis where it is of interest to classify mice vertebrae on the basis of the outline shape. We conclude with a brief discussion.
The spaces of interest

2.1 Original, ambient and quotient spaces

Consider data of interest in the form of functions or curves

\[ f_i(t) : [0, 1] \to \mathbb{R}^m, i = 1, \ldots, n. \]

In functional data analysis (Ramsay and Silverman 2005) the function \( f(t) \) is typically in \( m = 1 \) dimension. In statistical shape analysis (Klassen et al. 2003) the curve \( f(t) \) is usually in \( m = 2 \) or \( m = 3 \) dimensions. In practice we cannot observe a complete continuous function but rather a finite set of discrete points \( \{ f(t_j) \in \mathbb{R}^m : j = 1, \ldots, k \} \), where the function is observed at times \( t_j, j = 1, \ldots, k \).

In a general form of the registration problem let us first consider the different spaces of interest. Each object \( f \) is located in the original space (e.g. a space of functions, a space of curves in \( \mathbb{R}^m \), or a space of landmark co-ordinates). The original space is where we represent the raw objects under study.

It is very common to standardize the objects with a preliminary transformation, such as centering or rescaling so that the objects have unit norm, or perhaps taking a derivative with respect to time to be translation invariant. These initial transformations are simple in nature and carried out individually on each object, very much in the spirit of standardizing variables to have zero mean and unit variance in univariate statistics, or taking first differences in time series. The standardized object \( f^* \) is now represented in the ambient space \( S \). Given that it is straightforward to transform to the ambient space, we will assume from now on that this initial standardization has been carried out.

Finally we wish to investigate the equivalence class \( [f]_Q \in Q \) which is obtained by removing transformations \( \gamma \in G \) from the standardized \( f^* \), where \( G \) is a group of
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transformations and \( Q = S/G \) is a quotient space. An important observation is that in order to compute distances in the quotient space, optimization over the transformation group \( G \) is required.

This notion of equivalence class and quotient space is precisely that introduced by Kendall (1984) for the representation of the shapes of \( k \) landmarks in \( \mathbb{R}^m \), where \( k > m \). The \( k \) landmarks are points located in \( m \) dimensions which represent the important features of the objects under study. In this situation the original space is the space of landmark co-ordinates \( \mathbb{R}^{km} \setminus \{ 0 \} \); the ambient space \( S \) is the pre-shape sphere \( S^{(k-1)m-1} \) of landmark coordinates which are Helmertized (or centered) to remove location and scaled to have unit size; and the quotient space is Kendall’s shape space \( \Sigma^k_m \) after quotienting out \( SO(m) = \{ R : R^T R = R R^T = I_m, \det(R) = 1 \} \), where \( SO(m) \) is the special orthogonal group of \( m \times m \) rotation matrices. See Kendall et al. (1999) for a detailed description of the geometry of this space and Dryden and Mardia (1998) for statistical considerations.

In functional data analysis the registration group is a transformation of the domain of the function, for example a translation \( \gamma(t) = t+c \), affine transformation \( \gamma(t) = at+c \), or the full group of diffeomorphic transformations \( \mathcal{D} = \{ \gamma : [0, 1] \to [0, 1] \} \), such that \( \gamma \) is 1-1 and onto. The functions themselves lie in the original space, are then standardized to the ambient space, and then finally are decomposed such that the amplitude variability is represented in the quotient space and the phase variability is contained in the group of transformations \( G \).

In curve analysis the registration of interest is the transformation of the domain, and in addition we may wish to register using the translation, rotation and scaling of the curve. In this case the curves lie in the original space, standardized versions lie in the ambient space, and then the shapes of the curves are represented in the quotient space.

The main spaces used in this paper are given in Table 1.

<table>
<thead>
<tr>
<th>Original object</th>
<th>Ambient space</th>
<th>Distance</th>
<th>Quotient space distance</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X \in M^{k \times m} )</td>
<td>( Z = \frac{1}{|X|}X \in \mathbb{R}^{k \times (m-1)} )</td>
<td>( |Z_1 - Z_2| )</td>
<td>( \inf_{\gamma \in SO(m)} |Z_1 - \gamma Z_2| )</td>
</tr>
<tr>
<td>( { f(t) : t \in \mathbb{R} } )</td>
<td>( q = \frac{1}{|f(t)|}f(t) \in \mathbb{L}^2 )</td>
<td>( |q_1 - q_2|_2 )</td>
<td>( \inf_{\gamma \in \mathcal{D}} |q_1 - \gamma q_2|_2 )</td>
</tr>
<tr>
<td>( { f(t) : t \in \mathbb{R}^m } )</td>
<td>( q = \frac{1}{|f(t)|}f(t) \in \mathbb{L}^2 )</td>
<td>( |q_1 - q_2|_2 )</td>
<td>( \inf_{\gamma \in \mathcal{D}, \gamma \in SO(m)} |q_1 - (\gamma q_2 \circ \gamma)|_2 )</td>
</tr>
</tbody>
</table>

Table 1: Three examples of original objects, ambient spaces, ambient space distances and quotient space distances. Row 1: \( k \) landmarks in \( m \) dimensions, where \( H \) is a Helmert sub-matrix (Dryden and Mardia 1998, p.34) used for removing translation and \( \Gamma \) is an \( m \times m \) rotation matrix; row 2: 1-D functions, with warp \( \gamma \in \mathcal{D} \) a re-parameterization of time; row 3: curves in \( m \)-D with warp \( \gamma \in \mathcal{D} \) a re-parameterization of arc-length and \( \Gamma \) is a rotation matrix in \( m \)-dimensions.

For our analysis of functions and curves, the original space and the ambient space \( S \) are standard classical spaces, such as \( \mathbb{L}^2, \mathbb{L}^2 \times \cdots \times \mathbb{L}^2 \) or \( S^{d-1} \), where statistical models can be relatively easily formulated, and inference carried out. In terms of statistical
modelling and inference, working with objects in the group $G$ of transformations is more challenging, but can be undertaken. The geometry of the group is usually relatively simple and well understood. However, the quotient space can be considerably more complicated in some situations. For example, the similarity shape space of a finite set of landmarks in three dimensions is very complicated, being a non-homogeneous space with singularities (Le and Kendall 1993).

So, an important question is: in which space shall we define our statistical model, the original, ambient or quotient space? Since the transformation from the original to the ambient space is quite straightforward, the main issue is whether we should consider models in the ambient space or the quotient space. Ultimately the choice of model will depend on the goals of the study and what we are trying to make inference about.

Let us first consider two data objects $X_1$ and $X_2$, which could both be standardized functions, curves, landmarks or any other type of object in an ambient space $S$. How close are $X_1$ and $X_2$, ignoring arbitrary registrations $\gamma_1, \gamma_2 \in G$? Let $[X_1]_Q$ and $[X_2]_Q$ denote the amplitudes (or shapes) of $X_1, X_2$. A natural distance between the amplitude functions is in the quotient space:

$$d([X_1]_Q, [X_2]_Q) = \inf_{\gamma \in G} d(X_1, X_2 \circ \gamma),$$

where we must also have the isometric property

$$d([X_1 \circ \gamma^*]_Q, [X_2 \circ \gamma^*]_Q) = d([X_1]_Q, [X_2]_Q), \quad (1)$$

where an arbitrary common transformation $\gamma^*$ can be applied to both objects and the quotient distance remains unchanged. This property is also known as a parallel orbit property, in that the orbits (transformations of an object by $\gamma^*$) are parallel, and it is also known as “right-invariance”. This property is a necessity when thinking about practical statistical analyses which are invariant to transformations. If we apply an arbitrary transformation to our data then clearly all distances must remain invariant.

### 2.2 Statistical models and inference

Consider a distribution for a random object $X$, where it is the equivalence class up to transformations in $\gamma \in G$ that is of interest. We have several choices for specifying a distribution. We could model $X$ in the ambient space with a population mean

$$\mu_A = \arg \inf_{\nu \in S} \int_S d(x, \nu)^2 h(x) dx,$$  (2)$$

where $h(x)$ is the probability density function (p.d.f.) of $X$. If $d(\cdot, \cdot)$ is the $L^2$ or Euclidean norm then $\mu_A = E[X] = \int x h(x) dx$. The key location parameter of interest is then the amplitude (shape) of $\mu_A$.

Statistical models in the ambient space are quite straightforward to specify because the ambient space is usually not complicated. For example we specify a stochastic process/probability distribution for $X$, and then choose some coordinates in the quotient
space, which we write as $U = [X]Q$ together with registration parameters $\gamma \in G$. We can specify a probability distribution for $X$ and transform from $X$ to $U$ (where $U = X \circ \gamma^{-1} \in Q$ and $\gamma \in G$). Likelihood based inference about $\mu_A$ up to transformations $\gamma$ is then carried out after marginalization, i.e., after integrating out the transformations $\gamma$ from the distribution of $X$. This approach was used by Mardia and Dryden (1989); Dryden and Mardia (1991, 1992) in landmark shape analysis for example.

Alternatively, we could model the equivalence class $U = [X]Q$ directly in the quotient space with population Fréchet (1948) mean

$$\mu_Q = \arg \inf_{\mu \in Q} \int_Q d(u, \mu)^2 h(u) du,$$

where $h(u)$ is the p.d.f. of $U$, and $d(\cdot, \cdot)$ is an intrinsic distance in the space. An intrinsic distance is the length of the shortest geodesic path between two points, where the path remains in the space at all times (e.g., Huckemann et al. 2010). The minimized value of the expected squared distance is known as the Fréchet variance, and we assume that a global minimum is obtained. If instead only a local minimum has been found, we denote this as the Karcher mean (Karcher 1977).

Also, we could consider extrinsic distance between two points, where a space is embedded in a higher dimensional Euclidean space. The extrinsic distance is taken as the Euclidean distance between the points in the embedding space. The population extrinsic mean

$$\mu_E = \arg \inf_{\mu \in Q} \int_Q d_E(u, \mu)^2 h(u) du,$$

where $d_E(\cdot, \cdot)$ is an extrinsic distance (e.g., Bhattacharya and Patrangenaru 2003). Models can be specified in the quotient space itself and we can perform inference on $\mu_Q$ or $\mu_E$. The method requires optimization over the $\gamma$ parameters in order to compute the intrinsic distances in the shape spaces. This is the approach used in Procrustes analysis (Goodall 1991) in landmark shape analysis.

<table>
<thead>
<tr>
<th>Type of mean</th>
<th>Notation</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient space mean function</td>
<td>$\mu_A$</td>
<td>Equation (2)</td>
</tr>
<tr>
<td>Quotient space/Fréchet/Karcher mean function</td>
<td>$\mu_Q$</td>
<td>Equation (3)</td>
</tr>
<tr>
<td>Extrinsic mean function</td>
<td>$\mu_E$</td>
<td>Equation (4)</td>
</tr>
<tr>
<td>Ambient space mean vector</td>
<td>$\mu_A([t])$</td>
<td>Section 5.1</td>
</tr>
<tr>
<td>Quotient space mean vector</td>
<td>$\mu_Q([t])$</td>
<td>Section 5.1</td>
</tr>
</tbody>
</table>

Table 2: Notation for the types of population means

A summary of the notation for the different types of population means considered in the paper is given in Table 2.

In terms of practical guidance on which approach to use: statistical models in the original or ambient space are easier to specify and interpret, and so in many situations such models are more desirable to use. However, statistical inference can be difficult,
with complicated marginal distributions obtained after integrating out the invariant transformations $\gamma$. On the other hand models specified in the quotient space are easier to work with for inference, however their interpretation in terms of the objects under study is difficult. Ideally then we would like to develop practical inference procedures for models in the ambient space, and our Bayesian inferential approach for ambient space models is the approach that we develop and recommend. The main disadvantage is that the computational time is longer than with quotient space based methods.

In the next section we shall describe some methods for computing distances and carrying out inference in quotient spaces for functions and curves. Then, in the following section we introduce our main approach to modelling using a Bayesian procedure in the ambient space.

3 Quotient space

3.1 SRVF and quotient space

Let $f$ be a real valued differentiable curve function in the original space, $f(t) : [0, 1] \to \mathbb{R}^m$. From Srivastava et al. (2011a) the Square Root Velocity Function (SRVF) of $f$ is defined as

$$q(t) = \frac{\dot{f}(t)}{\|\dot{f}(t)\|},$$

and $\|f\|$ denotes the standard Euclidean norm. The $q$ function is invariant under translation of the original function, and is in an ambient space. We consider situations when $m = 1$ for functions and $m = 2$ for planar shapes. In the one dimensional functional case the domain $t \in [0, 1]$ often represents 'time' rescaled to unit length, whereas in two and higher dimensional cases $t$ represents the proportion of arc-length along the curve.

Let $f$ be warped by a re-parameterization $\gamma \in G$, i.e., $f \circ \gamma$, where $\gamma \in G : [0, 1] \to [0, 1]$ is a strictly increasing differentiable warping function. The SRVF of $f \circ \gamma$ is then given as

$$q^*(t) = \sqrt{\gamma(t)}q(\gamma(t)),$$

using the chain rule. An advantage of using the SRVF is that it can be used to compute the elastic metric

$$d(q_1, q_2) = d([q_1]_Q, [q_2]_Q) = \inf_{\gamma \in G} \|q_1 - \sqrt{\gamma}q_2(\gamma)\|_2^2 = d_{\text{Elastic}}(f_1, f_2),$$

where $\|q\|_2 = \left\{ \int_0^1 q(t)^2 dt \right\}^{1/2}$ denotes the $L^2$ norm of $q$, and the elastic metric obeys the isometric property of (1):

$$d_{\text{Elastic}}(f_1 \circ \gamma, f_2 \circ \gamma) = d_{\text{Elastic}}(f_1, f_2),$$

where the distance is unchanged if both functions undergo a common reparameterization. For the $m = 1$ dimensional case the elastic metric is equivalent to the Fisher-Rao
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metric for measuring distances between probability density functions. If \( q_1 \) can be expressed as some warped version of \( q_2 \), i.e., they are in the same equivalence class, then \( d([q_1]_Q, [q_2]_Q) = 0 \) in quotient space. Note that we sometimes wish to remove scale from the function or curve, and hence we can standardize so that

\[
\int_0^1 q(t)^2 dt = 1.
\] (5)

In this case the ambient space would be the Hilbert sphere \( S^\infty \). In the \( m \geq 2 \) dimensional case it is common to also require invariance under rotation of the original curve. Hence we may also wish to consider an elastic distance (Joshi et al. 2007; Srivastava et al. 2011a) defined in \( Q \) given as

\[
d([q_1]_Q, [q_2]_Q) = \inf_{\gamma \in G, \Gamma \in SO(m)} \|q_1 - \sqrt{\gamma} q_2(\gamma)\|_2.
\]

The \( m = 2 \) dimensional elastic metric for curves was first given by Younes (1998).

3.2 Quotient space inference

Inference can be carried out directly in the quotient space \( Q \), and in this case the population mean is most naturally the Fréchet/Karcher mean \( \mu_Q \). Given a random sample \([q_1]_Q, \ldots, [q_n]_Q\) we obtain the sample Fréchet mean by optimizing over the warps for the 1D function case (Srivastava et al. 2011b):

\[
\hat{\mu}_Q = \arg\inf_{\mu \in Q} \sum_{i=1}^n \inf_{\gamma_i \in G} \| \mu - \sqrt{\gamma_i} (q_i \circ \gamma_i) \|^2_2.
\]

In addition for the \( m \geq 2 \) dimensional case (Srivastava et al. 2011a) we also need to optimize over the rotation matrices \( \Gamma_i \) where

\[
\hat{\mu}_Q = \arg\inf_{\mu \in Q} \sum_{i=1}^n \inf_{\gamma_i \in G, \Gamma_i \in SO(m)} \| \mu - \sqrt{\gamma_i} (q_i \circ \gamma_i) \Gamma_i \|^2_2.
\]

This approach can be carried out using dynamic programming (Bradley et al. 1977, Chapter 11) for pairwise matching, then ordinary Procrustes matching (Dryden and Mardia 1998, Chapter 5) for the rotation, and the sample mean is given by

\[
\hat{\mu}_Q = \frac{1}{n} \sum_{i=1}^n \sqrt{\gamma_i} (q_i \circ \gamma_i) \Gamma_i.
\]

Each of the parameters is then updated in an iterative algorithm until convergence.

4 A Bayesian ambient space model

4.1 The likelihood for functions

Our main approach is to consider a model in the ambient space, and then remove the unwanted transformations by marginalization. This Bayesian model was initially
described briefly by Cheng et al. (2014), and here we give a more complete description and extend the model to higher dimensions.

Since the $q$-function is a continuous function in the ambient space, naturally we consider a general stochastic process as the modelling framework for $q$, and we first consider the $m = 1$ dimensional case. We assume a zero mean Gaussian process for the difference of two 1D $q$ functions, i.e., \( \{ q_1 - q_2 | \gamma \} \sim GP \), where $q_1$ is untransformed and $q_2$ is warped by a fixed reparameterization $\gamma$, i.e. $q_2(t) = \sqrt{\gamma(t)} q_2(\gamma(t))$. The relative alignment function $\gamma$, contains the parameters of interest.

If we use $q_1([t])$ and $q_2([t])$ to denote vectors evaluated at the same finite points on the domain of of $q_1(t)$ and $q_2(t)$ respectively, then the joint distribution of these finite differences $q_1([t]) - q_2([t])$ is a multivariate normal distribution based on the Gaussian process assumption, i.e.,

$$
\{ q_1([t]) - q_2([t]) | \gamma \} \sim N_k(0_k, \Sigma_{k \times k}),
$$

where here $k$ is the number of points. We assume $\Sigma_{k \times k} = \frac{1}{\kappa} I_{k \times k}$, where $\kappa$ is a concentration parameter, although one may use more general covariance functions, such as the Gaussian or Matérn functions (Stein 1999). Note that the assumption of independent differences implied in the Gaussian model above is at the level of $q$ function, not on the original function itself. On the original function level, our model is analogous to a first order random walk model, which is commonly used in many applications. It encourages functions to have similar neighboring values, and hence the first derivatives are independent and identically distributed. One may also consider the second order random walk model, which encourages smoothness, e.g., similar neighboring slopes. The main advantage of our model is that it is a non-stationary model for the original function itself, allowing non-constant mean and also allowing the values on the function to be dependent. In Appendix E of the Supplementary Materials, we demonstrate the performance of the proposed estimators obtained when this assumption of independent differences is violated, and we see that they are not very sensitive for pointwise estimation.

### 4.2 Prior distributions

The re-parameterization function $\gamma \in G: [0, 1] \rightarrow [0, 1]$ is a strictly increasing cumulative distribution function (c.d.f.), and this c.d.f. can be approximated by a set of equally spaced points along its domain $[0, 1]$ and linear interpolation. Let $\gamma([t])$ denote $\{ \gamma(t_i), i = 0, 1, 2, \ldots, M \}$, the finite collection of $M + 1$ discretized points and $t_i = \frac{i}{M}$, then we have $\gamma(t_0) = \gamma(0) = 0$ and $\gamma(t_M) = \gamma(1) = 1$. We do not require equally spaced points but we use this formulation for convenience. Further, if we let $p_i = \gamma(t_i) - \gamma(t_{i-1})$ for $i = 1, 2, \ldots, M$, we have $0 < p_i < 1$ and $\sum_{i=1}^{M} p_i = 1$. Denoting $p_M = (p_1, p_2, \ldots, p_M)$ and treating $p_M$ as a random vector, we can assign a Dirichlet prior to $p_M|\gamma([t])$, i.e., $\pi(p_M) \sim \text{Dirichlet}(a_1, \ldots, a_M)$. We take equal $a_i = a$ here, writing Dirichlet(a). This prior distribution is uniform when $a = 1$, and a larger value of $a$ leads to a transformation more concentrated on $\dot{\gamma} = 1$ (i.e., translations). In the limit as $M \rightarrow \infty$ the warping function is a Dirichlet process. The choice of $M$ is user specific, but it should be less than the number of discrete points in the $q$ functions,
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i.e., $M < k$. A possible way to choose $M$ is to use the Deviance Information Criterion (Spiegelhalter et al. 2002), and further approaches to deal with the infinite dimensional nature of Dirichlet processes are finite truncations (Ishwaran and James 2001), slice samplers (Walker 2007; Kalli et al. 2011) and adaptive truncation (Griffin 2015).

The prior distribution for the concentration parameter $\kappa$ is taken as a Gamma($\alpha, \beta$) distribution. We use a fairly non-informative prior throughout with $\alpha = 1, \beta = 1,000$, and hence we have prior mean $E[\kappa] = \alpha\beta = 1,000$ and prior variance $\alpha\beta^2 = 1,000,000$.

### 4.3 Pairwise function comparison

Using Bayes Theorem the posterior distribution for $\{\gamma([t]), \kappa\}$ given $(q_1([t]), q_2([t]))$ is

$$
\pi(\gamma, \kappa|q_1, q_2) \propto \kappa^{p/2}e^{-\kappa\|q_m([t]) - \sqrt{\kappa}q_2([t])\|_2^2} \pi(\gamma)\pi(\kappa).
$$

In the above model, $p$ represents the degrees of freedom in the model. If there is no unit scale length constraint (5) for $q$, then $p$ would be calculated as follows: $p = km$, where $k$ is the number of finite points taken from the $q$ function, and $m$ is the original function space dimension, i.e., $m = 1$ for functions and $m \geq 2$ for curves in higher dimensions. One degree of freedom will be lost in the constrained case (5) and thus $p = km - 1$.

We use a Markov chain Monte Carlo (MCMC) algorithm to simulate from the joint posterior distribution of $\{\gamma([t]), \kappa\}$. The concentration parameter $\kappa$ is updated using a Gibbs sampler as the conditional posterior for $\kappa$ given all other parameters is still Gamma distributed. For $\gamma([t])$ with $M + 1$ points, a shift in $\gamma([t])$ is proposed at each discrete point ($i = 1, ..., M - 1$) and accepted/rejected according to a Metropolis-Hastings step. Note that $\gamma(t_0) = 0$ and $\gamma(t_M) = 1$ are both fixed and thus are not updated. The resulting Markov chain is irreducible and aperiodic, and hence dependent values from the posterior distribution can be simulated after a large number of iterations.

### 4.4 Multiple functions

If we are interested in multiple functions or curves, we can specify a mean process for $q$ functions in the ambient space, i.e., $E(q_i^*|t) = \mu_A$, where $q_i^* = \sqrt{\kappa}q_i(\gamma_i)$ is a warped version of $q_i$ through some underlying fixed $\gamma_i$. Based on the Gaussian process assumption again, we have

$$
\{q_i^*([t]) - \mu_A([t])|\gamma_i([t]), \mu_A([t])\} \sim N(0_k, \Sigma_{k \times k})
$$

for $i = 1, 2, \ldots, n$, where $n$ is the number of $q$ functions of interest. We take the prior distribution of $\mu_A$ to be a zero mean Gaussian process with large variance, independent of all other parameters. The joint posterior density for $(\mu_A, \gamma_1, \ldots, \gamma_n)$ is then

$$
\pi(\mu_A, \gamma_1, \ldots, \gamma_n|q_1, \ldots, q_n) \propto \kappa^{np/2}e^{-\kappa \sum_{i=1}^n \|\mu_A([t]) - q_i^*([t])\|_2^2} \pi(\mu_A)\pi(\gamma_1, \ldots, \gamma_n)\pi(\kappa).
$$

To simulate from the posterior distribution we again use an MCMC algorithm, consisting of pairwise MCMC updates from each curve to the current mean $\mu_A([t])$ and a Gibbs
update for $\mu_A([t])$ itself.

Due to the simultaneous invariance of all the $q$ functions to a common warping, $\mu_A([t])$ is only identifiable up to an equivalence class of warpings. Therefore, in order to compute the posterior mean estimate $\hat{\mu}_A([t])$ it is helpful to standardize in each MCMC iteration such that the Karcher mean of the warping functions from $\mu_A$ to each $q_i$ is the identity function, i.e., $\hat{\gamma} = 1$. The standardization is carried out by applying the inverse of Karcher mean of the warping functions from $\mu$ to the individual $q_i$'s.

4.5 Curve warping

In the $m \geq 2$ dimensional case, we consider a Gaussian process for the difference of two vectorized $q$ functions in a relative orientation $\Gamma$, i.e., $\{\text{vec}(q_1 - q_2) | \gamma, \Gamma \} \sim \text{GP}$, where $q_2 = \sqrt{\gamma_2(q)} \Gamma$. The matrix $\Gamma \in SO(m)$ is a rotation matrix with parameter vector $\theta$. If we assign a prior for rotation parameters (Eulerian angles) $\theta$ corresponding to rotation matrix $\Gamma$, then the joint posterior distribution of $(\gamma([t]), \theta)$, given $(q_1([t]), q_2([t]))$ is

$$
\pi(\gamma, \theta|q_1, q_2) \propto e^{-\gamma \|q_1([t]) - q_2([t])\|^2} \pi(\gamma) \pi(\theta),
$$

where $\gamma, \theta, \kappa$ are independent a priori. Throughout the paper we take $\Gamma$ to have a uniform prior on the space of rotation matrices, e.g., see Czogiel et al. (2011).

For the multiple curves case, define $q^*_i(t) = \sqrt{\gamma_i(t)} \hat{q}_i(t) \Gamma_i$ and $\mu_A = E(q^*_i)$ for fixed $\gamma_i$ and $\Gamma_i$, and we assume

$$
\text{vec}(\mu_A([t]) - q^*_i([t])) \sim N(0_{km}, \Sigma_{km \times km})
$$

for fixed $(\gamma_i, \Gamma_i), i = 1, \ldots, n$. The joint posterior for $(\mu_A, \gamma_1, \ldots, \gamma_n, \Gamma_1, \ldots, \Gamma_n)$ is

$$
\pi(\mu_A, \gamma_1, \ldots, \gamma_n, \Gamma_1, \ldots, \Gamma_n|q_1, \ldots, q_n) \propto e^{-\gamma \|q^*_i - \mu_A\|^2} \pi(\mu_A) \pi(\gamma_1, \ldots, \gamma_n) \pi(\Gamma_1, \ldots, \Gamma_n),
$$

with warps, rotations and $\kappa$ independent a priori. Sampling from the posterior distribution is carried out through exactly the same procedure as when $m = 1$ but with an extra Metropolis-Hastings update for rotation angles.

4.6 Alternative Bayesian approaches

An earlier Bayesian method for curve registration is Bayesian hierarchical curve registration (BCHR) of Telesca and Inoue (2008) where B-splines were used to approximate both the mean functional curve $E[f(t)]$ and the alignment function $\gamma(t)$, with a monotonicity assumption. Rather than modelling coefficients of basis functions, our model uses discrete realizations of stochastic processes (Gaussian and Dirichlet), and we work with the derived function $q(t)$ and the alignment function $\gamma(t)$, with monotonicity built-in with a cumulative distribution function and linear interpolation. The key difference
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is that working with the $q$ function enables the method to be invariant under simultaneous warping of all the curves, but this is not the case with the BHCR method. Both methods use MCMC simulation for posterior inference.

As an extension for further work we could also use a basis function approach, which would introduce more smoothness. In the case of high dimensional data, such as the mass spectrometry data of Koch et al. (2014) which has a large number of spikes, it is relatively expensive to approximate the original curve using B-splines. A recent Bayesian approach of Zhou et al. (2014) also uses B-Splines for the warping function but with individual curves having different time domains. The same restrictions on the coefficients for monotonicity and a similar model to the BHCR approach is used, and an underlying common mean function applied to degradation signals of engineering components. A further Bayesian approach is introduced by Claeskens et al. (2010), where multi-resolution warping functions are considered. The warping functions are rather different, with multiresolution properties as in wavelets. MCMC methods are again used with both methods, but the key difference again is that the mean function $f(t)$ is used which is not invariant to simultaneous warping, unlike $q(t)$ that we use in our case.

5 Properties

5.1 Asymptotic properties

Let us write $\phi$ for the vector of all the parameters in $\{(\gamma_i, \Gamma_i), i = 1, \ldots, n\}$, and consider $\mu_A$ to be represented by a piecewise linear function connecting a finite number $k$ points given by $k$-vector $\mu_A([t])$. The marginal posterior density for ambient space inference is given by

$$
\pi_A(\mu_A([t]), \kappa|X) = \int_\phi \pi(\mu_A([t]), \kappa, \phi|X)d\phi.
$$

(6)

The posterior mode estimator of $(\mu_A([t]), \kappa)$ is written as $(\hat{\mu}_A([t]), \hat{\kappa})$ and is obtained by maximizing (6). If the prior distribution of $(\mu_A([t]), \kappa)$ is uniform then $(\hat{\mu}_A([t]), \hat{\kappa})$ is the maximum likelihood estimator. If the prior is absolutely continuous in a neighborhood of $\mu_A([t])$ with continuous positive density at $\mu_A([t])$ and the distribution satisfies certain regularity conditions (including differentiable in quadratic mean with non-singular Fisher information matrix $I_{\mu_A([t])}$), then consistency and asymptotic normality follow. Subject to the conditions of the Bernstein-von Mises theorem (van der Vaart 1998, p141), we have

$$
\sqrt{n}(\hat{\mu}_A([t]) - \mu_A([t])) \rightarrow N\left(0, \frac{1}{\sqrt{n}} \sum_{i=1}^{n} I_{\mu_A([t])}^{-1}(X_i), I_{\mu_A([t])}^{-1}\right)
$$

in total variation norm as $n \rightarrow \infty$, where $\hat{\ell}_{\mu_A([t])}(X_i)$ is the derivative of the log-likelihood corresponding to observation $i$. If $\hat{\mu}_A$ is a piecewise linear function obtained from the vector $\hat{\mu}_A([t])$, because $\hat{\mu}_A([t])$ is consistent for $\mu_A([t])$ we can state that
\[ \hat{\mu}_A \rightarrow \mu_A \text{ in probability as } n \rightarrow \infty, \] and hence the ambient space mean is consistent. Allassonnière et al. (2007) and Allassonnière et al. (2010) give detailed discussion of consistency in ambient space models, in particular for deformable templates in image analysis.

The sample Fréchet mean vector \( \hat{\mu}_Q([t]) \) is consistent for the population Fréchet mean vector \( \mu_Q([t]) \) (Kendall 1990; Le 1991) provided the distribution has support within a regular geodesic ball, and if \( \hat{\mu}_Q \) is a piecewise linear function obtained from the vector \( \hat{\mu}_Q([t]) \) and because \( \hat{\mu}_Q([t]) \) is consistent for \( \mu_Q([t]) \), we can state that \( \hat{\mu}_Q \rightarrow \mu_Q \) in probability as \( n \rightarrow \infty \).

The results in the sub-section concern the asymptotic normality of a finite set of points on functions. Detailed consideration of similar results for the estimators of entire functions is a topic for further work.

### 5.2 Comparison of the quotient and ambient space methods

In general the population Fréchet mean \( \mu_Q \) in the quotient space and the ambient space mean \( \mu_A \) do not have the same amplitude/shape, and hence the sample Fréchet mean can be inconsistent for the ambient space mean. Likewise the sample ambient space mean can be inconsistent for the population Fréchet mean. It is most natural therefore to use the appropriate estimators given the choice of mean that is to be estimated. If we are interested in the amplitude/shape of the population ambient space mean then we use ambient space inference, while if we are interested in the population Fréchet mean then we use the sample Fréchet mean. As we see below there are situations where the sample ambient space and Fréchet estimators are very similar, and so our choice between them may be made on other grounds in this case, such as ease of computation.

When the prior distributions are uniform in the parameters an identical estimator to the sample Fréchet mean \( \hat{\mu}_Q \) is obtained from the posterior mode in the Bayesian model of the previous section. If the priors are not uniform then the posterior mode is in fact a penalized quotient estimator, with the objective function

\[
\hat{\mu}_{pen} = \arg \inf_{\mu \in Q} \sum_{i=1}^{n} \inf_{\gamma_i \in G, \Gamma_i \in SO(m)} \{ -\log \pi(\mu, \kappa, \gamma_i, \Gamma_i | q_1, \ldots, q_n) \}
\]

for the curve case.

Note that in many practical situations the ambient space estimator and penalized quotient space estimators are quite similar, although they do not have to be. One reason for the similarity in practice is due to a Laplace approximation, and the marginal posterior density (for ambient space inference) is given by

\[
\pi_A(\mu, \kappa | X) = \int_{\phi} \pi(\mu, \kappa, \phi | X) d\phi.
\]

(7)

whereas the penalized quotient space estimator is obtained by maximization of

\[
\pi_Q(\mu, \kappa | X) \propto \sup_{\phi} \pi(\mu, \kappa, \phi | X).
\]

(8)
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where $X = \{q_1, \ldots, q_n\}$. Often we can consider $\pi_Q(\mu, \kappa | X)$ in (8) to be a good approximation to the marginal density (7) where the integral is approximated using Laplace’s method:

$$
\int_\phi \pi(\mu, \kappa, \phi | X) d\phi = \int_\phi b(\phi) \exp\{-Ar(\phi)\} d\phi \\
\approx b(\hat{\phi}) \left(\frac{2\pi}{A}\right)^{p/2} |\Sigma_{\hat{\phi}}|^{1/2} \exp\{-Ar(\hat{\phi})\} \\
\propto \sup_{\phi} b(\phi) \exp\{-Ar(\phi)\} \\
\propto \pi_Q(\mu, \kappa | X),
$$

where the gradient of $r(\phi)$ is zero at $\hat{\phi}$, $\Sigma_{\hat{\phi}}$ is the inverse of the positive definite Hessian matrix of $r(\phi)$ at $\hat{\phi}$ and $A$ is a constant. This approximation will be reasonable when the underlying distribution $(\phi | \mu, \kappa)$ is unimodal. Laplace’s approximation is exact when $(\phi | \mu, \kappa)$ is multivariate Gaussian, i.e., $r(\phi)$ is a quadratic form in $\phi$ and $b(\phi)$ is constant. For further discussion on similar comparisons for unlabelled landmark shape analysis, see Kenobi and Dryden (2012). In cases where the Laplace approximation does not hold, e.g., multimodality, then one should not rely on the quotient estimator as a reasonable estimate of the ambient space mean.

5.3 Multimodality

Multimodality of the posterior distribution can often be an issue with registration of functions and curves. Simulated tempering (Geyer and Thompson 1995) is a powerful simulation technique designed to overcome problems in moving between local modes of the posterior. The key idea is to first jump from the “cold” temperature (target distribution), where it is difficult to move out of a local mode to a “hot” temperature where movement between modes is easier and then jump back to the “cold” temperature. Using this procedure, the MCMC algorithm can explore the sample space in a more efficient manner. Further details are given in Appendix F in the Supplementary Materials.

6 Simulations and applications

6.1 1D data analysis

Simulation study

We consider now a simulation study to compare estimation properties of the quotient and ambient space estimators. The quotient space estimator $\hat{\mu}_Q$ is obtained by minimizing $\sum_{i=1}^n \|\mu - \sqrt{n}(q_i \circ \gamma_i)\|^2_2$ using dynamic programming while the ambient space estimator $\hat{\mu}_A$ is obtained using the point-wise mean of posterior samples from MCMC iterations after convergence. The detailed algorithm for dynamic programming is given
in Appendix A of the Supplementary Materials; and the MCMC algorithm is described in greater detail in Appendix B of the Supplementary Materials.

In a single Monte Carlo simulation repetition, a sample of \( q \)-functions in one dimension is generated through the model

\[
q_i([t]) = \sqrt{\gamma_i} \mu_A(\gamma_i([t])) + e_i([t]),
\]

where \( e_i \sim N(0, \Sigma) \) and \( \gamma_i \sim \text{Dirichlet}(1) \) for \( i = 1, \ldots, n \).

Both \( \hat{\mu}_Q \) and \( \hat{\mu}_A \) are computed and their Fisher-Rao distances to the underlying true \( \mu_A \) are calculated. Note that since the goal is to estimate \( \mu_A \) in the ambient space, it is expected that \( \hat{\mu}_A \) will be more appropriate than \( \hat{\mu}_Q \). The MCMC algorithm for \( \hat{\mu}_A \) is run for 50,000 iterations with a 25,000 iteration burn-in period. The prior for \( \gamma \) in the Bayesian model is taken as Dirichlet with \( a = 1 \), i.e. uniform. Given specific combinations of sample size \( n \in \{5, 10, 20, 30, 50, 100, 200\} \) and error standard deviation \( \sigma \in \{0.1, 0.3, 0.5, 1\} \), 100 Monte Carlo repetitions are run and the arithmetic means of squared Fisher-Rao distances from both estimators to \( \mu_A \) are recorded.

Four examples for \( \mu_A \) are considered, which are all scaled to have unit length and unit time. The functions \( \mu_A \) in examples I, II, III, IV given in Figure 2 are evaluated at \( k \) equal to 51, 51, 101, 51 points respectively, and the warping functions are parameterized using \( M + 1 \) points, where \( M \) is equal to 10, 10, 20, 10 respectively. The underlying \( \mu_A \) functions in example I and IV are piecewise linear, example II is a mixture of three normal densities, and example III is the derivative of the difference of two Gamma functions (in fact it is the derivative of the canonical haemodynamic response function often used to model the blood oxygen level dependent signals in fMRI (Glover 1999)). The corresponding distances from both estimators are given in Figure 3.

From Figure 3 we see that when \( \sigma \) is smaller, the average squared distance between the estimate and true value is smaller, and as \( n \) increases in general the average squared distance becomes smaller. When \( \sigma \) is small (0.1), the performance of both estimators is almost equivalent. However, for larger \( \sigma \) in nearly all cases there is an advantage in using the ambient space estimator. One possible explanation could be over-warping of the quotient estimator to the noisy data due to the optimization over warpings, compared to the integration over warpings in the ambient space estimator. For large \( \sigma \geq 0.5 \) both procedures are clearly biased for these values of \( n \), but it must be borne in mind that the signal to noise ratio is very low in these cases and so the estimation is very challenging and the discrete implementation will have an important effect.

It is also worth pointing out that the quotient estimator we obtained here should be the same as that from Srivastava et al. (2011a) in theory although we use a quite different Dynamic Programming (DP) implementation to search the optimal warping function. To avoid the potential bias caused by different DP methods, we also perform a similar simulation study using their implementation for the quotient estimator for comparison. The observed pattern is almost the same, i.e., our ambient estimator has comparable performance to quotient counterpart for smaller \( \sigma \) while a better performance for larger \( \sigma \).

Overall, from the above examples it does seem that there is an advantage in us-
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Figure 2: The true $\mu_A(t)$ functions used for simulation study. From left to right we denote the functions as Example I, II, III and IV respectively.

Growth rate curves

We consider the Berkeley growth study girls dataset (Tuddenham and Snyder 1954; Ramsay and Silverman 2005), where the smoothed growth rate curves of 54 girls over the period 1 to 18 years are displayed in Figure 4 (top left panel), with time rescaled to unit length, as well as the original $q$-functions (top right panel).

We apply our Bayesian methodology in order to align the full set of curves, and we use prior parameter $a = 50$ and $M = 20$ with 200,000 MCMC iterations and 100,000 burn-in. Convergence of the MCMC algorithm was monitored by trace plots in Figure D.1 of the Supplementary Materials. In Figure 4 (bottom left panel) we display the registered $q$-functions using maximum a posteriori (MAP) estimates of the warping functions. In the same figure (bottom right panel) we plot the posterior mean and 95% credibility intervals for the mean $q$-function $\mu_A$, calculated from the 100,000 MCMC iterations after burn-in.

Note that because $\mu_A$ is an equivalence class it can be helpful for interpretation to plot a particular member of the class, which is called an icon in shape analysis (Goodall...
Figure 3: The logarithm of the mean square Fisher-Rao distance to the true mean $\mu_A$ versus logarithm of sample size $n$. The full line is the ambient space estimator and the dotted line is the quotient space estimator. The colors are red ($\sigma = 0.1$), green ($\sigma = 0.3$), blue ($\sigma = 0.5$) and cyan ($\sigma = 1$).
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The mean and credibility intervals for the icon curves can be constructed using the inverse relationship (Srivastava et al. 2011a)

\[ f(t) = \int_0^t q(s)q(s)\,ds \]  

and then a suitable scaling and translation is chosen for the icon on the scale of the original curves. We translate and scale so that the posterior mean icon curve matches the mean of the data curves at \( t = 0 \) and \( t = 1 \). Also, for each constructed icon curve after burn-in a Gaussian height shift is added with standard deviation given by the average of the standard errors of the sample mean curve, in order to plot the icons on the scale of the original data.

The posterior mean and pointwise 97.5% and 2.5% quantiles of the 100,000 icons after burn-in are displayed, together with the registered curves, in the bottom right plot of Figure 4. There is good alignment of the curves, and we see clearly that there are two growth spurts in the posterior mean: the smaller mid-growth spurt around \( t = 0.3 \), and the strong pubertal growth spurt around \( t = 0.6 \). These two growth spurts have been well-documented in the literature (e.g. Molinari et al. 1980; Gasser et al. 1985; Tang and Müller 2008). Our method has also provided an indication of the uncertainty in the mean, which is relatively small due to the large sample size (\( n = 54 \)). We consider a sensitivity analysis of the choice of prior parameter \( a \) in Appendix D of the Supplementary Materials. Also, note that the posterior standard deviation of the mean curve is similar for different values of \( t \). An extension of the model could be to have the covariance of the q-function given by a more general parameter matrix, e.g. with a Wishart prior, which could be considered in further work.

Comparison with other methods

We compare our method with some other existing methods (Ramsay and Silverman 2005; Srivastava et al. 2011b) and we conduct an alignment comparison using four datasets: (1) Berkeley growth data - boys, (2) Berkeley growth data - girls, (3) Handwriting data, (4) Mass Spectrometry data. The first three datasets (1)-(3) are from Ramsay and Silverman (2005) and the mass spectrometry dataset is from Koch et al. (2014). The evaluation criteria used are:

- The synchronization (Sync) coefficient defined in James (2007):

\[
\text{Sync} = \frac{1}{N} \sum_{i=1}^{N} \frac{||f_i - \frac{1}{N-1} \sum_{j \neq i} f_j||^2}{||f_i - \frac{1}{N-1} \sum_{j \neq i} f_j||^2}.
\]

- The inverse of pairwise correlation (IPC):

\[
\text{IPC} = \frac{\sum_{i \neq j} r(f_i, f_j)}{\sum_{i \neq j} r(f_i, f_j)}.
\]
Figure 4: Growth rate curves from the girls in the Berkeley growth study (top left) and their unregistered q-functions (top right). In the bottom left figure we display the aligned, scaled q-functions from our Bayesian procedure (using MAP estimated warps) together with the posterior mean of $\mu_A$ in blue and pointwise 95% credibility intervals as dashed red lines. In the bottom right figure we display the registered curves and posterior mean (blue) and pointwise 95% credibility intervals (dashed red) as icons of $\mu_A$. The prior parameter is $a = 50$ here. In each plot the x-axis represents time from 1 to 18 years, and has been rescaled to unit length.
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where \( r(\cdot, \cdot) \) is the pairwise Pearson’s correlation between functions, and \( f \) denotes the original curve function while \( f^* \) denotes the aligned version. For both measures, smaller values indicates better alignment.

In the experimental setup, for Datasets 1 and 2, for the spline based method of Ramsay and Silverman (2005) we directly use the alignment result provided in the R package \texttt{fda} for males (Ramsay et al. 2013) and MATLAB code for females (Ramsay 2013). For Datasets 3 and 4 we tune the model parameters in order to make the comparison as fair as possible. For the Square Root Velocity Function (SRVF) method of Srivastava et al. (2011b), we used the R package \texttt{fdasrvf} (Tucker 2014) with its default setting for all four datasets. For our Bayesian version of SRVF (B-SRVF), we also use the default setting with the prior of warping function to be Dirichlet(1) and the iteration number for MCMC is fixed at 50,000 without further fine-tuning. For B-SRVF the posterior mean is used as the estimator in its standardized form (i.e. with the Karcher mean of the deformations equal to the identity).

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
<th>Dataset 4</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sync</td>
<td>IPC</td>
<td>Sync</td>
<td>IPC</td>
</tr>
<tr>
<td>Spline</td>
<td>0.74</td>
<td>0.95</td>
<td>0.54</td>
<td>0.95</td>
</tr>
<tr>
<td>SRVF</td>
<td>0.67</td>
<td>0.93</td>
<td>0.68</td>
<td>0.95</td>
</tr>
<tr>
<td>B-SRVF</td>
<td>0.64</td>
<td>0.90</td>
<td>0.61</td>
<td>0.95</td>
</tr>
</tbody>
</table>

Table 3: 1D alignment result evaluation using four data sets with smallest values highlighted in bold.

From the table we can see that for Datasets 1 and 2, even though they are similar in nature (both are growth data), the relative performance of the methods is different. Notice that for Dataset 1 the spline method performs the worst, while in Dataset 2 it performs the best. In this sense, there is some sensitivity in the relative performance of the methods to the datasets we use. In Dataset 4, where there are many spikes, we can see that our method does much better than the spline method, but it is comparable to the SRVF approach. Overall, our method generally has an advantage over the spline whereas it is comparable to SRVF in all four datasets. Although the performance in alignment between SRVF and B-SRVF is quite similar here, the advantage of the Bayesian approach is that assessment of the uncertainty is also provided via credibility intervals and prior information can be incorporated as desired.

6.2 2D data analysis

Mouse vertebrae

A two-dimensional application is the study of the shape of the second thoracic (T2) vertebrae in mice (Dryden and Mardia 1998). Three groups of mouse vertebrae are available: 30 Control, 23 Large and 23 Small bones. The Large and Small group underwent genetic selection for large/small body weight, whereas the Control group consists of unselected mice. Each bone is represented by a curve consisting of 60 points which are
determined through a semi-automatic procedure. Six landmarks are placed at points of high absolute curvature and then nine pseudo-landmarks are equally-spaced inbetween each pair of landmarks. The main interests here include carrying out pairwise registration, obtaining mean shapes and credibility intervals, and carrying out classification based on the registered shapes. It is very common in many application areas to classify objects using shape information (Dryden and Mardia 1998), and for example in studying the fossil record there is a need to classify bones from individuals into groups using size and/or shape as there is usually little or no other information available.

We start our analysis by performing a pairwise comparison from the ambient space model, and we use the MCMC algorithm for pairwise matching with 50,000 iterations. The $q$-functions are obtained by initial smoothing, and then normalized so that $\|q\|_2 = 1$. The registration is carried out using rotation through an angle $\theta$ about the origin, and a warping function $\gamma$. The original and registered pair (using a posterior mean) are shown in Figure 5 and the point-wise correspondence between the curves and a point-wise 95% credibility interval for $\gamma(t)$ are shown in Figure 6. The start point of the curve is fixed and is given by the left-most point on the curve in Figure 6 that has a red line connecting the two bones. The narrower regions in the credibility interval correspond well with high curvature regions in the shapes. We also applied the multiple curve registration, as shown in Figure 7. Convergence of the MCMC schemes were monitored by trace plots, which can be seen in Appendix D, Figure D.2 of the Supplementary Materials.

Figure 5: Unregistered curves on left and registration through $\hat{\gamma(t)}_A$ on right.

In order to investigate the differences between the new Bayesian method and the classic Procrustes analysis on the 60 landmarks we consider a classification study. For classification method A, the three group means are obtained through classical generalized Procrustes analysis (Goodall 1991) using the shapes package in R (Dryden 2014) and each test curve is assigned to the trained group which is closest in terms of Procrustes distance. The Procrustes distance is calculated by minimizing the Euclidean sum of squares between the landmark configurations using translation, rotating and scale.
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Figure 6: Correspondence based on $\hat{\gamma}(t)_A$ and 95% credibility interval for $\gamma(t)$. One of the bones is drawn artificially smaller in order to better illustrate the correspondence.

Figure 7: The original curves from Small group, without and with registration. The blue curve in the right panel is the estimated $\mu_A$ and red color shows the credible region given by 10,000 samples of mean.
For method B, the three group means are obtained using the posterior mean from the Bayesian model and each test curve is classified based on the elastic distance to the mean (i.e. using amplitude variability). For method C, all training dataset curves are registered in one pooled group using generalized Procrustes analysis and the Procrustes registered curves are used as the training data. Each test curve is aligned to the mean by ordinary Procrustes analysis. A Support Vector Machine (SVM) (Chang and Lin 2001) is then trained on the registered training curves and applied to the registered test curves. For method D, all training dataset curves are registered through the Bayesian model and their warped, registered versions are used as the training data. Each test curve is aligned to the mean by pairwise registration using MCMC. An SVM is then trained on the MCMC registered training curves and applied to the registered test curves.

A total of 100 Monte Carlo repetitions are run for each exercise, where the training data and test data are sampled from each group without replacement. In a single Monte Carlo repetition, 16 curves from the Small group, 20 from the Control group and 16 from the Large group (about two-thirds of the original data) are randomly selected as the training data, while the remaining 24 curves are used as the test data. Method A gives an 80% correct classification rate for the test data, and method B gives 83% correct classification. In method C, the classification rate increases to 87% while method D has the highest classification rate of 92%. Under both A vs B and C vs D circumstances, we see some improvement in classification by using Bayesian alignment while we also notice an overall improvement in methods C and D compared to A and B by using SVM. The main reason for the improvement is that SVM is using hyperplanes to classify between distributions for each group, rather than shape distances which are isotropic in nature. Both method B and D demonstrate the advantage in using the Bayesian MCMC method for registration with warping, rather than just using the equally spaced pseudo-landmarks with no warping.

2D simulation and comparison

We now compare our method to generalized Procrustes analysis in the shapes package in R (Dryden 2014) using the 60 points around the outline without warping. The Procrustes alignment is carried out over translation, rotation and scale. We first begin with a simulation study, where independent isotropic Gaussian noise is added and uniform random rotations are also applied in order to generate the random curves. Four curves are selected at random from the T2 mouse vertebrae dataset and their q functions are used as the true μ process, and n = 30 curves are generated from the model. Multiple alignment is carried out and the Procrustes mean shape and the Bayesian SRVF standardized posterior mean are calculated. The comparisons are given in Table 4, where FR is the squared of Fisher-Rao distance while L2 is standard Euclidean norm and the measures are averaged over 50 Monte Carlo simulations.

From Table 4 we notice that Bayesian model is generally better than Procrustes method when a certain amount of warping effects truly exist in the dataset (as in this simulation study) and this is not surprising since the Procrustes method does not take warping effect into account. For datasets where alignment is not necessary, the
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2D Estimation Comparison

<table>
<thead>
<tr>
<th>Methods</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
<th>Dataset 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procrustes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma = 0$</td>
<td>0.076</td>
<td>0.039</td>
<td>0.092</td>
<td>0.042</td>
</tr>
<tr>
<td>$\sigma = 0.3$</td>
<td>0.168</td>
<td>0.078</td>
<td>0.151</td>
<td>0.072</td>
</tr>
<tr>
<td>$\sigma = 0.5$</td>
<td>0.228</td>
<td>0.088</td>
<td>0.211</td>
<td>0.077</td>
</tr>
<tr>
<td>B-SRVF</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma = 0$</td>
<td>0.052</td>
<td>0.035</td>
<td>0.041</td>
<td>0.032</td>
</tr>
<tr>
<td>$\sigma = 0.3$</td>
<td>0.086</td>
<td>0.074</td>
<td>0.075</td>
<td>0.070</td>
</tr>
<tr>
<td>$\sigma = 0.5$</td>
<td>0.118</td>
<td>0.087</td>
<td>0.118</td>
<td>0.089</td>
</tr>
</tbody>
</table>

Table 4: 2D estimation result evaluation using four functional curves.

performance of both methods is similar.

In the alignment comparison of real data sets, we use the T2 Small mouse vertebrae dataset plus three other 2D datasets which are used in Thakoor et al. (2007) (C. Subset of MPEG-7 CE Shape-1 Part-B, Datasets 4, 5, 6 respectively), available at: [http://visionlab.uta.edu/shape_data.htm](http://visionlab.uta.edu/shape_data.htm)

The alignment results are given in Table 5. It is clear again and not surprising that Bayesian model is an improvement on Procrustes in alignment, as warping is not taken into account in the Procrustes analysis.

2D Alignment Comparison

<table>
<thead>
<tr>
<th>Methods</th>
<th>T2 Small Mice</th>
<th>Thakoor 4</th>
<th>Thakoor 5</th>
<th>Thakoor 6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Procrustes</td>
<td>0.064</td>
<td>0.972</td>
<td>0.218</td>
<td>0.989</td>
</tr>
<tr>
<td>B-SRVF</td>
<td>0.043</td>
<td>0.967</td>
<td>0.073</td>
<td>0.974</td>
</tr>
</tbody>
</table>

Table 5: 2D alignment result evaluation using 4 data sets with smallest values highlighted.

7 Discussion

In this paper we state the distinctions between three spaces of interest: the original, ambient and quotient space. We compare the ambient space estimator and quotient space estimator in simulation studies as well as real data analysis and demonstrate a small improvement in performance in several examples. We also explain the similarity between the estimators in certain situations through a Laplace approximation.

An important component is that we incorporate prior information about the amount of warping, which is particularly useful in the growth curve application, where too much warping is not desirable. Naturally the choice of prior is important and will of course be problem specific, however in the growth curve data it was clear the prior weighted towards translations was beneficial.

The methodology can be used for datasets with equally spaced points or non-equally spaced points.
spaced points on each curve or outline. However, there is a choice in whether to parameterize the warping function with equally spaced points or not. For our examples we did use equally spaced points in the warping function and this was reasonable in our applications. However, non-equally spaced points in the parameterization could also be used. One possible extension would be to estimate an initial warping function by equally spaced points and then identify the region where there exists a large change of slope in successive segments. More points can then be placed in those regions and a new MCMC run carried out. The choice of equal or non-equal points ought not to be crucial, except in more extreme cases.

Although some transformations such as translations (which are not 1-1 and onto) are not included in the family of deformations, a translation for most of the domain with non-linear kinks at each end will give practically the same warp and so our method retains flexibility without being restrictive.

Note that for matching between two functions we also can use multiple alignment, which also involves estimating the mean function, instead of the pairwise method. Although the multiple alignment method appears to be a less efficient approach due to the need for the mean function as parameters, it does have the property that the prior would be invariant under a common reparameterization of both curves.

Although we have focused on 1D and 2D applications the Bayesian methodology can be extended to higher dimensions, for example analyzing the shape of 3D surface shapes using the square root normal fields (Jermyn et al. 2012).
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Appendix A: Dynamic programming

In our dynamic programming algorithm the two discrete realizations of \( q \) functions have unit length, i.e., \( \int ||q(t)||^2 \, dt = 1 \), and equal number of points. Note that these assumptions are not needed for dynamic programming. As pointed out in Srivastava et al. (2011), the scale does not change the solution of dynamic programming, and thus we can safely scale \( q \) functions to achieve better numerical properties. Also having equal numbers of points on both \( q \) functions is simply for the convenience of taking arithmetic averages of \( q \)’s.

The following constraints are imposed on the dynamic programming algorithm. The first two sets of constraints originate from the properties of \( \gamma(t) \), and the third constraint is for practical considerations.

(C1) Starting points and end points are forced to match. This originates from the fact that \( \gamma(t) \) maps \([0, 1]\) onto \([0, 1]\).

(C2) No one-to-many matchings are allowed and matchings are strictly increasing. Both constraints are motivated by the assumption that \( \gamma(t) \) is strictly increasing.

(C3) We use \( q_1 \) as the reference \( q \) function. In the algorithm, we first fix a thinning parameter and then find the corresponding points on \( q_2 \). For example, if there are 101 points on each \( q \) function, we need to find the correspondence between these 101 points. And if the thinning parameter is 2, then, for points 1, 3, 5, \ldots, 99, 101 on \( q_1 \), we need to find the corresponding points on \( q_2 \). According to (C1), point 1 and 101 on \( q_1 \) match point 1 and 101 on \( q_2 \), respectively. It is worth pointing out that the thinning parameter must be an integer greater than 1. If one sets the thinning parameter to be 1, one needs to find the matching points for points 1, 2, 3, \ldots, 101 of \( q_1 \) on \( q_2 \). This is equivalent to forcing the resulting warping function to be the identity function, which clearly does not help the search for the optimal warping function.

Under the above constraints, the dynamic programming algorithm is sketched out in the following three subsections.

A.1 Initialization step

Let \( q_1(t) \) and \( q_2(t) \) be the \( q(t) \) functions to be matched via dynamic programming. If they are 2D or 3D matrices, singular value decomposition is employed to find the initial rotation \( \Gamma \) between the two \( q(t) \) matrices. Then we begin to find the matching between \( q_1(t) \) and \( q_2(t) \Gamma \). If \( q_1(t) \) and \( q_2(t) \) are one dimensional, no rotation is needed. To prepare for the matching, we initialize two matrices described next.

The first matrix is an \((M + 1) \times k\) distance matrix \( S \), where \( k \) is the number of points on each of \( q_1(t) \) and \( q_2(t) \), and \( M + 1 < k \). More specifically, \( M + 1 \) is the number of points on \( q_1 \) that we use to find the matching points on \( q_2 \) for a pre-specified thinning parameter. For example, if \( k = 101 \) and the thinning parameter is \( T = 2 \), we have \( M + 1 = 51 \). For \( i, j > 1 \), the \([i, j]\) entry of \( S \), \( S(i, j) \), denotes the minimum Fisher-Rao distance between the segment of \( q_1 \) from point 1 to point \( i \ast \) and the segment of \( q_2 \) from point 1 to point \( j \), where \( i \ast = 1 + T \times i \). These minimum distances are to be filled in the next step, with the exception of \( S(1, 1) \), which is set to be zero.

The second matrix is an \((M + 1) \times k\) tracking matrix \( ID \), which records the column positions of parent cells. All entries in the second row of \( ID \) are set to be 1’s since the corresponding parent node is \((1, 1)\). We
fill in the remaining entries of $ID$ in the next step elaborated in the upcoming subsection. As an example, if the parent node of position $(3, 4)$ is $(2, 3)$, the $[3, 4]$ entry of $ID$, $ID(3, 4)$, is 3. One does not need to track the row position of a parent cell because it is $i - 1$ if the current row is $i$.

### A.2 Matrix filling

At this step, we search for a minimum path starting from $S(1, 1)$, and fill in the distance matrix $S$ row by row until the path reaches the second-to-last row. From there, all possible paths have to end in the last row at $S(M + 1, k)$, which corresponds to the last matching pair of both $q$ functions. Denote by $\text{dist}(i - 1, \ell, i, j)$ the Fisher-Rao distance between the region defined between the $(i - 1)$th row to the $\ell$th row in $q_1$ and the points between $\ell$ and $j$ in $q_2$. Then, for $i, j > 1$, $S(i, j)$ is updated following the algorithm below.

**Step 1** Set $S(i, j) = \min\{S(i - 1, \ell) + \text{dist}(i - 1, \ell, i, j)\}$, where $\ell \in \{j - C, \ldots, j - 2, j - 1\}$, and $C$ is the maximum gap allowed between the previous matching point in $q_2$ and the successive matching point in $q_2$. Note that $C$ must be greater than the thinning parameter $T$ to make a possible matching. In our setting, we set $C = 5T$ to include a large area for searching while limiting the unnecessary extra search in regions that deviate substantially from the identity transformation.

**Step 2** Set $j = j + 1$. If $j \leq k$ return to Step 1.

**Step 3** Set $i = i + 1$. If $i < M + 1$, return to Step 1.

The entries in the tracking matrix $ID$ are recorded while we fill in the distance matrix $S$.

### A.3 Trace-back step

The last step of dynamic programming is the trace-back step using the tracking matrix $ID$. More specifically, starting from $ID(M + 1, k)$, we trace back the parent node of $S(M + 1, k)$. For instance, if the parent node of $S(M + 1, k)$ is $(M, k)$, we go to $ID(M - 1, k)$ to find the parent node of $(M, k)$. We continue this process until we reach node $(1, 1)$. By recording the value of $\ell$ in each pair from Step 1 in the matrix filling step above, we obtain the actual path, represented by a series of $\ell$’s and corresponds to some points in $q_2$, that leads to $S(M + 1, k)$. This path gives the warping function from dynamic programming.

Note that by setting a maximum gap, we are essentially searching for a suboptimal path instead of globally optimum path. One can of course choose a very large gap, say, as large as $k$, to obtain the globally optimal path. However, in most cases, a suboptimal path obtained under a maximum gap constraint is indeed the global minimum if the warping function does not deviate substantially from the identity function. Moreover, adding such constraint usually speeds up the search without sacrificing much in the quality of search results.

### A.4 Remarks on the choice of the tuning parameter

The thinning parameter $T$ determines the complexity of the warping function $\gamma(t)$. For a given $T$, we estimate $M + 1 = \lceil k/T \rceil + 1$ points along the warping function. One may use the deviance information criterion (DIC) to choose an appropriate $T$ based on data. In most cases, the smallest possible $T$, which is 2, shall work fine. If the data is quite smooth, a larger $T$ is preferred, say, $T = 5$. On a related note, if we fix the ratio, $(\text{Maximum allowed gap})/(\text{Thinning parameter})$, at a constant, such as 5, a smaller $T$ leads to less computation time. However, a smaller $T$ results in more parameters in the Bayesian model, and thus more iterations are expected to reach convergence in the MCMC algorithm.

### Appendix B: MCMC algorithm

#### B.1 Sampling algorithm

When sampling from relevant conditional distributions in the MCMC, we use simulated tempering described in Section 5.3 of the main article to sample/update a temperature whenever necessary to avoid being trapped in a local mode.
To update $\gamma_i([t])$, we employ the Metropolis-Hastings algorithm. More specifically, at iteration $J$, for $i = 1, \ldots, n$, a shift is proposed for $\gamma_i(t_j)$ sequentially for $j = 1, \ldots, M - 1$; and we accept a proposed $\gamma_i^{*}(t_j)$ with probability

$$
\lambda = \min \left[ 1, \frac{\pi \left\{ \mu^{(J-1)}, \gamma_i^{(J)}(t_1), \ldots, \gamma_i^{(J)}(t_{j+1}), \gamma_i^{(J-1)}(t_{j+1}), \ldots, \gamma_i^{(J-1)}(t_{M-1}) \right\}}{\pi \left\{ \mu^{(J-1)}, \gamma_i^{(J)}(t_1), \ldots, \gamma_i^{(J-1)}(t_{j+1}), \gamma_i^{(J-1)}(t_{j+1}), \ldots, \gamma_i^{(J-1)}(t_{M-1}) \right\}} \right].
$$

When deriving $\lambda$, the proposal distribution of $q(\gamma_i^{*}|\gamma_i)$ is canceled in the above ratio since it is a normal distribution (thus symmetric). Among the $M + 1$ points in $\gamma_i([t])$, $\gamma(t_0) = 0$ and $\gamma(t_M) = 1$ are fixed and not updated in the above Metropolis-Hastings algorithm.

To update $\kappa$, we use Gibbs sampling. In particular, at iteration $J$, after updating each warped $q_i^{*(J)}$, we sample $\kappa^{(J)}$ from $\text{Gamma}(\alpha, \beta + \sum_{i=1}^{n} d_i^{2}(\mu^{(J-1)}, q_i^{(J)})^{2})$, where $\alpha$ and $\beta$ are the parameters for the gamma prior of $\kappa$, $d_i^{2} = ||\mu^{(J-1)} - q_i^{(J)}||^{2}$, and $p = km - 1$ is the degree of freedom, in which $m$ is the dimension of the $q$ functions.

When the $q$ functions are 2D or 3D, we also need to update $\Gamma_i$, which we again use the Metropolis-Hastings algorithm. Here, we use a uniform proposal for rotation parameter(s) $\theta_i$ associated with $\Gamma_i$, and a proposed update is accepted/rejected according to the MH ratio.

When comparing multiple curves, if a multivariate normal prior for $\mu([t])$ is assigned, we proceed to sample $\mu([t])$ using Gibbs sampling according to

$$
\pi(\mu^{(J)}|\text{rest}) \sim \mathcal{N} \left( \Sigma^{-1} + \frac{2\kappa^{(J)}nI}{M}, \frac{2\kappa^{(J)}}{M} \sum_{i=1}^{n} q_i^{(J)*} + \Sigma^{-1}\zeta, \left( \Sigma^{-1} + \frac{2\kappa^{(J)}nI}{M} \right)^{-1} \right),
$$

where $\zeta$ and $\Sigma$ are the prior mean vector and variance, respectively. Note that, for pairwise comparison and with one of the $q$ functions used as the reference, there is only one $\gamma([t])$ to be sampled and thus one does not need to sample $\mu([t])$. The derivation of (B.1) is given next.

For Gibbs sampling of $\mu$, we first define

$$
q^*(t) = \sqrt{\gamma(t)}q(\gamma(t)),
$$

then

$$
\begin{align*}
L(\mu; q^*_1, q^*_2, \ldots, q^*_n) & \propto \Pi_{i=1}^{n} \exp \left\{ -\kappa d_i^{2}(\mu, q^*_i) \right\} \pi(\mu) \\
& \propto \Pi_{i=1}^{n} \exp \left\{ -\kappa \left( \mu^{T}\mu - 2\mu^{T}q^*_i \right) \right\} \exp \left\{ \frac{1}{2} (\mu - \zeta)^{T}\Sigma^{-1}(\mu - \zeta) \right\} \\
& \propto \exp \left\{ -\frac{1}{2} \left( \mu^{T}\Sigma^{-1}\mu - 2\mu^{T}\Sigma^{-1}\zeta + \frac{2\kappa n^{2}I}{M} - 4\kappa \mu^{T} \sum_{i=1}^{n} q_i^{*}\mu \right) \right\} \\
& \propto \exp \left\{ -\frac{1}{2} \left( \mu - \Sigma^{-1} + \frac{2\kappa nI}{M} \right)^{-1} \left( \frac{2\kappa nI}{M} \sum_{i=1}^{n} q_i^{*} + \Sigma^{-1}\zeta \right)^{T} \left( \Sigma^{-1} + \frac{2\kappa nI}{M} \right)^{-1} \right\}.
\end{align*}
$$

Thus, (B.1) follows.

**B.2 Remarks**

Here we offer some practical guidelines for implementing the MCMC algorithm. First, unless one is quite sure that the warping function is close to the identity function, such as the case for the mice vertebrae data, it is preferable to start from a quotient estimate rather than a random starting point. Otherwise, one may easily get trapped in local modes.
Second, the mixing of the MCMC algorithm depends on the number of points on a curve, \( k \), the thinning parameter, \( T \), and the sample size, \( n \). The first two factors together determine the dimension of warping function, \( k/T \). A smaller \( T \) usually gives better alignment results since the warping function is usually better approximated with more points. However, when a small \( T \), say \( T = 2 \), is used, it typically takes longer than 100,000 iterations to converge. In contrast, when a larger \( T \) is used, say, \( T = 5 \), the algorithm can converge within 50,000 iterations. If the value of \( T \) suggested by DIC is too small, one may need to increase \( T \) accordingly so that MCMC can converge in a reasonable time.

Third, the prior for Dirichlet can be set to be uniform. Unless there is strong visual evidence that the phase variation is mainly from a horizontal shift in time domain, a uniform prior combining with the quotient estimate as the starting point often leads to reasonable mixing. The priors for \( \mu \) and \( \kappa \) can be set to have large variation. For example, the prior for \( \mu \) is set to have zero mean vector and variance \( \sigma^2 I_{k \times k} \) with \( \sigma^2 = 100,000 \).

**Appendix C: Computational cost**

The computational time for our MCMC method is the time for finding the starting point (say, the quotient estimate) of MCMC plus the running time of MCMC chain from the starting point. In the context of Dataset 4 in Table 3 in Section 6.1 of the main article, Table C.1 presents the computational time under different number of points \( k \) on the target \( q \) function and number of MCMC iterations. The computation was carried out on a Dell XPS L501X laptop with Dual Core i5 M 460 at 2.53 GHz.

<table>
<thead>
<tr>
<th>Number of points ( k )</th>
<th>Time to find the quotient estimate</th>
<th>Number of MCMC iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3,000</td>
<td>5,000</td>
</tr>
<tr>
<td>50</td>
<td>0.33</td>
<td>1.31</td>
</tr>
<tr>
<td>100</td>
<td>2.10</td>
<td>2.78</td>
</tr>
<tr>
<td>200</td>
<td>4.85</td>
<td>6.77</td>
</tr>
<tr>
<td>500</td>
<td>55.46</td>
<td>26.84</td>
</tr>
<tr>
<td>1,000</td>
<td>129.59</td>
<td>131</td>
</tr>
<tr>
<td>2,000</td>
<td>622.38</td>
<td>366</td>
</tr>
</tbody>
</table>

Table C.1 suggests that the time to find the quotient estimate is only a small portion of the overall computation time when \( k \) is small. However, as \( k \) increases, the computational burden to find a good starting point for the MCMC is much larger. For example, when \( k = 2,000 \), it takes about 10 minutes to set up the initial value of \( \gamma(t) \) for the later sampling process.

**Appendix D: MCMC traceplots and Sensitivity Analysis**

**D.1 MCMC Traceplots**

In all real data analyses in the main article, we use traceplots to diagnose convergence of the MCMC algorithm. Figures D.1 and D.2 are the traceplots for multiple curve matching of the girls’ growth data and the mice vertebrae data, respectively. We did not observe any obvious departures from convergence in either case.

**D.2 Sensitivity analysis**

For multiple curve registration we consider the sensitivity of the different priors, and in Figure D.3 we display the original curves and the posterior mean registered curves with \( a = 1, a = 10, a = 50, a = 100 \) and \( a = 500 \). Here a total of 100,000 iterations are taken and the final 50,000 are retained after burn-in. The effect of the
prior is clearly demonstrated. Using a smaller value of $a = 1$ or $a = 10$ leads to particular distortion in the mid-growth spurt (small peak around $t = 0.3$) but the pubertal growth spurt is not distorted (larger peak around $t = 0.6$). The value $a = 50$ leads to individuals in reasonable alignment in terms of the two main peaks and less distortion. The value of $a = 100$ leads to a few individuals being less well aligned. Finally, $a = 500$ results in the main peaks not being well lined up.

**Appendix E: Sensitivity to the covariance model for $q_1([t]) - q_2([t])$**

Throughout the study, we assume independent differences between two $q$ functions, $q_1([t]) - q_2([t])$. We examined in simulations the sensitivity of ambient estimators, obtained under the independent error assumption, with 1D $q$ functions generated using the AR(1) error structure below,

$$
\text{VAR}(e) = \sigma^2 \begin{bmatrix}
1 & \rho & \rho^2 & \ldots \\
\rho & 1 & \rho & \ldots \\
\rho^2 & \rho & 1 & \ldots \\
\ldots & \ldots & \ldots & \ldots
\end{bmatrix}.
$$

Figures E.1–E.3 show the mean square Fisher-Rao distances between $\hat{\mu}_Q$ and $\mu_A$, and that between $\hat{\mu}_A$ and $\mu_A$, when $\rho = 0.2, 0.5$, and 0.8, respectively. These figures show that the ambient estimators still perform well for pointwise estimation when correlation is present.

**Appendix F: Simulated tempering**

Simulated tempering can be used to sample from the posterior when there are strong multimodal features. Let $\pi(\omega) \propto e^{-U(\omega)}$ be the unnormalized density which is the so called “cold” distribution, where $\omega$ is the
Figure D.3: Growth rate curves from the girls in the Berkeley growth study (top left), which have been aligned using the estimated posterior mean warping functions with priors $a = 1$ (top centre), $a = 10$ (top right), $a = 50$ (bottom left), $a = 100$ (bottom centre) and $a = 500$ (bottom right). In each plot the x-axis represents time from 0 to 18 years, and has been rescaled to unit length.
parameter vector. Often $\pi(\omega)$ has multiple local modes when the dimension of $\omega$ is high. In order to jump out of local modes in the updating algorithm, we need to make larger moves in the sampling space. Let $\pi_i(\omega)$ be a sequence of $T$ unnormalized densities where $\pi_i(\omega) \propto \pi(\omega)^{\beta_i}$ for $0 \leq \beta_i < 1$ and $i = 1, \ldots, T$. Following Liu (2001) and Gramacy et al. (2010) $\beta_i$ is taken as

$$\beta_i = (1 + \delta_\beta)^{1-i},$$

which is geometric spacing with $\delta_\beta > 0$. The simulated tempering algorithm is then given as follows (Geyer and Thompson, 1995):

- Given $\pi_j(\omega)$ update $\omega$ using a Metropolis-Hastings step or Gibbs step.
- Generate $j = i \pm 1$ using probabilities $q_{i,j}$, where $q_{1,2} = q_{T,T-1} = 1$ and $q_{i,i+1} = q_{i,i-1} = 0.5$ if $1 < i < T$.
- Accept the proposal with probability $r = \min(r, 1)$ where

$$r = \frac{\pi_j(\omega) w_j q_{j,i}}{\pi_i(\omega) w_i q_{i,j}}.$$ 

Note that $w_j$ is the prior weight related to $\pi_j(\omega)$ such that each $\pi_j(\omega)$ is explored uniformly, i.e., the MCMC algorithm spends an equal amount of time in each of the $T$ densities. In practice, the use of simulated tempering requires much tuning, and we use a simple strategy where the number of chains to run is $T = 10$ and the spacing parameter $\delta_\beta = 1/\sqrt{N_T}$ is used where $N_T$ is chosen such that the acceptance rate among jumping across chains is controlled to be roughly between 20% to 40%. Note that the $w_i$ need to be approximated from a preliminary run in which all $w_i$ are set equal. Based on the preliminary run, the $w_i$ is estimated to be $w_i \propto 1/n_i$ where $n_i$ is the number of samples that the MCMC algorithm takes from chain $i$. The number of iterations in the tuning pre-run is taken as 50,000. In case any $n_i$ are equal to 0, $\delta_\beta$ is decreased to $\delta_\beta = 1/(K\sqrt{N_T})$ with $K = 2, 3, \ldots$ until all $n_i > 0$. The sampling of $\kappa$ is straightforward at each level, via a Gibbs sampler

$$\pi(\kappa|\gamma, q_1, q_2) \propto \Gamma(k_i(p/2 + \alpha) + 1 - k_i, k_i(\beta + ||q_1 - \sqrt{\gamma}(q_2 \circ \gamma)||^2)),$$

and the sampling of $\gamma$ is via

$$\pi^k_i(\gamma|\kappa, q_1, q_2) \propto \{e^{-\kappa||q_1 - \sqrt{\gamma}(q_2 \circ \gamma)||^2} \pi(\gamma)\}^{k_i}. $$
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Figure E.1: The logarithm of the mean square Fisher Rao distance to the true mean $\mu_A$ versus logarithm of sample size $n$ when $\rho = 0.2$. The full line is the ambient space estimate and the dotted line is the quotient space estimate. The colors are red ($\sigma = 0.1$), green ($\sigma = 0.3$), blue ($\sigma = 0.5$) and cyan ($\sigma = 1$).
Figure E.2: The logarithm of the mean square Fisher Rao distance to the true mean $\mu_A$ versus logarithm of sample size $n$ when $\rho = 0.5$. The full line is the ambient space estimate and the dotted line is the quotient space estimate. The colors are red ($\sigma = 0.1$), green ($\sigma = 0.3$), blue ($\sigma = 0.5$) and cyan ($\sigma = 1$).
Figure E.3: The logarithm of the mean square Fisher Rao distance to the true mean $\mu_A$ versus logarithm of sample size $n$ when $\rho = 0.8$. The full line is the ambient space estimate and the dotted line is the quotient space estimate. The colors are red ($\sigma = 0.1$), green ($\sigma = 0.3$), blue ($\sigma = 0.5$) and cyan ($\sigma = 1$).